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Preface

Welcome to the proceedings of the Pacific-Rim Conference on Multimedia (PCM
2014), held December 1–4, 2014, in Kuching, Malaysia. The Pacific-Rim Con-
ference on Multimedia is a leading international conference for researchers and
industry practitioners to share and showcase their new ideas, original research
results, and engineering development experiences from areas related to multi-
media data types. The 2014 edition of PCM marked its 15th anniversary. The
longevity of the conference would not be possible without the strong support of
the research community, and we take this opportunity to thank everyone who
has contributed to the growth of the conference in one way or another in the
last 15 years.

This year’s conference was held in the beautiful and historical city of Kuching,
the capital of the state of Sarawak, Malaysia. A city of great history and legends,
Kuching is known as the Camelot of the White Rajahs, referring to the English
Brooke family that ruled the Kingdom of Sarawak for slightly over a century,
until 1946. Located on Borneo, the third largest island in the world and home to
one of the oldest rainforests in the world, Kuching and its region are filled with
tourist attractions such as the Bako National Park, Semenggoh Wildlife Center,
Sarawak Museum, and the Sarawak Cultural Village.

PCM 2014 featured a comprehensive program including a workshop on “Mul-
timedia Big Data Analytics,” two tutorials on “Context-Aware Multimedia Re-
trieval and Delivery” and “Depth-Based 3D Video Techniques and Systems,”
ten oral presentation sessions, a best paper candidates session, a poster and
demonstration session, and a special session on “Image Analysis and Processing
Under Extra Help.” The conference received 84 submissions, covering topics in
multimedia content analysis, multimedia signal processing and communications,
as well as multimedia applications and services. The submissions were reviewed
by a strong technical Program Committee, consisting of 82 reviewers. Each sub-
mission was reviewed by at least three reviewers. The Program Chairs carefully
considered the input and feedback from the reviewers and accepted 41 papers
for presentation at the conference. Out of these accepted papers, 36 were pre-
sented as oral, three were presented as posters, and two as demos. Moreover, we
had four papers presented in the special session. The technical program is an
important aspect but only provides its full impact if introduced by a challenging
keynote. We are pleased with and thankful to our keynote speaker, Roger Zim-
mermann, for having accepted to present his work at the Pacific-Rim Conference
on Multimedia 2014.

We are heavily indebted to many individuals for their significant contribu-
tion. We thank the PCM Steering Committee for their invaluable input and
guidance on crucial decisions. We wish to acknowledge and express our deepest
appreciation to the Organizing Committee who worked hard to ensure that all
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aspects of the conference went smoothly. The various PCM 2014 programs were
organized by the special session chairs, Lexing Xie and Jianfei Cai, the workshop
chairs, Liang-Tien Chia and Ralph Ewerth, the tutorial chairs, Winston Hsu and
Roger Zimmermann, the panel chairs, Pablo Cesar and Shin’ichi Satoh, and the
demo chairs, Christian Timmerer, and Xueliang Liu. Klaus Schoeffmann, Jun
Wang, and Jinhui Tang helped to publicize the conference. The conference Web
and social media presence were championed by Xiao-Yong Wei and Lai-Kuan
Wong. Finally, a special nod goes to Kok-Why Ng, Choo-Yee Ting, C. Eswaran,
Noramiza Hashim, and Poo Kuan Hoong who made all the necessary local ar-
rangements and logistics for PCM 2014 to take place smoothly.

We gratefully thank the Sarawak Convention Bureau for their generous sup-
port of PCM 2014, which made several key aspects of the conference possible.

Finally, we wish to thank all committee members, reviewers, session chairs,
student volunteers, and supporters. Their contributions are much appreciated.

We hope you all enjoy the proceedings of the 2014 Conference on Multimedia.

December 2014 Wei Tsang Ooi
Cees G.M. Snoek
Hung Khoon Tan

Chin Kuan Ho
Benoit Huet

Chong-Wah Ngo
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Mobile Videos with Contextual Geo-Properties

(Keynote Abstract)

Roger Zimmermann

Department of Computer Science
Nantional University of Singapore

Singapore

rogerz@comp.nus.edu.sg

Abstract. Multimedia data such audio, images and videos are increas-
ingly combined with other streams of contextual information such as,
for example, geo-positions. The widespread availability of smartphones
and tablets and the rapid improvement of integrated sensor hardware
has enabled the acquisition of high-quality user-generated videos that
are annotated with geo-properties. The contextual meta-data (e.g., GPS
and the digital compass values) provide a continuous stream of location
and viewing direction information and lead to the concept of sensor-rich
videos. This contextual information is considerably smaller in size than
the visual content and is helpful in effectively and efficiently managing
large repositories of videos. This talk presents on overview of our group’s
work in the areas of geo-referenced, sensor-rich video management. I will
describe some of the technologies that we have developed and our ex-
perimental experiences. Utilizing sensor meta-data effectively presents
many challenges in query processing, especially because real-world sen-
sor data is noisy and sometimes inaccurate. In this talk I will present
some of the challenges raised by large-scale geo-referenced applications,
some approaches and solutions, and future opportunities.
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Region-Based Interactive Ranking Optimization

for Person Re-identification

Zheng Wang1, Ruimin Hu1,2, Chao Liang1,2,
Qingming Leng3, and Kaimin Sun4

1 National Engineering Research Center for Multimedia Software,
School of Computer, Wuhan University, Wuhan, China

2 Research Institute of Wuhan University in Shenzhen, China
3 School of Information Science & Technology, Jiujiang University, Jiujiang, China
4 State Key Laboratory of Information Engineering in Surveying, Mapping, and

Remote Sensing, Wuhan University, Wuhan, China
wangzwhu@whu.edu.cn

Abstract. Person re-identification, aiming to identify images of the
same person from various cameras configured in difference places, has
attracted plenty of attention in the multimedia community. Previous
work mainly focuses on feature presentation and distance measure, and
achieves promising results on some standard databases. However, the
performance is still not good enough due to appearance changes caused
by variations in illuminations, poses, viewpoints and occlusion. This pa-
per addresses the problem through result re-ranking by introducing user
feedback. In particular, considering the peculiarity of scarce positive and
global similar negative samples in the person re-identification problem,
we propose a region-based interactive ranking optimization method, to
improve the original query result by labeling locally similar and dissim-
ilar image regions. Experiments conducted on two standard data sets
have validated the effectiveness of the proposed method with an average
improvement of 10-30% over original basic method. It is proved that the
ranking optimization algorithm is both an effective and efficient method
to improve the original person re-identification result.

Keywords: Person Re-identification, Ranking Optimization, Human
Computer Interaction.

1 Introduction

Person re-identification (a.k.a. person re-id), namely matching the same person
across disjoint camera views, represents a valuable task in video surveillance
scenarios [2]. Since classical biometric cues, such as face and gait, are usually
unreliable or even infeasible in the uncontrolled surveillance environment [3],
the appearance of the individual is mainly exploited for person re-id. Generally
speaking, person re-id can be regarded as a pedestrian-oriented content-based
image retrieval (CBIR) problem [4], i.e. given a query person image taken from
one camera, the algorithm is expected to search the images of the same person

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 1–10, 2014.
c© Springer International Publishing Switzerland 2014



2 Z. Wang et al.

captured by other cameras, and generate a ranking list where top results are
more likely of the same person to the query image.

Previous research efforts address this problem mainly from two aspects, fea-
ture representation and distance measure. The former aims to construct discrim-
inative visual descriptions that are robust and stable among different cameras
[2][5][6][7]. The latter focuses on utilizing abundant training samples to learn
a proper distance metric, where feature distance of the same person is smaller
than that of different persons [3][4][8]. However, due to the influence of various
surveillance conditions on illumination, viewpoints and scales, the correct target
can hardly rank in top positions of the initial generated ranking list.

Besides feature representation and distance measure, the ranking optimization
method is investigated in person re-id to optimize the original results generated
by the feature-based or distance-based methods. Recently, few automatic re-
ranking methods without any human interaction process have been proposed.
Hirzer et al. [10] refined the results with positives obtained from the trajectory
of the query person and negatives drawn from the worst matches. Leng et al.
[9] utilized the individual and social relationships among images, and proposed
bidirectional ranking method. But the improvements in these methods are lim-
ited, because an inappropriate optimization direction may be selected with the
diversity of the intrinsic relationships among images. Whereas, interactive rank-
ing optimization methods were seldom studied in person re-id. The purpose of
this paper is discussing the interactive ranking optimization method for person
re-id.

2 Motivation

For interactive ranking optimization method in CBIR, a core idea is that sev-
eral positives and negatives are selected by user to update the original matching
model, and hence generate a more accurate ranking list [11][16]. However, in-
teractive ranking optimization work for face retrieval [17][18] seems improper in
person re-id problem, because visual cues are often of low-resolution, ambiguous,
and lack of relative details. Traditional methods designed for CBIR also cannot
be directly used in person re-id, the reasons are as the following:

Scarce Positives and Global Similar Negatives - In general CBIR, there
are usually multiple images of the same object/category in the gallery, providing
sufficient positives to describe the query object. But in person re-id, the positive
is extremely rare, and in some data sets single image or sequence merely appears
once in the gallery. Therefore, the user is usually impossible to pick the genuine
positive among huge negatives in the interaction stage. On the other hand, if
they can pick the positive, the re-identification process is done, but the method
degrades into manual browsing.

Almost all the top exhibited results in the original ranking list are negatives.
Intuitively, a user needs to refine their search merely by several sparse negative
selections. However, the negatives that hold global similarity to the probe are
still hard to be picked. Whereas, a local similar patch may be relatively easy to
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Table 1. Proportion (%) of user selecting global similar negatives, local similar nega-
tives and unlabeled in the returned results

global local unlabeled

VIPeR[14] top 10 4.27 95.61 0.12
top 20 8.53 91.38 0.09

CUHK02[13] top 10 3.11 96.74 0.15
top 20 7.81 92.05 0.14

obtain. We made a preliminary experiment to explain this phenomenon in person
re-id. Five volunteers are invited for the feedback behavioral study. They are
asked to manually annotate global similar negatives and local similar negatives
respectively in the top 10 and the top 20 returned results, which are ranked by a
ranking model given a set of random probe images. It is evident from Table 1 that
the proportion of global similar negatives is very low, which makes interaction
with global similarity negatives a highly difficult mission.

Due to the above two underlying characteristics, that positives and global
similar negatives are sparse and hard to select, few works in person re-id which
directly utilize positives or regard the global similar negatives as pseudo-positives
to achieve the interactive selections [1][12], seem difficult to execute.

However, Table 1 also shows that the proportion of global similar negatives
and local similar negatives are extremely imbalanced with the local similar neg-
atives outnumbers the global similar negatives significantly.

Abundant Local Similar Negatives - Motivated by the abundant local
similar negatives, if defining the basic unit of relevance feedback as local regions
rather than the whole image, we can obtain multiple interactive selections for
ranking optimization. Different with conventional relevance feedback methods,
this paper proposes a region-based interactive ranking optimization method,
based on those locally similar negatives, which are more suitable for human
visual perception and judgement.

This paper considers both local neighbor similarity and local cluster similarity
among labeled and unlabeled images. Section 4 shows that the method not only
improves nearly two times of search efficiency compared to the typical exhaus-
tive search strategy, but also brings about as much as over 20% performance
improvement on average over the basic method, even with a poor initial ranking
result.

3 Region-Based Interactive Ranking Optimization

For the convenience of following discussion, we consider a probe person image p
and a gallery set G = {gi|i = 1, ..., N}, where N is the size of the gallery and i
is the index of an image. Through computing their similarity scores S(p, gi) by
feature-based or distance-based methods, an initial query result can be obtained.
Ranking the similarity scores from high to low, the R most similar gallery images
are exhibited to the user for feedback.
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Fig. 1. An overview of the proposed interactive ranking optimization method for person
re-identification

Considering the structural consistence of person appearance, where each cor-
responding region has relatively fixed position and proportion in the human
body, we divide the whole person image into M horizontal local regions, and
utilize Sm(pm, gmi ) to stand for the similarity between mth local region of image
p and that of image gi, where m ∈ {1, ...,M}.

In interaction stage, the user picks X pairs of local regions from the exhibited
images with their judgements, as showed in Fig.1. And two kinds of negative
labels are marked, including local similar negative which means that the region
of the labeled sample looks like that of the target, and local dissimilar negative
which means the indicated region does not look like that of the target. Let

Ox = {g(x,m)
s , g

(x,m)
d } denote a pair of samples respectively marked similar and

dissimilar by the user, where the symbol s and d indicate image indexes, m
indicates the similar or dissimilar region of the image, x ∈ {1, ..., X} indicates
the xth selection. Here, (x,m) indicates that x and m are corresponding with
each other. For each selection Ox, the selected region of the images should be
the m region.

Through exploiting these marked samples, we calculate the neighbor similarity
score and the cluster similarity score for every gallery image. According to these
two scores, we adjust initial similarity score S(p, gi) to a new similarity score
S∗(p, gi). And then a new ranking list can be acquired.

3.1 Neighbor Similarity

We firstly use pairs of local similar negative and local dissimilar negative to re-
fine the ranking results. Intuitively, an image would be in a greater probability to
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be the positive, if its corresponding local region is close to that of the indicated
local similar negative in the local feature space, meanwhile away from that of the
indicated local dissimilar negative. Whereas, it would be in a smaller probability
to be the positive, if close to the local dissimilar negative and away from local
similar negative.

That is to say, the similarity score should be increased for the former, but
decreased for the latter. And we name this score neighbor similarity. As presented
in neighbor similarity part of the Fig.1, the samples within the green neighbor
region of the local similar negative would get a higher score, within the red
neighbor region of the local dissimilar negative would get a lower score, while
the cross region would not change. We calculate the neighbor similarity score of
the image by equation (1), which is the cumulative sum of each selection Ox.

Scorens(gi) =
∑X

x=1 Score
x
ns(gi)

=
∑X

x=1(S
m(gmi , g

(x,m)
s )− Sm(gmi , g

(x,m)
d ))Ins(gi, O

x)
(1)

Here, Ins(gi, O
x) is the criteria for the adjustment scope of the neighbor region

with the parameter δ, and is discriminated by the equation (2).

Ins(gi, O
x) =

{
1 , |Sm(gmi , g

(x,m)
s )− Sm(gmi , g

(x,m)
d )| > δ

0 , others
(2)

3.2 Cluster Similarity

Because our feedback selection depends on the similarity other than the genuine
positives, this may bring in the selection discrepancy (Fig 2 left), which leads
to unsatisfactory result. In addition, due to the effects of various conditions, the
appearance of the target may have some changes beyond the user’s imagination,
which means that the variation discrepancy (Fig 2 right) may also affect the
adjustment results.

Fig. 2. Illustration for the selection discrepancy and the variation discrepancy. For the
left, although the selection image looks like the probe, the feature differences still exist,
leading to the selection discrepancy. For the right, a bag exists on the target’s shoulder
as indicated in the red box, but it cannot be seen in the probe image, which brings the
variation error.



6 Z. Wang et al.

In order to smooth the errors of feedback selections, we use cluster similarity
to make further adjustment on the similarity score. In a labeled local feature
space, if majority of the labeled locally similar negatives are in the same cluster,
the cluster would be more proper as the adjustment direction, and the images in
this cluster should increase their similarity score. For everym local region, all the
images in the local feature space are divided into multiple clusters by K-centers
off-line, and the number of clusters is C. As presented in cluster similarity part
of the Fig.1, the samples in the same cluster with two different local similar
negatives would get a higher score.

For the mth local region which has been labeled by user, we find the cluster
c∗ by equation (4). We define gmc∗ as the cluster center of cluster c∗.

Ik(g
(x,m)
s , c) =

{
1 , g

(x,m)
s is in the cluster c

0 , else
(3)

c∗ = argmax
c

X∑

x=1

Ik(g
(x,m)
s , c) (4)

Then, we calculate the cluster similarity score of the image by equation (5).

Scorecs(gi) =

M∑

m=1

Sm(gmi , gmc∗)Ics(g
m
i , gmc∗) (5)

Ics(g
m
i , gmc∗) =

{
1 , gmi and gmc∗ in the same cluster
0 , else

(6)

Based on the above neighbor similarity and cluster similarity, we adjust the
similarity score by the following equation (7). Here, the parameter α tries to
achieve a balance between the neighbor similarity score and cluster similarity
score.

S∗(p, gi) = S(p, gi) + αScorens(gi) + (1 − α)Scorecs(gi)
s.t. 0 < α < 1

(7)

Therefore, every image in the gallery would get a new score. According to
these scores, we can get a new ranking list.

4 Experiments

Data sets - The proposed approach is validated on two publicly available
datasets, the VIPeR dataset [14], the CUHK02 dataset [13]. These data sets
cover a wide range of problems faced in the real world person re-identification
applications, e.g. viewpoint, pose, and lighting changes. The widely used VIPeR
dataset contains 1,264 outdoor images obtained from two views of 632 persons.
Some example images are shown in Fig.3(a). CUHK02 dataset is a larger dataset
recently proposed by Wang et al. [13] and contains 971 identities from two dis-
joint camera views. Some example images are shown in Fig.3(b). The evaluation
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(a) VIPeR dataset (b) CUHK02 dataset

Fig. 3. Some typical samples of three public datasets. Each column shows two images
of the same person from two different cameras.

criteria uses the cumulative match characteristic (CMC) curve [15], which de-
scribes the the expectation of finding the true match within the first r ranks.

Evaluating on VIPeR and CUHK02 data set - As other works [2][6] did,
we divided the global person image into the head, the torso and the leg parts
[2], which meant that M = 3. For VIPeR, 316 persons were randomly selected
for test, and for CUHK02, 200 persons were randomly selected. The features
were described by HSV color feature and LBP texture feature. L2 distance mea-
sure was used to generate initial ranking list. We normalized the similarity,
neighbor similarity score and cluster similarity score, and initialized parameters
α = 0.5, δ = 0.2. In interaction process, 5 users were invited to label several pairs
of local similar negative and local dissimilar negative for reducing the subjectiv-
ity of individual. Two iterations were carried out in this experiment. And the
average CMC of above procedures was adopted in every iteration. The obtained
results are shown in Fig.4.

As can be seen, our approach has nearly 15-23% improvement on VIPeR
compared with the initial ranking result after feedback once. And after two
iterations, our approach can get nearly 19-31% improvement. For CUHK02, our
approach has nearly 9-29% improvement compared with the initial ranking result
after feedback once. And after two iterations, our approach can get nearly 11-
34% improvement.

Comparison with other methods.We constructed an automatic re-ranking
method [9] used in person re-id. Based on the idea of the Ali et al. [1] method,
we also constructed a relevance feedback method using pseudo-positives and
negatives. Comparing with these two methods, the result is shown in Fig.5.

As can be seen, our method outperforms the other two optimization methods
over the whole range of ranks. It can prove that interactive ranking optimization
may be more efficient than auto re-ranking, and that directly regarding the global
similar negatives as the pseudo-positives may be an unsuitable choice, especially
in person re-id.
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Fig. 4. Our approach on the two data sets

Table 2. Person re-id matching rates(%) at rank 1 on the VIPeR data set

Method rank@1

feature-based SDALF[2] 20
PartsSC[6] 16
AIR[5] 17
SDC[7] 26

distance-based KISSME[8] 20
PRDC[3] 16

Our method L2 6
L2+RIRO 28

We also compared our method with the-state-of-the-art person re-id methods
on widely used VIPeR dataset with 316 persons as training/testing set size.
For a fair comparison, the results for these methods are directly taken from
the original public papers. In these methods, SDALF, PartsSC, AIR and SDC
belong to feature-based methods, and PRDC and KISSME are the distance-
based methods. Table 2 shows that even with the simplest color feature and L2
distance, our method (RIRO) can get a better performance with once iteration.

Runtime and search time - We test the runtime of the process after feed-
back selection. The CPU of our computer includes dual core 2.80 GHz and 2
GB RAM. Our region-based ranking optimization method was tested on the
VIPeR and CUHK02 data sets. The size of gallery was the same as above tests.
This test showed that it cost 20ms for VIPeR, and takes 10ms for CUHK02.
And the search time of our method is reduced by nearly 2 times on average as
compared to conventional exhaustive search by basic ranking and human labor.
That is from 58.5± 27.5 seconds to 28.5± 10.0 seconds. These results prove that
the proposed method is suitable for real-time-requiring applications, and suggest
that it is able to significantly improve the search efficiency.
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Fig. 5. Performance comparison using CMC curves on VIPeR data set

5 Conclusion

In this work, we present a creatively systematic interactive ranking optimiza-
tion framework for person re-id, different from recent mainstream methods. The
core idea is: concerning the specificity in person re-id work, we only utilize the
negatives and introduce local feedback idea. The method is proved to be more
effective than the auto re-ranking method and feedback using integral global
information. The algorithm is very simple and the effect promotes significantly.
These make the proposed region-based interactive ranking optimization method
suitable for the practical application.
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Abstract. Not all tags are relevant to an image, and the number of
relevant tags is image-dependent. Although many methods have been
proposed for image auto-annotation, the question of how to determine
the number of tags to be selected per image remains open. The main
challenge is that for a large tag vocabulary, there is often a lack of ground
truth data for acquiring optimal cutoff thresholds per tag. In contrast
to previous works that pre-specify the number of tags to be selected, we
propose in this paper adaptive tag selection. The key insight is to divide
the vocabulary into two disjoint subsets, namely a seen set consisting
of tags having ground truth available for optimizing their thresholds
and a novel set consisting of tags without any ground truth. Such a
division allows us to estimate how many tags shall be selected from
the novel set according to the tags that have been selected from the
seen set. The effectiveness of the proposed method is justified by our
participation in the ImageCLEF 2014 image annotation task. On a set of
2,065 test images with ground truth available for 207 tags, the benchmark
evaluation shows that compared to the popular top-k strategy which
obtains an F-score of 0.122, adaptive tag selection achieves a higher F-
score of 0.223. Moreover, by treating the underlying image annotation
system as a black box, the new method can be used as an easy plug-in
to boost the performance of existing systems.

Keywords: Image annotation, adaptive tag selection, ImageCLEF
evaluation.

1 Introduction

Annotating images by computers is crucial for accessing the many unlabeled
images at a semantic level. Due to the semantic gap, i.e., the lack of corre-
spondence between visual features extracted from the pictorial content and a
user’s interpretation of the content, image auto-annotation is challenging. La-
beling arbitrary images on the Internet is even more difficult, as a relatively
simple concept may exhibit significant diversity in its visual appearance. The
imagery of a concept does not limit to realistic photographs, but can also be ar-
tificial correspondences such as posters, drawings, and cartoons, as exemplified in

� Corresponding author.

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 11–21, 2014.
c© Springer International Publishing Switzerland 2014



12 X. He et al.

car cloudless lake 
plant reflection road 
sky vehicle water

cloud sky snow sport building car 
cityscape nighttime 
painting road vehicle

Fig. 1. Internet images and ground truth tags from the development set of the
ImageCLEF 2014 image annotation task [5]. The fact that the number of relevant tags
varies over images motivates us to study how to assign a proper number of tags for
annotating unlabeled images.

Fig. 1. On the one hand, a large array of tags need to be modeled for depicting
the diverse content of Internet image collections, while on the other hand, as not
all tags are relevant to a specific image, we need to make binary assignments of
the tags to that image.

Quite a few methods have been proposed for image annotation, either by
building visual classifiers per tag [1, 2] or by propagating tags from visually
similar images [3, 4]. Given a novel image and a tag vocabulary, these methods
first compute each tag’s relevance score with respect to the given image, and
sort the tags in descending order by their scores. The top-k ranked tags are
preserved as predicted annotations of the image. The choice of k reflects the
trade-off between precision and recall. In previous works, a fixed value of k is
used for all images, where k = 5 is a common choice [4]. Notice however that
the number of relevant tags varies over images. Hence, it is not surprising that
such a top-k strategy gives suboptimal results.

A good method for image annotation shall be able to adaptively determine
which tags to be selected per image. Since choosing a proper k per image is
difficult, one might consider a thresholding strategy that a specific tag is selected
if its relevance score is larger than a given threshold. In [1], the thresholds are
optimized by maximizing a combined metric of precision and recall, say F-score,
on training data. Despite its good performance, optimizing thresholds per tag
requires ground-truthed data, which indicates the relevance of an image with
respect to a given tag, for all tags in consideration. Consequently, this strategy
is inapplicable to novel tags which have no ground truth available.

This paper studies adaptive tag selection for image annotation. In particular,
given a ranked list of tags produced by a specific image annotation system for
a test image, we aim to answer the question of how to adaptively determine a
proper number of tags for annotating the test image. To that end, an adaptive
top-k tag selection method is proposed, which beats the standard top-k strategy
with ease.
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2 Related Work

Image annotation, as an important topic in the multimedia field, has been ac-
tively studied. A noticeable effort is to build scalable image annotation systems
based on large-scale user-contributed data instead of limited-scale expert-labeled
training data [3,6–8]. While the number of tags that can be modeled is increas-
ing, it remains unclear how to select a proper number of tags to annotate an
unlabeled image. This problem is overlooked, because most of the existing works
either assess the top-k ranked tags [3, 4] or the entire tag ranking list [6].

To make the number of selected tags adaptive, several works employ a thresh-
olding strategy by keeping tags that have scores larger than specified thresholds.
In [9], the authors use the sum of the average and the standard derivation of the
scoresw.r.t. a tag as its threshold. However, according to our observation, there is a
lack of evidence supporting that the score of a relevant tag is indeed larger than this
threshold. To find thresholds that are more related to the image annotation per-
formance, the authors in [1] find a global threshold for all tags by cross-validation
on ground-truthed data. Due to the diversity in the many tags and their corre-
sponding models, it is unlikely that one threshold is suitable for all tags. On the
other hand, obtaining optimal threshold for each tag is difficult as this would re-
quire full annotations. Hence, it is worthwhile to study adaptive tag selection given
incomplete ground truth, and this has not been well explored in the literature.

3 Adaptive Tag Selection

As aforementioned, for a given tag vocabulary, optimizing the cutoff thresholds
per tag is inapplicable to novel tags. Nevertheless, we can safely assume that we
have access to a set of training images manually yet incompletely labeled using
a subset of the vocabulary. Consequently, depending on whether a tag has a
number of ground-truthed images available, the vocabulary can be divided into
two disjoint subsets, i.e., the seen set consisting of tags with ground truth and the
novel set consisting of tags without ground truth. We assume tags are uniformly
assigned to the two sets, and consequently for a given image, its relevant tags
have the same occurrence probability in the seen set and in the novel set. Hence,
we can estimate the number of tags to be selected from the novel set according
to the number of tags that have been selected from the seen set.

To describe the above idea more formally, we introduce some notation. Let x
be an image, t be a tag, and V be a tag vocabulary. We use Vseen to denote the
seen set, and Vnovel for the novel set. Let Xtrain be a set of training images which
are manually labeled using Vseen only. In order to select from V relevant tags
to annotate x, we need an image tag relevance function f(x, t) which computes
the relevance score of t with respect to x. The popular top-k strategy annotates
x by sorting V in descending order by f(x, t) and selecting the top k ranked
tags. In contrast to previous works which designate k in advance, we make k
variable by selecting tags from Vnovel based on the selection on Vseen. Given a
specific test image, let A be the tags that have been selected from Vseen. Based
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on our hypothesis that relevant tags of the test image have the same occurrence
probability in Vseen and Vnovel, we propose to estimate the number of tags to
be selected from Vnovel as

knovel := |Vnovel| · |A|
|Vseen| , (1)

where | · | returns the set cardinality. Concerning A, we obtain it by thresholding:

A := {t ∈ Vseen|f(x, t) > τt}, (2)

where τt is the corresponding threshold found by maximizing the tag’s F-score on
Xtrain. Since A is image dependent, the proposed method will select a variable
number of tags. The number of selected tags is |A|+knovel. In a rare case where
A is empty, we switch back to the top-k strategy.

Further, as A is constructed based on the learned thresholds, we consider
refining the relevance scores for Vnovel by exploiting A as pseudo labels. Tags
that are semantically close to A shall be strengthened, and in the meanwhile
tags from A that are more reliable shall have more weights. We implement this
thought by updating the relevance score of t ∈ Vnovel as

f(x, t) ← w · f(x, t) + (1 − w)
1

|A|
∑

t′∈A
sim(t, t′) · (f(x, t

′)
τt′

− 1), (3)

where w is a weighting parameter, and sim(t, t′) measures semantic similarity
between two tags. In Eq. (3), f(x, t′) is divided by τt′ as an effect of scale
normalization. We compute sim(t, t′) using the Flickr Context Similarity [10],
which is based on the Normalized Google Distance [11], but with tag statistics
acquired from Flickr image collections instead of Google indexed web pages.

Notice that the proposed tag selection method treats the underlying image
annotation system as a black box. Hence, it can be easily used as a plug-in to
boost the performance of existing methods.

4 Image Annotation System

As we aim for modeling many tags, we build an image annotation system with
its classifiers trained purely on web data with no need of extra manual labeling.
This property makes the system more scalable with respect to the number of tags
compared to systems relying on manually labeled data. The main components of
the system, namely visual features, training data, and image annotation models,
are depicted as follows.

Visual Features. For each image, we extract a bag of visual words using the
color descriptor software [12]. A precomputed codebook of size 4,000 is used
to quantize densely sampled SIFT descriptors. To improve the spatial discrim-
inativeness of the feature, we further consider 1x1+1x3 spatial pyramids. This
results in a visual feature vector of 16,000 dimensions per image.

Training Data Acquisition. We leverage three sources of training data, all
of which were acquired with manual annotation for free. The first set is a set of
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250K images [13], collected by querying web image search engines. The second
set contains one million images with user-click count, released by the MSR Bing
[14]. The third set consists of four million user-tagged images from Flickr. As
the training sets come from different sources with different (noisy) annotation
information, we describe how to select positive training examples for a specific
tag t from the individual sets.

For the 250K web images, as they were collected from three web image search
engines, namely Google, Yahoo, and Bing, each image x can be described by a
triplet < q, r, s >, where q represent a query tag, r is the rank of x in the search
results of q returned by an specific search engine s. Because a given image might
be retrieved by different queries or by the same query but with different search
engines, it can be associated with multiple triplets, denoted as < qi, ri, si >,
i = 1, . . . , l, where l is the number of triplets. To estimate the relevance of x
with respect to t, we propose to compute a search engine based score as

relevancesearch(x, t) =
l∑

i=1

δ(qi, t)
w(si)√

ri
, (4)

where δ(qi, t) returns 1 if qi and t are the same, and 0 otherwise. The variable
w(si) indicates the weight of a specific search engine, which is empirically set to
be 1, 0.5, and 0.5 for Google, Yahoo, and Bing, respectively.

For the user-clicked set, each image is associated with a textual query and the
accumulated count of user clicks. A larger click count indicates that the image
is more likely to be relevant to the query [14]. We thus match t with queries and
use the corresponding click count as the relevance score.

For the Flickr set, we compute tag relevance scores using the semantic field
method [8], which is computationally more efficient than visual based approaches
[6]. Given an image with its user tags including t, the semantic field method
estimates the relevance of t to the image by considering the semantic similarity
between t and the other tags. We again use the Flickr Context Similarity to
measure the tag-wise similarity.

For the given tag, we obtain its positive training examples from each of the
three sets by sorting images in descending order by their relevance scores and
preserve the top 1,000 ranked images.

Annotation Models. For each tag we instantiate its f(x, t) by learning two-
class SVM classifiers from the three training sets separately. As the training
data is overwhelmed by negative examples, we train classifiers by the Negative
Bootstrap algorithm [15]. Different from sampling negative examples at random,
Negative Bootstrap iteratively selects negative examples which are most misclas-
sified by present classifiers, and thus most relevant to improve classification. Per
iteration, the algorithm randomly samples 10×1,000=10,000 examples to form
a candidate set. An ensemble of classifiers obtained in the previous iterations
are used to classify each candidate example. The top 1,000 most misclassified
examples are selected and used together with the 1,000 positives to train a new
classifier. For the consideration of efficiency, we use Fast intersection kernel SVMs
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(FikSVM) [16]. For each of the three sets, we conduct Negative Bootstrap with
10 iterations, producing in total 3×10 FikSVMs per tag. These FikSVMs are fur-
ther compressed into a single model such that the annotation time complexity
depends only on the feature dimensionality.

We observe that models trained on the three sets are complementary to each
other to some extent. We therefore combine the models in a linear late fusion
manner. Our previous study shows that weights optimized by coordinate ascent
consistently outperforms averaging [17]. So we continue this good practice, and
learn the fusion weights by coordinate ascent on Xtrain.

5 Experiments

5.1 Experimental Setup

To verify the effectiveness of the proposed method, we participated in the Im-
ageCLEF 2014 image annotation task [5], a benchmark for developing scalable
image annotation systems without using manually labeled training examples.
The task asks the participated systems to annotate unlabeled test images using
a vocabulary of 207 tags, see the Appendix. There are 2,065 test images man-
ually labeled using the vocabulary. Notice that the ground truth of the test set
is unavailable to the participants, so the result reported in this paper are from
the official evaluation1 and extra evaluation provided by the organizers on our
request. A development set of 1,000 labeled images are provided for 107 tags,
whilst no ground truth is given for the remaining 100 tags. This setting allows
us to evaluate the viability of the proposed method.

Baselines. In addition to the common top-5 strategy, we compare with [9],
which computes for each tag the average (μ) and the standard deviation (σ) of
the scores, and selects the tag having a score above μ+σ. Since the development
set allows us to find optimal thresholds for each tag in Vseen, we also try to recon-
struct the thresholds by linear combination of μ and σ with the tag-independent
coefficients solved by least square fitting. The threshold of t ∈ Vnovel is esti-
mated by linearly combining μ and σ with the learned coefficients. We denote
this strategy as lsq(μ, σ). Notice that for a fair comparison, all methods are given
the same tag rank lists produced by the system described in Section 4.

Performance Metrics. We report mean F-score (mF) and mean Average Pre-
cision (mAP) at the image level, which measures the quality of the selected tags
and the quality of the entire tag ranking list, respectively.

5.2 Results

As shown in Table 1, the proposed method clearly outperforms the other methods
for tag selection. In order to reveal if the gain is mainly contributed by selecting

1 http://imageclef.org/2014/annotation/results. We ignore test images which do
not have full ground truth with respect to the 207 tags, so our numbers differ from
the original results.

http://imageclef.org/2014/annotation/results
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Table 1. Performance of different methods for tag selection. As the methods
are given the same tag rankings, they have the same mAP score of 0.151.

Method mF-score

top-5 0.122

μ+ σ [9] 0.127

lsq(μ, σ) 0.108

learned τ for Vseen, μ+ σ for Vnovel 0.153

learned τ for Vseen, lsq(μ, σ) for Vnovel 0.150

proposed method 0.223
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Fig. 2. Comparing with the ImageCLEF 2014 submissions. The submissions
are sorted in descending order in terms of the mF scores, as shown in Fig. 2(a), with
the corresponding mAP scores given in Fi.g 2(b). The inconsistency between the two
ranks shows the importance of tag selection for making final annotations.
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Table 2. Tagging results produced by our image annotation system. Tags
uniquely selected by the adaptive tag selection method are shown in an italic font.

Test image Predicted tags

Good results:

image-id: D1 8UEAb9SNy2krb

Top-5: tiger forest felidae mammal wolf

Adaptive top-k: tiger forest mammal plant tree wild outdoor
leaf mud grass rock branch daytime drink

image-id: H77a832fe3nqwoHq

Top-5: cat felidae leopard wolf snow

Adaptive top-k: cat felidae leopard wolf snow dog mammal
tiger wild outdoor plant shadow

Bad results:

image-id: x-tyO58pTX8y0hRZ

Top-5: banana broccoli avocado food pasta

Adaptive top-k: banana avocado plant tree berry fruit day-
time drink rock leaf outdoor cloudless orange bus

image-id: zuglKl fHHeRoVW2

Top-5: phone logo bottle guitar pan

Adaptive top-k: phone bottle hat drink violin indoor knife
spoon shadow orange apple person human grape outdoor pear
fruit bus strawberry rock leaf

tags from Vseen using the learned thresholds, for both μ+ σ and lsq(μ, σ) meth-
ods, we use the learned thresholds as an alternative to the predicted thresholds
for Vseen. Though their mF-score increases as shown in the fifth and sixth rows
in Table 1, the proposed method maintains the leading position.

Fig. 2 shows the performance of our system in the context of all submissions
by the 11 teams participated in the ImageCLEF 2014 task. Even though our
submission is ranked 34 out of the 52 submissions in terms of mAP, adaptive
tag selection brings us to the 9th position in terms of mF. This result shows
the importance of top-k tag selection and the power of the proposed method for
top-k tag selection.

For a more intuitive understanding, we present several machine tagging results
in Table 2.

6 Conclusions

This paper introduces adaptive tag selection, a new function to enable an image
annotation system to label images with a variable number of tags, rather than a
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fixed number of tags as commonly done in previous works. On the base of our ex-
periments in the ImageCLEF 2014 image annotation task, we offer the following
conclusions. Adaptive tag selection is important when performing binary assign-
ments of tags to individual images. Given the same image annotation system,
with and without adaptive tag selection make a clear difference in annotation
performance measured in terms of F-score. The proposed method is found to be
effective for adaptive tag selection.
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Appendix

ImageCLEF 2014 annotation vocabulary. The vocabulary consists of 107
dev tags for which we have access to a ground truth set of 1,000 images, and 100
novel tags with no ground truth available.

The 107 dev tags as Vseen: aerial airplane baby beach bicycle bird boat book
bottle bridge building bus car cartoon castle cat chair child church cityscape
closeup cloud cloudless coast countryside daytime desert diagram dog drink drum
elder embroidery female fire firework fish flower fog food footwear forest furniture
garden grass guitar harbor hat helicopter highway horse indoor instrument lake
lightning logo male monument moon motorcycle mountain newspaper nighttime
outdoor overcast painting park person phone plant portrait poster protest rain
rainbow reflection river road sand sculpture sea shadow sign silhouette sky smoke
snow soil space spectacle sport sun sunset table teenager toy traffic train tree
tricycle truck underwater unpaved vehicle violin wagon water

The 100 novel tags as Vnovel: antelope apple arthropod asparagus avocado ba-
nana bear berry blood branch bread broccoli buffalo butterfly camel canidae
captive carrot cauliflower cervidae cheese cheetah chimpanzee corn crocodile cu-
cumber donkey egg eggplant elephant equidae felidae flamingo fox fried fruit
galaxy giraffe gorilla grape hippopotamus human hunting kangaroo knife koala
leaf leopard lettuce lion mammal marsupial meat monkey mud mushroom nebula
onion orange ostrich pan pasta pear penguin pig pineapple pinniped pool potato
pumpkin rabbit raccoon reptile rhino rice rifle roasted rock rodent sausage soup
spider spoon squirrel strawberry submarine tiger tomato trunk tuber turtle veg-
etable walrus warthog watermelon wild wolf yam zebra zoo
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Performance Metrics

F-image. Given a test image x, its relevant tag set Rx, and a predicted tag set
Px, its F-image score is computed as

F-image(x) =
2 ∗ precision(x) ∗ recall(x)
precision(x) + recall(x)

, (5)

where precision(x) is |Rx∩Px|/|Px|, and recall(x) is |Rx∩Px|/|Rx|. Consequently,
MF-image is obtained by averaging F-image scores of all test images.
AP-image. Given a test image x with m tags sorted in descending order by
predicted scores, its AP-image score is computed as

AP-image(x) =
1

|Rx|
m∑

i=1

ri
i
δ(i), (6)

where ri is the number of relevant tags among the top i tags, and δ(i) is 1 if the
i-th tag is in Rx, 0 otherwise. MAP-image is obtained by averaging AP-image
scores of all test images.
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Abstract. So many people post photos as well as short messages to Twitter every
minutes from everywhere on the earth. By monitoring the Twitter stream, we can
obtain various kinds of images with texts. In this paper, as a case study of Twitter
image mining for specific kinds of photos, we describe food photo mining from
the Twitter stream. To collect food photos from Twitter, we monitor the Twit-
ter stream to find the tweets containing both food-related keywords and photos,
and apply a “foodness” classifier and 100-class food classifiers to them to verify
whether they represent foods or not after downloading the corresponding photos.
In the paper, we report the experimental results of our food photo mining for the
Twitter photo data we have collected for two years and four months. As results,
we detected about 470,000 food photos from Twitter. With this data, we made
spatio-temporal analysis on food photos.

Keywords: photo tweet, Twitter mining, food photos, food classifier,
UEC-FOOD100.

1 Introduction

Twitter is a unique microblog, which is different from conventional social media in
terms of its quickness and on-the-spot-ness. Many Twitter’s users send messages, which
is commonly called “tweets”, to Twitter on the spot with mobile phones or smart
phones, and some of them send photos and geotags as well as tweets. Most of the
photos are sent to Twitter soon after taken. In case of food photos, most of them are
taken just before eating on the spot.

In this paper, we focus on food photos embedded in Tweets as a case study on a large-
scale Twitter photo analysis. Food is one of frequent topics in Tweets with photos. In
fact, we can see many food photos in lunch and dinner time in the Twitter stream.

Then, in this paper, by combining keyword-based search and food image recognition,
we mine food photos from the Twitter stream. To collect food photos from Twitter, we
monitor the Twitter stream to find the tweets containing both food-related keywords
and photos, and apply a “foodness” classifier and 100-class food classifiers to them to
verify whether they shows foods or not after downloading the corresponding photos.
We used the state-of-the-art Fisher Vector coding with HoG and Color patches for food
classifiers which is slightly modified with the rapid food recognition method for mobile
environments proposed in [6], and trained them with the UEC-FOOD100 dataset [9]1

1 http://foodcam.mobi/dataset/

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 22–32, 2014.
c© Springer International Publishing Switzerland 2014
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which consists of 100 kinds of foods commonly eaten in Japan. Since we employ the
improved method of the real-time mobile recognition, it takes only 0.024 seconds to
recognize one image and it achieved about 83% classification rate within the top five
candidates.

In the experiments, we report the results of our food photo mining on 100 kinds of
foods in the UEC-FOOD100 dataset from the photo tweet log data we have collected
for two years and four months. As results, we detected about 470,000 food photos from
Twitter with about 99% accuracy. With this data, we have made spatio-temporal analysis
on food photos. In addition, we have implemented the real-time food photo detection
system from the Twitter stream.

2 Related Works

In this section, we mention about some representative works on Twitter photo mining.
As a representative work on Twitter mining, Sakaki et al. [12] regarded Twitter users

as social sensors which monitor and report the current status of the places where the
users are. They proposed a system which estimates the location of natural events such
as typhoons and earthquakes. They used geotagged tweets to estimate event locations
but no photos attached to tweets.

As early works on tweet photos, Yanai proposed World Seer [13] which can visu-
alize geotagged photo tweets on the online map in the real-time way by monitoring
the Twitter stream. Nakaji et al. [10] proposed a system to mine representative photos
related to the given keyword or term from a large number of geo-tweet photos. They
extracted representative photos related to events such as “typhoon” and “New Year’s
Day”, and successfully compared them in terms of the difference on places and time.
However, their system needs to be given event keywords or event term by hand. Kaneko
et al. [5] extended it by adding event keyword detection to the visual Tweet mining sys-
tem. As results, they detected many photos related to seasonal events such as festivals
and Christmas as well as natural phenomena such as snow and Typhoon including ex-
traordinary beautiful sunset photos taken around Seattle. All of these works focused on
only geotagged tweet photos.

On the other hand, Chen et al. [2] treated with photo tweets regardless of geo-
information. They analyzed relation between tweet images and messages, and defined
the photo tweet which has strong relation between its text message and its photo con-
tent as a “visual” tweet. In the paper, they proposed the method which is based on the
LDA topic model to classify “visual” and “non-visual” tweets. However, because their
method was generic and assumed no specific targets, the classification rate was only
70.5% in spite of two-class classification. Because we focus on only food photos unlike
their work, we use specialized object classifiers and have achieved very high classifica-
tion accuracy. By using the method for real-time mobile food recognition, we can apply
it to more than one million and seven hundred thousand tweet images and implement a
real-time food Tweet photo detection system.
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3 Overview

In this section, we describe an overview of the proposed method to mine food photos
from the stored Twitter logs as well as the Twitter stream. We employ the following
three-step processing.

(1) We perform keyword-based search with the names of target foods over a set of
photo Tweets.

(2) We apply a newly-proposed “foodness” classifier to the tweet photos selected
by the keyword-based search for classifying then into either of “food” or “non-
food” photo.

(3) We apply individual food classifiers corresponding to the food names. In the
experiments, we prepared multi-class discriminative classifiers trained by SVM
with the UEC-FOOD100 dataset in the one-vs-rest manner.

The food classifiers employed in the third step is a slight modification of the method
for mobile food recognition proposed in [6], while the foodness classifier is newly pro-
posed for removing non-food photos.

4 Detail of the Proposed Method

4.1 Keyword-Based Photo Tweet Selection

In the first step, we select photo tweets by keyword-based search with the names of the
target foods. We search tweet message texts for the words of the target food names.

As the target foods, we used 100 kinds of foods in the UEC-FOOD100 dataset in
the experiments. Because the UEC-FOOD100 dataset includes common foods in Japan
such as ramen noodle, curry, and sushi, we searched only photo tweets the message
texts of which are written in Japanese language. We can easily select them by checking
the language attribute of each tweet obtained from the Twitter Streaming API.

4.2 Foodness Classifier

We construct a “Foodness” Classifier (FC) for discriminating food images from non-
food images. FC evaluates if the given image is a food photo or not. We use FC to
remove noise images from the images gathered from the tweet photos selected by the
food names.

We construct a FC from the existing multi-class food image dataset. Firstly, we train
linear SVMs [4] in the one-vs-rest strategy for each category of the existing multi-class
food image dataset. As image features, we adopt HOG patches [3] and color patches
in the same way as [6]. Although HOG patches are similar local features to SIFT [8],
HoG can be extracted much faster than SIFT. Both descriptors are coded by Improved
Fisher Vector (IFV) [11], and they are integrated in the late fusion manner. We perform
multi-class image classification in the cross-validation using the trained liner SVMs,
and we build a confusion matrix according to the classification results. In the experi-
ments, we used 64 GMMs for IFV coding and two-level spatial pyramid [7], which is
much improved from mobile food recognition [6] in terms of the feature dimension.
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Table 1. 13 food groups and their member foods for the “foodness” classifier

type of food group food categories
noodles udon nooles, dipping noodles, ramen

yellow color omlet, potage, steamed egg hotchpotch
soup miso soup, pork miso soup, Japaneses tofu and vegetable chowder
fried takoyaki, Japaneses-style pancake, fried noodle

deep fried croquette, sirloin cutlet, fried chicken
salad green salad, macaroni salad, macaroni salad
bread sandwiches, raisin bread, roll bread

seafood sashimi, sashimi bowl, sushi
rice rice, pilaf, fried rice
fish grilled salmon, grilled pacific saury, dried fish

boiled seasoned beef with potatoes
and simmered ganmodoki

seasoned seasoned beef with potatoes
sauteed sauteed vegetables, go-ya chanpuru, kinpira-style sauteed burdock
sauce stew, curry, stir-fried shrimp in chili sauce

Secondly, we make some category groups based on confusion matrix of multi-class
classification results. This is inspired by Bergamo et al.’s work [1]. They grouped a
large number of categories into superordinate groups the member categories of which
are confusing to each other recursively. In the same way, we perform confusion-matrix-
based clustering for all the food categories. We intend to obtain superordinate categories
such as meat, sandwiches, noodle and salad automatically. As results, in the experi-
ments, we obtained 13 food groups as shown in Table 1.

To build a “foodness” classifier (FC), we train a linear SVM of each of the superor-
dinate categories. The objective of FC is discriminating a food photo from a non-food
photo, which is different from the objective of the third step for discriminating a specific
food photo from other kinds of food photos. Therefore, abstracted superordinate cate-
gories are desirable to be trained, rather than training of all the food categories directly.
The output value of FC is the maximum value of SVM output of all the superordinate
food groups.

When training SVMs, we used all the images of the categories under the superordi-
nate category as positive samples. For negative samples, we built a negative food image
set in advance by gathering images using the Web image search engines with query key-
words which are expected to related to noise images such as “street stall”, “kitchen”,
“dinner party” and “restaurant” and excluding food photos by hand. All the images are
represented by Fisher Vector of HoG patches and color patches. SVMs are trained in
the late fusion manner with uniform weights.

In the second step, we apply FC for the selected tweet photos and remove non-food
photos from the food photo candidates.

4.3 Specific Food Classifiers

In this step, we classify a given photo into one of the prepared food classes.
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First, we extract HOG patches and Color patches in a dense grid sampling manner in
the same way as the previous step. Then, we apply PCA to all the extracted local fea-
tures, and encode them into Improved Fisher Vectors. The method to extract features is
the same as the previous step including the parameter settings. Next, we evaluate linear
classifiers in the one-vs-rest way by calculating dot-product FVs. Finally we output the
top-N categories in terms of the descending order of evaluation scores of all the linear
classifiers.

In the experiments, we regarded the given tweet photo as a photo of the correspond-
ing food if the food names contained in the tweet messages are ranked in the top five
categories by evaluation of 100-kind food classifiers. This is because the top-5 classifi-
cation rate exceeds 83%, while the top-1 rate is still around 60%.

5 Experimental Results

In this section, we describe the detail of the 100-class food dataset, the results of food
photo mining from the Twitter stream, and some analysis on Twitter food data.

5.1 100 Food Categories and Their Classifiers

In the experiments, as target foods, we used 100 foods in the UEC-FOOD100 [9]2, be-
cause we employ supervised food photo classification which requires training data to
select the target foods in the third step. It contains more than 100 images per category,
and all the food item in which are marked with bounding boxes. For training and eval-
uation, we used only the regions inside the given bounding boxes. The total number of
food images in the dataset is 12,905. Figure 1 shows all the category names and their
sample photos. As shown in the figure, the dataset consists of common foods in Japan.
Then, we restricted tweets from which we mine food photo tweets to only the tweets
with Japanese messages, as mentioned in Section 4.1.

In [6], they implemented a mobile food recognition system using the same dataset.
Although basically we followed their method for individual food classification in the
third step, we extended the parameter setting to improved accuracy. To say it concretely,
we doubled the size of GMM for FV encoding from 32 to 64, and added two-level spa-
tial pyramid. As a result, the total feature dimension are raised from 3072 to 35840,
which boosted the classification performance evaluated by 5-fold cross-validation as
shown in Figure 2. Regarding the processing time, it takes only 0.024 seconds per
image to recognize on Core i7-3770K 3.50GHz with multi-threaded implementation
optimized for a quad-core CPU.

5.2 Twitter Food Mining

In this subsection, we describe the experimental results on twitter food photo mining.
We have been collecting photo tweet logs by monitoring the Twitter stream by using

2 http://foodcam.mobi/dataset/

http://foodcam.mobi/dataset/
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rice eels on rice pilaf chicken-’n’-egg on
rice

pork cutlet on rice beef curry sushi chicken rice fried rice tempura bowl

bibimbap toast croissant roll bread raisin bread chip butty hamburger pizza sandwiches udon noodle

tempura udon soba noodle ramen noodle beef noodle tensin noodle fried noodle spaghetti Japanese-style
pancake

takoyaki gratin

sauteed
vegetables croquette grilled eggplant sauteed spinach vegetable

tempura miso soup potage sausage oden omelet

ganmodoki jiaozi stew teriyaki grilled
fish

fried fish grilled salmon salmon meuniere sashimi grilled pacific
saury sukiyaki

sweet and sour
pork

lightly roasted
fish

steamed egg
hotchpotch

tempura fried chicken sirloin cutlet nanbanzuke boiled fish seasoned beef
with potatoes hambarg steak

steak dried fish ginger pork saute spicy
chili-flavored tofu

yakitori cabbage roll omelet egg sunny-side up natto cold tofu

egg roll chilled noodle stir-fried beef and
peppers simmered pork boiled chicken

and vegetables sashimi bowl sushi bowl
fish-shaped

pancake with
bean jam

shrimp with chill
source roast chicken

steamed meat
dumpling

omelet with fried
rice cutlet curry spaghetti meat

sauce fried shrimp potato salad green salad macaroni salad
Japanese tofu and

vegetable
chowder

pork miso soup

chinese soup beef bowl rice ball pizza toast dipping noodles french fries goya chanpuru kinpira-style
sauteed burdock

hot dog mixed rice

Fig. 1. 100 kinds of foods prepared in the UEC-FOOD100 dataset. See this figure with magnifi-
cation in the PDF viewer.

Twitter Streaming API. Here, we used 122,328,337 photo tweets with Japanese mes-
sages out of 988,884,946 photo tweets over all the world collected from May 2011 to
August 2013 for two years and four months.

From these photo tweets, we selected 1,730,441 photo tweets the messages of which
include any of the name words of the 100 target foods in the first step of the proposed
processing flow. Then, in the second step, we applied a “foodness” classifier (FC) to
all the selected images. After applying FC, we applied 100-class one-vs-rest individual
food classifiers. As a result, we obtained 470,335 photos which are judged as food pho-
tos corresponding to any of the 100 target food categories by our proposed processing
pipeline.

For the 470,335 selected photos as food photos, we evaluate the number of selected
photos for each category. Table 2 shows the ranking of 100 food categories in terms of
the number of mined tweet food photos. The number of “Ramen noodle” and “curry”
photos are the most and the second most with the large margin to the third or less ranked
food categories, respectively. In fact, “ramen” and “curry” are regarded as the most
popular foods in Japan. “Sushi”, “dipping noodle (called as Tsukemen in Japanese)”
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Fig. 2. Comparison on the top-k classification rates with the UEC-FOOD100 dataset evaluated
by 5-fold cross validation between [6] and this paper.

Fig. 3. Examples of “omelet” photos. Most of them have drawings drawn by ketchup.

and “omelet with fried rice (called as Ome-rice in Japanese)” are also popular foods
in Japan. The results of twitter food image mining reflects food preference of Japanese
people. In addition, we found that many of “ome-rice” had drawings or letters drawn
with ketchup, as shown in Figure 3. These are estimated to be made at home, while
most of “ramen” and “sushi” photos are taken at food restaurants, because there are
many ramen noodle and sushi restaurant in Japan. Although “hamburger” and “beef
bowl” are also popular in Japan as fast food served at fast-food restaurants such as
McDonald and Yoshino-ya, they are ranked at more than twentieth. This is because the
foods provided by nation-wide fast-food chain restaurants such as McDonaldo are the
same everywhere in the same chain restaurants, and they are not worth posting their
photos to Twitter. On the other hand, since there are no monopolistic restaurant chains
on ramen noodle and curry in Japan, the foods served at every ramen or curry restaurants
have originality and are different from each other.

Next, we evaluated the precision rate of the selected food photos in the each steps
regarding the top five foods and two sub-categories of “ramen noodle” and “curry”.
Table 3 shows the results in case of four types of the combinations of the three kinds
of the selection methods, (1) only keywords, (1)+(2) keywords and foodness classifier
(FC), (1)+(3) keywords and individual food classifier(IFC), and (1)+(2)+(3) keywords,
FC and IFC. Note that this evaluation was done for the 300 random-sampled photos for
each cell in the table.
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Table 2. The ranking of 100 foods in terms of the number of mined tweet food photos

1 ramen noodle 80021
2 curry 59264
3 sushi 25898
4 dipping noodle 22158
5 omelet with fried rice 17520
6 pizza 16921
7 jiaozi 16014
8 Japanese-style pancake 15234
9 steamed rice 14264

10 sashimi 13927
11 hambarg steak 11583
12 beef stake 9503
13 takoyaki 9004
14 fried rice 8383
15 fried noodle 7905
16 oden 7453
17 toast 6350
18 cutlet curry 6339
19 tempura 5905
20 rice ball 5462
21 gratin 5223
22 croquette 4837
23 stew 4797
24 sashimi bowl 4730
25 chicken-’n’-egg on rice 4513
26 tempura bowl 4464
27 beef bowl 4285
28 spicy chili-flavored tofu 4081
29 yakitori 3829
30 hamburger 3662
31 chilled noodle 3473
32 sukiyaki 3408
33 miso soup 3295

34 fish-shaped pancake with bean jam 3281
35 pork cutlet on rice 3188
36 omelet with grilled minced meat 2592
37 bibimbap 2368
38 spaghetti 2171
39 lightly roasted fish 2162
40 seasoned beef with potatoes 2129
41 natto 2094
42 spaghetti with meat source 1994
43 steamed egg hotchpotch 1843
44 egg sunny-side up 1635
45 croissant 1579
46 udon noodle 1500
47 simmered pork 1443
48 mixed sushi 1371
49 pork miso soup 1229
50 ginger-fried pork 1158
51 potato salad 1150
52 egg omelet 1146
53 eels on rice 1071
54 egg roll 1058
55 sweet and sour pork 1049
56 fried shrimp 1049
57 sauteed vegetables 1040
58 shrimp with chill source 1003
59 cabbage roll 965
60 mixed rice 901
61 pilaf 891
62 soba noodle 880
63 potage 816
64 hot dog 795
65 chicken rice 736
66 wiener sausage 577

67 dried fish 563
68 steamed meat dumpling 561
69 french fries 561
70 beef ramen noodle 555
71 sandwiches 551
72 cold tofu 517
73 boiled chicken and vegetables 352
74 sirloin cutlet 331
75 nanbanzuke 323
76 fried chicken 314
77 stir-fried beef and peppers 312
78 roll bread 288
79 roast chicken 263
80 macaroni salad 239
81 boiled fish 228
82 kinpira-style sauteed burdock 225
83 tempura udon 213
84 raisins bread 205
85 goya chanpuru 198
86 green salad 145
87 chinese soup 141
88 Japanese tofu and vegetable chowder 137
89 salmon meuniere 96
90 grilled pacific saury 84
91 chip butty 76
92 fried fish 72
93 begitable tempura 71
94 tensin noodle 69
95 ganmodoki 34
96 grilled salmon 25
97 sauteed spinach 12
98 teriyaki grilled fish 3
99 grilled eggplant 2
100 pizza toast 0

Regarding (1), the precision of two sub-categories, “beef ramen noodle” and “cut-
let curry”, are relatively higher, 94.3% and 92.7%, than “ramen noodle” and “curry”.
From this results, we can assume that when tweeting detailed food names with pho-
tos, the photos probably represent the corresponding foods. After applying both FC and
IFC, (1)+(2)+(3), the precision of all the seven foods achieved the best compared to
the cases of applying only single methods or only keyword-based search, (1), (1)+(2)
and (1)+(3). Except for “sushi”, the precision reached 99.0%, which means nearly per-
fect. This shows the effectiveness of introducing both FC and IFC after keyword-based
search. Exceptionally, “sushi” is a difficult food to recognize by object recognition
methods, because the appearances of “sushi” varies greatly depending on the kinds
of the ingredients on the pieces of hand-rolled rice.

Finally, we describe simple spatio-temporal analysis on Twitter food photos. Figure
4 shows the prevailing-food map where the red marks, the yellow marks and the blue
marks represent the areas where “ramen noodle”, “curry” and “okonomiyaki” are most
popular in terms of the number of food photo tweets, respectively. The left map, the cen-
ter map, and the right map show the prevailing-food map on all the term (May 2011-
Aug. 2013), Dec. 2012 (in winter), and Aug. 2013 (in summer), respectively. From
the leftmost map, “ramen noodle” is the most popular over Japan on average through
a year. However, compared between the center map and the rightmost map, popular-
ity of “curry” increases in summer, while “ramen noodle” becomes the most popular
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Table 3. The number of selected photos and their precision(%) with four different combinations

food category (1) (1)+(2) (1)+(3) (1)+(2)+(3)

ramen noodle 275652 (72.0%) 200173 (92.7%) 84189 (95.0%) 80021 (99.7%)
beef ramen noodle 861 (94.3%) 811 (99.0%) 558 (99.7%) 555 (99.7%)

curry 224685 (75.0%) 163047 (95.0%) 62824 (97.0%) 59264 (99.3%)
cutlet curry 10443 (92.7%) 9073 (98.0%) 6544 (98.7%) 6339 (99.3%)

sushi 86509 (69.0%) 43536 (86.0%) 48019 (72.3%) 25898 (92.7%)
dipping noodle 33165 (88.7%) 24896 (96.3%) 28846 (93.7%) 22158 (99.0%)

omelet with fried rice 34125 (90.0%) 28887 (96.3%) 18370 (98.0%) 17520 (99.0%)

Fig. 4. The prevailing-food map of Japan. See the text.

in winter. Exceptionally, in the area around Hiroshima where the blue marks appear,
“okonomiyaki” is always the prevailing food in Twitter food photos, this is partly be-
cause Hiroshima has a very popular regional food, “Hiroshima-yaki”, which is a variant
of “okonomiyaki”.

As another temporal analysis on the mined food photos, we examined the time when
each food are eaten the most frequently over a day. As results, the most frequent time
when “ramen noodle” and “curry” are eaten is between 12pm and 2pm, while the most
frequent time of “sushi” and “okonomiyaki” is between 7pm and 9pm. This reflects the
difference of the characteristic of the foods. As shown in this subsection, the data we
collected through Twitter food photo mining is useful for food habit analysis.

5.3 Real-Time Food Photo Detection System

We implemented a real-time Twitter food photo detection system which continuously
detects 100 kinds of food photos from the Twitter stream. We detect the photo tweets
including any of 100 kinds of Japanese food names about ten times per minute at most.
Because the time to download a thumbnail image is about 2 or 3 seconds and the pro-
cessing time for food recognition for each image is less than 0.1 seconds, we can process
all the pipeline on a single machine in the real-time way. The very fast food recognition
method which was originally designed for a mobile application made it possible.
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As shown in Figure 5, the detected food photos are shown on the map if they have
geotags or geo-related words such as place names in their Tweet messages, and on the
right side the photos are displayed as the results by online k-means clustering. This
system can be accessible via http://mm.cs.uec.ac.jp/tw/.

Fig. 5. Detected food photos are displayed on the map when geo-information are available

6 Conclusions

In this paper, we described food photo mining from the Twitter stream as a case study
of specific categories of tweet photo mining. To do that, we proposed the three-step pro-
cessing consisting of keyword-based selection with food category names, classification
of food or non-food photos, and visual verification of the correspondence between the
extracted food words and the food category of the tweet photo. In addition, we showed
the collected data was useful for various kinds of analysis of foods.

Currently we always keep running the real-time food photo detection system and col-
lecting new food photos. For example, we are collecting about 20,000 “ramen noodle”
and 15,000 “curry” photos per month. When the number of both food images exceeds
one million, we will release them as a large-scale food dataset for research purpose,
which we expect enables fine-grained food recognition research.
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Abstract. Color constancy is the ability to measure colors of objects independ-
ent of the color of the light source. A well-known color constancy method 
makes use of the specular edge to estimate the illuminant. However, separating 
specular edge from input image is under-constrained and existing methods  
require user assistance or handle only simple scenes. This paper presents an it-
erative weighted Specular-Edge color constancy scheme that leverages large da-
tabase of images gathered from the web. Given an input image, we execute an 
efficient visual search to find the closest visual context from the database and 
use the visual context as an image-specific prior. This prior is then used to cor-
rect the chromaticity of the input image before illumination estimation. Thus, 
introducing the prior can provide a good initial guess for the successive itera-
tion. In the next, a specular-map guided filter is used to improve the precision 
of specular edge weighting. Consequently, it can increase the accuracy of esti-
mating the illuminant. To the end, we evaluate our scheme on standard data-
bases and the results show that the proposed scheme outperforms state of the art 
color constancy methods. 

Keywords: Visual context, color constancy, specular map, guilded filter. 

1 Introduction 

A computational approach to recover the actual color of objects is referred to as color 
constancy [1]. For machine vision, it is of importance for many multimedia applica-
tions, such as color based object recognition, image retrieval, image classification, 
and object tracking [1]. One of the core issues of color constancy is to build up an 
optimal illumination estimation model. 

Approaches to illumination estimation can be divided into two groups depending 
on the estimation model they use [2]. For the first group, some predefined estimation 
models is used based on certain assumption on the illuminant. Typical approaches 
include Grey World (GW)[ 3], White-patch[ 4], Shades of Grey (SoG)[ 5], Grey Edge 
(GE)[6]. For the second group of approaches, the estimation model needs to be 
trained by using a subset of training data. Typical approaches include Color-by-
Correlation (C-by-C)[7], Spatio-Spectral statistics-based method (Spatio-Spectral)[8] 
Net-works-based method(NN)[9], Support Vector Regression-base method 
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(SVR)[10]. Both types of approaches have their respective advantages and limita-
tions. The first group of approaches is much simple and the additional computational 
complexity is low. However, a limitation of these approaches is that determining the 
appropriate parameters for a specific image is under constraint. Many approaches rely 
on simple heuristics to constrain the parameters, but these heuristics can fail on many 
scenes. The second group of approaches has better universality. This, however, the 
training process increases the computational complexity. Moreover, if the color dis-
tribution of input image is not covered by the sampling distribution of training data, 
the model needs to be retrained using additional training data. 

One highly novel color constancy methods is Photometric Edge Weighting pro-
posed by A. Gijsenij [11]. This method is based on the observation that the specular 
edges have a significant influence on the performance of the illuminant estimation. 
However, its specular edges detection algorithms still contain other type of edges 
(shadow edge & material edge). One feasible solution is to use the specular-map to 
improve the setting of specular edge weight value.. And so far automatic techniques 
are limited to assume that incident light is pure-white, while the images captured in 
the real world require to be color corrected.   

Image collections aggregate many images containing the similar visual context. In-
spired by existing work on coherent intrinsic image [12], image collection can provide 
a rich source of information to compute color constancy. In this work, we exploit this 
information as a meaningful and image-specific prior, and then use the prior to correct 
the chromaticity of the input image. Furthermore, we apply the rectified image as an 
initial guess for the iteration process of the separation of specular-map. Moreover, an 
iterative optimization framework is further proposed to improve the accuracy of the 
separation of specular-map from input image. 

2 Color Constancy 

In this section, we will firstly introduce the image representation in dichromatic model, 
the traditional edge-based color constancy methods, and the separation method of 
specular and diffuse reflection. These methods provide a base of the work of this paper.  

2.1 Dichromatic Reflection Model 

The dichromatic reflection model states that reflection of object surfaces can be mod-
eled as a linear combination of diffuse and specular reflections [13].  

 (x) (x) S ( , x)E( ) ( )d (x) S (x) E( ) ( )dc d d c s s cI w q w qλ λ λ λ λ λ λ
Ω Ω

= +   (1) 

Where c means image channel{r,g, b} , (x), (x)d sw w are the geometrical parame-

ters for diffuse and specular reflection, respectively. ( ,x)dS λ is the diffuse spectral 

reflectance function  and ( )sS x is the specular spectral reflectance function. ( )E λ  is 

the illumination spectral function and λ is wave length. Here we assume that the  
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illumination is constant throughout the whole scene, so ( )E λ is independent of the 

image coordinate position x. ( )cq λ is a camera sensor function. Tan[1] defines image 

chromaticity (x)cσ , diffuse chromaticity (x)cΛ , and specular chromaticity (or illumi-

nation chromaticity) cΓ as follows:
 

 (x) (x) (x) (x) (x) (x)D D S S
c c i c c i c c iI I I I I I= = =  σ Λ Γ， ，  (2) 

where (x) ( , x) ( )q ( )dD
c d cI S Eλ λ λ λ

Ω
=   and ( )q ( )dS

c cI E λ λ λ
Ω

=  . 

For simplicity, equation (1) can be rewritten as follows: 

 (x) m (x) (x) m (x)c d c s cI = +Λ Γ  (3) 

where (x) (x) (x)D
d d im w I=  represents the diffuse component[23], and 

(x) w (x) (x)(x) s
s s s im S I=  is the specular component[23]. 

2.2 Edge Based Color Constancy 

Grey edge method[6] is one of state-of-the-art color constancy methods. This method 
is based on gray edge assumption that the average of the reflectance differences in a 
scene is achromatic. Grey edge can be represented by general Minkowski-norm:  
 

 , , 1
,( | (x) | )n p n n p p

c cf x kσ
σ= ∂ ∂ =e e  (4) 

where n is the order of the derivative and p is the Minkowski norm. k is the constant 

parameter. , (x)cf σ is defined as the convolution of the image with the derivative of a 

Gaussian filter with scale parameter σ [14]. Many different algorithms[15]can be 
generated with the change of parameters n , p ,σ .For =0n , =1p , =0σ , the Eq. (4) is 

equal to the Grey-World assumption; for =0n , =p ∞ , =0σ , it is equal to color con-

stancy by White-patch; for =1n ,it is equal to the 1stGrey-Edge assumption; for =2n , 
it becomes2ndGrey-Edge; and for 2n > , it becomes high-order Grey-Edge method. 

2.3 Separating Specular and Diffuse Reflection 

Traditional strategies to separate specular and diffuse component require explicit 
color segmentation, which is impossible for complex scene. For such a reason, Tan et 
al. [16]propose a separating algorithm based solely on colors and chromaticity infor-
mation, without any segmentation information. A specular free image can be obtained 
by intensity logarithmic differentiation. 
 
 



36 S. Fang et al. 

 

2.3.1 Specular-to-Diffuse Mechanism 
Specular-to-diffuse mechanism bases its techniques on chromaticity and intensity 
value of specular and diffuse pixels. The maximum chromaticity  and maximum 
diffuse chromaticity are defined as follows：  

 max max( ) max( ( ), ( ), (x)) ( ) max( , , )r g b i r g bc x I x I x I I x= Λ = Λ Λ Λ ，  (5) 

The total diffuse intensity of specular pixels is computed using: 

 max max max max(3c 1) c (3 1)diff
iI I= − Λ −  (6) 

where max max( , , )r g bI I I I= . 

Specular-free image is a pseudo-code of diffuse components. It is geometrically iden-
tical to diffuse component of the input image. The difference of both is in their sur-
face colors.Formally, the specular-free image can be described as: 

 ˆ ˆ(x) (x) (x)c d cI m= Λ  (7) 

where the arbitrary scalar value of maximum diffuse chromaticity ( Λ̂ ) is obtained 
from the smallest maximum chromaticity of the input image. 

2.3.2 Intensity Logarithmic Differentiation 
According to Eq. (3), given only one colored pixel, it is an ill posed problem to de-
termine whether it is diffuse or specular pixel. Therefore, Tan et al. uses intensity 
logarithmic differentiation of two adjacent pixels instead.By computing the logarith-
mic differentiation between input image(according to Eq. (3)) and specular-free image 
(according to Eq. (7)), the two neighboring pixels can be determined as follows. 

 

c( ) dlog( ( )) dlog( ( ))

0 :
( )

0 : specular or boundary

cx I x I x

diffuse
x

Δ = −
=

Δ = ≠



 (8) 

3 Overview 

The overview of our proposed approach is illustrated in Fig. 1. There are three main 
modules, searching visual context, chromaticity correction and illumination estima-
tion. Given an input image, our approach firstly queries an image database to retrieve 
the k closest images to the input image using visual search. The results from the 
search are defined as the visual context for the input. From the visual context, we 
estimate the parameters of chromaticity correction to remove the distortion in the 
input image. In the next, the corrected image is used as the initial guess for illumina-
tion estimation. In the step of illumination estimation, the specular edge is firstly es-
timated based on STD separation and then a specular-map guided filter is applied to 
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improve the weighting of specular edge. Finally, after the illumination is estimated, a 
modified diagonal transformation [15] is applied to obtain the color-corrected imag-
es.The above processes are iteratively continued until the expected color correction 
results are achieved. 

The three modules are integrated in a cognitive loop. For each image, the chroma-
ticity correction module receives initial visual context and the corrected image from 
the other two modules and feeds back the refined chromaticity rectified result. Thus, 
the modules exchange information that helps compensate for their individual disad-
vantages and improves overall system performance. The pipeline of our algorithm is 
detailed in the following sections. 

 

Fig. 1. The flowchart of our algorithm 

4 Weighted Grey-Edge Color Constancy Based on Visual 
Context  

4.1 Visual Context 

For the object with obvious color feature in image, we search similar images taken 
under approximately standard illumination. The image is used as a prior visual con-
text to improve the illumination estimation. In order to obtain appropriate visual con-
text, the Visual Query Suggestion(VQS)[17] image search scheme is used to find the 
prior visual context. It provides user a better user interface by simultaneously provid-
ing keyword and image suggestion. Because of our special needs, the following steps 
on the base of VSQ scheme are done: 

(1) The establishment of database: We established a database of 10000 images 
downloaded from Flickr and the images include some objects with regular color, such 
as faces of white, black and yellow race, cars with various type, and flowers with 
various color. 
(2) Spatial feature: Camera angle has a great influence on color of object in image. 
The object‘s position  in image reflects to some extend the azimuth of the camera and 
the object. Thereforce, spatial feature is included in the search of visual context. In 
order to avoid the impact of image resolution and size, the spatial feature is 
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normalized, i.e. ( / , / )x M y N .Here ( , )x y is pixel coordinate of object, and ( , )M N is 

the size of image. 
(3) Input and Output: Inputs include the manually-selected saliency image block (ob-
ject), image size and the normalized position of the object, and use it as image sugges-
tion for VQS scheme. Outputs are similar objects (image block) and scores represent-
ing the similar degree. In order to avoid searching accidental error, we choose the 
mean of top k (approximately 20) similar blocks as our visual context. 

4.2 Specular-Edge Weighting Based on Specular-Map Guided Filter 

Edge-based color constancy algorithms have poor adaptability to images with rela-
tively little texture. For these images, grey edge algorithms perform even worse than 
those pixel-based color constancy methods [15]. According to [18], the image edge 
can be classified into three types: Material edge, Specular Edge and Shadow edge. At 
the same time, Arjan[11]et al. points out that specular edge can provide objective 
evidence of conformance to estimate illumination. Inspired by the two works, we 
propose a novel color constancy method that uses specular-map guided filter to im-
prove the specular edge weighting schemes. 

Firstly, we focus on the first order derivative information, and the image can be ex-
pressed as follows:  

 ' 'I '(x) (x) (x) ' (x) (x) m (x)d d sm m= + +Λ Λ Γ  (9) 

Here the superscript represents spatial derivative. Since we assume a constant light 
illuminates for the whole scene, the position of light source is independent of image 
coordinate location x. we know that image derivative is composed of three vectors(

' (x), (x),Λ Λ Γ ), which have a close relationship with Material edge, Shadow edge and 
specular edge. Specular edge direction is equal to the illumination direction Γ , when 
we project image derivative to specular edge direction and form specular variant. 

 ' '( . )=O I Γ Γ  (10) 

Assuming that the image taken under standard illumination, we can get 
(1 3 ,1 3 ,1 3 )=Γ . If the specular variant only contains sepcular edge, the specular 

edge weight is defined as: 

 '( ) ( ) ( )speW x x x′= O I  (11) 

In fact, the direction vectors 
' (x), (x)Λ Λ are not perpendicular to specular edge direc-

tion Γ . Therefore, the projections onto specular variant still contain other edges 
(shadow edge &material edge). This results in the error of  illumiant estimation.  

In order to overcome the problem, the specular component (described as a specu-
lar-map) is calculated according to [16].Then the specular-map speI is used as a guide 
image to improve the weighting of specular-edge by the guided filter[19]. The kernel 
function of guided filter can be explicitly expressed by: 
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where kω is k-th windows, ω is the number in kω , kμ is the mean in kω , 2
kδ is the 

variance in kω , and ε is the smoothing factor.Then the new specular edge weighting 
can be obtained as follows. 

 ( ) ( ) ( )GF
spe speW x W x w x= ⋅  (13) 

Therefore, combining with Eq. (4), the new color constancy model can be obtained as 
follows. 

 
1

'( | (w (x)) f (x) | )GF k p p
specu ck= e  (14) 

4.3 Chromaticity Correction 

Corrected image is used to recaculate the specular edge weights and reseparate the 
specular-map the in the iterative framework. With respect to Arjan[11]method, it use 
corrected image to recalculate highlight edge, the problem is that  the loop probably 
doesn’t converge, which result in the more iterations, the worse image recovery. Be-
cause of the specially chosen of visual context, the mean chromaticity of corrected 
image and visual context should be approximately close ,if our iterative illumination 
toward to the true value. The following calculation is carried out as Eq. (15) to keep 
chromaticity uniformity of the corrected image and visual context, in order to ensure 
that the iteration can rapidly converge to near-optimal solutions.   

 * / | |B B
c c c c c

c

c

if

else

σ σ σ σ εΓ − >Γ = 
Γ

, (15) 

where | |B
c cσ σ− is the absolute value of mean chromaticity difference between the 

block on corrected imag B and visual context. 

5 Experiments 

5.1 Performance Measure 

For all images in the data set, the true light source ĉe is known as a priori. To measure 

how close the estimated illuminant l̂e resembles the true value, the angular error  is 

used [20] 

 1 ˆ ˆcos ( . )l ce e−=  (16) 

The smaller the error  is, the closer the result of estimation is to the true light source. 
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5.2 Comparing Precision with Popular Color Constancy Algorithm  

We used the same error metric and ground truth to evaluate our scheme on Color-
checker[21] database and SFU Grey-ball[22] database, and compared with  state of 
the art methods including grey world [3], white path [4],grey edge [6], and Arjan 
method[11]. Images (T) of each database were manually separated into two classes: 
simple scene images (S) and complex scene images (C). Table1 shows the errors of 
the algorithms on the Color-checker database, which has 223 simple images and 345 
complex images. Table2 shows the errors of the algorithms on the SFU Grey-ball 
database, which has more than 11,000 images extracted from 2 hours video and 
includs 2275 simple images and 9071 complex images. Some example results are 
shown in Fig. 2.the lower left subscript denotes the angle error.  

 

Fig. 2. Some results of color constancy 

Table 1. The errors of various methods( p=5, 2σ = ) onColor-Checker database 

Method 
S set C set T set 

Mean Median Max Mean Median Max Mean Median Max 

Grey World    7.8 7.9 46.0 10.3 8.9 31.6 9.8 7.4 46.0 

White Patch  7.5 7.4 36.3 8.4 9.3 29.5 8.2 6.1 36.3 

1st Grey Edge 8.5 9.4 36.7 6.8 7.2 30.7 7.1 5.6 36.7 

2st Grey Edge 8.8 9.2 37.3 6.9 6.8 26.9 7.3 5.5 37.3 

Arjan [11] 7.6 8.3 31.3 6.5 7.5 42.1 6.7 5.0 42.1 

proposed 5.7 6.2 28.6 5.6 5.4 45.6 5.6 5.1 45.6 

 
According to Table 1 and Table.2,we can find that the mean absolute error of the 

proposed scheme is smaller than other method. It means that the the overall precision 
of the scheme is higher than others. For other methods, some better for simple scene 
and some better for complex scene. However, our scheme can obtain better results for 
both simple scene and complex scene.  Therefore, the proposed scheme has not only 
higher precision but also more outstanding universality. In a word, the introduction of 
guide-filter and visual context prior make expecting and better result. 
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Table 2. The errors of various methods( p=5, 2σ = ) on SFU Grey-balldatabase 

method 
S set C set T set 

Mean Median Max Mean Median Max Mean Median Max 

Grey World 11.4 12.1 55.2 13.4 8.9 37.8 13.0 10.6 55.2 

White Patch 10.1 10.6 38.9 12.8 9.0 34.3 12.3 10.0 38.9 

1st Grey Edge 12.5 9.8 35.3 10.2 8.2 48.2 10.7 9.1 48.2 

2st Grey Edge 12.1 10.3 46.5 10.5 7.3 30.5 10.8 9.2 46.5 

Arjan [11] 11.5 9.5 50.2 10.1 7.3 44.3 10.4 9.0 50.2 

Our proposed 7.0 6.5 33.2 6.9 6.3 43.4 6.9 6.7 43.4 

5.3 Comparing Iteration Number with Arjan’s Method 

The iteration number of our scheme and the method in [11] on Color-checker data-
base and SFU Grey-ball database are recorded and shown in Fig.3.  The proposed 
scheme can generally complete in 4-5 iteration and converge faster than the method in 
[11]. The maximum number of iterations is set to 10. In a word, the visual context 
prior to chromaticity correction in every loop makes our scheme converge fast and get 
ideal result in almost occasion. 

    

Fig. 3. Statistics for the number of iteration  Left: SFU grey-ball Right: Color Checker 

6 Conclusion 

In this paper, we introduced a method to obtain color constancy from photo collec-
tions. Such collections contained similar visual context to input image and were lev-
eraged to correct the chromaticity of the input image to the standard white illuminant. 
Therefore, the corrected images were used as the initial guess of illumination estima-
tion. Moreover, we proposed a novel filtering method for specular edge weighting 
that is under the guidance of specular map. To increase the accuracy of the separation 
of specular map, an iterative optimal framework was presented. We presented results 
on several benchmark datasets and have computed the color constancy for more than  
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11000 images. The results shows that use of visual context from photo collection can 
improve the estimated illuminant significantly, and that we can produce better color 
correction results to different lighting conditions. This correction has the potential to 
benefit to color based object recognition and tracking tasks that assume coherent color 
when matching features from multiple views of a scene. 
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Abstract. Recently, high-efficiency video coding becomes more and more de-
manded as the explosive requirements of network bandwidth and storage space 
for surveillance video applications. In this paper, we propose a background 
modeling scheme based on high efficiency motion classification. Firstly, pixels 
at each location are classified into three motion states, namely the static, the 
gentle motion and the severe motion states, according to the motion vectors of 
the corresponding current block and neighboring blocks. Then based on the 
classification and pixel differential value, the segmentation is performed for the 
co-located pixels in the training frames, and the mean pixel value of each seg-
ment can then be calculated. Finally, the background modeling frame can be 
obtained by an optimized weighted average of the segmented mean pixel val-
ues. Experimental results show that our proposed scheme achieves an average 
PSNR gain of 0.65dB than the AVS surveillance baseline video encoder, and it 
gets the best performance among several high efficiency background modeling 
methods in fast motion and large foreground sequences. 

Keywords: surveillance video coding, motion classification, background mod-
eling, weighted average. 

1 Introduction 

Surveillance video systems are widely used for safety and communication applica-
tions recently. The huge required network bandwidth and the increasing demands of 
storage space are two key challenges in its applications. The compression efficiency 
of existing video coding standards, like H.264 [1] and AVS [2], is usually not high 
enough because they are basically designed for general video applications. Conse-
quently, it is necessary to take the specifics of the surveillance video, like static back-
ground, into account for high-efficiency surveillance video coding. 

In most surveillance applications, cameras are usually fixed at a certain location 
and direction to capture the scene for a long time. And the background in these frames 

                                                           
* Corresponding author. 
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is always the same except the noise generated by the camera or the slow change of the 
environment. Typically, a framework of background modeling based video encoder is 
used which is shown as Fig. 1. In this framework, a good background modeling frame 
which is long-term referenced by surveillance video sequences will improve the cod-
ing efficiency dramatically. 

 

Frame 
Encoding

Surveillance Sequences

Background 
Modeling

Background 
Encoding

Background 
Decoding

Output Stream

Reconstructed background frame 
as long-term reference

 
  GMM, MRBM, 

SWRA... 
 

 

Fig. 1. Framework of background modeling based video encoder 

Recently, many effective background modeling methods have been proposed, 
which can be classified into two categories named parametric and non-parametric 
methods. In parametric methods, an adaptive Gaussian mixture model (GMM) [3] is 
used for background subtraction and object detection, with better Gaussian mixture 
quality compared to earlier GMM methods. However, the huge bandwidth require-
ment limits its application in hardware realization. In non-parametric methods, an 
effective background generation method named most reliable background mode 
(MRBM) [4] is used, which generates clear background and is robust to noise and 
camera shaking. In paper [5], a segment-and-weight based running average (SWRA) 
method is proposed to alleviate the computational complexity of background model-
ing, and achieves comparable coding performance as GMM-5 method. 

Actually, the background modeling methods in papers [3-4] are designed for object 
detection or background subtraction, while the main objective of background model-
ing in Fig. 1 is to save encoded bits for background frame and provide better long-
term reference for surveillance video sequences. Although the algorithm in work [5] 
is oriented for video coding, besides the pixel level information, the global level in-
formation, such as motion vectors, can be adaptively used to improve surveillance 
video coding performance. In this paper, a motion classification based background 
modeling scheme is proposed. This scheme firstly classifies pixels at each location 
into three motion states, namely the static, the gentle motion and the severe motion 
states. Secondly, the segmentation of the co-located pixels in the training frames is 
performed based on both its motion state and pixel differential value, and the mean 
pixel value of each segment can be calculated. Finally, the background modeling 
frame can be obtained by an optimized weighted average of the segmented mean pixel 
values. 

The rest of the paper is organized as follows. Section 2 in detail describes the pro-
posed method. Section 3 presents the experimental results. And conclusion of this 
paper is made in section 4. 
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2 Proposed Method 

Background modeling increasingly plays an important role in surveillance video cod-
ing, which aims at segmenting foreground and background in object-oriented video 
encoder [6] and providing better long-term prediction efficiency in background-
prediction-based video encoder as shown in Fig. 1. In this section, a motion classifica-
tion based background modeling scheme is presented for background-prediction-based 
video encoder. 

The overall framework of the proposed scheme is shown in Fig. 2. The motion 
classification is based on the motion vectors of the corresponding current block and 
the neighboring blocks. For the (x,y) pixels in the training frames, the segmentation is 
based on both its motion state and pixel differential value (SAD). The mean pixel 
value avgi and the segment length Li can be calculated for the ith segment, respective-
ly. The weight w_si for ith segment is proportional to the Li, and a weighted average of 
the previous segments and the current segment is calculated for background modeling 
pixel value BGV. The background modeling pixel value BGV is updated at the end of 
each segment. When BGV value equals to 0 at the last of the training frames, value 
128 is directly assigned to BGV. The algorithm of our proposed scheme is shown in 
Fig. 3, which is a detailed description of Fig. 2. 

 

1st frame 2nd frame 3rd frame 4th frame Nth frame

N training frames

co-located 
(x,y) pixels

A new segment wi ll start:
severe || (gentle&&SAD>=Th3)

segment 0 segment 1
avg0=∑Ii(x,y)/L0

W=W+w_s0

BGV=(BGV×W+avg0×w_s0)/(W+w_s0)
avg1=∑Ii(x,y)/L1

if(BGV==0) BGV=128
BGV=(BGV×W+avgn×w_sn)/(W+w_sn)

w_sn ∝ Ln

static

SAD

W=0
BGV=0

w_s0 ∝ L0

 

Fig. 2. Framework of the proposed scheme 

(1) Initialization: For each (x,y) pixel location, the background modeling pixel val-
ue BGV and the total previous segment weight W are initialized to 0. The first seg-
ment length L and its mean pixel value avg are also initialized to 0. 

(2) Motion classification: There are three motion states defined in our proposed 
method, namely the static, the gentle motion and the severe motion states. Each pixel 
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in the training frames will be classified into these three states based on the motion 
vectors of the corresponding current block ((MVx,MVy)c) and eight neighboring blocks 
((MVx,MVy)n) as shown in Fig. 4(a). The motion vector is searched by using the (i+1)th 
frame as reference for the current ith frame as in Fig. 2. For simplicity, the motion 
vectors derived from motion estimation module in encoder can be directly used in-
stead, which will decrease the complexity greatly. The static state is assigned when 
the addition of absolute motion vector values of current block and eight neighboring 
blocks are smaller than a threshold, simultaneously. In order to integrate our proposed 
scheme into existing hardware architecture [7] easily, only four neighboring searched 
blocks instead of total eight neighboring blocks are used for motion classification as 
shown in Fig. 4(b). The threshold Th1 is set to 1 for the tolerance of noise and small 
camera shaking. 

In order to segment the co-located pixels in the training frames accurately, two mo-
tion states are distinguished in the proposed method as shown in Fig. 2. The partition 
of the motion states is based on the actual motion vector value of the current block, 

Input: 
T = {Ii=fi(x,y)|i=1~N}, where fi(x,y) is ith frame in the N training frames. 

Background Modeling Procedure: 
For each pixel location (x,y), Begin 

{BGV, W, L, avg}=0;                                                                 (1) 
While i=1~N, Begin 

if((abs(MVx)+abs(MVy))c<Th1 && ∀(abs(MVx)+abs(MVy))n<Th1)               (2) 
cs = static; 

else if(abs(MVx)c<Th2 && abs(MVy)c<Th2) 
cs = gentle motion; 

else 
cs = severe motion; 

if((static || (gentle motion && abs(Ii-Ii+1)<Th3)) && i<N) Begin                     (3) 
avg = (avg×L+Ii)/(L+1); 
L = L+1; 

End 
else Begin /*a new segment*/ 

w_s ∝ L 

BGV = (BGV×W+ avg×w_s)/(W+w_s); 
if(i==N && BGV==0) 

BGV = 128; 
W = W+w_s; 
L = avg = 0; 

End 
End 

End 
Output the background frame.                                                          (4) 

Fig. 3. Algorithm of the proposed scheme 
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when its absolute values of horizontal and vertical motion vector are both less than a 
threshold Th2, the gentle motion is assigned, and otherwise the severe motion is as-
signed. The principle of the motion state partition is shown in Fig. 5. When the mo-
tion vector exceeds the block size (b_s), as MVb in Fig. 5, there will be no overlap 
between the reference block and the current block. Accordingly, the current block is 
named as a “scene change block” and is set to the severe motion state. Otherwise, for 
the MVa case as shown in Fig. 5, the current block is set to the gentle motion state. 
Thus, the threshold Th2 is equal to the block size b_s. 

 

(x,y)

(x,y)

(a) (b)

motion vector of 
current block
(MVx,MVy)c

motion vector of 
neighboring block
(MVx,MVy)n

 

Fig. 4. (a) Motion vectors of current block and eight neighboring blocks for motion classifica-
tion. (b) Motion vectors of current block and four neighboring blocks for motion classification. 

MVa
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motion
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Fig. 5. Principle of motion state partition 

(3) Segmentation and parameter calculation: When the current pixel is in a severe 
motion state or the pixel differential value is larger than the third threshold Th3 in 
gentle motion state as in Fig. 2, a new segment will start. Otherwise, the segment is 
continued and its mean pixel value avg and segment length L are calculated, separate-
ly. The threshold value Th3 is dynamically adjusted as Fig. 3 in [8], except that the 
Diff(m,n) is the difference between Ii(m,n) and Ii+1(m,n). 

The weight of the segment w_s is proportional to the segment length L. In order to 
evaluate the proportion accurately, six piecewise functions as shown in Fig. 6 are 
listed for testing. The test platform is illustrated as in Part 3.1. When the segment 
length L is smaller than a threshold Th0 as in Fig. 6, the segment weight w_s is 
assigned to 0 in order to eliminate false segments. Typically, the value of Th0 is set to 
N/20. For the segment length L larger than the Th0, the six piecewise functions are 
listed based on the fact that the larger segment weight w_s is assigned with larger 
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segment length L. As shown in Table 1, compared to the AVS surveillance baseline 
video encoder, the quadratic function achieves the best performance among these six 
piecewise functions, which achieves an average PSNR gain of 0.645dB and an 
average bitrate decrease of 21.24%. In the piecewise linear functions as shown in Fig. 
6(a), the linear function achieves the lowest performance (0.617dB PSNR gain in 
average), and the piecewise1 function achieves the highest performance (0.630dB 
PSNR gain in average). In the piecewise power functions as shown in Fig. 6(b), the 
performance is decreasing as the order of the power function increased. Table 1 
illustrates that the quadratic function accords with the proportional relationship 
between the segment weight w_s and the segment length L. This conclusion will be 
useful for other background modeling methods. 

 

 

Fig. 6. The curves of six piecewise functions. (a) Piecewise linear functions. (b) Piecewise 
power functions. 

Table 1. Performance comparisons of the six piecewise functions (VS SM-2) 

Format Sequence 

piecewise0 linear piecewise1 quadratic cubic quartic 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

CIF 

Crossroad 0.533 -13.89 0.526 -13.71 0.550 -14.29 0.573 -14.86 0.550 -14.31 0.497 -13.05 

Overbridge 0.575 -17.91 0.567 -17.75 0.585 -18.24 0.596 -18.65 0.557 -17.46 0.496 -15.74 

Snowroad 0.736 -25.07 0.734 -25.04 0.740 -25.22 0.729 -24.78 0.702 -23.95 0.690 -23.56 

Snowway 0.467 -17.13 0.461 -16.97 0.477 -17.57 0.511 -18.88 0.485 -18.03 0.406 -15.17 

SD 

Bank 0.814 -31.77 0.818 -31.78 0.828 -32.13 0.846 -32.85 0.822 -31.92 0.792 -30.60 

Crossroad 0.547 -16.35 0.547 -16.35 0.558 -16.65 0.567 -17.05 0.541 -16.20 0.493 -14.89 

Office 0.403 -16.43 0.399 -16.31 0.412 -16.74 0.421 -17.05 0.403 -16.43 0.371 -15.36 

Overbridge 0.882 -24.86 0.880 -24.83 0.899 -25.31 0.918 -25.80 0.886 -24.97 0.832 -23.40 

Avg. 0.620 -20.43 0.617 -20.34 0.630 -20.77 0.645 -21.24 0.618 -20.40 0.57 -18.97 

 
Instead of buffering each segment weight such as w_s0, w_s1…, W is used to 

represent the total weights of previous segments in order to save memory as shown in 
Fig. 7. The background modeling pixel value BGV is updated at the end of each 
segment, by weighted average of total previous segments and current segment w_sc. 
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The BGV value may be still 0 when it runs into the last training frame N. This is 
because the pixel is always in the severe motion state or its segment length L is too 
short, all of which indicate that the pixel is always in foreground. Pixel value 128 is 
assigned to that pixel as in [6], which will improve the compression efficiency. 

 

 

 

Fig. 7. The calculation of BGV and W 

 (4) Output: After the background modeling process at the last training frame, the 
background picture can be generated and output. 

From the above analysis, the proposed motion classification based background 
modeling method mainly depends on the motion vector, pixel differential value and 
piecewise weighting function. Besides, the proposed method updates the model value 
of each pixel at the end of a segment, and background frame is updated at the end of 
training frames. As a result, the proposed method satisfies the demand of periodical 
background updating and real-time requirement of hardware realization. In section 3, 
the performance of the proposed method is evaluated. 

3 Experimental Results 

3.1 Experiment Setup 

In this section, AVS surveillance baseline video encoder (SM-2) is used to evaluate 
the efficiency of the proposed method. Besides our proposed method, other three 
background modeling methods, the SWRA method in [5], the GMM using 5 models 
for each pixel in [3], and the MRBR method in [4], are implemented and embedded 
into SM-2 encoder for comparison. Corresponding Encoders are named SM-MC, SM-
SW, SM-GMM5 and SM-MR. The SM parameters configuration is listed in Table 2. 
In the table, profile ID 44 corresponds to the surveillance video coding. 

Table 2. Parameters configuration. 

Parameter Vaule Parmeter Vaule Parmeter Vaule 

Profile ID 44 Search Range 32 RD Optimization Used 

Rate Control Disable Reference Num. 2 Frame Structure IPPP 

Entropy Coding CABAC Motion Est. UMHexagonS QP of P frame 24,31,37,44 

Intra period 25 Use Mode ALL Frame rate 25 

 
For fair comparison, background frames in the encoders should be updated and en-

coded simultaneously. A sequence structure dividing input frames into super group of 
pictures (S-GOP) is used for the surveillance video encoders as shown in Fig. 8.  



 A Background Modeling Scheme Based on High Efficiency Motion Classification 51 

The background frame Bg1 which is long-term referenced by sequences in S-GOP1 is 
modeled by TrainSet0, and encoded at the first frame of S-GOP1. The same structure 
will be utilized for S-GOPn, where Bgn is modeled by TrainSetn-1 in S-GOPn-1. In our 
experiments, the number of training frames is set to 120 and the size of an S-GOP is 
set to 600. Besides, to simplify the bit-allocation of the background frame, the quanti-
zation parameter for background frame is equal to that of P frames minus 5, and only 
intra predictions are utilized. 

Eight surveillance sequences captured by static camera are used in our experi-
ments. For the data set, the first 900 frames of SD surveillance sequences of Cross-
road, Overbridge, Office, Bank and CIF sequences of Crossroad, Overbridge, 
Snowroad, Snowgate [9] are used to evaluate the five encoders. The content of these 
sequences are shown in Fig. 9. In these sequences, Crossroad (CIF), Overbridge 
(CIF&SD) and Office (SD) have relatively large foreground regions and fast motion. 

 
   

 

Fig. 8. Sequence structure for background modeling 

 

Fig. 9. Test sequences and their content 

3.2 Results 

In this part, the encoding performance of the SM-MC, SM-GMM5, SM-SW, SM-MR 
and the SM-2 encoders are compared. Results show that the proposed motion classifi-
cation based background modeling scheme encoder (SM-MC) achieves better perfor-
mance than the other three background modeling based video encoders, especially in 
fast motion and large foreground sequences. 

Compared to the SM-GMM5/SM-SW/SM-MR/SM-2 encoders, the SM-MC  
encoder achieves both PSNR gain and bitrate reduction. The SM-MC achieves an 
average gain of 0.02dB/0.06dB/0.12dB/0.65dB than the SM-GMM5/SM-SW/SM-
MR/SM-2 encoders. For CIF sequences, our method achieves an average PSNR gain 
of 0.03dB/0.05dB/0.13dB gain than the SM-GMM5/SM-SW/SM-MR encoders. In 
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these four CIF sequences, the SM-MC encoder shows the highest gain for Crossroad 
and Overbridge sequences, and SM-GMM5 shows the best performance for 
Snowroad and Snowway sequences. And an average PSNR gain of 
0.02dB/0.07dB/0.12dB is achieved than the SM-GMM5/SM-SW/SM-MR encoders 
for SD sequences. In SD sequences, the SM-MC encoder shows the best performance 
for Office and Overbridge sequences, and SM-GMM5 encoder gets the highest gain 
for Bank and Crossroad sequences. These all imply that our proposed method shows 
the highest performance in large foreground and fast motion sequences, and the exist-
ing GMM-5 method shows the highest gain in small foreground and slow motion 
sequences. The SM-M2 encoder shows the worst performance in these five encoders, 
and the second and the third worst are SM-MR and SM-SW encoders, respectively. 
An example rate-distortion curve of Office (SD) sequence is shown in Fig. 10. 

Table 3. Performance Comparisons 

Format Sequence 

SM-MC 

VS SM-GMM5 

SM-MC 

VS SM-SW 

SM-MC 

VS SM-MR 

SM-MC  

VS SM-2 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

PSNR 

(ΔdB) 

Bitrate 

(Δ%) 

CIF 

Crossroad 0.08 -1.99 0.08 -2.05 0.21 -5.19 0.57 -14.86 

Overbridge 0.04 -1.01 0.06 -1.88 0.16 -4.35 0.60 -18.65 

Snowroad 0 0.26 0.02 -0.64 0.04 -1.22 0.73 -24.78 

Snowway -0.02 0.93 0.03 -0.79 0.09 -3.27 0.51 -18.88 

CIF Avg. 0.03 -0.45 0.05 -1.34 0.13 -3.51 0.60 -19.29 

SD 

Bank 0 0.11 0.06 -2.15 0.07 -2.94 0.85 -32.85 

Crossroad -0.01 0.25 0 -0.06 0.09 -2.44 0.57 -17.05 

Office 0.05 -2.01 0.16 -4.79 0.15 -4.75 0.42 -17.05 

Overbridge 0.02 -0.6 0.06 -1.46 0.15 -4.58 0.92 -25.80 

SD Avg. 0.02 -0.56 0.07 -2.12 0.12 -3.68 0.69 -23.19 

Avg. 0.02 -0.51 0.06 -1.46 0.12 -3.59 0.65 -21.24 
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Fig. 10. An example rate-distortion curve of Office (SD) sequence 
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4 Conclusion 

In this paper, a high-efficiency motion classification based background modeling 
scheme is proposed. Firstly, pixels at each location are classified into three motion 
states, namely the static, the gentle motion and the severe motion states. Then based 
on the classification and pixel differential value, the segmentation is performed for the 
co-located pixels in the training frames, and the mean pixel value of each segment can 
be calculated. Finally, the background modeling frame can be obtained by an opti-
mized weighted average of the segment mean pixel values. In order to resolve the 
invalid background modeling in fast motion sequences in existing methods, our meth-
od takes the block level motion status into consideration for more accurate back-
ground modeling. Experimental results show that our proposed scheme achieves an 
average PSNR gain of 0.65dB than the AVS surveillance baseline video encoder, and 
gets the best performance among several high efficiency background modeling meth-
ods in fast motion and large foreground sequences. 
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Abstract. It has been widely demonstrated that integrating efficient perceptual 
measures into traditional video coding framework can improve subjective coding 
performance significantly. In this paper, we propose a novel block-level JND 
(just-noticeable-distortion) model, which has not only adjusted pixel-level JND 
thresholds with more block characteristics, but also integrated them into a block-
level model. And the model has been applied for adaptive perceptual quantization 
for video coding. Experimental results show that our model can save bit rates up 
to 24.5% on average with negligible degradation of the perceptual quality. 

Keywords: JND model, masking effect, adaptive perceptual quantization, visu-
al quality, video coding performance. 

1 Introduction 

Traditional hybrid video coding aims to remove spatial and temporal statistical redun-
dancies for signal compression. However, most of these methods often neglect per-
ceptual features for better subjective video coding. Considering that human eyes are 
the ultimate receivers, it is worthwhile to dedicate perceptually friendly coding re-
searches to further remove perceptual redundancies and improve subjective quality. 
The just noticeable distortion (JND) threshold, i.e. the distortion that observers just 
begin to notice, is one of the popular perceptual methods used for such applications. 

There have been abundant research efforts to develop rational JND models and ap-
ply them into video coding. The existing JND models can be classified into pixel do-
main and transform domain, respectively. In the pixel domain, most JND models use 
luminance adaptation and texture masking to compute pixel-level JND [1]. X.K.Yang 
et al. extended the JND model with a Nonlinear Additively Masking Model (NAMM) 
by integrating the luminance and texture masking together [2]. Except the luminance 
and texture that affect the perceived distortion, some other important factors have been 
studied, such as Chen et al. introduced a famous FJND model [3] integrated with retina 
foveation model to account for the relationship between visibility and eccentricity. 
Most of the transform domain JND methods are modeling in DCT domain, and the 
                                                           
* Corresponding author. 
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subband JND features higher accuracy with the consideration of channel’s interactions. 
Among the popular DCT domain JND models, researchers focus on luminance adapta-
tion, the spatial CSF (contrast sensitivity function) and temporal CSF effects [4] to get 
useful spatial-temporal JND models. However, Jia’s model [4] only refers the magni-
tude of motion contribution to final spatial-temporal JND threshold, but the direction-
ality of motion is neglected. Wei et al. furthered the model by introducing a gamma 
correction to compensate the original luminance adaptation effect and a novel temporal 
modulation factor to integrate temporal properties [5].  

The existing JND methods have been widely used in hybrid video coding to en-
hance coding performance. In [7], a low-complexity perceptual rate distortion model 
has been introduced to replace the Lagrange RD cost model and demonstrated inter 
mode decision performance improvement. Chen et al. [3] optimized the quantization 
parameter for each MB (macro-block) based on its FJND information. The Lagrange 
multiplier in the rate-distortion optimization is adapted to ensure that the MB noticea-
ble distortion is minimized. Some researchers have utilized JND models to improve 
the compression rates mainly by residues [6] [8] or DCT coefficients [9-10] filtering 
based on a hard or soft JND threshold. 

From the JND models and application methods in video coding mentioned before, 
we can find that most the popular JND models have some characteristics as follows. 
First, although these models have considered adjacent characteristics of a pixel or a 
subband during the modeling procedure, they are just applied by separate pixel-level 
filtering [6, 8, 9, 10], and these methods do not consider that traditional video coding is 
on the basis of block units, which prefers more on smooth compression. And pixel-
level filtering may introduce much artifact distortion fluctuation in a block. Second, the 
computational complexity is too large for most JND models, such as using the canny 
operator in [5]. At last, none of them pay attention to the fact that the quantization 
parameter decided by traditional mode decision has not considered perceptual proper-
ties, namely, the QP can be perceptually adjusted to remove more visual redundancies 
or enhance perceptual quality. In order to resolve these problems, an adaptive percep-
tually quantization method for video coding based on a block-level JND model is pro-
posed in this paper. It not only integrates the pixel-level JND into the block-level JND, 
but also uses perceptual quantization to improve compression efficiency. 

The reminder of this paper is organized as follows. In Section 2, the main structure 
of the proposed block-level JND model is introduced. Based on our block-level JND 
model, an adaptive perceptual quantization method is integrated into video coding 
framework in Section 3. In Section 4, the experimental results are shown and dis-
cussed. The Section 5 draws the conclusions of our work. 

2 Proposed Block-Level JND Model 

The proposed block-level JND model is computed by two steps, computing pixel-
level JND and then integrating it into block-level JND. The pixel-level JND in [5] can 
be expressed for every 4 4× block in an image as the integration of a spatial JND 
value JNDs and a temporal modulation factor FT, 

 ( ) ( ) ( ), , , , , ,T S TJND n i j JND n i j F n i j= ⋅  (1) 
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where n is the index of a 4 4× block in the image, i and j are the DCT coefficients 
indices. Then the block-level JND can be computed as, 

 ( )( )blcok blockJND k lnD kα= ⋅   (2) 

where k denotes the kth 8 8× block in a macro-block,  JNDblock  is the JND threshold 
of a 8 8×  block, α is an empirical control parameter. Dblock  means the HVS percep-
tual sensitivity of a block computed by the integration of its pixel-level TJND  and 

the block energy, which will be detailed later. 

2.1 The Pixel-Level JND Threshold 

The spatial JND threshold is the product of luminance adaptation factor, the contrast 
masking factor and the frequency property of DCT sub-band, it can be calculated as, 

 ( ) ( ) ( ), , ( , , ) , ,S basic lum contrastJND n i j T n i j F n F n i j= ⋅ ⋅  (3) 

where Tbasic is the base JND threshold generated by the CSF effect, Flum  is the lumi-
nance adaptation and Fcontrast  denotes the contrast masking effect. 

First, the basic threshold is considered. The HVS is sensitive to spatial frequencies, 
and the spatial frequency of the (i, j)th subband in the nth DCT block is related to 
block dimension N, which can be computed as in [5], 

 ( ) ( )22

,

1
/ /

2i j x yi j
N

ω θ θ= +  (4) 

where xθ , yθ denotes the horizontal and vertical visual angle respectively, and they are 

the same as, 

 ( )( )2 arctan 1/ 2x y vd chR Pθ θ= = ⋅ ⋅ ⋅  (5) 

where Rvd stands for the ratio of viewing distance [5] to picture height Pch. Then the 
basic threshold for DCT subband can be calculated as, 

 ( ) ( ) ( )
( )1 2

exp /1
, ,

1 cos
ij ij

i j ij

c a b
T n i j s

r r

ω ω
φ φ ϕ

+
= ⋅ ⋅

+ − ⋅
 (6) 

where s accounts for the spatial summation effect with an empirical value 0.25, pa-
rameter r is set to 0.6,  and the normalization factors iφ or jφ are expressed as 

 
1 / , 0

2 / , 0
m

N m

N m
φ

 == 
>

 (7) 

and more parameters can be found in [5]. And because of the difference between 
4 4×  block and 8 8× block, for mφ  in (7), the i jφ φ will make the basic perceptual 

distortion fail by half, so we set the basic threshold of a 4 4×  block as follows to 
ensure perceptual distortion consistency with [5] 

 2 12T T= ⋅  (8) 
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In order to take more block-level luminance characteristics into account [12], we 
adjust each basic threshold as 

 
( )

4 4
2

8 8

(0,0, )

0,0basic

C n
T T

C

τ

×

×

 
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 
 (9) 

where 4 4(0,0, )C n × and ( )8 8
0,0C ×

is the nth 4 4× block DC coefficient in a 8 8× block 

and the 8 8× block DC coefficient respectively, the parameter τ here equals to 0.649. 
The luminance adaptation for HVS mainly depends on average luminance intensity 

value I of each 4 4×  block, and it is described as in [5] 

 ( )
( )

( )

60 /150 1, 60

1, 60 170

170 / 425 1, others

lum

I I

F n I

I

 − + ≤

= < <


− +

 (10) 

It is easy to know that in smooth and edge areas the distortion can be more easily 
recognized than texture areas with high energy, so we should compute the contrast 
masking factor according to different type of blocks, namely Plane, Edge and Texture. 
However, the Canny operator may be too complicated in [5] for block classification, 
here we replaced it with a famous and useful block classification method in DCT 
domain [13] used for JPEG encoder. According to [13], the 4 4×  block can be divid-
ed into four indicative areas as show in Fig.1, where DC, L, M, and H denotes the 
absolute sums of DCT coefficients in different areas respectively. By easily compu-
ting the (L+M)/H, L/M, M+H and comparing them with experimental threshold 1μ ,

2μ , 1α , 2α , 1β , 2β , γ etc., we can decide the block type as Plane, Edge and Texture 

quickly. Generally, the larger values of L/M and (L+M)/H for a block means higher 
possibility to be Edge area, and usually smaller M+H indicates Plane block. More 
details and the comparison procedure can be found in [13].  

DC

L(low frequency)

M(mdeium frequency)

H(high frequency)

 

Fig. 1. Classification indicators for a 4 4× DCT block 

Therefore through employing the elevation factor in [5], 

 ( ) ( )
( )

2 2

2 2
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we can compute Fcontrast as follows, 
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 (12) 

where ( ), ,C n i j  denotes the (i ,j)th DCT coefficient in the nth block. 

In order to consider the temporal effect, we need to evaluate the temporal modula-
tion factor FT. Many works have demonstrated that there are no independent charac-
teristics between the spatial and temporal frequencies, so we should take spatial factor 
into account for the temporal modulation factor. In [5], FT is derived as 

 ( )10

1 5 & 10

1.07 5 & 10

1.07 5

t

t

s t

f
T s t

f
s

f cpd f Hz

F f cpd f Hz

f cpd

−

< <


= < ≥
 ≥

 (13) 

where fs accounts for spatial frequency discussed above and ft denotes the temporal 
frequency, which have relationships with motion vectors acquired by motion estima-
tion, current frame rate, and eyes move velocity, etc. Detailed calculation procedure 
has been described in [5].  

Finally, the pixel-level JND threshold in classic 4 4× DCT domain can be obtained 
as (1), which is the basis of block-level JND model. 

2.2 The Block-Level JND Threshold 

The block-level JND threshold is proposed based on the following facts. Firstly, ob-
servers are more easily attracted to a block or an area than a pixel in an image.  
Among most natural scenes, the distortion beyond a block-level perceptual distortion 
threshold in a block will be more easily noticed than a pixel-level difference out of its 
threshold. Secondly, observers can be more easily attracted to high frequency content 
and is more sensitive to the distortion of low frequency areas, such as edges and noise 
in plane area, respectively. And human eyes have less interest in the medium frequen-
cy areas which contain much information and energy, and become less sensitive to 
their distortion. Therefore, it is rational to take subband pixel-level JND of a block 
and its energy distribution characteristics together into account to find a reasonable 
JND threshold for each block in a picture.  

Similar to [11], a block-level JND for image is proposed, it has considered the en-
ergy distribution characteristics in a block and the difference of block types in JND 
modeling, and it can be expressed as, 

 ( ) ( ) ( ) 2

0 0 0

, , | , , |
M N N

block T
n i j

D k JND n i j C n i j
= = =

= ⋅  (14) 

where M is the number of sub-block divided in a block, here its value is 4. The  
larger the Dblock, the less sensitivity to distortion of the block for HVS, i.e. the more 
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redundancies can be removed for better compression without much visual difference. 
And from the expression of Dblock, we can find that in the very low and very high fre-
quency sub-bands, such as very simple plane area with near-zero JNDT  and very com-
plex edge areas with very low energy respectively, their values tend to be smaller than in 
medium frequency sub-bands with larger JNDT  and energy such as modest texture are-
as. As a consequence, there will be less artifact distortion fluctuation in a block than pix-
el-level JND and we can avoid introducing too much artifact distortion in low frequency 
areas and protect more details in high frequency areas. At the end, the block-level JND 
can be computed as (2), which will be incorporated in perceptual video coding.  

3 Adaptive Perceptual Quantization for Video Coding 

In the traditional hybrid video coding standards, an offset of quantization parameter 
QP, namely QPΔ , will be used in Differential Pulse Code Modulation (DPCM) and 

transmitted in coded bit stream, and the QP used for residual DCT coefficient quanti-
zation or inverse quantization can be expressed as, 

 0QP QP QP= + Δ  (15) 

where QP0 is original quantization parameter of current macro-block, and it will be 
used for uniform quantization in a macro-block. However, the QP used in the best 
mode coding does not explore perceptual characteristics very well. According to [14], 
the quantization error should be limited to  

 | | | |QP rec blocke C C JND= − ≤  (16) 

where Crec stands for the reconstructed DCT coefficient. Taking the maximum un-
noticeable distortion into account, a perceptual quantization step should be limited to 
the block-level noticeable distortion, so we can get 

 2step blockQP JND= ⋅  (17) 

where QPstep is a uniform quantizer step applied to each DCT coefficient C. Then we 
can combine the procedure in [14] with the proposed block-level JND model in Sec-
tion 2 and get the perceptual JNDQPΔ  as, 

 2eil( log )JND blockQP C K JNDΔ = ⋅  (18) 

where Ceil(x) denotes the closest integer not more than the argument, K means the rela-
tionship between QP and QPstep  and it varies from different video coding standard. At 
the end, the perceptually adaptive quantization parameter QPJND  is computed as 

 0JND JNDQP QP QP= + Δ  (19) 

In order to comply with traditional macro-block video coding standard, we should 
average all the mentioned QPJND of each 8 8× block in a macro-block for uniform 
quantization as, 

 ( )_
0

1 B

JND MB JND
k

QP QP k
B =

=   (20) 
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where B is the number of blocks in a coding macro-block. The QPJND_MB  will be used 
for the best mode coding to remove more perceptual unnoticeable redundancies and 
integrate it into video coding procedure as shown in Fig. 2. The quantization offset 

_JND MBQPΔ
 
values’ mapping will be transmitted to final bit stream as follows 

 _ _ 0JND MB JND MBQP QP QPΔ = −  (21) 

4 Experimental Results 

In order to evaluate the performance of our proposed block-level JND scheme, the 
integration procedure is implemented on AVS Jizhun profile. The GOP length is 15 
with structure IBBPBBP….The frame rate is 30 frames per second, the motion esti-
mation is carried out at a quarter pixel resolution with search range of 16 and the 
RDO is enabled. The test sequences are 4:2:0 YUV format covering CIF, 720p and 
1080p resolutions. We have compared the subjective quality and bit rate compression 
performance of video encoded by the proposed method with Yang’s model [2], which 
is a famous and useful JND model [10]. The chosen subjective distortion measure is  
the Multiple Scale-Structural Similarity (MS-SSIM) [15] calculated on the luminance 
frames and averaged for the whole sequence. The Table 1 shows our experimental 
results and the Fig.3 (a) to Fig.3 (b) demonstrate subjective performance improvement 
directly. And we can make some discussions as follows. 

 

Fig. 2. Perceptual adaptive quantization video coding diagram 

According to the Table 1, we can conclude that our block-level JND model shows 
less negligible subjective loss and lower MS-SSIM reduction than Yang’s with the 
value of -0.3265% and -0.5654%, respectively. It means that the perceptually pro-
cessed sequences almost have the same visual quality as original reference encoded 
sequences and are better than Yang’s. We can see that the proposed block-level JND 
model yields an average 24.5% bit rate savings compared to Yang’s 18.8% bit rate 
reduction. Meanwhile, Yang’s PSNR loss is almost twice than our model, which 
means that because of considering block-level JND characteristics rather than directly 
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using separate JND filtering, our model can shape perceptual noise more uniformly. 
The Fig.3 (a) and (b) show the integral performance by bit rate versus MS-SSIM ex-
ampled by sequence “Optics” and sequence “Life”. We can easily find that our model 
has a better subjective performance, which is in accordance with the result of Table 1. 

Table 1. Performance of proposed block-level JND model 

Sequences QP 
Proposed model Yang's model 

ΔBitrate   
(%) 

ΔPSNR 
(dB) 

ΔMS-
SSIM (%) 

ΔBitrate   
(%) 

ΔPSNR 
(dB) 

ΔMS-
SSIM (%) 

Football     
(CIF) 

16 -12.07% -1.18 -0.1347% -5.00% -2.37 -0.2565% 
20 -13.55% -1.32 -0.2181% -3.97% -1.68 -0.2490% 
24 -13.38% -1.24 -0.3127% -2.83% -1.01 -0.2231% 
28 -12.59% -1.08 -0.3835% -1.96% -0.58 -0.1832% 

Foreman     
(CIF) 

16 -33.44% -2.16 -0.2154% -17.08% -3.20 -0.2388% 
20 -35.32% -2.12 -0.2565% -14.89% -2.27 -0.2046% 
24 -32.60% -1.72 -0.2912% -11.70% -1.35 -0.1624% 
28 -25.20% -1.19 -0.2659% -7.51% -0.71 -0.1153% 

Optis      
(720p) 

16 -24.29% -1.89 -0.4112% -32.73% -5.01 -1.1559% 
20 -36.70% -2.34 -0.8442% -35.60% -3.98 -1.2634% 
24 -35.31% -1.66 -0.7978% -29.96% -2.48 -1.1315% 
28 -26.24% -1.15 -0.7721% -20.96% -1.57 -1.1011% 

Sheriff      
(720p) 

16 -22.89% -1.68 -0.2139% -33.53% -5.99 -0.9714% 
20 -30.63% -2.06 -0.4333% -35.97% -4.77 -0.9858% 
24 -33.69% -1.85 -0.5478% -34.16% -3.25 -0.8771% 
28 -28.64% -1.30 -0.4905% -26.16% -1.96 -0.7071% 

Life       
(1080p) 

16 -24.42% -1.43 -0.0725% -22.62% -5.72 -0.3959% 
20 -27.86% -1.54 -0.1194% -22.86% -4.50 -0.3994% 
24 -29.10% -1.35 -0.1417% -21.28% -3.07 -0.3692% 
28 -25.95% -1.00 -0.1609% -16.92% -1.93 -0.3128% 

Tennis      
(1080p) 

16 -14.94% -1.02 -0.1425% -16.07% -4.22 -0.6586% 
20 -21.75% -1.06 -0.3198% -18.15% -3.22 -0.7470% 
24 -15.17% -0.58 -0.1433% -11.44% -2.05 -0.4653% 
28 -12.26% -0.51 -0.1470% -8.85% -1.53 -0.3960% 

Average   -24.50% -1.43 -0.3265% -18.84% -2.85 -0.5654% 

 

Fig. 3. Subjective performance comparison (a) sequence “Optics” (b) sequence “Life” 
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5 Conclusion 

In this paper, we have proposed a novel block-level JND model and integrated it with 
video coding scheme to generate the perceptually adaptive quantization. The proposed 
algorithm is fully compatible with current mainstream video coding standard and also 
can be applied for H.264/AVC and HEVC coding framework. The experimental results 
show average 24.5% bit rate saving with negligible impact on the sequence perceptual 
quality. In the future, we plan to explore more accurate JND model and integrate its 
applications into hybrid video coding to further enhance the coding performance.  
 
Acknowledgements. This work is partially supported by grants from the Chinese 
National Natural Science Foundation under contract No.61171139 and National High 
Technology Research and Development Program of China (863 Program) under con-
tract No.2012AA011703. 

References 

1. Chou, C.H., Li, Y.C.: A perceptually tuned subband image coder based on the measure of 
Just-Noticeable-Distortion Profile. IEEE Transaction on Circuits and Systems for Video 
Technology 5(6), 467–476 (1995) 

2. Yang, X.K., Lin, W.S., Lu, Z., Ong, E.P., Yao, S.S.: Just-noticeable-distortion profile with 
nonlinear additivity model for perceptual masking in color images. In: IEEE International 
Conference on Acoustics, Speech, and Signal Processing, pp. 609–612 (2003) 

3. Zhenzhong, C., Guillemot, C.: Perceptually-Friendly H.264/AVC Video Coding Based on 
Foveated Just-Noticeable-Distortion Model. IEEE Transactions on Circuits and Systems 
for Video Technology 20(6), 806–819 (2010) 

4. Yuting, J., Weisi, L., Kassim, A.A.: Estimating Just-Noticeable Distortion for Video. IEEE 
Transactions on Circuits and Systems for Video Technology 16(7), 820–829 (2006) 

5. Zhenyu, W., Ngan, K.N.: Spatio-Temporal Just Noticeable Distortion Profile for Grey 
Scale Image/Video in DCT Domain. IEEE Transactions on Circuits and Systems for Video 
Technology 19(3), 337–346 (2009) 

6. Hao, C., et al.: Temporal color Just Noticeable Distortion model and its application for 
video coding. In: IEEE International Conference on Multimedia and Expo (ICME), Suntec 
City (2010) 

7. Huan, W., Xueming, Q., Guizhong, L.: Inter mode decision based on Just Noticeable Dif-
ference profile. In: 2010 17th IEEE International Conference on Image Processing (ICIP), 
Hong Kong (2010) 

8. Chun-Man, M., King, N.N.: Enhancing compression rate by just-noticeable distortion 
model for H.264/AVC. In: IEEE International Symposium on Circuits and Systems, 
ISCAS 2009, Taipei (2009) 

9. Luo, Z., et al.: H.264/Advanced Video Control Perceptual Optimization Coding Based on 
JND-Directed Coefficient Suppression. IEEE Transactions on Circuits and Systems for 
Video Technology 23(6), 935–948 (2013) 

10. Qi, C., Li, S.: AVS encoding optimization with perceptual just noticeable distortion model. 
In: 2013 9th International Conference on Information, Communications and Signal Pro-
cessing (ICICS), Tainan (2013) 



 An Adaptive Perceptual Quantization Algorithm Based on Block-Level JND 63 

11. Wilson, T.A., Rogers, S.K., Myers Jr., L.R.: Perceptual-based hyper spectral image fusion 
using multiresolution analysis. Optical Engineering 34(11), 3154–3164 (1995) 

12. Watson, A.B.: Visually optimal DCT quantization matrices for individual images. In: Data 
Compression Conference, DCC 19, UT, Snowbird (1993) 

13. Tong, H.H.Y., Venetsanopoulos, A.N.: A perceptual model for JPEG applications based 
on block classification, texture masking, and luminance masking. In: Proceedings of the 
1998 International Conference on Image Processing, ICIP 1998, Chicago, IL (1998) 

14. Naccari, M., Mrak, M.: Intensity dependent spatial quantization with application in HEVC. 
In: 2013 IEEE International Conference on Multimedia and Expo (ICME), San Jose, CA 
(2013) 

15. Seshadrinathan, K., Soundararajan, R., Bovik, A.C., Cormack, L.K.: Study of subjective 
and objective quality assessment of video. IEEE Trans. on Image Proc. 19(6), 1427–1441 
(2010) 



 

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 64–73, 2014. 
© Springer International Publishing Switzerland 2014 

Improved Prediction Estimation Based H.264 to HEVC 
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Abstract. High Efficiency Video Coding (HEVC) achieves significant coding 
efficiency improvement at a cost of much higher computation complexity. In 
this paper, we propose a prediction estimation based H.264 to HEVC intra 
transcoder. In HEVC intra coding, the most complexity comes from coding unit 
size decision. The proposed method judges the coding unit size not only by us-
ing the intra prediction mode, prediction direction and other information from 
H.264 decoder, but also by trying the prediction on decoding picture with the 
most dominant prediction directions of H.264. Both of this information is fed 
into the classifier. Then the Support Vector Machine (SVM) classifiers were 
trained and apply to different division level to improve the speed of coding unit 
size decision accuracy loss as small as possible. Experiment shows that about 
1.42 times speed up over the HEVC HM 10.0 reference software at about 
0.069dB rate distortion performance loss. 

Keywords: HEVC, Video transcoding, Machine learning. 

1 Introduction 

H.264/AVC standard is the most widely adopted video coding standard which is 
widely used in internet video broadcasting, video on demand and various storage 
based video data compressing. In 2013, ITU-T and ISO/IEC MPEG released the next 
generation of video coding standard named High Efficiency Video Cod-
ing(HEVC)[1]. HEVC technology almost double the coding efficiency over 
H.264/AVC under the rate-distortion performance matrix which means it can save 
about 50% communication bandwidth or storage volume than the traditional H.264 
technology. Nevertheless, HEVC has extremely high computation complexity than 
H.264 especially in intra encoding. The complexity of HEVC intra encoding mainly 
comes from trying to traverse all possibility from the largest Coding Unit(CU) size, 
64x64, to the smallest one, 8x8, recursively. In order to reduce the encoding complex-
ity by taking into account the industry widely used H.264 encoder and a huge amount 
of H.264 bit-streams are existed, several transcoding technologies were proposed in 
recent years. The H.264 to HEVC transcoder could transcode H.264/AVC bit-streams 
into HEVC bit-streams faster than what the decoder-encoder cascade could do with 
some encoding quality loss. 
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Video transcoders have been widely studied by many researchers before HEVC 
were emerged, e.g. transcoding from H.263 to H.264, MPEG-2 to H.264, etc.[2]. 
Normally the transcoder will take full advantage of all information of decoder and try 
to predict various decision mode and parameters of target encoder accurately. In the 
previous research works, MPEG-1, MPEG-2, H.264 and other ancestor of HEVC 
technologies use 16x16 size image block as their macroblock in the codec. But one of 
the most important changing of HEVC is the largest picture block size was enlarged 
into 64x64, and coding unit will try each level division from 64x64 to 8x8. The block 
size of H.264 and HEVC are different which may bring some uncertainty of adopting 
traditional transcoding technology into the-state-of-art transcoder directly. 

Zhang et al. [3] proposed a system by modifying the power spectrum based rate-
distortion optimization (PS-RDO) model and reducing the candidate settings for CU 
quadtree structures and PU partitions on intra blocks. This system achieves a speed up 
of close to 3 times over HEVC HM 4.0 reference software with little R-D perfor-
mance loss for Intra picture. Shanableh, T. et al.[4] proposed a MPEG-2 to HEVC 
video transcoder which used the content-based machine learning solution to predict 
the depth of the HEVC coding units but mainly on inter pictures. About 3 times speed 
up will be achieved by this method and about 0.1dB loss. ZongYi Chen et. al.[5] re-
used the coding information such as motion vector, prediction mode and residual 
coefficient extracted from the H.264 decoder which can save about 40% encoding 
time. Wei Jiang et. al.[6] proposed a transcoding method based on region feature 
analysis. They segmented each picture blocks into three sizes in units of coding tree 
unit (CTU) based on the correlation between image coding complexities and coding 
bits of the H.264 source stream. Zhang et. al.[7] proposed a transcoder incorporates 
SVM classifier based macroblock(MB) partition mode decision and a fast prediction 
mode decision, but in a reverse transcoding mode, from HEVC to H.264. Tong Shen 
et. al.[8] reduced the intra mode candidates by calculating the probability condition 
for QP, H.264 decoding information and reference blocks. Others research work of 
H.264 to HEVC transcoding, such as [9], mainly focused on inter frame transcoding. 
For all the above research works, the transcoder for intra frames mainly used the 
H.264 decoding information, such as intra prediction mode, direction and coding bits, 
etc. Thinking about the decision of CU division in HEVC should compare the coding 
cost of splitting the CU or not, we believe the H.264 encoding information is not 
enough for transcoder to do the decision of the CU division. The motivation of our 
proposal comes from the transcoder should take into account the both side infor-
mation of splitting the CU or not. Some information can comes from the H.264 de-
coder, and we also try to do the prediction on decoding image to get more information 
for CU splitting decision. Combine the H.264 decoding information and prediction 
estimation result maybe help to improve the intra transcoding accuracy. 

In this paper, we propose a prediction estimation based H.264/AVC to HEVC intra 
transcoding framework. The remaining of this paper is organized as the following. 
Section 2 describes the architecture of the proposed intra transcoder. Section 3 gives 
the detailed implementation of the intra transcoder. Section 4 presents the experiment 
results on HEVC test sequences. Finally, Section 5 summarizes the work of our paper. 
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2 Intra Transcoding Framework 

The conceptually straightforward cascaded architecture is adopted in this paper as 
shown in Figure 1.  Firstly, we decode the inputting pre-encoded H.264 bit-stream 
using a H.264 decoder, generating reconstructed pictures and decoding information 
contained in the H.264 bit-stream. The following HEVC encoder takes the recon-
structed pictures and encodes it, outputting the HEVC stream. During the encoding 
process, the H.264 decoding information is utilized to accelerate the intra RDO  
process. 

 

Fig. 1. The architecture of proposed transcoder 

It is known that the RDO is a time-consuming process. The information from the 
H.264 decoding stream is used to help make decision on whether to split the current 
CU or not during the HEVC encoding. The pre-trained classifier is used to make deci-
sion according to the H.264 decoding information and prediction estimation infor-
mation on decoded picture. 

3 Detailed Implementation 

3.1 Classifier-Based Partition Decision 

In order to improve the encoding quality, several new features are added in HEVC 
encoding standard. One of the most important features is that the size of the Largest 
Coding Unit (LCU) is 64x64 which is much larger than the 16x16 size of MB in 
H.264. A quad-tree structure of CU segmentation is used to calculate the RD cost of 
the CU in each size level, and then HEVC encoder chooses the best partition for the 
whole LCU. This process costs a lot of time as the candidates of the CU partitions are 
drastically increased compared to H.264 intra coding scheme. In order to make the 
process faster, we treat the CU partition mode decision as a classification problem. 
Some important information is retrieved from the H.264 decoding stream, such as the 
mode of MBs, the prediction directions of the sub-blocks and the decoded picture 
pixels. Furthermore, not only the above information from H.264 bit-stream is used, 
we also do the prediction with some most dominant prediction directions on the de-
coding CU image data. This additional information is seemed as the important sup-
plement to describe the both side characters of the CU. The information from H.264 
bit-stream is used to describe the character of division of current CU, and the infor-
mation of prediction on decoding CU image data is used to describe the character of 
non-division of current CU. Along with other information, e.g. QP value, both of the 
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above characters will be used to compose the feature vector of current CU which will 
be sent to the pre-trained classifier. The output of the classifier will be a partition 
decision and a confidence level of the given decision. Figure 2 illustrates this process. 

 

Fig. 2. The process of giving a decision by the classifier 

To accelerate the speed of encoding at the expense of minor coding quality loss, a 
SVM based 2-class classifier is adopted. The input vectors of the classifier are de-
scribed as following. 

In HEVC, there are four types of CU size, from 64x64 to 8x8. For the CU size on 
64x64, 32x32 and 16x16, HEVC encoder should recursively search the best decision 
about splitting the CU or not. The decision is made based on the RD cost in HEVC 
encoder. On one side, it counts the cost of splitting the CU. On the other side, it 
counts the cost of not splitting the CU. Inspired by this idea, we propose a vector 
listed below to describe both side features of a CU. 

 Vcu = <n1, n2, n3, n4, r1, s1, r2, s2, r3, s3, QP> 

ni denotes the bits number of four sub-CU with the 1/4 CU size of current CU . We 
calculate the total bits of each minor square of these four sub-CUs. To some extent, 
the bit counts of four sub-CUs can describe the coding cost or character of splitting 
the current CU. The information of bits can be retrieved from the H.264 decoder. As 
MB is the elementary encoding unit in H.264, if the sub-CU size is no less than MB 
size, the bit counts is the sum of corresponding bits of MB, otherwise the bit counts 
can be acquired from the sub-MB information or just the average fraction of MB. 
Components ni represents the character of current CU in splitting side. 

ri denotes the average prediction residual of most dominant three directions. In 
H.264, each MB or sub-MB block will have a prediction direction. Therefore, the 
most three dominant prediction directions come from the H.264 decoder according to 
their area proportion in current CU range. We try to do the prediction using the top 
three dominant directions and derive the prediction average residuals, which are 
showed in figure 3. Furthermore, si denotes the variance of prediction residual of three 
most dominant directions. Components ri and si represent the character of current CU 
in non-splitting side. 
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Fig. 3. Input vector for SVM classifier, left denotes the bits number of four minor squares in 
CU, right denotes the prediction on whole CU 

Moreover, QP is included as an additional element in input vector because the CU 
division decision is strongly correlated with QP value. If the QP is smaller, the CU 
will more likely to be divided into sub-CUs. 

3.2 Confidence Level of Classifier 

When the feature vector is generated, it will be sent to the pre-trained two-class classi-
fier. The classifier can give the decision result of whether to split the current CU 
without calculating the RD-Cost. Certainly, the decision given by the classifier is not 
always correct. Another label called confidence level is also given by the classifier. 
The confidence level is a decimal value ranged from 0 to 1, the bigger the value, the 
credibility is stronger of the splitting decision. When the confidence level is high 
enough, our proposed transcoder will use the decision to speed up the HEVC intra 
encoding process. On the contrary, if the confidence level is not high enough, the 
transcoder had better not adopt the decision provided by the classifier and should 
calculate the RD-cost to find the best division for the current CU. In order to distin-
guish between the reliable decision and the uncertain decision, we should designate a 
threshold. If the confidence level of the decision is larger than or equal to the thresh-
old, we take the result as a reliable one and the CU splitting decision based on RDO is 
skipped. Then the transcoder is speeded up. Otherwise, the classifier decision will be 
thought as uncertain. In this case, the encoder will encode the current CU according to 
the standard HEVC process.  

Although the value of the confidence level is from 0 to 1, the confidence level with 
a value larger than 0.5 will show a reliable decision. Consequently, the value of 
threshold had better be smaller than 1 and greater than 0.5. Besides, the experiment 
shows that when the QP is smaller, the picture will be encoded more carefully. In this 
case, it’s more possible for the CU to be split so it is relatively easier for the classifier 
to make the prediction decision and the confidence level at that time will be some-
what higher. As a result, the value of threshold should be in proportion to the value of 
QP. Finally, with some experiments, the threshold is formulized as a linear function 
of QP as denoted by formula (1).  

 threshold = a + b * QP                              (1) 
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b is the coefficient greater than zero, which can guarantee that the threshold is in 
proportion to the value of QP. The bigger the QP and b the threshold is higher, and 
the CU tends to be studied more carefully by the transcoder because the wrong deci-
sion will issue the greater loss. The values of a and b could make sure that the value 
of threshold is smaller than 1 and greater than 0.5. 

4 Experimental Results 

4.1 Training the Classifier 

The Liblinear tool are selected as the SVM two-class classifier because the calcula-
tion complexity of training the data is much lower and it costs less time. Besides, the 
classification performance of Liblinear is almost similar to non-linear classifiers on 
large scale of data. 

Different size YUV sequences from SD to HD are used to check the performance of 
the proposed transcoder. They are BasketballDrive in 1920x1080, BasketballDrill in 
832x480 and BQSquare in 416x240. The H.264 bit-streams of these sequences are en-
coded and decoded by the H.264 JM reference software in order to get the demanded 
information of the MBs. Then these decoding sequences are encoded by HEVC stand-
ard encoder, HM reference software, so that the best partition choices of HEVC encoder 
are logged as anchor for future training and comparison. After the information all of 
H.264 and HEVC are collected, the data file for training will be generated. 

In H.264, MB(size 16x16) is the fundamental encoding unit. However, in HEVC, 
the CU size ranges from 64x64 to 8x8. We unified a 4x4 meta unit to record the in-
formation from the H.264 decoder and HEVC encoder. The following two figures 
show that the process of generating the information of H.264 and HEVC in 4x4 meta 
units. 

 

Fig. 4. Generating the information in 4x4 meta unit from the information of the MB in H.264 
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Fig. 5. Generating the information in 4x4 meta unit from the information of the CU in HEVC 

Then three data files, containing data of 64x64, 32x32, 16x16 CU, are built from 
the unified meta data and latter act as the training data and test data of the SVM clas-
sifier. For each YUV sequence, the second half of these sequences is fed into the clas-
sifier for training. The first half of these sequences is used as the testing data. The 
feature vector of current CU in them is input to the SVM classifier. The classification 
result accompany with the confidence level will be given. The proposed transcoder 
will make decision on splitting, non-splitting or do RDO according to the classifica-
tion result and its confidence level. 

4.2 Evaluation of the Proposed Method 

The H.264/AVC bit-stream is generated with JM 16.2 with QP 22, 27, 32, 37. The 
proposed transcoding scheme is implemented in HM 10.0 and liblinear1.93 which is 
used as the SVM classifier. To inspect the impact of coefficient in formula (1) on 
transcoding performance, several coefficient sets are tested as shown in Table 1. 

Table 1. Several coefficient sets for threshold 

a b threshold QP=22 QP=27 QP=32 QP=37 
0.6 0.007 value 1 0.754 0.789 0.824 0.859 
0.5 0.009 value 2 0.698 0.743 0.788 0.833 
0.4 0.011 value 3 0.642 0.697 0.752 0.807 
0.466 0.002 value 4 0.51 0.52 0.53 0.54 

 
With different values of threshold, different BD-PSNR and BD-Bitrate results of 

the proposed transcoder were derived on three picture size sequence as shown in  
Tables 2-5. 



 Improved Prediction Estimation Based H.264 to HEVC Intra Transcoding 71 

 

Table 2. Results of proposed methods with value 1 in Table 1 

Sequence QP Speed-up 
BD-

PSNR(dB) 
BD-Bitrate 

BQSquare 
(416x240) 

22 1.14 

 
-0.000 

 
-0.01% 

27 1.14 

32 1.10 

37 1.11 

BasketballDrill 
(832x480) 

22 1.25 

 
-0.011 

 
+0.23% 

27 1.15 

32 1.08 

37 1.03 

BasketballDrive 
(1920x1080) 

22 1.10 

 
-0.005 

 
+0.20% 

27 1.03 

32 1.22 

37 1.21 

Average  1.13 -0.005 +0.15% 

Table 3. Results of proposed methods with value 2 in Table 1 

Sequence QP Speed-up 
BD-

PSNR(dB) 
BD-Bitrate 

BQSquare 
(416x240) 

22 1.15 

 
-0.001 

 
+0.01% 

27 1.14 

32 1.12 

37 1.09 

BasketballDrill 
(832x480) 

22 1.59 

 
-0.014 

 
+0.29% 

27 1.42 

32 1.32 

37 1.27 

BasketballDrive 
(1920x1080) 

22 1.39 

 
-0.010 

 
+0.35% 

27 1.28 

32 1.23 

37 1.20 

Average  1.23 -0.008 +0.22% 
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Table 4. Results of proposed method with value 3 in Table 1 

Sequence QP Speed-up 
BD-

PSNR(dB) 
BD-Bitrate 

BQSquare 
(416x240) 

22 1.15 

 
-0.000 

 
+0.01% 

27 1.16 

32 1.11 

37 1.10 

BasketballDri
ll 

(832x480) 

22 1.63 

 
-0.015 

 
+0.30% 

27 1.46 

32 1.35 

37 1.28 

BasketballDri
ve 

(1920x1080) 

22 1.42 

 
-0.015 

 
+0.54% 

27 1.30 

32 1.22 

37 1.20 

Average  1.28 -0.010 +0.283% 

Table 5. Results of proposed methods with value 4 in Table 1 

Sequence QP Speed-up 
BD-

PSNR(dB) 
BD-

Bitrate 

BQSquare 
(416x240) 

22 1.16 

 
-0.007 

 
+0.07% 

27 1.16 

32 1.16 

37 1.14 

BasketballDr
ill 

(832x480) 

22 1.71 

 
-0.079 

 
+1.68% 

27 1.69 

32 1.57 

37 1.45 

BasketballDr
ive 

(1920x1080) 

22 1.77 

 
-0.122 

 
+4.81% 

27 1.49 

32 1.41 

37 1.33 

Average  1.42 -0.069 +2.19% 

According to the experiment results, the proposed transcoder with prediction esti-
mation method which uses both information from sub-CUs and un-split CU can 
achieve the satisfied performance. The encoding time will be reduced to half or one 
third of the standard HEVC encoder on intra picture with about 0.069dB coding  
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efficiency loss. And we also can see that when the threshold is set reasonably lower, 
greater speedup can be achieved.  

But the speedup mainly comes from the QP, the coefficient in formula (1) mainly 
affect the coding efficiency. The smaller the value of b, the coding efficiency is better. 
Finally, we notice that the speedup of proposed transcoder tend to be greater for large-
size videos with acceptable loss on BD-PSNR. 

5 Conclusion and Future Work 

In this paper, we proposed a prediction estimation based H.264/AVC to HEVC intra 
transcoding method. By using both the character information of sub-CU and unsplit 
CU, the transcoder can achieve one times or higher speedup with the small coding 
efficiency loss. The impact of confidence level of threshold for classification result 
was also explored.  Comparing with the HEVC HM-10.0 reference software, about 
1.42 speeding up was achieved at a cost of about 0.069dB loss on BD-PSNR. 
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Abstract. This paper presents a VLSI architecture design of unified mo-
tion vector (MV) and boundary strength (BS) parameter decoder (PDec)
for 8K UHDTV HEVC decoder. PDec in HEVC is deemed as a highly
algorithm-irregular module, which is also challenged by high through-
put requirement for UHDTV. To solve these problems, four schemes
are proposed. Firstly, the work unifies MV and BS parameter decoders
to share on-chip memory and simplify the control logic. Secondly, we
propose the CU-adaptive pipeline scheme to efficiently reduce the imple-
mentation complexity. Thirdly, on-chip memory is organized to meet the
high throughput requirement for spatial neighboring fetching. Finally,
optimizations on irregular MV algorithm are adopted for 43.2k area re-
duction. In 90nm process, our design costs 93.3k logic gates with 23.0kB
line buffer. The proposed architecture can support 7680x4320@60fps real-
time decoding at 249MHz in the worst case.

Keywords: UHDTV, HEVC, parameter decoder, motion vector,
boundary strength, real-time decoding.

1 Introduction

Nowadays Ultra High Definition Television (UHDTV) has been a hot topic be-
cause of the better visual experience it provides. Up to 8K UHDTV video format
has been regarded as the high-end application in the near future. At the same
time, the new High Efficiency Video Coding (HEVC) video coding standard has
been standardized in Jan. 2013. As a successor to H.264, HEVC can achieve dou-
ble video compression rate while guaranteeing the equivalent quality [1]. There-
fore, video decoder supporting both 8K UHDTV and HEVC is required by the
market. However, the VLSI implementation for real-time decoder is challenged
since high video resolution directly increases the burden on system throughput
because of the huge data volume. Assuming the clock frequency is 250MHz, for
7680x4320@60fps, at least 8 pixel/cycle throughput have to be achieved. On
the other hand, compared to H.264/AVC, HEVC introduces new coding tools
to achieve better compression performance, such as Advanced Motion Vector
Prediction (AMVP) mode, merge mode and flexible quad-tree CU structure [2].

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 74–83, 2014.
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These new algorithms are regarded as the most algorithm-irregular parts in the
decoder, which pose problems for high-performance VLSI implementation.

In this paper unified MV and BS parameter decoder is proposed. Figure. 1
illustrates the unified PDec in the whole decoder. The design for unified PDec is
feasible and reasonable by following reasons. 1) Original syntaxes from CABAD
are too obscure to be directly used by motion compensation (MC) and deblocking
filter (DBF) so that pre-process is needed. Data and control flow in pre-process is
characterized an irregularity because these processes are highly input-dependent
and evolve with the algorithm itself. 2) The pre-process to decoder syntaxes
into parameters has less dependency with core calculation in MC and DBF.
Further, BS calculation relies on the result of current block’s MV, which inspires
us to build unified PDec architecture to share internal memory and simplify
control logic without much extra overhead. Previously, several parameter decoder
approaches for H.264/AVC are reported such as [3–5]. The throughput in worst
case is 260 cycles/MB, which is not enough for 8K UHDTV. In Zhou et al.’s work
[6], a joint parameter decoder for 4K@60fps UHDTV application is proposed
for MV, BS and intra prediction mode. Considering this H.264/AVC approach
is not applicable for HEVC and the technique can’t support high throughput
requirement for 8K video, we can’t directly inherit [6] for HEVC solution.

CABAC
Decoder

Motion
Compensation

Deblocking
Filter

MV
Decoder

BS
Decoder

Unified 
MV&BS PDec

Syntax MV

Fig. 1. Unified MV&BS Parameter decoder

In this paper a novel VLSI PDec architecture is proposed with four
contributions.

1) Unified MV and BS parameter decoder is proposed to achieve memory
sharing and simplify the control logic.

2) CU-adaptive pipeline is proposed to support all the new features adopted
by HEVC as well as to efficiently reduce the implementation complexity.

3) On-chip memory is organized by maintaining a line buffer and a set of
left-top registers to support data accessing for spatial neighboring blocks.

4) Optimization schemes are designed for implementing the irregular algo-
rithm to reduce 43.2k logic gates.

In total, our proposed parameter decoder architecture can support decoding
the 7680x4320@60fps videos at 249MHz clock frequency in worst case.

The rest of the paper is organized as followings. We first give an overview for
PDec in HEVC in Sect. 2. Section 3 shows PDec pipeline design in detail.
In Sect. 4, on-chip memory organization related to PDec is discussed. Implemen-
tation results are shown in Sect. 5. Finally, we conclude the whole paper in Sect. 6.
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2 Overview of Parameter Decoder in HEVC

As is shown in Fig. 1, the proposed unified parameter decoder contains two major
parts, motion vector calculation and boundary strength calculation. Unlike the
work in [5, 6], our proposed PDec excludes intra prediction mode. In HEVC
standard, the result of intra prediction is used as a feedback by CABAC for
decoding following transform information. Hence, in the view of system level, we
capsule the intra prediction mode inside CABAC to avoid long feedback path,
instead of PDec. A brief discussion on MV and BS is given below.

2.1 Motion Vector Calculation

MV calculation is in charge of decoding syntax elements into motion parameters
which can be directly used by MC. Motion parameters contain locality in both
spatial and temporal regions. In HEVC, irregular coding algorithm is employed
to eliminate such kinds of redundancy for compression efficiency.

MV calculation in HEVC contains two modes, Advanced Motion Vector Pre-
diction (AMVP) mode and merge prediction mode. Both of them require pre-
diction parameters of five spatial neighboring blocks and 2 temporal co-located
blocks as input, as depicted in Fig. 2. Besides, each of the two prediction modes
owns its unique algorithm so resource sharing between them is limited. In AMVP,
all seven reference blocks are categorized into three regions, A, B and Col regions.
Each region produces one candidate so that a list of at most three candidates can
be constructed. After removing the identical ones in the list, the final MV will
be chosen by a syntax mvp lx flag. In merge mode, motion parameter decision
starts with constructing merge candidate list. Firstly, valid blocks are pushed
into the list in the order of B0, A0, A1, B1, B2 and Col. Then the combined
candidates will be assembled and added into list with the valid candidates in the
first step. Finally, zero candidates with different reference frame are produced
if the list isn’t full. After the list is constructed, merge MV result is chosen by
the merge idx from the list. Note that in each mode, the scaling operations will
be processed when there is a difference between reference frame of current block
and that of reference block.

Fig. 2. Candidate Selection in MV Calculation
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Table 1. Cycles Allocation for Different CU cases

CU Size

Process Cycles for Each Stage
(Cycles for CU contains 2 PUs are shown in

brackets) Max. Cycles
for each CUStage 1. Stage 2. Stage 3.

Memory Read MV Calculation BS Cal. and Mem. Wr.

8x8 8(8) 4(8) 3(4) 8(8)

16x16 10(12) 4(8) 7(10) 10(12)

32x32 18(20) 4(8) 15(22) 18(22)

64x64 34(36) 4(8) 31(46) 34(46)

2.2 Boundary Strength Calculation

Boundary strength is used in deblocking filter for filter selection. Current block’s
parameters and parameters of top and left neighboring blocks should be fetched.
The neighboring data is compared with current block’s to calculate boundary
strength. BS value is only calculated at edges of prediction unit and transforms
unit which locate at 8x8 block grid.

3 The Unified CU-adaptive Pipeline

3.1 Pipeline Analysis

We propose the unified CU-adaptive pipeline strategy for balancing between
performance and design complexity. We define the pipeline granularity is CU
instead of fixed size in previous works like 6 for high throughput requirement of
UHDTV. HEVC supports maximum 64x64 block size. If fixed 4x4 pipeline gran-
ularity is used, large redundant calculation directly degrades the performance
(for example, one 64x64 prediction unit needs up to 256 4x4 pipeline blocks,
even if pixels in 64x64 block share one motion vector).

Calculation for motion vector can be summarized as following steps. Firstly,
memory is read for reference data fetching. Then in the second step, the corre-
spondent algorithm is executed to get the results. Finally, the results of current
block needs to be written back to the memory because the following blocks may
use them as references. BS calculation follows the similar process. We notice
that reference data of BS has overlaps with that of MV. Meanwhile, BS calcu-
lation needs the result of MV, so BS calculation should be scheduled after the
correspondent process for MV. By incorporating the two processes together, we
define the unified architecture as consisting of three main stages: 1) memory
reading for reference data fetching, 2) MV calculation for current CU and 3) BS
calculation and MV writing back. Table 1 shows the necessary process cycles for
each stage and for all kinds of CU sizes and partition modes.

Pipelined architecture is necessary to support 7680x4320@60fps application.
We define the worst case is that the whole frame is coded as 8x8 coding unit.
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In such situation the cycles for each stage is 8, 8 and 4, as shown in right-most
column of Table 1. Non-pipelined sequential implementation needs 20 cycles
for one 8x8 block, which is quite slower than the required 8 pixels/cycle. Thus,
pipeline structure should be employed for 8K UHDTV application by considering
the throughput requirement and the implementation complexity.

3.2 Pipeline Implementation

As we know that a pipeline’s throughput is mainly decided by the slowest stage,
hence we decelerate the faster stage so that the speed is the same as the slowest
one for each kinds of CU. It is achieved by adding NOP cycles in the trailing of
fast stages 3(a). Meanwhile, the fixed delay between each two stages (4 cycles
for stage 1&2 and 6 cycles for stage 2&3) is designed to achieve seamless joint
for processing any two continuous CUs. The proposed pipeline schedule is shown
in Fig. 3(b). In detail, the first stage is in charge of fetching neighboring data
from line buffer, left-top register and temporal SRAM. The second stage is to
calculate MV parameters. This stage is not the bottleneck for the speed but is
the core part for irregular algorithm. The last stage is to calculate BS as well
as to write MV and BS into memory. The process cycles of this stage also vary
with CU’s characteristics.

Forward by-passing is utilized for potential memory conflict hazard as in
Fig. 4. Because of pipeline, we allocate memory reading and writing in stage
1 and stage 3 correspondingly. Thus two potential memory conflict hazards ex-
ist. Firstly, the same memory address may be read and written in one cycle
simultaneously. The second is write-after-read hazard caused by delayed writ-
ing operation. Forward by-passing schemes can resolve such problems. We have
fixed the delays between stages so that stage 3 is 10 cycles delayed than stage 1.
Meanwhile, the minimum process cycles are 6 cycles when CU is 8x8. Therefore,
when current CU is on its third stage, at most following two CU go through

4 cycles

Stage. 1

Stage. 2

Stage. 3

Stage. 2

Stage. 1

Stage. 3

Stage. 1

Stage. 2

Stage. 3

Large CU Small CUSmall CU

8 cycles

NOP

NOP

NOP NOP

(a) Trailing NOP Realization in the CU-adaptive Pipeline

B0 B1 A0 A1

ColCtr ColBr

cal cal cal cal

Ax Bx

ColCtr ColBr

cal cal cal cal cal cal

4 cycles delay

Stage 1

Stage 2

Stage 3

Cycles for 1st PU in CU

cal cal

B2

nop
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Collocated SRAM

Left-top register

MV cal (fixed 4 cycles) MV cal

cal cal MV MemWr.MV MemWr.
8 cycles delay

Line buffer

Cycles for 2nd PU in 
CU

BS BS...

nop

(b) Cycle Resource Allocation in the CU-adaptive Pipeline

Fig. 3. Analysis on Designing the CU-adaptive Pipeline
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its first stage, in which memory access conflict may happen during these 10
cycles. Thus we use registers to store the previous two CUs’ result. Whenever
current CU wants to access contents of previous two CU, we directly fetch them
from registers and bypass the access for line buffer. The forward by-pass scheme
efficiently deals with the potential hazards for the line buffer.
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Stage3. BS Cal & Mem. 
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Fig. 4. Blockdiagram for the CU-adaptive Pipeline

The framework of the unified parameter decoder is shown in Fig. 4. As a
result, no matter what the current and next CU’s partition mode and size are,
they can be processed continuously without pipeline pause to guarantee high
pipeline performance.

3.3 Optimization on Stage 2

Stage 2 is in charge of Algorithm-irregular MV calculation. We exploit the po-
tential regularity inside and do hardware optimization for area-efficient imple-
mentation. Firstly, scaling operation is optimized. Scaling operation contains
one division and two multiplications, leading to inefficient area and timing cost,
which is around 5ns and 10k gates, correspondingly. For area cost, we notice that
though both region A and B contain scaling operation, only one of the operation
can occur for each prediction unit, thus we extract scaling operator to save one
scale operator. Similar area optimization is used in temporal candidates’ scaling
as only one of ColCtr and ColBr can be used. For timing issue, a four sub-stage
pipeline inside stage 2 (MV calculation stage) is designed to allocate one divider
and two multipliers in each stage. Thus 5ns critical path is fragmented so that
we can achieve 400MHz timing constrains.

Secondly, merge mode process engine is optimized. Candidate list’s construc-
tion consists of several steps as is depicted in Fig. 5(a). As steps are data de-
pendent to each other, combined candidates and zero candidates need to be
produced sequentially, leading to long data path. Meanwhile, large area cost is
needed for MUX and candidate producer’s implementation. The performance is
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degraded under this structure. Thus we propose Index-mapping scheme to de-
couple the dependency as shown in Fig. 5(b). The Index-mapping scheme only
receives merge index and available flags of each reference blocks to generate the
absolute index of final result. So that we skip the construction of candidate list
and directly get merge result based on the decoded index. As the input for merge
index decoder is only ten bits, the implementation is quite smaller and simpler
than the un-optimized structure.

4 The Proposed On-chip Memory Organization

In this section, the organizations of on-chip memory are discussed. We mainly
focus on the memory organization for spatial neighboring’s storage because the
numbers of temporal reference blocks is much fewer, which is fixed two for each
coding unit.

Data accessing is considered as the bottleneck for achieving high throughput
requirement of 8K UHDTV application. As is mentioned in section 2, five neigh-
boring blocks are needed for MV process and all left and top neighboring blocks
for BS calculation. All the data should be fetched within the scheduled cycles
listed in Table 1. In order to meet the throughput, line buffer is maintained
as shown in Fig. 6. Considering the ability to distinguish different blocks, the
proposed line buffer’s cell is set equal to minimum TU size (4x4). Meanwhile,
to simplify the control logic, single line buffer is employed to consist of not only
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the storage of the top row (Top-Buffer) but also the left blocks of current CTU
(Left-Buffer). Under this memory organization, the neighboring block A0, A1
are stored in Left-Buffer while B0, B1 are in Top-Buffer correspondingly. For
each prediction unit, these four blocks can be read out from line buffer in four
cycles. If one CU is divided into two PUs, at least two blocks (A0, B1 or A1, B0)
can be reused so extra two cycles is needed. Further, A1 and B1 can be reused
for BS calculation to save extra two cycles.

In addition, fifteen registers are maintained to store the top-left B2 blocks.
B2 is not stored in line buffer like others. The motivation comes from two as-
pects. One is that the proposed replacing strategy for line buffer can’t store the
blocks at the concave corner in the decoded regions. So the top-left registers
help implement the defection of line buffer. On the other hand, we use register
instead of SRAM for B2 storage. The reason is that B2 will be read and refreshed
frequently inside CTU, implementation by register will eliminate the potential
memory accessing conflict problem (read and write simultaneously).

In conclusion, we use line buffer and left-top registers to store the spatial
neighboring data. Left-top registers can be read simultaneously while line buffer
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is accessed, so that four cycles can guarantee the fetching for five spatial neigh-
boring blocks and the rest of the schedule can be used for BS reference fetching.

5 Implementation Result

The unified PDec is implemented on RTL level design using Verilog HDL and
further synthesized by Synopsys Design Compiler with TSMC 90nm process. In
detail, the maximum clock frequency of our proposal can achieve 400MHz. The
area under 300HMz is 93.3k. The on-chip line buffer’s size is 23.0kB. Our pro-
posed architecture is adequately capable for real-time decoding 7680x4320@60fps
for the worst case (defined in 3.1) even if worst case is too strict to be happened.
We also simulate our proposal on HEVC test sequence and the result shows the
average process speed is 17.8pixel/cycle, which is able to finish decoding highest
profile 6.3 7680x4320@120fps applications at only around 111.8MHz on average.

Table 2 shows the comparison with other related works. Compared to existing
works, ours is the only one that supports HEVC standard. Though in [6] intra
prediction mode calculation is included, it affects area and timing cost little
since intra algorithm is quite simple compared to that of MV, especially in
HEVC. On the other hand, line buffer size is much larger than others for three
reasons. 1) HEVC support PU’s edge equals to 4 at least, so storage for 4x4
block granularity is needed; 2) MV parameters in HEVC is more than that in
H.264; 3) 8K UHDTV’s frame width is twice larger than 4K’s, leads to double
size of line buffer. Finally, as total area is related to the throughput, we define
the normalized gate number in the table for a fair comparison. The normalized
results show that our proposed unified architecture has around twice efficiency on
area cost, even if supported HEVC’s complexity is more than that of H.264/AVC.

Table 2. Comparison with state-of-the-art works

Tao, [5] Zhou, [6] This Work

Standard H.264/AVC&AVS H.264/AVC H.265/HEVC

Function MV/BS/Intra MV/BS/Intra MV/BS

Worst-case Throughput
0.73 4.0 4.0

(Pixel/cycle)

Avg. Throughput
1.6 4.0 17.8

(Pixel/cycle)

SRAM Size (Line buffer) 4.8k(1080p) 3.6k(2160p) 23.0k(4320p)

Logic Gate 63.0k 37.2k 93.3k

Norm. Logic Gatea 101.27 7.47 4.69

Max. Resolution
1920x1080@30fps 3840x2160@60fps 7680x4320@60fps

84MHz 124MHz 249MHz

Technology 65nm 90nm 90nm

a As the supported maximum resolution varies, we define normalized logic gate equals
to logic gate divided by processed pixels per second (x10−5).
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6 Conclusion

This paper proposes unified parameter decoder architecture for UHDTV. The
design can accomplish the algorithm of MV and BS calculation in new HEVC
standard. In particular, CU-based pipeline strategy is proposed to simplify con-
trol logic. Moreover, memory organization is designed for spatial neighboring
storage to guarantee enough bandwidth. Finally, optimization on irregular al-
gorithm is adopted for 43.2k logic gates reduction. In total, the proposed uni-
fied parameter decoder supports 7680x4320@60 fps real-time video decoding at
249MHz in worst case.
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Abstract. We propose a novel algorithm to segment objects from the
existed segmentation results of the co-segmentation algorithms[1]. Previ-
ous co-segmentation algorithms work well when the main regions of the
images contain only the target objects; however, their performances de-
generate significantly when multi-category objects appear in the images.
In contrast, our method adopts mask transformation from multiple im-
ages and discriminatively enhancement from multiple object categories,
which can effectively ensure a good performance in both scenarios. We
propose to use sift-flow[2] between pre-segmented source images and tar-
get image, and transform the source images’ segmentation mask to fit the
target testing image by the flow vectors. Then we use all the transformed
masks to vote the testing image mask and get the initial segmentation
results. We also propose to use the ratio between the target category
and the other categories to eliminate the side effects from other objects
that might appeared in the initial segmentation. We conduct our ex-
periment on internet images collected by Rubinstein .etc[1]. We also do
additional experiment to study the multi-object conjunction cases. Our
algorithm is effective in computation complexity and able to achieve a
better performance than the state-of-the-art algorithm.

1 Introduction

Previous papers considered the task of pixel segmentation of similarly looking
objects in a number of images as image co-segmentation[3], where no prior in-
formation is available. The recent algorithm proposed by Rubinstein[1] is using
saliency map[4] as a prior information based on a hypothesis that the subject
object locates in salient region.

Recent research indicates that the task of multi-object semantic segmenta-
tion on images with several common objects can be regarded as a combination
of two sub-problems, i.e. label propagation[5] and belief voting [6]. Inspired by
the previous findings, we argue that patches sampled from two semantic simi-
lar images probably share similar visual contents as well as the same semantic
labels, and the more similar between the two images, the more similar between
the corresponding semantic masks. The above argument forms the main hy-
pothesis of this paper, in which we divide the semantic co-segmentation task

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 84–92, 2014.
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into two sub-stages: 1) label propagation via SIFT-Flow and 2) label validation
by probabilistic belief voting. Given a concept, we adopt co-segmentation[1] to
automatically obtain a small set of pre-segmented images. Then, at the label
propagation stage, we transform the pre-segmented images’ masks to fit the tar-
get image and get the initial semantic segmentation result using SIFT-Flow[2]
based warping algorithm. Finally, we adopt probabilistic voting strategy to ob-
tain the confident segmentation mask by counting the positive responses from
all transformed masks.

Source image Transformed image Target image 

Source mask Transformed mask Target mask 

Sift flow vector 

+

+
Tarask ≈

Targage ≈

motivation

Fig. 1. We warp the source image to fit target image by sift-flow, so it is practicable
to warp the the segmented mask of the source image to get the mask of target image

Our experiments are conducted on the internet images gathered by Rubinstein
etc. We randomly select 100 images from each class along with their segmentation
masks as the basic concept model, and then select 200 images randomly as testing
examples.

2 Related Work

Rubinstein et al. [1] adopted saliency maps to detect the subject region and
eliminate the distracting contents in the images. However, when multiple objects
are presented in the image, the object belonging to the target concept might not
be highlighted or even covered by the saliency map because the other objects
might be much more salient within that image context. Thus, in such cases,
the Rubinstein’s algorithm could probably fail to locate and segment the target
semantic region correctly. In this paper, we adopt Rubinstein’s algorithm to get
a group of rough segmentations as a noisy concept model, and then apply it
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to propagate semantic labels to new images. We demonstrate that the potential
error and noises introduced by Rubinstein’s algorithm can be effectively handled
by cross-model discriminative enhancement.

Recent works of label propagation can be divided into three types. 1) prop-
agate labels of a image globally, which is weak tagging technique in traditional
image annotation research. 2) propagate labels of superpixels extracted from
images, which stronger and much more complex than 1). Some algorithms use
such kind of label propagation to detect and segment the objects, and use MRF
to smooth the segmentation mask. 3) propagate the label of each pixel in the
image, which is the strongest label propagation technique. The co-segmentation
proposed by Rubinstein[1] is based on this label propagation. Our algorithm is
also based on 3), in which we treat each segmentation mask as the label of each
pixel in the pre-segmented image.

3 The Model

Our algorithm is based on the pre-segmentation results of Rubinstein et al. [1]
which contains a small group of images and the images’ segmented binary mask.
A concept mode includes two components. One is images I = {I1, I2...In} =
{{I11 , I12 .....I1i }, {I21 , I22 .....I2i }, ....}, n=3 and i=100 . I was constructed by ran-
domly sampling the Internet images collected by Rubinstein [1]. The other com-
ponent is the semantic binary masks B = {B1, B2...Bn} = {{B1

1 , B
1
2 .....B

1
i },

{B2
1 , B

2
2 .....B

2
i }, ....}, n=3 and i=100 , which can be obtained by Rubinstein’s

algorithm.

3.1 Framework

As showed in Figure 2, we divide our algorithm into 2 stages. First, We calcu-
late the flow vector by using SIFT-Flow[2] between two images to transform the
masks to get the target image’s mask. Then, we combine all the transformed
masks into one confidence map for the target concept. Finally, we discuss how
to use cross-concept analysis to further refine the confidence maps. A good con-
fidence map have a strongly effect on accurate object segmentation. Based on
the final confidence map, we can use several algorithms like grab cut, graph
cut, or even using threshold to get the binary segmentation mask. We show
in the discussion section that our framework has a very flexible structure and
can also be easily extended to more complex scenarios such as multi-object
co-segmentation.
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Fig. 2. Stage 1,using sift-flow vector to get the transformed mask; Stage 2, do statistic
in transformed masks for confidence map;Stage 3, extended work

3.2 Mask Transformation

Previous algorithm use sparsity correspondence and sift[7] feature to match vi-
sual contents between images. Here, we use SIFT-Flow to match the pathes
between images. The objective function of SIFT-Flow is:

E =
∑

p∈X

(min(| Si(p)− Sj(p+W (p)) |, t)

+ η(| u(p) | + | v(p) |)
+

∑

(q,p)∈ε

(min(α | u(p)− u(q) |, d)

+min(α | v(p)− v(q) |, d)))

(1)

Si and Sj are SIFT feature maps of the testing image and the pre-segmented
images. p denotes a point in the testing image, p ∈ Si . w(p) is the flow vector
at point p.

Our algorithm can be regarded as a weakly supervised model based on pre-
segmented images and the corresponding binary masks. After constructing dense
correspondence between the images, we can take the flow vectors as the directions
along which the known labels are propagated. TB = {TB1, TB2...TBn} =
{{TB1

1, TB
1
2 .....TB

1
i }, {TB2

1 , TB
2
2 .....TB

2
i }, ....}.

TBn
i = Bn

i (p+Wn
i (p)) (2)
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According the hypothesis presented before, we will get several sets of trans-
formed masks which all probably contain the regions of objects that belong to
the corresponding class in the testing image.

3.3 Confidence Map

For each class, we choose 100 images from Rubinstein’s Internet image collection
randomly, which means the images and masks of our pre-defined concept model
are very diverse and noisy. Rubinstein et al. found that the images in common
class probably have the common objects[1]. Here, we count all the transformed
mask to dismiss the distracters and highlight the common semantic regions.

We consider each transformed mask TBn
i as a vote for all pixels in the testing

image on object class n. Therefore, the confidence map CM = {CM1, CM2, ...
CMn...} is the statistical result of voting.

CMn =
∑

i≤size(Cn)

(TBn
i ) (3)

where, Cn is the the nth object class and size(Cn) is the number of the images
in the object class.

After this stage, we get all class-specific confidence maps of the testing images.
The confidence map, as the result of our algorithm, is the mid-level representa-
tion of semantic segmentation. A simple way to segment the object is to use a
threshold such as expectation to binaryzation. As a considerable way to segment
the target object using confidence map, we found that the grabcut[8] is a good
choice to get binary segmented mask.

4 Experiment

The experiments are conducted on Rubinstein’s Internet Dataset. We imple-
mented Rubinstein’s approach using the default parameters [1] as the main
baseline.

4.1 Concept Localization

Similar with Rubinstein [1], we test our approach on three general concepts
including horse, car and air plane. In this test, we select 200 images per concept
as testing data and select 100 images to train the initial concept model.

ROC Test - We set threshold from 0 to 1 and stepwise is 1
64 to get the ROC

curve from the confidence maps. The results are shown in Figure 3. The y-axis
is true positive ratio

tpr =
Area(mask

⋂
Gtruth)

Area(mask
⋂
Gtruth) +Area(mask

⋂
Gtruth)
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(b) Result in horse

Fig. 3. Results in one-object segmentation. The performance of our algorithm in the
one-object dataset is better.

and the x-axis is the false positive ratio

fpr =
Area(mask

⋂
Gtruth)

Area(mask
⋂
Gtruth) +Area(mask

⋂
Gtruth)

.
As shown in Figure 3.a, our algorithm get better performance than Rubin-

stein’s approach. Rubinstein et al. use saliency map and intra image, which is a
strong bias on their energy function and will cause potential overfitting of the
segmentation region. In contrast, our algorithm is based on label propagation, it
can lead to satisfied results when most of the pre-segmented masks are plausible.
As shown in Figure 3.b, the results of “horse” for both approach are worse than
those of “car”. We analysis the horse images and draw a conclusion that the
Internet images of “horse” is much more diverse than the other two classes. The
images might contain only the head of a horse, the body of a horse, or even a
group of horses. In some of the challenging cases, the horse are confused with
the background and thus hard to be found even by human observers. Figure 4
shows some examples of the confidence maps for “horse” and “car”.

4.2 Extended Experiment

we use the testing images combined with two objects car and horse. we get two
ROC curve in both car class and horse class as the same evaluating method used
in one object cut.

As shown in the Figure 5, when using Rubinstein’s algorithm to segment im-
ages with more than one object, the saliency map will misses some of or even
the whole part of the target objects and the distraction of the other objects will
probably lead to ambiguous segmentations. Our algorithm is based on proba-
bilistic voting, which tend to highlight the regions with the target object rather
than those with the other objects as long as most of the pre-segmented masks
are correct. Therefore, the segmented result of our algorithm is stably better
than Rubinstein’s.
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Fig. 4. Confidence map in horse and car. The second column is Rubinstein’s, the third
column is ours. Our confidence map is better by human observation.
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Fig. 5. Results in multi-object segmentation. The performance of our algorithm in the
multi-object dataset is better.

5 Discussion

By introducing cross-concept analysis, we can use the confidence map of other
concepts to eliminate the distractions from the other salient objects in the image
and thus provide a purer mask for the target object. Figure 6.a shows a typical
failure case in Rubinstein’s framework, where a car and horse are presented in the
same image and both objects are quite salient. The ROC curve shown in Figure
6.b is the result of the confidence map for horse dismissing the other concepts’
effect. The results demonstrate the effectiveness and potential of cross-concept
analysis for post noise removal.
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Fig. 6. After dismissing the other conceptions’ effect, the performance has improved

6 Conclusion

In contrast to previous algorithms, we bring in a novel way to use a small group
of roughly segmented Internet images to model general concepts and localize the
corresponding object in raw images. The paper has two major contributions: 1)
propose a simple yet stable way to model and segment concepts; and 2) provide
a novel cross-model approach to ensure the segmentation performance under
conceptual distractions. Transferring the label propagation by transforming the
segmented mask using sift-flow vector is a effective way to get target object la-
beled mask, and using belief voting by treating the transformed mask as a voting
for all pixels in the image is a effective and stable way to get clean confidence
map. We will do further research on how to use other objects’ confidence map
to refine the target map in large scale scenarios.
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Abstract. Region Labeling is to automatically assign semantic labels
to the corresponding image regions. Most of the previous works focus
on exploiting low level visual features, particularly visual spatial con-
textual information, to address the problem. However, very few work
explore high level semantic information of the whole image to deal with
the problem. In this paper, we propose a new region labeling approach
by integrating both visual spatial and semantic contextual information
into a unified model. In our method, region labeling is regarded as a
multi-class classification problem. For each semantic concept, we train a
Conditional Random Field (CRF) model respectively. It consists of both
the region grid sub-graph and the co-occurred semantic label sub-graph.
In our model, the integration of the two kinds of contextual information
brings reinforcement effect on the improvement of region labeling. The
experiments are conducted on two commonly used benchmark datasets
and the experimental results show that our method achieves the best
performance compared with the strong baselines and the state-of-the-art
methods.

Keywords: Image Region Labeling, Region Graph, Concept Graph,
Conditional Random Field.

1 Introduction

Image region labeling (tagging) has attracted significant attentions in broad re-
search and industry communities. Region labeling is usually formulated as a
multi-class classification problem, whose goal is to automatically select a class
label from a predefined vocabulary and assign it to the corresponding image
region (patch). Since predicting semantic label by only exploiting the visual fea-
ture of local image region or patch cannot achieve robust labeling results, many
researchers take the visual spatial contextual information into consideration. Un-
der the assumption that adjacent regions have a higher likelihood of belonging
to the same label, as illustrated in Figure 1(a), the idea of “label smoothing”
has attracted much research attentions [13, 14, 17].

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 93–102, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. (a) A Sub Region Graph in an
image. (b) An example to show the usage
of a concept graph.

Fig. 2. An example to show the frame-
work of our model for jointly spatial con-
text and semantic context modeling

Despite of focusing on visual features, recent work on utilizing high level
semantic information shows promising results in improving the image region la-
beling performance. Zheng et al. [21] learn a hierarchical semantic dictionary
for image region labeling. Different from their work of exploiting tag taxonomy
which is made manually, we propose to integrate the semantic contextual in-
formation into the image region labeling automatically. The semantic context
refers to semantic concepts which co-occur frequently in the labels of images.
For instance, in Figure 1(b), “cow” and “grass” are two frequently co-occurring
concepts. Intuitively, knowing the image labeled with “grass” indicates that the
label “cow” will have higher probability of occurring in some regions of the same
image. Both semantics and visual features have been exploited in some previous
works for whole image annotation [5, 7, 16, 11, 18–20], which is regarded as a
multi-label classification problem. To the best of our knowledge, we are the first
one to explore the contextual information of visual spatial and semantic concepts
for image region labeling. We propose to integrate the traditional visual spatial
“label smoothing” and the high level semantic co-occurrence constraints into a
CRF model by using a hybrid graph, which consists of the region grid sub-graph
and the semantic co-occurrence sub-graph. The main idea is illustrated in Figure
2. In the Figure, the concept “cow” has a sub concept graph which is learned
from the data. When judging the correlation between the concept “cow” and
the grid in the middle of the green regions, if one or some neighbouring concepts
such as “tree” and “grass” have already been labeled in the image, the prob-
ability of classifying the region to “cow” will be increased. Meanwhile, if most
of the four neighbouring regions have the same positive label of concept “cow”,
the probability will also be increased. Consequently, exploiting these two kinds
of contextual information in our model inference form a reinforcement power to
improve the region labeling performance significantly.

In summary, our contributions in this work are two fold: (1) we explore the
high level semantic contextual information for image region labeling and propose
a unified model for both visual spatial and semantic context modeling; and (2)
we conduct extensive experiments on two widely used benchmark datasets: the
MSRC-v2 [14] and the COREL collection. Compared with the strong baselines
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and the state-of-the-art methods, the experimental results show that our method
improves the region labeling accuracy significantly. The rest of the paper is
organized as follows: Section 2 reviews some related work. Section 3 presents
our model design. Section 4 describes details of the parameter estimation and
the inference procedure. Section 5 presents the experiments and our discussions,
and in Section 6 we conclude the paper.

2 Related Work

In recent years, many research efforts have been devoted to the problem of image
region labeling. Athanasiadis et al. [1] propose a method which involves region
labeling and image segmentation simultaneously. Bi-Layer sparse coding is pre-
sented by Liu et al. [10], where they construct the semantic regions by selecting
atomic pathes in each layer and propagating the labels from images to regions.
Spatial contextual information (“label smoothing”) has shown great usefulness
in region labeling problem. Shotton et al. [14] utilize multi-local evidences to rep-
resent the region and also use a CRF to model the spatial correlation between
adjacent pixels. Rubinstein et al. [13] propagate labels via dense image corre-
spondences as well as the pixel correlations in an image. Corso et al. [2] propose
a supervised approach for combining image segmentation and region labeling. In
their model, pixels are constructed hierarchically and labels are shifted between
neighboring sites on the same layer. Due to the difficulty of only exploiting the
local visual observation for region labeling, Toyoda et al. [17] propose to employ
the observation of multi-scales to reduce the inaccuracy produced by classifying
the regions just based on the simple local evidence. Lin et al. [9] proposed a
method based on CRFs to solve the region labeling problem by utilizing visual
features of both the local region and the whole image while there is no semantic
context in their model.

However, very few work of region labeling explores the high level semantic
information. Han et al. [6] propose a sparse coding based method, in which
they construct a graph of regions to introduce both the visual relationships and
the semantic correlations into the framework. Zheng et al. [21] present a novel
multi-layer hierarchical dictionary learning framework for region tagging when
the tag taxonomy is known. Different from their work of exploiting tag taxonomy,
we propose to integrate the semantic contextual information into image region
labeling. We model the spatial context and the semantic context simultaneously
by a hybrid graph of CRF model, and with the release of their reinforcement
power, we achieve good labeling performance.

3 Conditional Random Fields with Region Graph and
Concept Graph

In this section, we present our CRF model and the details of the site potential
and edge potential of the CRF subsequently.
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3.1 Conditional Random Fields

In Conditional Random Field (CRF) [8], discriminative models are employed for
modeling the site potential and the interactions between sites. Let G = (S,E)
denote a graph with site set S = {1, 2, ...,m} and edge set E. y = {y1, y2, ..., ym}
is a set of variables indexed by S, X = {x1, x2, ..., xm} is the observed data and
xi is the data from site i. Then (y, X) is said to be a conditional random field
if, when conditioned on X , the random variable yi obeys the Markov property
with respect to the graph: P (yi|X, ys−{i}) = P (yi|X, yNi) where s − {i} is the
set of all nodes in G except node i, Ni is the set of neighbors of node i in G, and
yΩ represents the set of labels on nodes in the set Ω.

For modeling the visual context and semantic context simultaneously, we adopt
a hybrid graph which consists of a region (grid) sub-graph and a concept sub-
graph. In the region sub-graph, the sites represent region grids of an image. For the
neighborhood of one site, only the adjacent 4 nearest grids are considered in our
work. As the label of a grid could be one of the concepts in set C = {c1, c2, ..., cK},
the labeling can be regarded as a K-class classification problem.We trainK differ-
ent sets of parameters, one for each concept. Therefore the conditional distribution
over the labels of sites yk given X is defined as follows:

P (yk|X)

=
1

Z
exp

(∑

i∈S

−A(yki , X) +
∑

i∈S

(
∑

j∈NR
i

−IR(y
k
i , y

k
j , X) +

∑

p∈NC
k

−IC(y
k
i , y

p
I , X) )

)
,

(1)

where Z is a normalizing constant called the partition function, and A and I are
the site potential and edge potential respectively. Notice that in this paper, we
only consider cliques of size up to two. The superscript k on y indicates that the
CRF is constructed for the concept ck, and yki denotes the presence or absence of
the concept ck in region i, and ypI denotes the presence or absence of the concept
cp in image I which contains region i. NR

i denotes the neighboring regions of
region i, and NC

k denotes the neighboring concepts of the concept ck.

3.2 Site Potential

In our CRF framework, yk = {yki }i∈S represents the labels of semantic concept
ck for sites in S, and X = {xi}i∈S represents the corresponding feature vectors.
The site potential A(yki , X) is used to model the association between the site and
the corresponding concept given the observation data. yki ∈ {−1,+1} represents
the absence/presence of concept ck for the region i. And xi ∈ X represents the
feature vector of region i. The site potential is defined as follows:

A(yki , X) = yki (λ
k + αkP (yki = 1|xi)), (2)

where λk, αk are the parameters on the site potential, and P (yki = 1|xi) is the
probability that the concept presents in the site i. The probability P (yki = 1|xi)
is defined as:
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P (yki = 1|xi) =
1

1 + exp((γk0 + γT
k xi))

. (3)

We employ the logistic regression to generate P (yki = 1|xi), which is the condi-
tional probability that the local region is labeled with the concept ck.

3.3 Edge Potential with Region Graph and Concept Graph

To utilize spatial context and semantic context simultaneously in our CRF, we
design two types of edge potentials. Both region edge and concept edge are
modeled with linear discriminative models. The edge potential for spatial context
modeling is defined as:

IR(y
k
i , y

k
j , X) = βk

ijy
k
i y

k
jP (ykj = 1|xj)sim(xi, xj), (4)

where
sim(xi, xj) = exp(−dist(xi, xj)), (5)

and βk
ij is the parameter associated with edge(i, j) in the region graph. P (ykj =

1|xj) is the conditional probability of label yki for the concept ck given observa-
tion xj . sim(xi, xj) is used to measure the similarity of the neighboring regions
given the corresponding observation visual features. When βk

ij < 0, the edge
potential of this type will favor the case that the neighboring regions have the
same label which can raise the conditional probability in Eq.1 and penalize the
case of different label values.

Similarly, the edge potential for semantic context modeling is defined as:

IC(y
k
i , y

p
I , X) = ξkpyki y

p
IP (ypI = 1|X)cor(k, p), (6)

and
cor(k, p) = μ · occur(k, p), (7)

where ξkp is the parameter associated with edge(k,p) in the concept graph.
P (ypI = 1|X) is the conditional probability of assigning the label ypI of the
concept cp to the image I which contains the region i given the observation
X . cor(k, p) is used to measure the correlation between the concept ck and the
concept cp, occur(k, p) is the co-occurrence frequency of the two concepts and μ
is a smoothing parameter.

To measure the correlation between the concept cp and the image I, we define
the conditional probability of assigning the label ypI of the concept cp to the
image I given the observation X as:

P (ypI = 1|X) =
1

∑
j∈I σ(y

p
j = 1)

∑

j∈I

σ(ypj = 1)P (ypj = 1|xj), (8)

where the indicator function σ(·) is 1 if the condition in the brackets is true, and
otherwise zero.

Different from the edge potential in Eq.4, this edge potential is utilized to favor
identical labels at a pair of neighboring concepts. When ξkp < 0, the neighboring
concepts having the same label in one image will raise the conditional probability
in Eq.1, while different values will cause the penalty.
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3.4 Concept Graph

In our model, the construction of the concept graph is based on the co-occurrences
of concepts in the training set T = {Xn

I ,y
n
I }Nn=1. XI denotes the features of an

image, and N denotes the number of training images. yI = {y1I , y2I , ..., yKI } is
the labels of image I, and K is the number of semantic concepts. We use the
concept co-occurrences to decide wether there is an edge between two concepts:

edge(ck, cp) =

{
1, if ∃ck, cp ∈ C, |ykI ∩ ypI | > τk or |ykI ∩ ypI | > τp

0, otherwise,
(9)

where |ykI ∩ ypI | is the co-occurrence frequency of the concept ck and the concept
cp in image I, and ∀ck ∈ C,

τk =
1

∑
cq∧q �=kσ(|ykI ∩ yqI | > T0)

∑

cq∧q �=k

σ(|ykI ∩ yqI | > T0)|ykI ∩ yqI | (10)

Where T0 is a predefined threshold constant. τk is the average co-occurrence
frequency for the concept ck considering its neighboring concepts. In our ex-
periments, we set an average co-occurrence frequency for each concept because
the specific co-occurrence frequency can present different importance for differ-
ent pairs of concepts, and using different thresholds is helpful to extract more
reasonable neighbors for different concepts.

4 Parameters Estimation and Model Inference

4.1 Parameters Estimation

For parameter estimation, we employ pseudo-likelihood [15] to make the joint
label probabilities of the training objective decoupled to a serial of conditional
probabilities over single variables and then the partition function can be com-
puted efficiently. We rewrite the parameters to be estimated of the CRF for the

concept ck as θk = (λk, αk, βk
ij∀j∈NR

i
, ξkp∀p∈NC

k ), and the training data of the site

i for the concept ck as vki = (1, P (yki = 1|xi), y
k
j P (ykj = 1|xj)sim(xi, xj)∀j∈NR

i
,

ypIP (ypI = 1|X)cor(k, p)∀p∈NC
k
). Then the negative log pseudo-likelihood is writ-

ten as:

Lk(θk) =

Mk∑

i=1

{log(1 + e2θ
T
k vk

i )− (1 − yki )θ
T
k v

k
i }+

‖ θk ‖2
2σ2

, (11)

We adopt a projected gradient algorithm to minimize Eq.11. The value of σ
is chosen empirically and we set it to the same value for each CRF model. We
denote θkt be the tth element of θk, the the update rule of the parameters θk is

θkt new = θkt old − ηold
∂Lk(θk old)

∂θkt
, (12)

where η is the learning rate, which is normally designed to decrease as the
iteration proceeds.
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4.2 Inference Procedure

In this section, we introduce the inference procedure whose goal is to find the
most probable label configuration of the sites. First, the probabilities P (ykI |X)
in Eq.8 and the corresponding labels ykI are updated. Second, for the CRF of
the concept ck we employ the iterated conditional mode (ICM) algorithm for
inference in each CRF to find the optimal configuration which maximizes the
local conditional probabilities sequentially. Third, after the inference procedure
is finished for all CRFs, we refresh the label to the region by the following rule,

k ← argmax
k

{p(yki |ykNR
i
, y

NC
k

I , X)}Kk=1, (13)

And the algorithm repeats the above steps until all the region labels y tend to
be stable.

5 Experiments

5.1 Datasets

The MSRC-v2 [14] is a commonly used benchmark for region labeling. It con-
tains 591 images and 23 semantic concepts. As usual, we select 21 categories for
our experiments, since “horse” and “mountain” have very few positive samples
and are finally filtered out from the dataset. We use 471 images with 471×16×12
region grids for training and the remains for testing. COREL-100 [10] is a sub-
set of COREL collection. It contains 100 images and 7 concepts. We use 60
images with 60× 18× 12 region grids for training and the remains for testing.

In our experiments, we extract three kinds of descriptors for all regions: HSV,
SIFT [12] and Region Moments [3]. For both datasets, we set T0 = 0 and g0 = 8
and the prior probability in Eq.3 is computed by using logistic regression.

5.2 Experimental Results

For performance comparison, we implement two strong baselines: (1) Binary
logistic regression (LR), which handles the K-class classification problem with k
binary classification. (2) Conditional Random Fields (CRFs) with only spatial
contextual information considered. Some state-of-the-art methods, for instance,
Bi-Layer [10], G2SRRT [6], and MSDL [21] are also selected for comparison.
Since different accuracy metrics are adopted in these previous work, we follow
their rules to perform the comparison. That is, in comparison with Bi-Layer[10]
we use the pixel level labeling accuracy and in comparison with G2SRRT [6]
and MSDL [21], the region level labeling accuracy is chosen.

Since our method outputs grid labeling, we adopted a mapping approach
to assign labels to image pixels after image grid labeling, we further segment
the testing images by a graph based segmentation algorithm [4]. Then, for each
segmented image region, the most frequent label of the included grids is assigned
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to the corresponding region. So all the pixels of one segmented region own the
same label after label mapping.

We split our datasets into 5 parts and conduct the 5-fold cross validation. The
final performance accuracy is the average over the five runs. Table 1 shows the
labeling performance of the baseline algorithms (LR, CRF), Bi-Layer [10] and
our proposed algorithm(CRFC) on MSRC-v2 and COREL-100 in pixel level ac-
curacy. We can see that our method has the best result, which achieves accuracy
of 0.653 and 0.638 on the two datasets respectively. It demonstrates that the in-
tegration of the contextual information of visual spatial grids and the semantic
concepts brings significant improvement. Table 2 shows the labeling performance
in the semantic region level accuracy on the two datasets. We can see that in
MSRC-v2, our proposed method achieves the best result of 0.661.

Figure 3 shows the detailed accuracies of all concepts in each dataset. We
notice that CRFC achieves higher accuracies on 17 categories on MSRC-V2 and
5 categories on COREL-100 compared with CRF. Our method can improve the
accuracy on categories with large object size such as “water” and “airplane”,
and can also improve the accuracy on categories with small object size such as
“bird”, “cat”, “dog”, “boat” and so on.

Table 1. Pixel Level Accuracies on
MSRC-v2 and COREL-100

Methods MSRC-v2 COREL 100

LR 0.597 0.604

CRF 0.617 0.629

Bi− Layer [10] 0.630 0.610

CRFC(ours) 0.653 0.638

Table 2. Semantic Region Level Accu-
racies on MSRC-v2

Methods MSRC-v2

G2SRRT (kNN + Tag) [6] 0.533

LR 0.609

CRF 0.625

MSDL [21] 0.634

CRFC(ours) 0.661

Fig. 3. The detail pixel level accuracies on MSRC-v2 and COREL-100

In Figure 4, we show some labeling results on MSRC-v2 and COREL-100.
From the results of MSRC-v2, we notice that there is a large amount of grids
misclassified by CRF. For instance, in the first row of the MSRC-v2 results,
most grids of ‘boat’ are misclassified to ‘car’ by CRF, while in the corresponding
CRFC result, almost all the wrong labels are corrected thanks to the semantic
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Fig. 4. Example results of CRF and CRFC on two datasets

contextual information, namely that the probability of assigning ‘boat’ to the
grids should be decreased since its co-occurring semantic labels do not appear
in the image. The same phenomenon can also be seen in the COREL-100 part.
For instance, in the second row, the misclassified label ‘bear’ (by CRF) is finally
corrected by our CRFC method.

6 Conclusion

We present a novel image region labeling method by exploring the high level
semantic context modeling. Our method is based on the conditional random
fields, in which the contextual information of the visual spatial and the high level
semantics are integrated into a hybrid graph. We compared our method with
some strong baselines and the state-of-the-art methods on two commonly used
datasets. The experimental results demonstrates the significant improvement
and effective performance of the proposed algorithm.
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Abstract. The features used in many multimedia analysis-based appli-
cations are frequently of very high dimension. Feature selection offers
several advantages in highly dimensional cases. Recently, multi-task fea-
ture selection has attracted much attention, and has been shown to often
outperform the traditional single-task feature selection. Current multi-
task feature selection methods are either supervised or unsupervised. In
this paper, we address the semi-supervised multi-task feature selection
problem. We first introduce manifold regularization in multi-task fea-
ture selection to utilize the limited number of labeled samples and the
relatively large amount of unlabeled samples. However, the graph con-
structed in manifold regularization from a single feature representation
(view) may be unreliable. We thus propose to construct the graph us-
ing the heterogeneous feature representations from multiple views. The
proposed method is called manifold regularized multi-view feature se-
lection (MRMVFS), which can exploit the label information, label rela-
tionship, data distribution, as well as correlation among different kinds
of features simultaneously to boost the feature selection performance.
All these information are integrated into a unified learning framework to
estimate feature selection matrix, as well as the adaptive view weights.
Experimental results on a real-world web image dataset demonstrate the
effectiveness and superiority of the proposed MRMVFS over other state-
of-the-art feature selection methods.

Keywords: Feature selection, multi-task, multi-view, manifold
regularization.

1 Introduction

Automatic image annotation lies at the heart of many multimedia analysis-based
applications, such as web image search, online picture-sharing, etc [6]. In these
applications, where high dimensional features are usually utilized, a compact fea-
tures selected from the original features is helpful to reduce the computational
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cost, save the storage space, and reduce the chance of over-fitting. Although tra-
ditional feature selection methods usually select features from a single task [9,5],
more recently there has been a focus on joint feature selection across multiple
related tasks [11,10,14,7,12]. This is because joint feature selection can exploit
task relationship in order to establish the importance of features, and this ap-
proach has been empirically demonstrated to be superior to feature selection on
each task separately [11].

Current multi-task feature selection methods are conducted either in a su-
pervised [11,10] or unsupervised [14,7,12] manner, in terms of whether the label
information is utilized to guide the selection of useful features. Supervised fea-
ture selection methods always require a large amount of labeled training data,
and it may fail to identify the relevant features that are discriminative when
the number of labeled samples is small. On the other hand, unsupervised fea-
ture selection methods are often unable to identify the discriminative features
since the label information is ignored [13]. Therefore, given the high labeling
cost and the large amount of unlabeled data are usually available, we focus on
the semi-supervised multi-task feature selection in this paper.

To make use of both the limited labeled data and the abundant unlabeled
data, we employ the idea of manifold regularization [1] into multi-task feature
selection. The performance of manifold regularization relies much on the con-
structed graph Laplacian. However, the graph constructed using the features
from a single view may be unreliable. For example, the different labels cannot
be properly characterized by a single feature representation in image classifi-
cation [8]. We thus further extract different kinds of features from the image,
and weightedly combine the graphs constructed using the different feature rep-
resentations. The combined graph is able to approximate the underlying data
distribution more accurately then the single graph.

The proposed method is called manifold regularized multi-view feature selec-
tion (MRMVFS). To the best of our knowledge, little progress has been made
in semi-supervised multi-view feature selection. There are some recent works
on unsupervised multi-view feature selection [4,12], and we mainly differ from
them in that the label information is incorporated. The proposed MRMVFS
integrates four kinds of information, i.e., label information, label relationship,
data distribution, as well as correlation among different views, to select the most
representative feature components from the orginal multi-view features. In par-
ticular, a regression model is adopted to exploit the label information contained
in the labeled samples. The l2,1-norm penalty on the feature selection matrix is
enforced to joint feature selection across multiple labels, and thus explore the
label relationship. Meanwhile, the visual similarity graphs of different views are
constructed and combined to model the geometric structure of the underlying
data distribution. Besides, a set of non-negative view weights is learned to lever-
age the correlation among different views, and establish a reliable regularization
term along the data manifold to smooth the prediction function. Finally, we
integrate all these information into a unified learning framework. Based on this
framework, we can simultaneously estimate feature selection matrix, as well as
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the adaptive view weights. In the experiments, we apply MRMVFS to automatic
image annotation on a challenge web image dataset, NUS-WIDE-OBJECT [3],
and compare it with several state-of-the-art feature selection methods. Exper-
imental results demonstrate the effectiveness and superiority of the proposed
MRMVFS.

2 Manifold Regularized Multi-view Feature Selection

In this section, we present the proposed manifold regularized multi-view feature
selection (MRMVFS) method in detail.

2.1 Notations

We firstly introduce some important notations used in the rest of this paper. A
matrix is represented by a capital letter, e.g., X . Xij is the (i, j)th element of
X , and Xi: indicates the elements in the ith row of X . The bold lower case letter
x indicates a vector and x indicates a scalar. Superscript indicates the view of
data, e.g., X(v) is the vth view of data X . Subscript is used to denote if the data
is labeled, for example, XL is the labeled data, whereas XU is the unlabeled
data. ‖X‖F denotes the matrix X ’s Frobenius norm. Specifically, for a matrix
X ∈ R

p×q, its l2,1-norm is defined as:

‖X‖2,1 =
p∑

i=1

√
√
√
√

q∑

j=1

X2
ij (1)

2.2 Problem Formulation

Given a set of l labeled samples DL = {(xi, yi)
l
i=1} and a relatively large set of

u unlabeled samples DU = {(xi)
n=l+u
i=l+1 }, we suppose each sample is represented

by m different views, i.e., xi = [x
(1)
i ;x

(2)
i ; . . . ;x

(m)
i ]. The view we refer to here

is a certain kind of feature or modality. Then the feature matrix of the vth view

can be represented as X(v) = [x
(v)
1 ,x

(v)
2 , . . . ,x

(v)
n ] ∈ R

dv×n, and feature matrix
of all the views is X = [X(1);X(2); . . . ;X(m)] ∈ R

d×n, where d =
∑m

v=1 dv and
dv is the feature dimension of the vth view.

To select the compact and representative feature components from raw fea-
tures, we propose to integrate four kinds of information, i.e., the label informa-
tion contained in labeled data, label relationship, data distribution, as well as
correlation among different views of both labeled and unlabeled data, into the
learning framework.

We firstly introduce how to integrate label information of labeled data into
MRMVFS. Given the labeled feature matrix XL = [x1,x2, . . . ,xl] ∈ R

d×l

and the corresponding label matrix YL = [y1,y2, . . . ,yl]
T ∈ R

l×c with each
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yi = [y1i , y
2
i , . . . , y

c
i ]

T , we can learn the prediction functions fp(x), p = 1, . . . , c
by minimizing the prediction error over the labeled data in training set:

min
{fp}

c∑

p=1

l∑

i=1

L(fp(xi), y
p
i ), (2)

where L is some pre-defined convex loss, ypi = 1 if the pth label is manually
assigned to the ith sample, and −1 otherwise. We assume each fp(x) is a linear
transformation with fp(xi) = (wp)Txi. Let f(x) = [f1(x), f2(x), . . . , f c(x)]T we
have f(x) = WTx, where W = [w1,w2, . . . ,wc] ∈ R

d×c is the transformation
matrix. To make it suitable for feature selection, a l2,1-norm regularization of
W is added to (2) to ensure that W is sparse in rows. Thus the optimization
problem becomes

min
W

l∑

i=1

L(f(xi),yi) + α‖W‖2,1. (3)

This is a general formulation of multi-task feature selection [11]. In this formu-
lation, the importance of an individual feature is evaluated by simultaneously
considering multiple tasks. In this way, different tasks help each other to select
features assumed to be shared across tasks.

In many practical applications, the number of labeled samples l is quite small,
and thus the learned W is often unreliable. Considering the data samples may
lie on a low-dimensional manifold embedding in a high dimensional space, we
propose to utilize the large amount of unlabeled samples to help learning W
under the theme of manifold regularization (MR) [1]. MR has been widely used
for capturing the local geometry and conducting low-dimensional embedding. In
MR, the data manifold is characterized by a adjacency graph, which explores
the geometric structure of the compact support of the marginal distribution.
The geometry is then incorporated as an additional regularizer to ensure that
the solution is smooth with respect to the data distribution. In our method, the
regularization term is given by

1

2

c∑

p=1

n∑

i,j=1

(fp
i − fp

j )
2Aij =

1

2

n∑

i,j=1

Aij(f
T
i fi + fTj fj − 2fTi fj)

= tr(FT (D −A)F )

= tr(FTLF ),

(4)

where F = [f(x1), f(x2), . . . , f(xn)]
T ∈ R

n×c is the predictions over all the data
(labeled and unlabeled). Here, A is the adjacency graph constructed using all
the data, and each element Aij indicates the similarity between sample xi and
xj ; D is a diagonal matrix with Dii =

∑n
j=1 Aij and L = D − A is the graph

Laplacian matrix. The regularization term guarantees that if two samples are
similar in the feature space, then their predictions will be close. In this way, the
data geometric structure existed in high dimensional space is preserved and the
data distribution information is well explored.
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In general, there are two ways to construct the graph: k-nearest neighbor
method and ε-ball method. The former one is adopted in this paper. In semi-
supervised problem, label information of labeled data can be utilized in graph
construction. For those labeled data, feature similarity is measured as:

Aij =

{
1 if xi ∈ Nk(xj) or xj ∈ Nk(xi), and yi = yj

0 otherwise
(5)

where xi ∈ Nk(xj) indicates xi is xj ’s k nearest neighbor, and yi is xi’s label.
For those unlabeled data, the feature similarity is measure as:

Aij =

{
exp(− ‖xi−xj‖2

2σ2 ) if xi ∈ Nk(xj) or xj ∈ Nk(xi)

0 otherwise
(6)

The adjacency graph matrix A is usually symmetrized by setting A ← (A +
AT )/2.

By introducing the regularization term in (3), we obtain the following opti-
mization problem:

min
W

l∑

i=1

L(f(xi),yi) + α‖W‖2,1 + βtr(FTLF ). (7)

In this formulation, the features from multiple views are concatenated to calcu-
late the graph Laplacian. However, such a strategy ignores the complementary
property of the different views. We thus further propose to weightedly combine
the graph Laplacians calculated from the different views and learn the combina-
tion coefficients. Thus the optimization problem becomes

min
W,λ

l∑

i=1

L(f(xi),yi) + α‖W‖2,1 + β

m∑

v=1

tr(FTλvL
(v)F ) + γ‖λ‖22,

s.t.

m∑

v=1

λv = 1, λv ≥ 0,

(8)

where the regularization term ‖λ‖22 is to avoid the variable λ overfitting to a
trivial solution. By choosing the least square loss for L and considering that
f(x) = WTx, we have the following formulation for the proposed manifold reg-
ularized multi-view feature selection (MRMVFS) framework,

min
W,λ

‖XT
LW − YL‖2F + α‖W‖2,1 + βtr(WTXLU

m∑

v=1

λvL
(v)XT

LUW ) + γ‖λ‖22,

s.t.

m∑

v=1

λv = 1, λv ≥ 0,

(9)
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where XLU ∈ R
d×n is the feature matrix of both the labeled and unlabeled

data. According to the definition of l2,1-norm, many rows of W will shrink to (or
close to) zeros. Therefore, x̃ = WTx can be seen as the selected features consist
of most representative dimensions of raw data x. That is to say, we can rank
raw features according to ‖Wi:‖ in descending order and only preserve those top
ranked feature components.

2.3 Optimization Algorithm

Problem (9) is a nonlinearly constrained nonconvex optimization problem. We
adopt the alternating optimization to solve this problem. The variable λ is ini-
tialized as λv = 1

m , and W is initialized as a random matrix. Then we fix one
variable and update the other variable, alternatively and iteratively.

Fix λ, Optimize W . With a fixed λ, the problem (9) becomes:

min
W

L(W ) = g(W ) + α‖W‖2,1, (10)

where

g(W ) = ‖XT
LW − YL‖2F + βtr(WTXLU

m∑

v=1

λvL
(v)XT

LUW ).

By setting ∂L(W )
∂W = 0 ,we have:

W = (P + αQ)−1(XLYL), (11)

where P = XLX
T
L + βXLU

∑m
v=1 λvL

(v)XT
LU , and Q is a diagonal matrix with

Qii =
1

2‖Wi:‖2
. This means that Q is dependent on W . Fortunately, the solution

can be obtained efficiently by repeating the following two steps until convergence,

(a) W τ+1 = (P + αQτ )−1(XLYL);
(b) update the diagonal matrix Q using W τ+1.

In practical, ‖Wi:‖2 may close to zero. Therefore, we can regularize it with
Qii =

1

2
√

WT
i: Wi:+ε

, where ε is a tiny constant. Following [10], we can prove the

convergence of this iteration algorithm.

Fix W , Optimize λ. With a fixed W , the problem (9) degenerates to:

min
λ

hTλ+ γ‖λ‖22, s.t.

m∑

v=1

λv = 1, λv ≥ 0, (12)

where h = [h1, . . . , hm]T with hv = βtr(WTXLUL
(v)XT

LU ). To solve this prob-
lem, we use a coordinate descent-based algorithm. The Lagrange of problem (12)
is

L(λ, ξ) = hTλ+ γ‖λ‖22 − ξ(
∑

v

λv − 1). (13)
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Algorithm 1. The optimization procedure of the proposed MRMVFS algorithm

Input: Labeled training data D
(v)
L = {(x(v)

i , yi)
l
i=1} and unlabeled training data

D
(v)
U = {(x(v)

i )l+u
i=l+1} form different views and v = 1, . . . ,m is the view index.

Algorithm parameters: α, β, γ, and k
Output: The feature selection matrices W and the view combination coefficients {λv}.
Initialization: W is a random matrix, and λv = 1

V
, v = 1, . . . , V . Set t = 0.

1: Iterate
2: Update W by iterating the two steps (a) and (b) presented in the optimization

section until convergence;
3: Update{θv} via (17);
4: t = t+ 1.
5: Until convergence

Randomly select two variables to update, i.e.,

∂L(λ, ξ)
∂λ∗

i

= 0, ⇒ hi + 2γλ∗
i − ξ = 0, (14)

∂L(λ, ξ)
∂λ∗

j

= 0, ⇒ hj + 2γλ∗
j − ξ = 0, (15)

We can eliminate the Lagrange multiplier λ by subtracting (15) with (14), which
leads to

2γ(λ∗
i − λ∗

j ) + hi − hj = 0. (16)

By further considering that λ∗
i + λ∗

j = λi + λj , we have the following solution
for updating λi and λj ,

λ∗
i =

2γ(λi + λj) + hj − hi

4γ
, λ∗

j = λi + λj − λ∗
i , (17)

To satisfy the constraint λv ≥ 0, we set

{
λ∗
i = 0, λ∗

j = λi + λj , if 2γ(λi + λj) + hj − hi ≤ 0,

λ∗
j = 0, λ∗

i = λi + λj , if 2γ(λi + λj) + hi − hj ≤ 0.

The optimization procedure is summarized in Algorithm 1. When the local
optimum solution of W is obtained, we sort all the feature components according
to the value of ‖Wi:‖, the top ranked components are selected.

3 Experiments

In this section, we evaluate the effectiveness of proposed MRMVFS by applying
it to automatic image annotation on a challenge web image dataset, NUS-WIDE-
OBJECT [3].
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3.1 Dataset and Settings

NUS-WIDE-OBJECT is a multi-view image dataset consisting of 31 categories
and 30, 000 images in total (17, 927 for training and 12, 703 for test). Six different
kinds of features, namely 500-D bag of visual words, 64-D color histogram, 144-D
color auto-correlogram, 73-D edge direction histogram, 128-D wavelet texture,
and 225-D block-wise color moments are provided in [3] to represent each image.

In our experiments, we randomly select s = {5, 10, 20} labeled samples for
each category from the training set to construct the labeled set; 5, 000 images
are used as the unlabeled set. In the test set, 2, 000 images are used for validation.
The parameters performing the best on the validation set are used for test.

In particular, the following methods are compared:

• AllFea: the baseline in which all features are normalized and concatenated.
• MTFS [11]: a popular multi-task feature selection algorithm. The trade-off
parameter γ is set in the range {10−3, 10−2, . . . , 103}.
• RFS [10]: an efficient and robust multi-task feature selection algorithm that
utilizes the l2,1-norm for both the least squares loss and the regularization term.
The trade-off parameter γ is chosen from the set {10−3, 10−2, . . . , 103}.
• MRMVFS: the proposed feature extraction method. The parameters α, β
and γ are tuned on the set {10−3, 10−2, . . . , 103}. The nearest neighbor param-
eter k is set as 5 empirically.

All the 1, 134 features (of different views) are sorted in descending order ac-
cording to the value ‖Wi:‖2, i = 1, . . . , d and then the r top-ranked features
are selected as the input of an SVM classifier. We apply both linear SVM
(linSVM) and nonlinear SVM (kerSVM) to the selected features. For SVM train-
ing, we use the libSVM [2] toolbox1 and tune the penalty factor C on the set
{10−3, 10−3, . . . , 103} in linear SVM. We use the RBF kernels with the band-
width parameter σ optimized over the set {2−8, 2−7, . . . , 23, 24} for nonlinear
SVM.

3.2 Experimental Result and Analysis

The experimental results using linear and nonlinear SVM are shown in Figure
1 and Figure 2 respectively. Annotation accuracies at different selected feature
dimensionality r = {20, 50, 100, 200, 500, 800, 1000} are reported. It can be seen
from the results that: 1) the accuracies of all the compared methods improve
with an increase of labeled samples; 2) annotation using the feature subset se-
lected by the feature selection algorithms can outperform the baseline that using
all the features at some r. The reason is that feature selection methods discard
redundant and noisy feature components; 3) the proposed MRMVFS is supe-
rior to the other two feature selection algorithms significantly in most cases,
especially when the number of labeled samples is small. This indicates that the
data distribution information is well explored by utilizing the large amount of

1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Fig. 1. Annotation performance using linear SVM vs. the number of selected features
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Fig. 2. Annotation performance using nonlinear SVM vs. the number of selected
features

unlabeled data in the proposed method; 4) When the number of labeled sam-
ples increases, the improvements of MRMVFS compared to the other methods
(including the baseline) becomes small. This is because that when more labeled
samples are used, the underlying data distribution is better explored, and thus
the significance of the using the unlabeled data decreases; 5) The improvements
also becomes small with an increasing r. The reason is that the overlap of fea-
tures selected by different algorithms becomes large when r is large. In particular,
only 100 features selected by MRMVFS is needed to achieve the performance
of using all the features when the number of labeled samples is 5 for each cate-
gory. This demonstrates the advantage of the proposed method in handling the
small-labeled sample size problem.

4 Conclusion

In this paper, we propose a manifold regularized multi-view feature selection
(MRMVFS) for semi-supervised problem. In our method, four kinds of vital
information from data, i.e., label information contained in labeled samples, la-
bel relationship, data distribution, and data correlation among different views
of both labeled and unlabeled samples, are integrated into an unified learning
framework. Experiment on a challenge web image annotation task demonstrates
the superiority of the proposed method.
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Abstract. With the increasing use of audio sensors in user generated content 
(UGC) collection, semantic concept annotation using audio streams has become 
an important research problem. Huawei initiates a grand challenge in the Inter-
national Conference on Multimedia & Expo (ICME) 2014: Huawei Accurate 
and Fast Mobile Video Annotation Challenge. In this paper, we present our se-
mantic concept annotation system using audio stream only for the Huawei chal-
lenge. The system extracts audio stream from the video data and low-level 
acoustic features from the audio stream. Bag-of-feature representation is gener-
ated based on the low-level features and is used as input feature to train the 
support vector machine (SVM) concept classifier. The experimental results 
show that our audio-only concept annotation system can detect semantic  
concepts significantly better than random guess. It can also provide important 
complementary information to the visual-based concept annotation system for 
performance boost.  

Keywords: Semantic Concept Annotation, Video Content Analysis, Sound-
track Analysis. 

1 Introduction 

With the explosion of user generated content (UGC) on current social network sites, 
there has attracted tremendous research interest in developing automatic technologies 
for organizing and indexing multimedia content [1]. Semantic concept analysis, which 
consists of annotating and searching a multimedia collection for user-defined con-
cepts, is one of the fundamental analysis tasks in multimedia content understanding. 
The outcomes of such analysis processes are “high-level” concepts for describing, 
indexing and searching consumer media [2, 3].  

Traditional semantic concept analysis techniques have focused largely on the visu-
al domain. Owing to the fact that vision is the highest bandwidth sensor for humans, it 
makes sense that machines would also be able to extract significant semantic infor-
mation from image and video data. However, audio also conveys significant infor-
mation that can semantically interpret the video content. Audio is extremely useful in 
certain situations when other sensors such as visual sensor fail to provide reliable 

                                                           
* Corresponding author.  



114 J. Liang et al. 

 

information. For example, when the object is occluded or is in bad illumination, the 
audio sensors are the key sensors in detecting the presence of objects assuming the 
objects make sound. Therefore, in the context of multimedia semantic concept analy-
sis applications, audio stream (the soundtrack of a video) can provide important com-
plementary information to visual stream [5, 6]. In this paper, we focus on video con-
cept annotation based only on audio stream. 

Most of the state-of-the-art semantic concept frameworks were conducted toward 
the videos with loose structures such as sports videos [7], surveillance videos [6], or 
medical videos etc. [8]. In recent years, the consumer generated videos are getting 
more research attention such as in TRECVID evaluations [3]. Consumer generated 
videos are unstructured compared to professional contents like films. It brings a lot of 
technical challenges to analyze them. Huawei organized a grand challenge in the In-
ternational Conference on Multimedia & Expo (ICME) 2014: Huawei Accurate and 
Fast Mobile Video Annotation Challenge [9]. The goal of this task is to analyze UGC 
videos and annotate their contents automatically. The labels to be annotated are 10 
concept classes, covering objects (e.g. “car”, “dog”, “flower”, “food” and “kids”), 
scenes (e.g. “beach”, “city view” and “Chinese antique building”) and events (“foot-
ball game” and “party”). The semantic concept annotation within the Huawei chal-
lenge is required to be at the frame-level. That means for each frame, we need to 
make a binary decision about the presence of a specific concept in the frame. Compar-
ing to the semantic concept annotation task at the video level or supra segmental level 
in previous research, this task requires annotation with finer resolution and is a more 
challenging task. 

The remainder of this paper is organized as follows. Section 2 presents the related 
work. Section 3 introduces the Huawei grand challenge dataset. Section 4 describes 
audio semantic concept annotation system. Experimental results are presented in Sec-
tion 5. Some discussions follow in Section 6 and conclusions are made in Section 7. 

2 Related Work 

We summarize the prior work in soundtrack analysis from three different dimensions 
based on the type of data that researchers have focused on: 

• First dimension: the quality of the audio data. Early work on audio event classifica-
tion was largely done on sound databases [10] and clean broadcast or television 
program audio data [11]. Typical high quality database or broadcast data can be ex-
tremely clean, and “foreground” sounds are generally easy to distinguish from 
“background” sounds due to studio recording conditions. The growing popularity 
of video sharing services such as YouTube, Dailymotion, Youku in China and so 
on enables the vast increasing of user generated videos. Analyzing such consumer 
videos is more challenging. 

• Second dimension: number of sound classes. Much early works focused on detect-
ing or distinguishing between a small number of sound classes such as speech, mu-
sic, silence, noise, or applause. This was solved using various traditional machine 
learning and signal processing approaches [11-13].  
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• Third dimension: the granularity of the audio processing. We can roughly catego-
rize the soundtrack analysis work into two categories: sub-soundtrack classification 
or entire soundtrack classification.  Distinguishing between a small numbers of 
sound classes can be considered as a sub-soundtrack classification problem. It pro-
duces annotations of input data according to a fixed number of classes for which 
one has trained models. Such sound classes can be aforementioned speech/music 
etc. There also have been efforts to classify short audio clips with respect to the 
environment in which they were recorded [14]. The multimedia event detection 
(MED) using soundtrack is the entire soundtrack classification problem [4]. Mod-
eling the event based on sub-soundtrack classification results has been one type of 
approaches in such tasks [15, 16]. Though the semantic indexing (SIN) task in 
TRECVID [4] has a subtask of localizing concepts on frame-level since 2013, few 
work have used auditory method to help achieve the goal. Similar to the SIN sub-
task, the Huawei grand challenge can be categorized as a sub-soundtrack classifica-
tion problem and sound classes are aforementioned 10 concept classes.  

3 Data Description  

Our experiments are conducted on the development data of the Huawei Accurate and 
Fast Mobile Video Annotation Challenge (MoVAC 2014). All the videos are collect-
ed from the Internet (e.g. Youku and Youtube) and converted to mpeg4 format. The 
selected 10 semantic concepts cover objects (e.g. “car”, “dog”, “flower”, “food” and 
“kids”), scenes (e.g. “beach”, “city view” and “Chinese antique building”) and events 
(“football game” and “party”). There are also some extra videos as background videos 
which contain none of the predefined 10 concepts. 

Table 1. Number of positive and negative frames for each concept in the dataset 

Concept #pos #neg %pos 

beach 664793 8391067 6.6% 

car 1161116 8843824 11.6% 

chinese_antique_building 772805 772805 7.7% 

city_view 801583 9203357 8.1% 

dog 524560 9480380 5.2% 

flower 1082986 8921954 10.8% 

food 378046 9626894 3.7% 

football_game 161873 8391067 16.1% 

kids 1525771 8479169 15.2% 

party 780240 9224700 8.0% 

MEAN 1030577 8974362 10.3% 
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The development dataset contains 2,666 videos. The video resolution ranges be-
tween 640x480 and 1280x720. The videos are normally taken by mobile devices. The 
recording frame per second (fps) varies among all the videos. Some videos have been 
post-edited, such as a video on flowers with only music audio. Some videos (16 out of 
2666) have no soundtrack.  We divide the dataset into a training set (which contains 
1764 videos) and a test set (which contains 886 videos). The ground truth label files 
with manual annotations are in the format of three columns: <concept>\t<start frame 
index>\t<end frame index>, such as in the following example:  

Car 1 568 
Car  93 1165 
Car 1386 1423 
Kids 1 1423 

The detailed information about the amount of positive and negative examples in 
each concept class is listed in Table 1. As we can see from the table, the amount of 
negative examples is overwhelmingly larger than the amount of positive examples.  

4 System Description 

Our semantic concept annotation system using audio only contains the following key 
components (Figure 1): audio data pre-processing, audio features extraction, concept 
annotation models and post-processing.  

 

Fig. 1. Audio-only Concept Annotation System Components 

Pre-processing. In order to detect concept on frame-level, we chunk the audio stream 
into small segments with overlap, extract audio features and apply concept detection 
on those segments. The length of the segment/chunk is a tunable parameter.  

Audio Features. The codebook model is a common technique used in the document 
classification (bag-of-words) [18] and image classification (bag-of-visual words) [19]. 
The similar bag-of-audio-words model has also been applied in the sound track analysis 
work [5, 17]. In our system, we use bag-of-audio-words model to represent each audio 
segment. It is represented by assigning low level audio features to a discrete set of 
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codewords in the vocabulary (codebook) thus providing a histogram of codeword’s 
counts. These codewords are learnt via unsupervised clustering. The discriminative 
power of such a codebook is governed by the size of the codebook and by the assign-
ment of features to codeword’s [14]. In this paper we apply this model to the low level 
MFCC features. The MFCC features are computed every 25ms with 10ms shift and are 
in 39 dimensions (13 MFCC + 13 delta + 13 ddelta). The vocabulary is learnt by apply-
ing kmeans clustering algorithm with K=4096 on the whole training dataset. Each  
audio segment is then represented as a distribution over these 4096 codewords’ by using 
soft-assignment of MFCC features to these codewords’ (as shown in Figure 2). 

 

Fig. 2. Data-driven MFCC based Bag-of-Audio-Words model 

Concept Annotation Models. After we calculate all the bag-of-audio-words features, 
we train two-class SVM classifiers for each of the 10 concepts. As shown in table 1 
that the training data is overwhelmed by negative examples, we train classifiers by the 
Negative Bootstrap algorithm [20].  The algorithm takes a fixed number (N) of posi-
tive examples and iteratively selects negative examples which are most misclassified 
by current classifiers. The algorithm randomly samples 10xN number of negative 
examples from the remaining negative examples as candidates at each iteration. An 
ensemble of classifiers trained in the previous iterations is used to classify each nega-
tive candidate examples. The top N most misclassified candidates are selected and 
used together with the N positive examples to train a new classifier. In order to im-
prove the efficiency of the training process, we use Fast intersection kernel SVMs 
(FikSVM) as reported in [21].  

Post-processing. Intuitively, if a concept occurs within a video, it is usually not an 
instantaneous appearance. It normally lasts for certain duration. Therefore, we con-
duct boundary padding and cross-segment smoothing over the raw annotation results.  
We expand the beginning and ending of the detected segments. We also merge two 
detected segments if they belong to the same concept and the gap between them is 
below a certain threshold.  
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5 Experimental Results 

We use the average precision to evaluate the concept annotation performance for each 
concept class: ܲܣ = ଵோ ∑ ௝ܫ × ܴ݆݆௡௝ୀଵ                          (1) 

where R is total number of  relevant segments of that concept, n as the total amount 
of segments, Ij=1 when the jth segment are relevant otherwise Ij=0 and Rj is the num-
ber of relevant segments in the first j segments. 

We experiment with different length of chucking in the pre-processing step: 3sec-
Chunk+1sec-Shift; 5sec-Chunk+2sec-Shift; 7sec-Chunk+3sec-Shift. The results are 
very close. Longer chunk only improves less than 1% on mean AP. Longer chunk 
takes more time to process, we therefore choose the 3sec-Chunk+1sec-Shift setup as 
our best setup. We choose N=3000 in the Negative Bootstrap Training. The second 
column in Table 2 shows the annotation performance of each concept class using 
audio only with the best setup. We achieve a mean average precision of 30% on all 10 
concepts. Some concept classes, which are acoustically easy to distinguish such as 
“football game”, “dog”, “kids”, clearly achieve much better performance than others, 
with AP of 72.8%, 47.9%, and 40.5% respectively. From the results, we can see that 
the concept annotation based on audio stream only achieves significantly better per-
formance than random guess. Since significant semantic information is conveyed in 
the visual stream, we also develop the concept annotation system using visual stream. 
Intuitively, the audio and visual streams contain complementary information for in-
terpreting a semantic concept. We then explore to combine these two systems. The 
linear fusion weights of the two systems are tuned on a held out dataset.  As shown 
in Table 2, although the visual concept annotation system achieves much better per-
formance than the audio system, combining them achieves certain improvement over 
all of the 10 concept classes.   

As we inspect the data closely, we find out that since the manual annotation of vid-
eos is produced mainly according to visual evidence, there are a certain amount of 
audios that are unrelated to the concepts they are labeled. Therefore, we try to clean 
these acoustically false “positive” examples by listening to them and deciding wheth-
er we human can identify the concept(s) based on audio only. We only focus on three 
concepts, “kids”, ”football game”, and ”dog”, which intuitively can be easily distin-
guished using acoustic cues. We conduct the following procedure to clean the data. 
The videos satisfy either one of the following criteria will be excluded: 1) the videos 
with music-only audio that may has nothing to do with the visual content and the 
music only relates to the editor’s taste which is random; 2) the videos with loud back-
ground noise that we cannot hear any of the labeled concept(s), such as a dog swim-
ming in a coming wave with strong wind blowing at the beach; 3) the videos with no 
target concept’s sound at all, for examples, a sleeping dog or a kid quietly sitting on 
the chair. In the end, we exclude 10-30% amount of annotations for these three con-
cepts, both in the training set and the test set. We then conduct the annotation experi-
ment on this cleaned data set with the same setup. Table 3 compares the annotation 
performance of our audio-only system on the original data and on the cleaned one. 
We can see from the table that, there is obvious improvement for each concept class. 
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This suggests that in the future work we can look for better ways to address the video 
annotation problem from the audio sensor point of view, both manually and automati-
cally. Some work in [22] can be related to this task. 

Table 2. Perofrmance of audio-only, visual-only and fusion systems 

Concept Audio Only Visual Only Fusion Audio Weight 

beach 12.8% 69.7% 70.0% 0.14 

car 24.5% 77.7% 77.8% 0.15 

chn_anti_bldg 19.9% 75.2% 76.2% 0.21 

city_view 22.1% 73.3% 74.9% 0.27 

dog 47.9% 60.6% 68.2% 0.39 

flower 26.0% 80.8% 81.4% 0.21 

food 7.0% 59.7% 59.8% 0.06 

football_game 72.8% 98.2% 98.5% 0.22 

kids 40.5% 53.9% 60.7% 0.50 

party 25.8% 85.0% 86.1% 0.22 

MEAN 29.9% 73.4% 75.3% - 

Table 3. Performance comparison (original data vs cleaned data) 

Concept Original Cleaned 

dog 47.9% 55.3% 

football_game 72.8% 75.6% 

kids 40.5% 43.1% 

MEAN 53.7% 58.0% 

 
The evaluation criteria in the Huawei grand challenge is defined as follows (we 

call it Huawei accuracy): 

۔ۖەۖ
ݕܿܽݎݑܿܿܽۓ = ݁ݎ݋ܿݏ)݊݃݅ݏ ≥ (ݔ)݊݃݅ݏ(ℎݐ = ቄ1   ݂݅ ݁ݎ݋ܿݏ݁ݏ݈݁                 0݁ݑݎݐ ݏ݅ ݔ = ∑ ூ௡௧௘௥௩௔௟೔೛∩ூ௡௧௘௥௩௔௟೔೒భబ೔సభ∑ ூ௡௧௘௥௩௔௟೔೛∪ூ௡௧௘௥௩௔௟೔೒భబ೔సభ

                    (2) 

Intervalig means the ground truth annotation interval(s) for concept i, and Intervalip 
means the prediction interval(s) for the same concept. An extra threshold will be used 
to get a discrete score of 1 or 0 for each prediction (the threshold is set 0.5 in the 
evaluation). Finally, all the scores will be summed up to get the Huawei accuracy. We 
achieve 19.2% Huawei accuracy (on original data) with our audio-only annotation 
system (with 3sec padding to all segments in the post-processing). Meanwhile, visual-
only annotation system achieves 63.1% Huawei accuracy, and the fusion of both sys-
tems improves the Huawei accuracy to 65.6%. 
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6 Discussions 

From our system annotation results, we discover the salient co-occurrence of “car” 
and “city view”, “football game” and “car”. We then check the ground truth (the 
manual annotation data) and notice that the “kids” concept do often co-occur with 
other concept such as “football game” and “beach”, the “car” concept often co-occurs 
with “city view” and “football game” （Figure 3）. In Figure 3 the number (in thou-
sands) in the table cell indicates the number of co-occurrence frames between the 
concept on X axis and the one on Y axis. Such co-occurrence information can poten-
tially help with automatic annotation. In future work, we will consider using the co-
occurrence information (such as co-training) to improve the system. 

 

Fig. 3. Concepts’ frame-level co-occurrence in the manual annotation 

As shown in table 2, we can see that the performance of audio-only system varies 
among different concepts. This is not surprising, because although some concepts are 
visually consistent, they hardly have acoustic consistency. For example, the audios 
from “food” videos vary from incredibly noisy to completely silent. Some concepts 
cannot be an audio-concept at all, such as “flower”. Most of the audios from flower 
videos are post-edited music. Even if we get a reasonable result on this dataset, we are 
not modeling the flower concept, rather the editor’s music taste for flower. If the mu-
sic taste changes, the model will fail. Therefore, more attention should be paid to the 
consistency of the audio data.  

We can also see from results in table 2 that combining audio-only and visual-only 
systems benefits in general. It is even more beneficial on certain concepts, such as 
“kids” and “dog”. In extreme cases when visual evidence is not available, such as the 
object is hidden but its sound is heard, audio-only system is the only solution for con-
cept annotation in this case. For example, for a snap shot in the video tr0213.mp4 
with kids talking behind the camera at a circus performance (Figure 4 (a)), audio-only 
system successfully detects the “kids” concept while visually is impossible. For an-
other snap shot in the video tr0209.mp4 with kids talking behind the camera about  
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            (a) tr0213.mp4                    (b) tr0209.mp4 

Fig. 4. Snap shot with kids’ voice in the background 

the chicken (Figure 4 (b)), audio-only system also successfully detects “kids”, while 
visual-only system may only be able to detect “chicken” or “animal”. These examples 
indicate that for acoustically salient concepts when visual system fails to detect, audio 
annotation systems will be the best solution. 

7 Conclusions 

This paper presents our semantic concept annotation system using audio stream only 
for the Huawei grand challenge. The system uses bag-of-audio-words representation 
based on the low-level features and negative bootstrap SVM concept classifier. The 
experimental results on the challenging Huawei UGC video data show that our audio-
only concept annotation system can detect semantic concepts significantly better than 
random guess. When combining with visual-only concept annotation system, it helps 
in general and more significantly on certain concepts. In the future work, we will 
explore different low-level features to build the acoustic vocabulary, since MFCC 
may not be the best feature to distinguish non-vocal sound. We will study the impact 
of audio data consistency on annotation performance and explore the potential of 
utilizing the concept co-occurrence property. We will also study building audio anno-
tation systems on more acoustically salient concepts that visual method might fail.  
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Abstract. Text information in natural scene images is important for
various kinds of applications. In this paper a novel method based on
stroke width to detect text in unconstrained natural scene images is pro-
posed. Firstly, we use the stroke width transform to generate a rough
estimation of stroke width map, then use K-Means clustering and the el-
bow method to find some specific stroke width values that are both dom-
inant and consistent. Secondly, in order to generate better edge detection
and gradient direction results we use these specific stroke width values
as the size parameters in the superpixel algorithm to generate smooth
and uniform region boundaries. Finally, we try to refine the stroke width
map and recover valid edge pixels by applying stroke width regularized
constraints on the improved edge detection and gradient direction results
computed from these region boundaries. Our method was evaluated on
three benchmark datasets: ICDAR 2005, 2011 and 2013, and the exper-
imental results show that it achieves state-of-the-art performance.

Keywords: Text localization, superpixel, stroke width clustering.

1 Introduction

The widespread availability of intelligent mobile devices equipped with cameras
leads to the explosive growth of natural scene images. Detecting text informa-
tion from these images plays an important role in a variety of applications: image
retrieval with text information, intelligent driving assistance, reading aid for vi-
sually impaired people and scene understanding, etc. Consequently, the research
of text detection in scene images has received much attention from the com-
puter vision community. Although numerous algorithms have been proposed,
scene text detection is still an open problem. The difficulties are mostly caused
by cluttered background, occlusion, blur and variations of font type, size, color,
etc. As a specific kind of object detection, it also suffers from the common chal-
lenges such as lighting conditions, perspective distortions, etc.

Existing methods for text detection in scene images can be classified into
two categories: the sliding window based methods and the connected component
based methods. Sliding window based methods exploit the textural property of
texts by scanning the image with sliding windows at different scales. However, to
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cope with the large variation in appearance of the text in natural scene images,
window descriptors have to be extracted and classified at numerous locations and
scales. The high computational complexity of these methods is a major disadvan-
tage compared with connected component base methods. Connected component
based methods, on the other hand, detect text by analyzing the shapes of the
edges detected or components extracted from the images. The computational
complexity of connected component based methods are only subjected to the
number of edge pixels detected, which makes it much faster than sliding window
based methods. However, these methods are very dependent on the quality of
edge detection or component extraction.

The stroke width based methods are a type of connected component based
methods. These methods are mainly based on the assumption that in a single
text group the stroke width values of the characters are always nearly constant,
which is independent of the language type and computationally efficient. The
stroke width transform (SWT) was originally introduced by Epshtein et al[3],
in which the stroke width value is computed by measuring the distance between
the edge pixel pairs. Text is detected by grouping and filtering components
extracted from the stroke width map, which is generated by detecting edges in
images and shooting pixel rays from edge pixels following the gradient directions
of the edge pixels. Therefore, the qualities of the edge detection and the gradient
direction computation have critical influences on the performance. Since then,
there are several major notable attempts to improve the SWT algorithm. Huang
et al[5] proposed an algorithm called stroke feature transform (SFT) to include
the stroke color continuity constraint during the pixel pair searching so that
possible valid edges missed by the canny edge detector can be recovered. In
the stroke color constraint the threshold decreases linearly with respect to the
number of the pixels in the current ray. It will not generalize well for text of
different sizes and images of different resolutions. Chen et al [2] first use an edge
enhanced maximally stable extremal region (MSER) for component detection,
then compute stroke width on the distance transform map by applying a flood-
fill-like algorithm to propagate the largest distance values to their neighbors. It
has been shown their method is more accurate than conventional SWT. However,
because the distance transform is very sensitive to noise, their method suffers
more severely from the distortion caused by noise than conventional SWT.

To remedy these weaknesses, in this paper we propose to first use the SWT
algorithm to generate stroke width maps, then find consistent and dominant
stroke width values by using K-Means clustering and the elbow method. We
observe that the shape of the text can be precisely preserved by the bound-
aries of superpixels whose sizes are close to the stroke width values of the text.
In order to detect edge pixels and compute gradient directions with higher ac-
curacy, we represent the original images with superpixels to ignore the noise
within the text regions. Among various superpixel algorithms, the Simple Lin-
ear Iterative Clustering (SLIC) algorithm [1] has the highest speed and lowest
under-segmentation error. It also allows us to configure the size of the superpix-
els by choosing a step size. Thus, we use each of these stroke width values to
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define the size of the superpixels to generate a specific superpixel image. Then,
we use stroke width constraints regularized by these specific values to recover
valid edge pixels missed by the edge detector and refine the stroke width map.
Finally, geometrical constraints are enforced to filter out invalid components and
aggregate valid components into text lines.

The remainder of this paper is organized as follows. In Section 2, we describe
the individual steps of our text detection algorithm. Section 3 demonstrates the
robust performance of the proposed method and Section 4 concludes the paper.

2 The Proposed Method

The flow diagram of our system is shown in Fig. 1. First, we use the SWT al-
gorithm to generate the stroke width map. In the stroke width map, we use the
K-Means algorithm and the elbow method to find several consistent and dom-
inant stroke values, which serve as clues for the following superpixel algorithm
to select its parameter value. Next we use the superpixel algorithm to generate
several superpixel images with smooth and uniform region boundaries. A stroke
width map is generated again for each superpixel image with SWT, and con-
nected components are extracted with some stroke width regularized constraints.
Finally, we filter the extracted components with stroke width, color and geomet-
rical constraints, and the text lines are constructed and filtered. In the following
subsections, we will describe each step in detail.

Original Image Stroke Width
Transform

Stroke Width
Clustering

Superpixel
Image

Stroke Width
Filtering

Geometric
Filtering

Text Line
Formation

Connected
Component
Extraction

Fig. 1. System flow diagram

2.1 Stroke Width Clustering and Superpixel Generating

We first use conventional SWT to generate a map of stroke width. In the SWT
algorithm, rays are emitted from edge pixels along the direction of their gra-
dients computed from the grayscale input image. The reliability of the SWT
algorithm is compromised by the poor quality of the edge detection and the gra-
dient direction. Nevertheless, it does generate an estimation of the stroke width
distribution, and according to this distribution the dominant stroke width values
can be obtained. Thus we use K-Means clustering to discover these parts by find-
ing consistent and dominant stroke value clusters. The number of the clusters is
determined automatically using the elbow method. This procedure is outlined
in Algorithm 1. When considering the validity of the clusters, we consider both
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the occurrences and the deviation of the stroke width values. The validity of a
cluster is measured by the ratio of its stroke width values to the standard de-
viation of these values. This is because with small text regions the numbers of
occurrences of their stroke width values are generally more consistent. How to
effectively remove outliers is a very difficult problem. However, with this simple
heuristic rule we are able to preserve most small text regions in experiments.

Algorithm 1.Algorithm for finding valid stroke width values

vc = validity threshold
ec = elbow threshold
m = maximal number of cluster
v = 0 � sum of cluster variances
s = stroke width map
for n = 1 → m do

c = kmeans(s, n) � cluster s into n cluster
cv = 0 � current sum of cluster vairances
for i = 1 → n do

cv = cv + variance(cn)
end for
if ‖v − cv‖ > ec then

v = cv
else

break
end if

end for
sv = [ ] � valid clusters
for i = 1 → n do

if count(cn)
variance(cn)

> vc then

add(sv, cn) � add to the valid clusters
end if

end for

After these stroke width value clusters have been found, we use the centroids
of these clusters as step sizes to generate superpixels. Since all the pixels within
a superpixel shares the same label, they are assigned with the same color, which
makes the edge detection and gradient direction computation suffer less from
noise.

SLIC is a classical superpixel algorithm, and we use SLIC to generate the
superpixel image. SLIC algorithm is based on K-Means clustering, it uses ge-
ometrical constraints to reduce computational complexity. The nature of the
SLIC algorithm is well suited for parallel implementation. We initialize and up-
date the list centers that should be searched for every pixels on CPU, then use
the list on GPUs to perform dense parallel computation. Only the iteration part
is done on GPUs because CPU is better at random memory access, which is
needed for maintaining the search list and enforcing connectivity. Our parallel
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implementation of the SLIC algorithm on GPUs allows us to achieve around
8x-16x speed up from the sequential implementation depending on the sizes of
the images. This makes the SLIC algorithm a computationally trivial part of
our method. Experimental results show that finding valid stroke clusters and
generating superpixels takes no more than 400ms on average.

2.2 Stroke Width Constraints

In SWT, the stroke width is defined by the distance between edge pixel pairs. To
find these pixel pairs pixel rays are shot along the gradient directions of the edge
pixels. An edge pixel pair will be formed once the pixel ray encounters another
edge pixel whose gradient direction is roughly opposite to the original edge pixel.
It is apparent that the accuracy of SWT is highly dependent on the qualities of
the edge detection and gradient direction computation. SFT extends SWT with
color continuity constraints to recover valid edge pixels missed by the canny edge
detector. A pixel will be considered as an edge pixel if the discrepancy between
its color and the median color of the pixel ray is larger than a threshold. SFT
does not address the problem of inaccurate gradient direction, and in the color
continuity constraints the threshold only decreases linearly with respect to the
number of pixels in the ray regardless of the resolution of the image and the font
size of the text.

We first use canny edge detector to detect edge pixels on superpixels obtained
from the previous step. Then we search for pixel q following the gradient direc-
tion dp of edge pixel p that satisfy either of these constraints:

(1) Firstly, q is an edge pixel. Secondly, dq is roughly opposite to dp (dp =
−dq±π/3) and the distance between q and p is roughly the same as the specific
dominant stroke width value.

(2) Firstly, the color discrepancy between the color Cq of q and the median
ray color Cr satisfies ‖Cq − Cr‖ > C + Tc × ‖S − D‖, in which D is the
distance between p and q, S is the stroke width, C and Tc are thresholds
determined at the training stage. Secondly, dp = −dq ± π/6. This constraint is
adjusted according to the absolute difference between D and S, which is different
from the color continuity constraint in SFT. The strictness of this constraint is
adjusted according to the absolute difference between D and S, which increases
the probability of recovering valid edge pixel pairs whose distances are close to
the specific dominant stroke width value and decrease the interferences from
noisy pixels with strong color discontinuities.

(3) Firstly, the gradient strengthGq satisfiesGq > G+Tg×‖S−D‖, in which
G andTg are thresholds determined at training stage. Secondly, dp = −dq±π/6.
This constraint checks for pixels with strong gradient, because gradient strength
around the boundaries of the text regions are usually strong. Similar to (2), it
is regularized by the specific dominant stroke value.

We avoid searching pixels whose distance from the edge pixels are too large or
too small than the expected stroke width, and search for valid pixel q by shoot
pixel rays within the range of gradient direction ds = dq ± π/6.
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2.3 Component Filtering and Text Line Aggregation

Connected component analysis are performed on the stroke width map obtained
from previous step to extract individual components. Following most state-of-
the-art methods, we perform geometrical checks on these components to filter
out non-text components. These checks include stroke width consistencies, aspect
ratios, number of intersections with other components.

As text is usually in straight lines, we further group the remaining compo-
nents by their height, aspect ratio, stroke width, color and distance between one
another. Improbable text lines with less than two valid individual components
or unlikely elongation ratio are filtered out. Also, since in natural scene images
bars and windows cause a lot of false positives because they both have consistent
width and similar color, we perform and operation on the binary masks of each
components within text lines to reject invalid text lines with highly repetitive
components.

3 Experimental Results

The proposed method was trained and tested on the publicly available ICDAR
2005, 2011 and 2013 datasets [7,10,6]. There are 509, 484 and 462 color images
in each dataset respectively. We measure the recall (R), precision (P) and F-
measure (F) to evaluate the performance of each method. The results are shown
in Table 1, 2 and 3. Compared with stroke width based methods such as SWT
and SFT, better results in F-measure and recall is achieved. Our system also
outperformed some other methods [13,8,4,9,14] by a wide margin. On these three
datasets the average processing time of our implementation was 2.12 sec., which
is only about 1 second slower than the original SWT implementation (0.94 sec.).
These three datasets contain images with very different backgrounds, which is the
main cause of the performance discrepancies. Nevertheless, our method showed
consistent improvements.

Careful examination of the experimental results reveals several major im-
provements: (1) From Fig. 2 and Fig. 4 we can observe that the quality of the
edge detection result on the superpixels is significantly improved when the stroke
width is close to the step size. (2) The shape of the characters is well persevered
on the superpixels, while the noise that interferes with the gradient direction
computation is eliminated. On the superpixel images, the pixels within a su-
perpixel are assigned with the same color, which makes the adjustment in color
between region boundaries smooth and uniform. Since the shape of the text
remains unchanged and the noise is averaged out, convolving gradient computa-
tion kernel on the superpixel images will generate more accurate results. (3) The
proposed stroke width regularized constraints generalize well to images of differ-
ent resolutions and text of different sizes. Compared with the color continuity
constraints of SFT, in which the threshold only decrease from a fixed number
with respect to the number of pixels in the pixel ray, our constraints are adjusted
according to the stroke width values of the text that are expected to be found.
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It can be observed in Fig. 3 that as long as the initial stroke width estimation gen-
erated by SWT is reasonably accurate, our method is likely to outperform SWT
and SFT. (4) Knowing the stroke width values of the text that are expected to
be found, it is easy to avoid unnecessary searching on pixels whose distances are
not close to the expected stroke width. It reduces the computational complexity
and allows us to search pixels within a wider range of the gradient direction,
which significantly increase the chance of recovering valid edge pixels.

(1) Input (2) Original edge

Stroke Value Variance Occurrence
10.74
62.40
22.90

8.51 79383
16.48 52227
23.51 114170

(3) Stroke width map

(4) Superpixel (5) Superpixel edge (6) Our map

Fig. 2. Comparing our method and the SWT algorithm where the gradient direction
is inaccurate. The white bounding boxes are the detection results on the stroke width
maps. Stroke value clusters in the charts of (3) are marked with green and red, which
indicates their validities. It is clear that the result is greatly improved on superpixels
that are generated with step size close to the stroke width.

Table 1. Evaluation on ICDAR 2005

Algorithm Precision Recall f
Our system 0.81 0.67 0.73
Our system§ 0.85 0.77 0.77
Huang§[5] 0.81 0.74 0.72
Epshtein[3] 0.73 0.60 0.66
Fabrizio[4] 0.46 0.39 0.43
Yao[13] 0.69 0.66 0.67

§ In [5], the f-measure is reported as the average of the f-measures of all the images
and the precision and recall is measured on pixel level instead of bounding box level,
which leads to results different from the standard ICDAR method. For a fair and
comprehensive comparison, we use both two of measurement to evaluate our method
and mark results with the measurement different from the standard ICDAR method
with §.
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(1) Input (2) SFT searching (6) Proposed searching

Fig. 3. Comparing our stroke width regularized constraints with SFT. The likelihood of
a pixel in the pixel ray being considered as valid is presented in jet colormap (unnormal-
ized). The white arrow is pointing at the correct location of valid edge of the magnified
searching pixel ray. Without stroke width information the heuristic constraint in SFT
does not generalize well to text of different sizes.

Table 2. Evaluation on ICDAR 2011

Algorithm Precision Recall f
Our system 0.80 0.69 0.74
Our system§ 0.79 0.77 0.74
Huang§[5] 0.82 0.75 0.73
Neumann[9] 0.73 0.65 0.69
Yi[14] 0.76 0.68 0.67
Neumann [8] 0.67 0.58 0.62

Table 3. Evaluation on ICDAR 2013

Algorithm Precision Recall f
Our system 0.84 0.75 0.79
Epshtein[3] 0.81 0.73 0.77
Yin[15] 0.88 0.66 0.76
Neumann[9] 0.88 0.65 0.74
Shi[12,11] 0.85 0.63 0.72
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(1)Input (2) Original edge (3) Original SWT map

(4) Original SFT map (5) Superpixels (6) Superpixel edge

(7) Superpixel SWT map (8) Superpixel SFT map (9) Our map

Fig. 4. Comparing our method to the SWT and the SFT algorithm. The white bound-
ing boxes are the detection results on the stroke width maps. Evidently, the SWT and
the SFT are rather inaccurate on the original image. But still, the SWT and the SFT
algorithm fail on the superpixels that are generated with the step size close to the
stroke width. This is because the SWT algorithm cannot recover missing edge pixels
and the stroke width is too small to trigger the color constraint of the SFT algorithm.

4 Conclusion

We proposed a novel way of using stroke width information and superpixels to
localize text lines in challenging natural scene images. Consistent and dominant
stroke values on stroke width map are found and used as instructions to choose
appropriate step sizes to generate superpixels. We observed that when the stroke
width of the text expected to be found is close to the step size, it improves the
qualities of edge detection and gradient direction computation. Furthermore, we
proposed to use stroke width regularized constrains to recover valid edge pixels
missed by the edge detector. Experimental results demonstrated that it achieved
state-of-the-art performance on ICDAR 2005, 2011 and 2013 datasets.
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perpixels. École Polytechnique Fédéral de Lausssanne (EPFL), Tech. Rep. 149300
(2010)

2. Chen, H., Tsai, S.S., Schroth, G., Chen, D.M., Grzeszczuk, R., Girod, B.: Robust
text detection in natural images with edge-enhanced maximally stable extremal
regions. In: 2011 18th IEEE International Conference on Image Processing (ICIP),
pp. 2609–2612. IEEE (2011)

3. Epshtein, B., Ofek, E., Wexler, Y.: Detecting text in natural scenes with stroke
width transform. In: 2010 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 2963–2970. IEEE (2010)

4. Fabrizio, J., Cord, M., Marcotegui, B.: Text extraction from street level images.
City Models, Roads and Traffic (CMRT) 3 (2009)

5. Huang, W., Lin, Z., Yang, J., Wang, J.: Text localization in natural images using
stroke feature transform and text covariance descriptors. In: Proc. IEEE Int. Conf.
Comp. Vis., pp. 1241–1248 (2013)

6. Karatzas, D., Shafait, F., Uchida, S., Iwamura, M., Mestre, S.R., Mas, J., Mota,
D.F., Almazan, J.A., de las Heras, L.P., et al.: ICDAR 2013 robust reading compe-
tition. In: 2013 12th International Conference on Document Analysis and Recog-
nition (ICDAR), pp. 1484–1493. IEEE (2013)

7. Lucas, S.M.: ICDAR 2005 text locating competition results. In: Proceedings of
the Eighth International Conference on Document Analysis and Recognition 2005,
pp. 80–84. IEEE (2005)

8. Neumann, L., Matas, J.: Text localization in real-world images using efficiently
pruned exhaustive search. In: 2011 International Conference on Document Analysis
and Recognition (ICDAR), pp. 687–691. IEEE (2011)

9. Neumann, L., Matas, J.: Real-time scene text localization and recognition. In:
2012 IEEE Conference on Computer Vision and Pattern Recognition (CVPR),
pp. 3538–3545. IEEE (2012)

10. Shahab, A., Shafait, F., Dengel, A.: ICDAR 2011 robust reading competition chal-
lenge 2: Reading text in scene images. In: 2011 International Conference on Doc-
ument Analysis and Recognition (ICDAR), pp. 1491–1496. IEEE (2011)

11. Shi, C., Wang, C., Xiao, B., Zhang, Y., Gao, S.: Scene text detection using graph
model built upon maximally stable extremal regions. Pattern Recognition Let-
ters 34(2), 107–116 (2013)

12. Shi, C., Wang, C., Xiao, B., Zhang, Y., Gao, S., Zhang, Z.: Scene text recognition
using part-based tree-structured character detection. In: 2013 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 2961–2968. IEEE (2013)

13. Yao, C., Bai, X., Liu, W., Ma, Y., Tu, Z.: Detecting texts of arbitrary orientations
in natural images. In: 2012 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 1083–1090. IEEE (2012)

14. Yi, C., Tian, Y., et al.: Text extraction from scene images by character appear-
ance and structure modeling. Computer Vision and Image Understanding 117(2),
182–194 (2013)

15. Yin, X., Huang, K., Hao, H.: Robust text detection in natural scene images. IEEE
Transactions on Pattern Analysis and Machine Intelligence 36(5), 970–983 (2013)



Sketch-Based Retrieval

Using Content-Aware Hashing

Shuang Liang1,�, Long Zhao1, Yichen Wei2, and Jinyuan Jia1

1 Tongji University, Shanghai, China
{shuangliang,9012garyzhao,jyjia}@tongji.edu.cn

2 Microsoft Research Asia, Beijing, China
yichenw@microsoft.com

Abstract. In this paper, we introduce a generic hashing-based approach.
It aims to facilitate sketch-based retrieval on largedatasets of visual shapes.
Unlike previous methods where visual descriptors are extracted from over-
lapping grids, a content-aware selection scheme is proposed to generate
candidate patches instead. Meanwhile, the saliency of each patch is effi-
ciently estimated. Locality-sensitive hashing (LSH) is employed to inte-
grate and capture both the content and saliency of patches, as well as the
spatial information of visual shapes. Furthermore, hash codes are indexed
so that a query can be processed in sub-linear time. Experiments on three
standard datasets in terms of hand drawn shapes, images and 3D models
demonstrate the superiority of our approach.

Keywords: sketch-based retrieval, LSH, content-aware windows.

1 Introduction

Using sketch as input to retrieve visual information, such as hand drawn shapes,
images and 3D models, has attracted a lot of research interests in recent years. A
sketch is regarded as a collection of hand drawn strokes representing the contour
or skeleton of an object, while detailed appearance information are lost. As a re-
sult, sketch-based retrieval algorithms are usually quite different from traditional
image retrieval systems. One research direction for sketch-based retrieval aims
to produce sketch-like edge maps from images or 3D models. Such works focus
on removing edge noises such as background clutters in an image [10,20,21] or
selecting suitable viewpoints for 3D models [8]. In this paper, we try to answer
another question: How to extract and compare features carried by a sketch (or
a sketch-like edge map) in a proper way? Therefore, in the following we briefly
discuss previous works from the two viewpoints of interest in this paper: the
ways to extract sketch features and methods to measure feature similarities.

Recently, segmentation-based methods [9,11,12] are proved effective for sketch
retrieval and recognition systems with line drawings. Stroke segmentation is
usually involved to lower the computational complexity. Topology/geometry at-
tributes are then calculated from the extracted segments. However, an accurate
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Fig. 1. Example results of our approach on the Magic Sketch Database [11] (top), TU
Berlin Benchmark [7] (middle) and PSB Dataset [8] (bottom)

stroke segmentation is very hard to achieve. Especially, for natural images and
3D models where usually a lot of noises exist in their edge maps, there is almost
no perfect segmentation methods. This limits segmentation-based methods un-
suitable for generic sketch-based retrieval tasks.

Other works [2,7,8,14,21] originates from image retrieval. A sketch is divided
into patches and visual descriptors are then extracted. Overlapping grids [2] or
dense windows [14] are usually applied to describe the distribution of features
over the whole shape. This is suitable for an image filled with details as colors
and textures, but inappropriate for sparse edge maps, e.g., a sketch with a few
strokes. In such cases, most of the content of a sketch is gathered into several
salient patches while other patches are left almost empty. Due to this imbalance,
it is really ineffective and even harmful when these empty patches are used for
similarity computation, especially, when they are binarized before hashing.

Another issue in patch-based methods is that the similarity measurement
for sketches is weak. As sketches are hand drawn artifacts with various line
styles to represent objects other than colors and textures, they are different
from images in two points: large intra-class differences (because of painters’
subjective understanding) and small inter-class differences (due to the loss of
visual information like colors and textures). Similar sketches may still have a lot
of different patches. Therefore, the common concept (images are similar when
most patches are similar) used in image retrieval and adopted by current patch-
based methods is too strict and thus ineffective.

In this paper, we present a generic, content-aware sketch-based retrieval frame-
work that overcomes the above issues in current patch-based methods by taking
the sketch content distribution into consideration. Fig.1 shows some results of
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Fig. 2. Example of window selection. (a) input sketch; (b) an initial n×n grid andm×m
uniformly sampled seeds; (c) the first δw(x, y, 1) (magenta) and second δw(x, y, 2)
(green) rims of windows for seed (x, y). The ith δw(x, y, i) is added to w(x, y) iteratively.

our sketch-based retrieval on hand drawn shapes, images and 3D models. First, a
window1 selection scheme with regard to sketch content distribution is proposed
to generate candidate patches. It ensures that features carried by a sketch are uni-
formly distributed in all patches. Second, we refine the common image retrieval
concept in a more reasonable way: sketches are similar when their most salient
patches are similar. Thus we introduce a salient window detection algorithm,
which helps to compute shape similarity. We then follow hash-based retrieval ap-
proaches [2,16,23] and employ a locality-sensitive hashing (LSH) method, which
combines the above cues together with structural information. To be applica-
ble to large datasets, indexing is performed as well to enable sub-linear runtime
performance. The rest of our paper is organized as follows. Sec. 2 presents the
detailed algorithm, and our whole retrieval framework is introduced in Sec. 3.
Finally, all experimental results are shown in Sec. 4.

2 Proposed Algorithm

Our proposed approach consists of three components: selecting candidate win-
dows with regard to sketch content, detecting salient windows adaptively using
key points, and combining these two features together with spatial cues into
hash codes. Detailed algorithms of each step are described as follows.

2.1 Content-Aware Window Selection

Given a sketch, we begin by dividing it into a n× n grid. Then m×m seeds are
uniformly sampled at the crossing points of the patches, as shown in Fig. 2(b).
We define a set of windows δw(x, y, i) as the ith-rim windows around the seed
(x, y), as shown in Fig. 2(c). In order to generate a proper window, δw(x, y, i)
should be added to w(x, y) iteratively until certain constraints are satisfied or
w(x, y) becomes invalid, e.g., it flows over the whole sketch or it is larger than a
quarter of the sketch. We present two effective constraints as follows.

1 We use “patches” and “windows” interchangeably in this paper.
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Algorithm 1. Selecting candidate windows for the input sketch.

initialize n× n spatial grid for the input sketch
initialize m×m seeds uniformly sampled from the grid
initialize histogram hi for each window wi

initialize global histogram H =
∑n2

i=1 hi

W ← {}, H ← {}
for y = 1 to m do

for x = 1 to m do
w ← {}, h ← 0
for i = 1 to n/4 do

w ← w + δw(x, y, i), h ← h+ δh(x, y, i)
if Fapp(h) ≥ kapp × Fapp(H) then

if Fvar(h) ≤ kvar × Fvar(H) then
break

end if
end if

end for
W ← W + w, H ← H + h

end for
end for
return W and H

Since the histogram of oriented gradients (HoG) [5] is known to perform well
in object detection and image retrieval problems, we use its unnormalized version
to describe the feature inside windows for fast computation. Let h = {b1, . . . , bn}
denote the feature histogram of window w, δh(x, y, i) denote corresponding his-
tograms of δw(x, y, i) and H denote the global histogram of the whole sketch.
We define the appearance constraint Capp as

Fapp(h) ≥ kapp ×Fapp(H), where Fapp(h) =
1

n

n∑

i=1

bi (1)

Fapp is the appearance objective function, which essentially computes the mean
value of h. When Fapp is high, it shows information carried by the window is
relatively large, while low Fapp indicates that the window is almost empty. Ap-
parently, Capp constrains each window to contain enough information as expcted.
Our second constraint is called variety constraint Cvar, which is formulated as

Fvar(h) ≤ kvar ×Fvar(H), where Fvar(h) =
1

n

n∑

i=1

(bi −Fapp(h))
2 (2)

Fvar is the variety objective function, which is the variance of h indeed. If Fvar is
low and Fapp is high, it means that all bins in h have comparatively high values.
As a result, windows satisfying Cvar should have more diverse information, which
is proved to be useful in sketch retrieval [14]. Note that parameters kapp and kvar
control the global effects of H, and they are set to 0.8 and 1 experimentally. The
whole algorithm is summarized in Alg. 1.
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Fig. 3. Salient windows of a sketch. (a) input sketch; (b) salient points detected by
Harris corner; (c) top 3 salient windows computed by Eq. 3 with overlapping area less
than 20%.

We note that the objective function Fapp of Capp is incrementally computable,
for it satisfies the equation: Fapp(h + δh) = Fapp(h) + Fapp(δh). As the win-
dow grows, it is unnecessary to compute Fapp across the entire histogram but
sufficient to only update the affected part. Therefore, to evaluate Capp in each
iteration is considerably fast. Though Fvar is not incrementally computable,
it does not need to be evaluated until Capp is satisfied. So our algorithm still
has competitive computational speed. Experiments show that using candidate
windows generated by our algorithm can improve retrieval results achieved by
many traditional visual descriptors such as SIFT descriptor [13], HoG [5] and
GALIF [8]. Detailed results are shown in Sec. 4.1.

2.2 Salient Window Detection

For local feature detection, keypoint-based detectors, such as difference of Gaus-
sian (DoG) [13], Hessian operator [1] and Harris-Laplace detector [15], are more
suitable for sketch feature extraction than region-based methods [17,24]. This is
because a sketch usually includes separate lines and points other than continu-
ous areas. These keypoint-based methods are mainly designed for finding salient
points, which correspond to the corners and end points in sketches. Harris cor-
ner detector is employed in our method, for it achieves better performance than
other keypoint-based methods as shown in [14].

For each window wi ∈ W , where W is a set of candidate windows output by
Alg. 1, we compute ki to measure the saliency of wi in a sketch as

ki = 1 +
Number(Si)
√
Area(wi)

(3)

where Number(Si) denotes the number of salient points in wi detected by Harris
corner detector and Area(wi) is the pixel-based area of wi. It has the intuitive
interpretation that a window is salient when it is small while contains many
salient points. Note that we use the square root of the area to make it less sen-
sitive to scales: the measure remains stable across different window resolutions.
See Fig. 3 for visual examples of salient windows detected in a sketch.
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(d)(e)(f)

Fig. 4. Example of hashing. (a) input sketch partitioned into 4 parts spatially; (b)
feature vectors fi (blue) and ki (orange) of all windows in part B; (c) weighted binary
vectors by f̄i × ki; (d)-(f) vectors are summed, binarized and appended into the final
hash code.

2.3 Hashing from Window Content and Saliency

Let fi denote the feature vector extracted from wi using certain visual descriptor
(HoG in this paper). fi is then binarized into f̄i by setting the highest 40%
values to 1 and the rest to -1. Note that thanks to the two constraints proposed
in Sec. 2.1, features are evenly distributed and message loss can be reduced
in this step. Then we follow the manner of Sim-hash [4] to produce locality-
sensitive hashing for each sketch via f̄i and ki, where window saliency ki is used
as a weighting term for f̄i. Spatial information is shown to be helpful to sketch
retrieval systems [6]. In order to capture spatial information of local features, we
partition each sketch image into four parts. Other than hashing patch features in
the entire sketch space, we do it in each part and finally append them together
(a window is considered to belong to a certain part when its center is inside that
part). Detailed steps are explained in Fig. 4.

3 Retrieval Framework

Before feature extraction and hashing, images and 3D models are converted
into edge maps. Given an image, we generate a coarse edge map Ec by Canny
algorithm [3], which yet contains many erroneous detected edges from back-
ground clutter. In order to find the most salient area in the image, we use [24]
to get its saliency map S. We also apply maximum filter MF on S to enlarge
salient regions to avoid the degenerate case when object contours are missing
due to segmentation errors. Then the final salient edge map E is computed as
E = Ec × MF(S), where E is binarized by threshold 0.5 empirically. Fig. 5
presents our final edge maps. Given a 3D model, we follow the pipeline in [8] to
get its projection edge maps.

Both sketches and edge maps are cut out of their minimum square bounding
boxes and resized into 160× 160 resolution to be translation and scale invariant.
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Fig. 5. Example of an image edge map. From left to right: input image, Canny lines [3],
saliency map detected by [24] and our final edge map.

Algorithm 2. Pipeline of the retrieval framework.

Index:
1. produce edge maps E for all images/3D models in datasets
2. generate candidate windows wi for E according to Alg. 1
3. compute HoG feature fi and saliency ki for each wi according to Sec. 2.2
4. hash fi and ki into h according to Sec. 2.3
5. follow [16] to generate index I for all h
Query:
1. follow the step 2-4 of Index to generate hs for input sketch S
2. return similarity ranking R by hs from I as query results

Following Alg. 1, a sketch is divided into a 80 × 80 grid, and 15 × 15 seeds
are uniformly sampled. In each patch, we compute the unnormalized HoG with
8 orientations and produce a 8-bin histogram. After all candidate patches are
generated, they are resized to 16× 16. The HoG descriptor is applied to extract
features in each patch, for its unnormalized version has already been calculated.

Given a query, we find the most similar edge maps via the hash code proposed
in Sec. 2.3 based on their Hamming distance. For all hash codes are binary, their
Hamming distances can be calculated by several bit xor and shift operations,
which is competitively fast even without indexing. In order to gain better runtime
performance, we further follow the indexing strategy proposed by [16], which
can be combined with our approach directly. It enables our retrieval process
to be performed in sub-linear time. The pipeline of our retrieval framework is
summarized in Alg. 2.

4 Experimental Results

In this section, extensive experiments are conducted to compare the proposed
algorithm with other state-of-the-arts for sketch-based retrieval tasks. All ex-
periments are done on the following three standard datasets. 1) Magic Sketch
Database: Liang et al. [11] establish this database with a total of 1100 sketches
from 55 classes drawn by 10 people. We use it to evaluate variants of our
approach. 2) TU Berlin Benchmark: This is a sketch-based image retrieval bench-
mark introduced by Eitz et al. [7] which consists of 31 subjects, each one in-
cluding 1 sketch and 40 corresponding test images. We use this benchmark to
evaluate our approach for sketch-based image retrieval tasks. 3) PSB Dataset:
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Fig. 6. Left: Evaluation of each component in our method. Right: Improvement of
different visual descriptors caused by our method.

Eitz et al. [8] perform a large-scale experiment to collect 1,914 sketches for all 3D
model categories in the Princeton Shape Benchmark (PSB) [19]. Our approach
is evaluated on it to show the performance in sketch-based 3D model retrieval
tasks.

4.1 Evaluation of Our Approach

Our method spends about 1.87 seconds to retrieve a sketch on the Magic Sketch
Database, tested on a desktop computer with Intel 3.39GHz Quad-core CPU
and 16GB memories and implemented by MATLAB without parallelized.

To evaluate the effectiveness of selecting windows with constraintsCapp (Eq. 1)
and Cvar (Eq. 2), we implement a baseline using overlap grid (Grid) according
to [2]. Then results via selected windows (SW) with Capp only and both of them
are compared. To evaluate the performance of window saliency ki (Eq. 3), we
equally set window saliency by 1 in previous results for comparison. Results in
Fig. 6(left) shows that our two constraints are complementary, and removing
any of these three components would cause performance drop.

To further understand our method, we evaluate results using traditional visual
descriptors such as SIFT [13] and GALIF [8] in addition to HoG [5]. Fig. 6(right)
shows the performance of their grid-based version and the other one with our
constrainted selected windows (SW). All of them are improved by our approach.
We note that although GALIF achieves the best performance due to its multi-
scale sampling strategy other than histogram-based method, it requires more
time to be calculated. Therefore, HoG is employed in our approach.

4.2 Comparison with State-of-the-Art

On the TU Berlin Benchmark, we compare our algorithm with other methods
using Bag-of-Words (BW) [7], key shapes (KS) [18] and Min-hash (MH) [2]. We
use the benchmark scores introduced by [7] to evaluate the performance. On the
Magic Sketch Database, methods via biased SVM (BSVM) [11], spatial relations
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Table 1. Results on the TU Berlin Benchmark [7]

Method BW[7] KS[18] MH[2] Ours

Score 0.277 0.289 0.336 0.352
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Fig. 7. PR curves of different algorithms on the Magic Sketch Database [11] (left) and
PSB Dataset [8] (right)

(SR) [12] and spatial proximity (SP) [9] are compared with ours. On the PSB
Dataset, we compare ours with methods via diffusion tensor (DT) [22], grid-
based SIFT (SIFT-Grid) and GALIF (GALIF-Grid) [8]. All results on these two
datasets are evaluated by standard Precision-Recall (PR) Curves. Both results in
Table 1 and Fig. 7 show that our approach outperforms other state-of-the-arts.
Some visual retrieval results of our approach are shown in Fig. 1.

5 Conclusion

In this paper, we present a novel sketch-based retrieval framework using content
aware hashing. Feature window patches are selected with appearance and variety
constraints to account for content distribution. A saliency value of each window
is then calculated. For feature extraction, hashing is performed to combine con-
tent, saliency and spatial information of visual features and enables efficient re-
trieval in sub-linear time. Experimental results on sketch, image, and 3D model
datasets demonstrate our proposed algorithm performs favorably against other
alternatives for sketch-based retrieval systems. Future work includes exploring
more effective visual descriptors for sketches.
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Pixel Granularity Template Matching Method

for Screen Content Lossless Intra Picture
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Abstract. The-state-of-art High Efficiency Video Coding(HEVC) is de-
signed towards the natural picture. Screen Content picture contains
many similarities in one picture which can be used to improve the in-
tra picture compression ratio. We propose sample rearrangement and
template matching method by exploiting the similarities in the screen
content picture. The 21 pixels template and the high efficiency multi-
ple hash table are designed. Experiment results show that our proposal
method can improve the lossless compression ratio by up to 4.23 times
than HEVC Range Extensions.

Keywords: Screen Content Coding, High Efficiency Video Coding
(HEVC), template matching, lossless coding.

1 Introduction

With popularity of smart devices and networks, video content is increasingly
ubiquitous categorized as screen content video and camera-captured video re-
cently. The generation method differs between screen content video and camera
captured video. Screen Content(SC) commonly refers as the computer display
screen such as text, slide, web pages, graphics, video game, and camera-captured
video content usually is produced by video captured devices. Driven by the ap-
plication in many scenarios such as remote desktop sharing, wireless display,
game broadcasting, digital operation room, screen content coding attracts a
great deal of attention in recent years. Unlike the camera-captured video coding
which aims at the most maximum compression while achieving an acceptable
distortion, screen content video coding needs high fidelity because human visual
system cares more contrast. Therefore, the coding efficiency of screen content
needs to be higher than camera-captured video.

The start of art video coding standard, High Efficiency Video Coding(HEVC)
mainly focuses on the camera-captured video [1]. In response to these challenges,
HEVC has a specifically range extension. For increasing the fidelity of screen con-
tent, many methods has been proposed categorized as two approaches according
to the modified extent of the HEVC standard. The first kind of methods adopted
in current HEVC standard for SC are the modification of existing HEVC coding
framework, such as the coefficient level updates [2], transform skipping mod-
ifications [3], non-interpolation intra-picture prediction [4] and extended cross

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 143–152, 2014.
c© Springer International Publishing Switzerland 2014



144 L. Feng et al.

component deceleration [5]. The second kind of methods employed new ways
to take advantage of the SC video, for example, exploiting spatial correlation
such as clustering the color and getting the index map [6], catching the action of
selecting background of text [7], following image histogram concept and predic-
tion basing on color cluster [8] and reducing the pattern repetitive such as intra
motion compensation [9], combining current HEVC coder with 1-D dictionary
coding method [10] or 2-D dictionary coding method [11].

Intra-picture prediction plays important role in the intra-picture video coding.
HEVC uses closed up intra prediction like H.264 by according to the above or
left coding units(CU) edge pixel values [1]. Template matching applied in video
coding can improve the coding efficiency[12–15] even been treated as a special
case of the sparse prediction [16, 14]. All above processing unit is the block
or sub block. Pixel level of intra prediction such as sample-based angular intra
prediction [17] and pixel based template matching [18] can enhance the coding
efficiency too. But template prediction method also has some disadvantage when
searching out all available position. When processing unit is based on every
pixel, it also leads to high accurately prediction picture than other prediction
method. First, it needs more computation resource and extra space with respect
to the high-dimensional template space which cases [12, 13, 18] only used three
neighboring pixel and limited range. Second, the prediction error of the neighbor
pixel diffuses very quickly, it will make the prediction error of following pixels
becoming worse and worse.

This paper employs a fast template prediction method for screen content
within rate-distortion optimization basing on current HEVC range extension(HM
12.0-RExt4.1). The rearrangement is used for exploiting the original picture tem-
plate spatial correlation and avoiding pixel prediction error spreading. For the
purpose of reducing the storage space and searching time, a multiple level hash
function was adopted. 70%∼80% of the residual pixel is zero after the predictive
procedure. Unfortunately, the standard HEVC entropy coding cannot compress
the residual picture efficiency. With a novel minimization path coding and rate-
distortion optimization selection, our proposal method could further improve the
coding performance on screen content video.

The rest of sections are organized as follows. Section 2 is the detail about
our fast template prediction method. Section 3 gives the experimental results.
Section 4 is the conclusion of this paper.

2 Proposed Template Matching Method

Firstly, this section gives the coding architecture of our proposal method, then
describes the details of pixel granularity template matching method following by
rearrangement, template matching, multiple hash table and new entropy coding
method. The coding method processes on the rearrangement picture, but the
template matching is based on the original picture.
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Fig. 1. The coding architecture. (the gray blocks stand for the new method)

2.1 The Algorithm Architecture

Like the formal video coding standard, HEVC is also a hybrid coding to achieve
multiple goals. Coding tree unit(CTU) similar to macro-block in H.264 sup-
ports quadtree-like partition to gain high coding efficiency. The CTU size can
be 64×64, 32× 32 or 16 × 16. To adapt to the HEVC intra-picture coding, the
proposal method are employed as a new pixel level intra picture coding method
as shown in Figure 1.

Our method doesn’t use the standard intra prediction scheme in order to take
full advantages of similarity in the SC picture. The standard intra prediction
uses the neighbor pixels to predict the whole block. Even though the block is
as small as 4×4 size, the farthest pixel in the block is 4 pixels away from the
prediction pixels. It is hard for the prediction algorithm to achieve the accuracy
prediction. Therefore, we propose to use the pixel based prediction to predict
the pixel one by one. In order to overcome the prediction error spreading, the
rearrangement operation is used. Then the prediction operation has four options:
template matching, copy from above CTU, copy from left CTU and sample-based
weighted prediction [15]. Finally, The Entropy coding has two options: content
adaptive binary arithmetic coding(CABAC) and the new entropy coding method
which will be described in following section. By rate-distortion optimization, the
current CTU chooses the best option.
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Fig. 2. The rearrangement example. (left:original right:rearrangement)

Fig. 3. Rearrangement (left:original picture, right:first rearrangement picture CTU)

2.2 Rearrangement

Direct using template matching method in pixel level causes the spreading of
prediction error in every block. And that predict pixel far from the boundary
pixel usually is hard to predict. Using sub-block such as 4×4 level decreases the
error spreading problem [12, 13] but can’t avoid the problem. Rearrangement
the original picture solves the problem as shown in Figure 2. It is a special
example to show the idea with coding unit of 4×4. The following part describes
the rearrangement idea.

As shown in Figure 3, the rearrangement procedure is applied the full picture
with W ×H which W and H stands for the width and height of the picture. The
rearrangement picture has the same width and height with different mapping
order. The rearrangement consists of many blocks from left to right and top to
bottom which size is M ×N (generally take M = N). The corresponded position
relation is indicated by

Rx = Ox ÷ StepRx +Ox mod StepRx ∗ StepOx (1)
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Ry = Oy ÷ StepRy +Oy mod StepRy ∗ StepOy (2)

Which R means rearrangement position coordinate and O means original posi-
tion coordinate. The StepR means the distance between original picture order
and StepO usually refers as the CTU size in the equation formula 1-2. Based
on template matching prediction for M × N pixel blocks, beginning from the
top left corner pixel, the search order is from left to right, and top to bottom.
The rearrangement picture that is coded by our method guarantees that every
pixel in original picture is coded after above and left pixel is reconstructed, so
the template matching method could avoid the spreading of error and maximize
total method efficiency.

2.3 Template Matching

K(in this paper is 21) pixels around each pixel represent the template, the current
pixel has the closest similarity by searching the most similar template location
in the match index table. The template selecting is one of the key factors for
pixel level template matching. Within perfect case, every pixel has an optimal
template but the cost is very high for compression efficiency. Currently, we use
the template showed in table 1 as a typical configuration. We only consider the
nearby 21 pixels of pixel ”×” as shown in table 1, the total 21 points as 8 groups
as follows from G1 to G8.

– G1:{ 1 }
– G2:{ 2 }
– G3:{ 3 }
– G4:{ 4, 5 }
– G5:{ 6, 7, 13, 14 }
– G6:{ 8, 15, 16, 17 }
– G7:{ 9, 10, 18, 19 }
– G8:{ 11, 12, 20, 21 }
Obviously the pixel near current pixel ”×” is more important than other

far pixels. Therefore, pixel group G1,G2,G3 only contains one pixel, and G5 to
G8 contains 4 pixels as those pixels have minor significance. This template is
empirical selected from the above and left image pixels according to current
pixel for screen content picture. But straight searching and updating operation
in the available space require many time and storage space. Hence, the multiple
hash table is used which will be introduced in the next section.

Table 1. The 21-pixels Template

16 17 18 19 20 21

15 8 9 10 11 12

14 7 2 3 4 5

13 6 1 ×
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2.4 Multiple Hash Table

The average value of each pixel group Gi(i=1...8) are used as the feature value
of the template and the template is represented by K bits(K means bit depth
per pixel, usually is 8) value between 0 to 2K−1. The average operation in the
pixel group can suppress the impact of noise issued by pixel far from current
pixel ”×” in the template matching procedure. Every bit in the same position of
Gi constitutes a hash key. The multiple hash table is organized by multiple level
hash key value from left to right which indicted the address storing template
match pixel position.

To each pixel in the picture, we should find the best match template with
above multiple hash table. Then the pixel of best match template is used as the
prediction of current pixel. This is the prediction procedure. It is almost same
to the hash table construction procedure but has a slight difference.

The template and the hash key calculation are same as the hash table con-
struction for the current pixel. With the hash key, our method finds the corre-
sponding template list in the hash table. By comparing the current template and
those ones in the list, it calculates the similarity of them which represents by how
many pixels of total 21 in the template are same. The prediction procedure will
not stop until all nodes in the list are tried and then the best one which has the
most same pixels is selected. This is different from hash table construction. In
hash table construction procedure, if one similar template is found, e.g. 19 pixels
are same for all 21 pixels, the procedure is stopped to accelerate the procedure
and keep the list not being too long.

For screen content picture, about 80% or more pixels will get the exactly same
prediction value as the original pixel. That means the prediction residual of more
than 80% pixels are zero. It is the good hints for following entropy compression.

2.5 New Entropy Method

The position of non-zero residual picture coding can use many kinds of entropy
coding method. Currently, this paper use Golomb code of zero to encode the
position of non-zero residual picture and residual value. The position of non-
zero residual is organized by the changed distance of width and height.

The M×N residual block mostly has almost 90% zero so the nonzero value
is small. But the nonzero absolute value is generally higher than the standard
HEVC, so the traditional transform/quantization method will gain bad com-
pression efficiency. Recording position using the first non-zero residuals, then the
residual data is encoded non-zero, better compression efficiency can be achieved
for sparse residual data blocks. The observation about the nonzero residual value
show that it is not evenly distributed between -255 and 255 and is not a Gaus-
sian distribution centered at zero or other distributions only related different
characteristics according to the image non-linear distribution. Therefore, we use
adaptive entropy coding algorithm through the establishment of a length of 512
residuals probability table recording different residuals prior probability M×N
blocks. Before the new M×N blocks zero residuals coding, sorting the residual
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(a) CADWaveform (b) Map

(c) pcb layout (d) Programming

(e) ppt doc xls (f) Webbrowsing

(g) Wordeditting (h) Venuevu

Fig. 4. Screen Content testing video sequences

probability table to make sure of the highest probability for the shortest code
length encoding. The higher the probability of occurrence of the code length of
the residuals is smaller cause in higher entropy coding compression ratio.

3 Experimental Result

Eight SC video sequences are used, shown in Figure 4. The format of these se-
quences is RGB 4:4:4 which has the components order from Green, Blue and
Red. The anchor encoder is HEVC Test Model HM12.0-RExt4.1 which is the
special range extension for screen content coding. The new method have been
implemented into the anchor encoder. For lossless coding, the TransquantBy-
passEnableFlag and CUTransquantBypassFlagForce have both set to 1 .

The first picture of these sequences is used to do the lossless intra coding.
The lossless compression ratio of the anchor and our proposal method are shown
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in Table 2. Experiment results show that our proposal method can achieve a
better compression ratio than the anchor encoder. The best one is pcblayout
sequence, our proposal method achieves 4.23 times than the anchor method on
compression ratio. The worst case is Venuevu sequence, our method still has 1.9
times better than the anchor. The average compression ratios improvement is
2.86 times than current HEVC HM12RExt4.1. The results show our proposal
method can do better on the lossless intra coding of SC sequences. It can also
be seen that sequences within the simple texture such as Wordeditting could be
compressed better than sequences within the complex texture such as Venuevu.
The result also indicates proposal method could handle the simple texture better
than HEVC.

Table 2. Experimental result

Sequence Methods Bits CR CR Ratio

cadwaveform
HM12 R4.1 3558528 13.99

2.87
Proposal Method 1239550 40.15

Map
HM12 R4.1 8338392 2.65

1.7
Proposal Method 4918370 4.5

pcblayout
HM12 R4.1 4138432 12.03

4.23
Proposal Method 979078 50.83

programming
HM12 R4.1 4385432 5.04

1.82
Proposal Method 2408663 9.18

ppt doc xls
HM12 R4.1 6556344 7.59

2.24
Proposal Method 2923726 2.24

Webbrowsing
HM12 R4.1 3131760 7.06

2.3
Proposal Method 1359637 16.27

WordEditing
HM12 R4.1 5528816 4.00

3.42
Proposal Method 1616294 13.68

Venuevu
HM12 R4.1 23641856 2.11

1.9
Proposal Method 12416917 4.00

4 Conclusions and Future Work

In this paper, we proposed a template matching method codec for screen con-
tent intra coding. By taking full advantages of the similarity in screen content
picture, proposal method can achieve about 2.85 times improvement in lossless
compression ratio than the-state-of-art HEVC range extension software. Fur-
thermore, we believe the proposal method has future potential to get the better
performance by improving the template design, hash table design and better
entropy encoder.
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Abstract. This paper proposes an interactive musical application for
smart phones to increase the possible exposure of music. Users can ad-
just the expressions of music using gestures on smart phones. Our ex-
perimental results demonstrate user satisfaction with this system. The
user study also demonstrates that user preference of music pieces could
be improved after playing with the system.

1 Introduction

Classical music is not as popular as it was before, as suggested in a study by
Kolb [4], which mentioned that there is a decline in audience demand for Amer-
ican and European orchestral music and that its audience is aging. The same
study also indicated that such a declining and aging audience could be eased by
increasing the probability of young people’s early exposure to the music.

To ease the declining and aging audience issue, the most effective way is to
create an environment that audience can interact with music easily. In the study
by Peery and Peery [10], interacting with music can increase the understand-
ing and appreciation of music. In the past, researchers have proposed various
ways to interact with music. For example, in the system proposed by Chew et
al. [3], users can adjust the tempo of the music using a driving interface. Many
proposed conducting systems [1,7,6,8,11] also allow users to adjust music tempo
and volume using different types of devices.

Even though these systems can help users interact with music, such inter-
actions require special devices and the systems are usually located at a fixed
position. Furthermore, users must understand music very well in order to oper-
ate these conducting systems. These systems offer little help in increasing musical
exposure. In order to attract most people, regardless of their abilities, the inter-
action approach should be the most familiar one possible and the device should
be popular and nearly ubiquitous. Based on observations at many popular music
concerts, we have discovered that the audience has a tendency to jump up and
down or wave their hands to the musical beats. Several early experiments [5,9]
have also pointed out that musical tempo can influence audience preference. This
has inspired us to design an interactive interface to adjust music tempo using
gestures with a smart phone.
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There are numerous types and brands of smart phones, each using different de-
vices and systems. After comparing most phone models, we determined that the
acceleration sensor is essential and is embedded in almost every phone. Our pro-
posed interface analyzes the acceleration signals to capture gestures and adjust
music tempo based on the analyzed results. In order to have robust system per-
formance, our gesture recognition method extracts the repeated intentions from
the gesture signals and aligns the repeated intention with the music tempo. Our
experimental results demonstrate that the proposed system can provide accu-
rate, robust, and smooth music interaction. The user study also demonstrates
that user preference to music can be improved after playing with the system.
The proposed system might be helpful in promoting the popularity of classical
music.

The rest of this paper is organized as follows. An overview of the system
framework and detailed methods are given in Section Methodology. The em-
pirical study is reported in Section Performance Evaluation. Section Conclusion
concludes the paper and discusses future work.

2 Methodology

In the proposed system, the user can select a music piece to interact with as
illustrated in Figure 1. If the interaction mode is selected, the user should give
two preparation beats for the music piece. The music then starts on the next beat.
The music tempo should follow the gesture, except in one particular scenario.
That is if the user stops the beating gesture, the music tempo will stay the same
until the end of the piece.

To achieve low user overhead, our system has two goals. First, that users can
operate the system without any prior user knowledge. Second, that users can use
their own beating patterns (including all professional conducting gestures and
newly invented behaviors) to interact with music. In other words, no matter if

Fig. 1. Interact with music on a smart phone
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Fig. 2. System framework

users are using simple beating gestures or very complicated conducting gestures,
they can smoothly adjust the tempo. The entire system framework is illustrated
in Figure 2.

As illustrated in Figure 2, our system should recognize start gestures, that is,
the gesture is detected by the acceleration sensor embedded in the smart phone.
The gesture data contain the x-, y-, and z-axes of the Cartesian coordinates.

Initially, our system will load the input music and initialize a flag, called
PlayStatus, which is set with a value equal to false if the input music has not
yet been started. During the interaction mode, the system starts receiving the
gesture data and waits for the start signal. Once the start gesture has been
recognized, the system then sets the PlayStatus flag to be true and starts playing
the input music. While the input music is playing, the gesture data will be
analyzed until the end of music or until the system has been interrupted by user
commands.

2.1 Data Preprocessing

Fortunately, smart phones not only contain an acceleration sensor, but they also
contain a gravity and a geo-magnetic sensor, where the gravity sensor detects
the direction of gravity and the geo-magnetic sensor can align the geomagnetic
line. By utilizing the gravity matrix and geomagnetic sensor, the system then
rotates the direction of the acceleration to fix it on the earth’s coordinates.

2.2 Gesture Recognition

Although there are various types of beating gestures, most intended beating
gestures have recurring patterns to indicate beat points. Beating gestures can
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be categorized into numerous beat patterns, in which each fragment represents
a series of hand movements through a beat. Theoretically, the lapse of time for
each beat should be nearly equivalent if the tempo remains constant. Each beat
pattern contains several significant features, including a start point, a beat point,
and an end point. The start point and end point usually go through the origin
of beating gestures, where the acceleration values of these points are zero. The
beat point, which is represented by a bouncing movement, is identified by the
down turning point. In other words, the beat point is the lower stationary point
(e.g., the circled points in Figure 3).

Fig. 3. Samples of acceleration data

If the lower stationary points are the only consideration, the inevitable hand
trembles definitely affect the accuracy of beat detection. As illustrated in Fig-
ure 3, the circled points are the lower stationary points. However, the green
circles denote falsely detected points, which are generated from unintentional
hand trembles. To avoid falsely detecting beat points, one hypothesis is made
based on the study by Cambouropoulos et al. [2]. Cambouropoulos et al. stated
that people prefer music with a smooth tempo. Therefore, we can assume that
the tempos of two consecutive beats are nearly the same. In other words, the
time periods of two consecutive beats should be nearly equivalent. Furthermore,
the consecutive beating gestures should have the repeated intention. Detecting
repeated intentions should be able to avoid noise and maintain tempo smooth-
ness.

The speed of each beat can be calculated as:

Definition 1. Let s, l,and e denote a start point, a low stationary point, and
an end point of a beat pattern, respectively. ts < tl < te; The speed v of this beat
is

v = te−ts
F ∗ 60

,where F is the frequency of the sampled rate of the acceleration sensor. The
speed v is in the format of bpm.
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After receiving the change of tempo command, the system then detects the
existence of repeated intentions. If the newly issued tempo difference is smaller
than a specified threshold, it is considered to be hand trembles and no action is
taken. If the newly issued tempo difference is larger than a specified threshold,
the system then checks the intention records. If there exists the same intention
record (i.e., the user issued the same slow-down/speed-up command in the pre-
vious beat), the system will follow-up the intention. If no such intention exists
(or even an opposite record exist), the system then clears the existing intention
records and remains at the same speed. Algorithm 1 illustrates this in more
detail.

Algorithm 1. CheckRepeatedIntention

Require: newTempo , currentTempo
currentIntention = difference(currentTempo - newTempo)
if (absolute(currentIntention) ≥ trembleThreshold) then

if (intentionREC is empty) then
Add (currentIntention) into intentionREC

else
preIntention = difference value in intentionREC
if (currentIntention ∗ preIntention > 0) then

ChangeTempo(newTempo)
CLEAR(intentionREC)

end if
end if

end if

The objective of Algorithm 1 can ensure that the tempo of the music is
smooth. The cost of tempo smoothness is the latency. As is seen in Algorithm 1,
the system waits for repeated intentions to be validated. Therefore, the latency
of the system increases. However, such a compromise is essential.

3 Performance Evaluation

The objective of the proposed system is to attract people to listen to classical
music and have more appreciation after the interaction. In this section, we first
demonstrate that functions of our system can work accurately during interacting
with music in Section System Performance. Then, the results of user study and
the influence of the user preference are revealed in Section User Study.

3.1 System Performance

Experimental Setup. The experimental system was executed on a Galaxy
Nexus containing a dual-core 1.2 GHz Cortex-A9 processor, Android 4.0, and 1
GB memory. The experiment involved 10 users of different music backgrounds.
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The corresponding beating trajectories were recorded. Meanwhile, a think-aloud
protocol used in the usability evaluation was adopted. In the think-aloud pro-
tocol, users were asked to tell the observer their intentions (e.g., speed up); this
was synchronized with their beating movements during the experiments. The
user’s intention log was the standard used in validating the system output. Af-
ter interacting with the system, a thorough interview was conducted to collect
user opinions.

During the data collection procedures, the users were asked to perform a
beating gesture according to the tempo generated by a metronome. The users
first followed one fixed tempo, ranging from 60 bpm to 160 bpm. Afterward, the
users were asked to interact with a song with a specified tempo for a while.
After several measures, users were asked to speed-up/slow-down the tempo to a
specified tempo. Finally, users were asked to perform gestures at a constant speed
but intentionally perform errors, which would imitate trembles. Fifty errors in
total were to be performed by each user.

Tempo Accuracy. Precisely interpreting the users’ gestures with the music is
an important index in expressive performance. Figure 4 illustrates the differences
between the expected tempo and the tempo recognized by the system. It shows
that the differences in all the speeds investigated are less than 1 bpm. The speed
with the largest difference is 90 bpm.

Based on the interviews, many users mentioned that 90 bpm tempo is very
difficult to follow since such a tempo is not natural for them. Conversely, the
60 bpm and 120 bpm tempos are easy to precisely follow. The possible reasons for
this are that the time intervals between each beat are 1 s, half a second, and 0.6 s
for 60 bpm, 120 bpm, and 90 bpm, respectively. The time interval 1 s is the most
familiar to users since the tick-tock sound from clocks have the exactly same
interval. Conversely, 0.6 s can be considered the most unfamiliar time interval.
The tempo of 160 bpm, is very fast for subjects. They can only concentrate on
tracking the speed of the metronome. Thus, the difference to expected tempo is
smaller than the cases of 90 bpm tempo.

Time Latency. Table 1 shows the algorithm computing time of gesture recog-
nition and tempo adjustment.

Owing to the requirement of checking repeated intentions, the system needs a
latency of two beats to synchronize the music tempo to the gesture speed. The
system can detect the tempo change within 0.5 s and follow up the music tempo

Table 1. Performance

Gesture
recognition

Tempo adjust-
ment

Computing
time(nanosecond)

105116 44080
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Fig. 4. Tempo accuracy

Table 2. Tempo modification latency

BPM(from-to) 120-150 120-180 120-90 120-60

System Latency(s) 0.4 0.3 0.5 0.5

Music Latency(s) 0.7 0.6 1 1.4

within 1.5 s, as shown in Table 2. Although we compromised between tempo
smoothness and the speed of the music tempo change by a hand gesture, the
system performs well regarding the latency of the system.

Tempo Smoothness. The performance of tempo smoothness is the most im-
portant factor in the user experience of music appreciation [2]. Therefore, we
develop repeated intention detection to decrease the effect of hand trembling.
Such a tempo validation technique can increase smooth expression. As shown
in Table 3, 96 % of errors are filtered out by our method. This demonstrates
that our system can provide good smoothness performance by eliminating the
tremble effect and deviations in humans’ motions.

Table 3. Tempo smooth result

Errors Filtered out Not filtered out

Count 48 2

3.2 User Study

Experimental Setup. There are two sets of experiments. In the first set of the
experiments, data are collected from 15 users who are undergraduate or graduate
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students from the university. We designed a two-step test. In the pre-test, we
asked the users to listen to certain classical music pieces and then to interact
with any pieces they want to select. When they finished listening, we asked them
about their preference regarding the music. After they interacted with music, we
asked them about preference again. Half a month later, we began the post-test in
which we asked the users to listen to two types of music, the same music as in the
pre-test and, music with a different melody. Therefore, we can evaluate whether
our music interaction system has an effect on all kinds of classical music. Finally,
we asked them about their preferences regarding music pieces and the system
using a 5-point scale, which indicated user preference level as very dissatisfied
(1), dissatisfied, average, satisfied, and very satisfied (5). The entire experimental
processes were recorded using a video camera. After interacting with the system,
a thorough interview was conducted to collect user opinions.

In the first set of experiments, users select the music pieces based on their
preferences. Such choices might mislead the conclusion; since users might select
the songs they prefer and of course have higher preference values after interac-
tion. To alleviate such concerns, the second set of experiments only allows users
to interact with a selected music pieces. In the second set of the experiments,
the data are collected from 25 users. Two-step tests are given. In the pre-test,
users listen three classical music pieces and to interact with a selected one (i.e.,
Mozart K. 265/300e), Three days later, the post-test is given.

Fig. 5. Users’ pre-test preferences

Preference Comparison Results. Among the 15 users that participated in
this set of experiments, five can play musical instruments and seven are familiar
with classical music. Figure 5 illustrates that after the interaction, all subjects’
preference is significantly increased except for user 6, who wanted to listen to
the music only rather than using the interaction system to enjoy music. We also
utilized a paired t-test (which is a statistical hypothesis test) to see whether the
improvement is significant after interaction. Our hypothesis for the t-test is that
preference will be increased after users interact with the system. The hypothesis
passed the t-test with a p-value of 3.542×10−05, which indicates that the results
are significant at the p < 0.05 level.
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Even though the average preference after the post-test is higher than that of
the pre-test, as illustrated in Table 4, the associated t-test shows no significant
improvement after a half month. In the post-test, the p-values of the same music
and the other music are 0.277 and 0.372, respectively. This may imply that
period of the interaction is too short to have an impact on the users, and the
interval between two tests is too long to be influenced. Therefore, the effect on
preference is not statistically significant.

Table 4. Effect on preference

Pre-test preference
Post-test preference

Same music Different music

3.541
3.674 3.655

3.665

Fig. 6. Preference comparison for fixed selections

Figure 6 illustrates the preference comparison for the second set of exper-
iments. As illustrated in Figure 6, the average preference after interaction is
significantly increased. Our hypothesis for the t-test is the preference will be
increase after users interact with the system. The hypothesis passed the t-test
with the p-value 5.974× 10−04, which indicates that the results is significant at
the p < 0.05 level. Even though the average preference of the post-test is more
than that of the pre-test as illustrated in Figure 6, the associated t-test shows
no significant improvement after 3 days. It may also imply that the period of the
interaction is too short to impress the users and the interval between two tests is
too long to remember the previous test. Therefore, the effect on the preference
is not remarkable.

The improvement of preference in the post-test is not as significant as that of
the pre-test, which might indicate that one can use our music interaction system
more frequently to improve the long-term effect in the preference of music.

4 Conclusion

In this paper, we proposed an interaction between gestures and tempo to help
users enjoy music on smart phones. Given the ubiquitous nature of smart phones,
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most people can have the opportunity to interact with music. Our experiment
shows that our system can provide an accurate, robust, and smooth musical
interaction experience. In the user study, we also demonstrate that preference
can be improved and that people like classical music more after using the system.
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Abstract. Lifelogging is the digital recording of our everyday behaviour
in order to identify human activities and build applications that support
daily life. Lifelogs represent a unique form of personal multimedia con-
tent in that they are temporal, synchronised, multi-modal and composed
of multiple media. Analysing lifelogs with a view to supporting content-
based access, presents many challenges. These include the integration of
heterogeneous input streams from different sensors, structuring a lifelog
into events, representing events, and interpreting and understanding lifel-
ogs. In this paper we demonstrate the potential of semantic web tech-
nologies for analysing lifelogs by automatically augmenting descriptions
of lifelog events. We report on experiments and demonstrate how our re-
sults yield rich descriptions of multi-modal, multimedia lifelog content,
opening up even greater possibilities for managing and using lifelogs.

Keywords: lifelogs, events, semantic web, semantic enhancement.

1 Introduction

Lifelogging is a user-controlled form of gathering personal multimedia informa-
tion, though not necessarily for sharing with others [1]. Lifelogging is the process
of sensing and digitally recording our everyday behaviour, capturing a person’s
experiences in the form of events, states and relationships. This rich pool of in-
formation is collected by wearable sensors by individuals to characterize their
own contexts and activities and build applications that can enhance their quality
of life.

An important premise for the use of lifelogs is the fact that events, discrete
and often repetitive activities, are the atomic unit of interaction with lifelogs
[2,3]. However, the identification of event boundaries alone is just a first step
because we need to know what events actually are and how they relate to each
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other. In this work we discuss how semantic enrichment of lifelog events and the
creation of semantic links between those descriptions and external knowledge
can help bridge this data-to-knowledge gap and develop applications that can
use lifelog data to determine user contexts and activities more effectively.

In Section 2 we discuss the shortcomings of current event enhancement ap-
proaches and the potential of using semantic web for modeling, linking and
re-using knowledge about events are reported in Section 3. Experimental results
are reported in Section 4, followed by conclusions and future work.

2 Background and Related Work

Lifelogging is concerned with digitally capturing media-rich representations of
activities of everyday life and making use of them across a variety of use cases.
Arbitrary sets of information including location or geo-tags, textual informa-
tion, photos, audio and video clips from mobile sensors, etc. can characterize a
particular scenario in everyday life.

Fig. 1. SenseCam worn by a user

Among all forms of information, visual in-
formation contains more semantics of events
which can be used to infer other contexts like
“Who”, “What”, “Where” and “When”. Vi-
sual lifelogging is the term used to describe
both image- and video-based lifelogging from
wearables. The SenseCam, shown in Figure
1 and which we use in the work in this pa-
per, is a sensor-augmented wearable camera
designed for visual lifelogging by recording a
series of images and a synchronised log of sen-
sor data. It captures the view of the wearer
from a fisheye lens and pictures are taken au-
tomatically at the rate of about one every 50
seconds. On-board sensors are also used to
trigger additional capture of pictures when sudden changes are detected in the
environment of the wearer. SenseCam has been shown to be effective in sup-
porting recall of memory from the past for individuals [5], as well as having
applications in diet monitoring [6], activity detection [7], smoking cessation,
sleep monitoring, etc. and these are representative of the kinds of applications
to which multimedia lifelogs can be applied [1].

Once lifelogging hardware reached the stage of being useful for real world
applications, the focus shifted towards mining deeper meanings from lifelogs
i.e. eliciting their semantics. However, the state-of-the-art in enhancing lifelog
events is almost all based on low-level feature matching. An everyday event
enhancement technique with more comprehensive online resources is introduced
in [8], in which SenseCam images are augmented with images from external
publicly-available data sources such as Flickr, YouTube, etc. The shortcomings
of this are obvious in that the task is performed based on image matching using
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the scalable colour MPEG-7 image descriptors and geotags. Though a number
of approaches have been proposed for multimedia event detection, as shown in
TRECVid [13] and MediaEval [14], and egocentric media summarization [15],
etc., these approaches still lack capabilities in interpreting events from different
contexts, which is more important for lifelogs obtained from sensing devices.

An example of work on enhancing automatically collected lifelogs is reported
in [9] which describes the DigMem platform which tracks location and combines
it with the wearer’s heart rate and photos taken by the wearer from a tablet
computer. This is turned into RDF and semantically enriched using Linked Data,
in a similar way to what is reported later in this paper. What differentiates this
work from ours is that our photo capture is true ambient life logging with no
user involvement which makes the nature of the photos different with strong
similarity among our photos when taken during the same event. Furthermore,
our lifelog data is structured into spatio-temporal events which are enhanced
semantically through links whereas in previous work there may be only one
photo taken during an event thus enhancement is nearly impossible.

3 Semantically Enhanced Lifelogging

The goal of enhancing lifelog events is to inter-link knowledge from different
contexts to enhance lifelog applications. We now describe the model and imple-
mentation of the EventCube system which does this.

3.1 Contexts and Events: Semantic Representation

Context information can be collected in lifelogging through the deployment of
heterogeneous sensors. To model the semantics of events, contexts should be
modeled in a way which allows each to be processed separately. That is because
high uncertainty is often embedded in context processing due to data loss (e.g.
GPS signal dropouts) or detection defects such as Bluetooth signal quality. The
following concepts describing multimedia should ideally be included in lifelogs
in which events are to be interpreted:

– Event: an occurrence as the intersection of time and space.
– Location: the geographical context of an event, as a recall cue.
– Time: the temporal context as a recall cue for an event.
– Actor: the human who carried out the event, normally the user.
– Attendee: the human/humans present and possibly involved in the event.
– Image: the class abstract for the image.
– Annotation: a class abstract for the textual description of events.

For consistency with the definition of an event as “a real-world occurrence at
a specific place and time”, we explicitly model the event class with spatial and
temporal constraints in terms of OWL cardinality restrictions, as shown in List-
ing 1.1, formalized in the language Turtle [4]. The restriction owl:cardinality
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is used to enforce that one event has exactly one value for the properties of start-
ing time and ending time. In Listing 1.1, the restriction owl:minCardinality

is stated on the property :hasLocation with respect to event class, indicating
that any event instance needs to be related to at least one GPS location. In
lifelogging, there are cases when more than one GPS coordinate is needed to
reflect the spatial characteristics of an event, such as “walking” or “driving”.

Besides the raw-content of lifelog events captured directly by wearable sensors,
there are three main external types of context, namely spatial, temporal and social
for which there are already well-established ontologies to describe them.We inves-
tigated existing ontologies which may be reused and integrated into our context
enhancing event ontology and chose the OWL-Time and GeoNames ontologies to
model spatial and temporal contexts respectively. In our architecture, the people
involved in an event including the actor and attendees are modeled by the FOAF
(Friend Of A Friend) ontology which describes persons with their properties and
relations. The visual information about events which answers the “What” ques-
tion can be depicted by SenseCam images (addressed by the FOAF:Image class), or
combined together with semantic annotations obtained from concept detectors.

:Event rdf:type owl:Class ;

rdfs:subClassOf time:TemporalEntity ,

[rdf:type owl:Restriction ;

owl:onProperty :hasLocation ;

owl:minCardinality "1"^^xsd: nonNegativeInteger],

[rdf:type owl:Restriction ;

owl:onProperty :endAt ;

owl:cardinality "1"^^xsd: nonNegativeInteger],

[rdf:type owl:Restriction ;

owl:onProperty :beginAt ;

owl:cardinality "1"^^xsd: nonNegativeInteger].

Listing 1.1. Definition of Ontological event classes

3.2 Semantics of Locations

Semantic enhancement of events in lifelogs needs an effective measure to locate
the user because location can be a key facet in indexing multimedia lifelogs.
Because GPS does not work inside buildings or where satellite signals are weak,
we apply a location enhancement algorithm consisting of location clustering,
reverse geocoding and an LOD (Linked Open Data) semantic query.

Location clustering is first explored on GPS coordinate records using k-means
clustering [10] in which we use 100m as the clustering radius and a filtering time
span of 10 minutes. Reverse geocoding is used to translate latitude/longitude
pairs into semantically meaningful address names and returns the closest ad-
dressable location. Once the placename is obtained, we query all the semantics
(properties and values) of the placename in DBpedia’s RDF repository through
a SPARQL query and provide links for the user to navigate the returned RDF
graphs.
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Current reverse geocoding web services label GPS coordinates with semantic
tags by returning the nearest place names however due to GPS error margins
and the sizes of what we define as places (city vs. streetname), the nearest place
is not necessarily the correct answer for the target event. To address this, we
provide nearby places as a ranked list for the user and we enhance selected places
at the user’s request. We rank the place list according to popularity, analyzed
from Flickr social tags. The underlying assumption here is that the better-known
places will be easier to recall when a user reminisces about the event and the
most popular places are usually a benchmark of the region.

3.3 Semantics of Social Profiles

As social contexts, the actor and attendee concepts together reflect the agent
aspect of a lifelog event. While these two contexts may answer the “Who” is
carrying out the event and “Who” else is involved, enhancing social context aims
to enrich the social profiles of these agents. In our implementation the FOAF
profile and the lifelogger’s personal information in Facebook are combined.

FOAFprofiles are datasets inLODand contain personal informationmodeled in
RDF. While FOAF profiles contain information about millions of persons includ-
ing persons relevant to the event, lifeloggers’ social profiles like Facebook contain
more semantics which have been customized and might have higher correlation
with lifelog events. When a user re-experiences events, social information can im-
prove the understanding of the “Who” aspect. The combination of FOAF profiles
and Facebook involves transforming the XML feeds from Facebook to RDF, the
FOAF profiles and Facebook are integrated in the same data model for which the
same vocabularies like the FOAF ontology are needed for consistent semantic rep-
resentation. Finally the RDF statements are populated in the event model thus
enhancing the semantic description of the social context for the event.

3.4 EventCube: Conceptual Architecture

In designing an application for enhancing the representation of multimedia lifelog
events, we mimic the traditional behavior of users in organizing personal digital
photos. In [11], users state that the most important feature of photo organization
is to automatically place photographs into albums and as shown in [12], albums
are suggested to be more desirable for image organization and retrieval. There is
also evidence from memory science that organising our lives into events assists
with recall of the past, which is done through these events [2]. Motivated by this,
we propose an event enhancement architecture – EventCube – to enhance the
descriptions of events. The architecture of EventCube is shown in Figure 2.

For the application of this architecture to lifelogs, we employed SenseCam
(shown in Figure 1) and Bluetooth-enabled handsets plus GPS trackers as
context-sensing devices. The processing of raw lifelog sensor data into enhanced
events is in three steps: first, the user uploads sensor readings to the database
where SenseCam images and other sensor streams are segmented into events. A
keyframe is automatically selected as a thumbnail for each event. Second, the
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Fig. 2. Event enhancement architecture

recorded GPS coordinates are clustered (as described in Section 3.2) and stored
together with Bluetooth proximity records. In this step, sensor readings are
synchronized with segmented events. Finally, online knowledge bases and social
profiles are accessed and combined to create the relevant semantics for current
event contexts. These enhanced contents are provided as links for further use.

4 EventCube Experiments and Evaluation

4.1 Experiment Setup

SenseCam was used to collect image sequences while GPS recording and nearby
Bluetooth device detection were implemented on a Nokia n810 internet tablet
communicating with an external GPS module. GPS data was recorded every 10
seconds. The unique addresses and friendly device names of nearby Bluetooth
devices were recorded every 20 seconds. All these sensor readings including Sense-
Cam images were recorded with timestamps and synchronized. One subject wore
the above recording devices for our initial event enhancement experiments. We
processed logged data on a daily basis as the subject uploaded the SenseCam,
GPS and Bluetooth readings after each day’s continuous recording. For retrieval
of physical information recorded by ambient sensing devices, we segmented each
day’s SenseCam data streams into individual events indexed by keyframes se-
lected for their visual representation of events [3].

Besides local ambient information sources, the environment also includes the
information space constructed by online semantic repositories and users’ social
profiles. Retrieval from online knowledge bases such as datasets in LOD enhances
the “Who” and “Where” aspects of events. We used the web services listed in
Table 1 to access the data sources.

4.2 Event-Centric Enhancement Application

We now present an event-centric enhancement application which includes event
visualization and allows a user to browse through their own multimedia lifelog.
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Table 1. Online data sources employed

Dataset Web Service Endpoints Event Aspects

DBpedia http://dbpedia.org/sparql Who, Where

GeoNames http://www.geonames.org/export/ Where

Flickr http://www.flickr.com/services/api/ Where

DBLP http://dblp.l3s.de/d2r/ Who

Facebook http://api.facebook.com/1.0/ Who

This is a browser-based application with a SenseCam event viewer, geospatial
map and contextual enhancement embedded, shown in Figure 3.

The event viewer presents event keyframes allowing the user to view events
on a day-by-day basis. The calendar on the left corner provides a navigation and
a display option. After the user selects a target date, the event viewer will list
all events for that day organized in chronological order. Figure 3 illustrates the
temporal sequence when the user attended a presentation.

After the user picks an event s/he is interested in, the GPS location is queried
and located on the map. To enhance location context, relevant place names are
retrieved according to the event’s GPS coordinates. The abstract information is
shown in the browser as a brief description of the most relevant named place plus
links from the web pages or RDF triple repositories. Social context is enhanced
in the same manner with brief information and links to external semantics us-
ing DBLP and DBpedia. The temporal context is visualized with a timestamp
indicating the start time, end time and duration of the selected event.

4.3 Assessing Context Enhancement

We use 25 consecutive days of lifelog data to evaluate our methodology for se-
mantic enhancement of events. The final dataset includes 38,026 images, 327,244
GPS records and 45,898 Bluetooth detections involving 958 unique devices. We
applied the location-clustering described in Section 3.2 to find significant places
in the lifelog. Since user behavior is usually periodic over a relatively long pe-
riod, images in the same cluster are more conceptually similar and can be well-
represented using keyframes. GPS records were validated in order to filter invalid
coordinates such as empty GPS records logged when satellite signals were not
visible. Ultimately, 59,164 GPS coordinates were selected for location clustering
and each day’s locations were clustered with 2,400 coordinates on average.

For those detected significant places we enrich the location context by DBpe-
dia and exemplar results are shown in Table 2, in which the abstracts (defined
by predicate dbpedia-owl:abstract) and home pages (by foaf:homepage) are
shown where available. After applying a SPARQL query, semantics about places
can be retrieved from DBpedia. Besides abstracts and home pages, there may
be dozens of other properties queried from DBpedia for location enhancement.
Relevant properties about the target location could include the type of place,
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Fig. 3. Event enhancement interface (event viewer and map-enhancement browser)

the exact geospatial location information, affiliation, image, etc., which are all
provided as links. As reflected in Table 2, we did not apply placename disam-
biguation before applying the enhancement. “The Spire”1 is enhanced as a novel
in Table 2, which is not the true interpretation of its meaning as a tourist at-
traction. However, the dbpedia-owl:wikiPageDisambiguates property allows
users to navigate various options of resources with the same name as “The Spire”
and to choose the correct one, which is described as “the Monument of Light
. . . on O’Connell Street in Dublin, Ireland”.

For social context while most benchmark locations can be queried from DB-
pedia, not many persons involved in the event can be enhanced in this way so
we enhance the social context by combining resources from DBpedia, DBLP and
Facebook. Sophisticated approaches to identifying users are beyond the scope of
this paper and in our application we allow the user to map their real friends’
names to Bluetooth friendly names. The purpose of this is to focus on event
enhancement issues rather than user identification. Social context is then en-
hanced by querying relevant information from the aforementioned data sources
by interlinking the friends’ names to those data sets.

Table 3 shows some samples of enhanced social descriptions for lifelog events.
For simplicity, we only illustrate the person abstracts obtained from DBpedia.
The column for DBLP shows the number of records in DBLP datasets reflected

1 The Spire is a large, spire-shaped public monument in the centre of Dublin city.
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Table 2. Enhanced samples for places

Place Name Abstract Home Page

Dublin City Univ.
a University situated between
Glasnevin, Santry, Ballymun and . . .

www.dcu.ie

Trinity College
formally known as the College of the
Holy and Undivided Trinity of . . .

www.tcd.ie

Glasnevin
a largely residential neighborhood
of Dublin, Ireland . . .

–

Baile Átha Cliath capital and largest city of Ireland . . . www.dublincity.ie

Croke Park
the principal stadium and headquarters
of the Gaelic Athletic Association . . .

www.crokepark.ie

Merrion Square
a Georgian square on the southside
of Dublin city centre . . .

–

The Spire a 1964 novel by . . . –

by the number of dc:creator/foaf:maker properties queried from DBLP. For
the Facebook column we illustrate only the hometown defined in the aligned
RDF models. Since these profiles are accessed from either the publicly-available
LOD repository or the lifelogger’s own Facebook account, there are no ethical
issues when interlinking and using them in the enhancement application.

Table 3. Enhanced samples for social context

Bluetooth Name DBpedia DBLP Facebook
home town

NeilOHare-
MacBook

– 13
Drogheda,
Ireland

Alan Smeaton’s
MacBook Pro

Alan Smeaton is an author and academic
at Dublin City University . . .

227
Dublin,
Ireland

cdvpmini-
AlansOffice

Alan Smeaton is an author and academic
at Dublin City University . . .

227
Dublin,
Ireland

cdvpminiColum – 12 –

Pete
a British multimedia artist living
in Newfoundland, Canada . . .

23 –

A similar problem to that caused by a lack of name disambiguation is mis-
enhancement for commonly-used names. For example, the recorded person ‘Pete’
(Peter as real name), who was a colleague of our subject, is incorrectly enhanced
when querying DBpedia. The characteristics of Bluetooth also cause another
artifact for social descriptor enhancement. Bluetooth has a range of about 10
meters and in some cases it can penetrate walls. In our enhancement experi-
ment, we rank the Bluetooth records in terms of their frequency of occurrence
during the time span of the selected event. In this way, accidentally logged device
proximities can be ranked lower and have less chance to be enhanced.
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Using Semantic Web techniques, our enhancement leverages information re-
trieved from public resources by applying SPARQL queries and aligning seman-
tics to a standardized RDF model. The populated profiles provide a comprehen-
sive tool to realize detailed aspects about lifelog events.

5 Conclusion and Future Work

This paper introduced a method for semantic enhancement of multimedia lifelog
events to improve their interpretation by leveraging external knowledge. The ap-
proach we have taken has only recently become feasible because a critical mass of
semantic descriptions of people, places, and activities has now been modeled and
published as Linked Data. The effectiveness of detecting significant places and
accessing billions of triples in the LOD knowledge bases for enhancing location
and social contexts has been demonstrated. In future work we will explore how
we can improve our understanding of lifelog events by integrating more semantic
information from richer contextual views, and investigate how to use such richer
semantic structure to enhance the characterization of events.
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Abstract. Only unitary feature for object is adopted in the conventional track-
ing system, making it difficult for robust tracking. Regarding the characteristic  
of both Haar-like and HOG features, a tracking algorithm fusing these two fea-
tures is proposed: using the Haar-like features for the structure of the object and 
HOG features for the edge. A mixed feature pool is constructed with these two 
features. The On-line Boosting feature selection framework is adopted to select 
out the notable features, and update these features on line to realize the optimal 
selection. Four representative videos are used to test the performance of the 
proposed algorithm in the aspect of illumination change, tacking small targets, 
complex motion of the object, similar object interference during tracking and so 
on. Statistical analysis Results of the error show that the tracking system using 
the fused features outperforms the system using either of the two features. 

Keywords: Object Tracking, On-line Boosting, Haar-like, HOG, fusion. 

1 Introduction 

The common method used in object tracking is to treat it as a binary classification prob-
lem. Effective tracking system should be able to distinguish target from complex back-
ground and have the ability to adjust to appearance change of target. In order to divide 
the target and background efficiently, researchers have put forward various features to 
denote the characteristic of target, such as Haar-like [1], histogram of oriented gradient 
(HOG) [4], EOH [7], SIFT [8]. Haar-like feature is introduced into tracking system in 
[2-3,5] and gets remarkable effect and runs in real-time. HOG feature, presenting local 
appearance and shape of target, has been used in tracking system such as [6, 9-10]. In 
[6], a tracking system based on On-line Boosting framework [2-3] is designed to select 
out outstanding HOG features, and realize stable tracking. To improve the performance 
of features, some researchers raised the idea of feature fusion [7,11-12], taking  
advantage of multiple features to represent the same target. 

Haar-like feature can be calculated efficiently but is sensitive to illumination 
change. HOG feature is robust to illumination variation, but is not able to reflect the 
local texture information and computational expensive. This article uses Haar-like 
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features to depict the structure information of local area in the target and HOG fea-
tures to account for the edge information. Based on the On-line Boosting feature se-
lection framework, we merge these two kinds of features into our tracking system to 
enhance the performance. We have carried out some experiments, and the results 
show that when the Haar-like features perform poorly, by bringing the HOG features 
into the tracking system , the merged features can present target precisely, and vice 
versa. By fusing these two features, the reliability and stability of tracking system 
could be improved greatly.      

The remainder of this paper is organized as follows: Haar-like and HOG features 
are analyzed briefly in Section 2; s the overall framework of our system and how to 
use the On-line Boosting framework to select out fused features are illustrated in Sec-
tion 3; experiments including selection of effective features and contrastive analysis 
using different type of features are performed in section 4; finally this paper is sum-
marized and some advices are put forward for further improvement in section 5. 

2 Feature Analysis 

2.1 Haar-Like Features 

Haar-like feature uses simple luminance information or color information, and adopts 
Integral Image [1] to speed up the computation of feature values, making it a prefera-
ble selection for real-time tracking system. By generating sub-windows at random 
positions in the image and using random size, a huge number of Haar-like features is 
got. Through adopting Integral Image to scan the entire image, the sum of pixels in 
each region can be calculated conveniently, thus the features’ value could be efficient-
ly calculated.  

2.2 HOG Features 

Histogram of Oriented Gradient (HOG) feature [4] represents the intensity and orienta-
tion of the gradient of an image. The target's appearance and shape can be perfectly 
described by gradient or the oriented intensity of edge. Thus it is robust to illumination 
and geometrical change in local area. 

In [6] the authors mentioned that using random size and width-height ratio to form 
a block. Using the randomized block and appropriate step to travel through the entire 
image, we can get plenty of HOG features.  

The Integral Histogram Image [9] is brought in to speed up the calculation of HOG 
features. The procedure is somewhat like the method of Integral Image, and an Inte-
gral Histogram of Oriented Histogram (IHOG) image can be constructed. 

Utilizing these feature templates based on the block to get the initial values of the 
features in the target as reference feature values. Then calculate the distance between 
feature values of the samples and the reference feature values. Euler distance is 
adopted to measure the value of the distance. 
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3 On-Line Boosting Tracking Algorithm Based on Feature 
Fusion 

3.1 The Overall Framework of This Algorithm  

For the purpose of enhancing the features’ performance, this paper takes into account 
of the advantages of both Haar-like and HOG features. We build up a feature pool 
that contains both features, and use them in the weak classifiers. The On-line Boost-
ing feature selection framework [3] is then adopted to select out some of the best 
weak classifiers to construct selectors and finally sums these weighted selectors to 
form a final strong classifier.  

3.2 Design the Weak Classifier 

Considering the computational complexity of Haar-like and HOG features differs 
from each other, when we build up the mixed feature pool, different weak classifiers 
need to be designed for these two kinds of features. Suppose the distribution of fea-
ture values of these samples yields Gaussian distribution. f(x) is the value of a Haar-
like feature or the distance between HOG feature and the reference feature. The weak 
classifier of Haar-like or HOG feature is defined as: 

 ( ) ( ( ) )weak
j j j jh x p sign f x θ= −  (1) 

A weak classifier is in response with a Haar-like or HOG feature. jθ is the thresh-

old of a weak classifier and jp  the parity factor. For each weak classifier the thresh-

old jθ is set to | | /2jθ μ μ+ −= + , μ + represents the mean value of positive samples 

using the corresponding feature template. The parameter μ −  is acquired in the same 

manner. 

3.3 Feature Selection 

The number of feature is usually very large, and not all of them can perform well to 
distinguish the target from background. So, it is necessary to utilize a learning method 
to select out features that are capable to classify the unknown samples into positive or 
negative. In this paper, we use the On-line Boosting feature selection framework to 
select out prominent fused features.  

The On-line Boosting algorithm framework (OAB) uses Discrete AdaBoost, and 
the output of weak classifier is a discrete value, namely {-1,+1}. The final strong clas-
sifier can be expressed as (2): 

 
1

( ) { 1, 1}
N

nn
H x α

=
= − + ⋅  (2) 
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Algorithm 1. On-line Boosting for fused features selection 
(The presentation below uses '*' to represent the data used by Haar-like or HOG) 

• Given training example ,x y< > , x belongs to the training samples，y is the label 

of the training sample， { 1, 1}y ∈ − + . Set the number of weak classifier to M,  

including M1 Haar-like weak classifiers and M2 HOG weak classifiers. Ser the 
number of selectors to N, which contains N1 Haar-like selectors and N2 HOG  
selectors.  

• Initialize the importance weights of samples and the weights of weak classifiers 
* =1λ , ,* ,*

, , 1corr wrong
n m n mλ λ= =  

• for  n=1,...,N 
 for  m =1,...,M 

 for each training sample <x,y>, update the weak classifier *
,n mh

 ,*
,

corr
n mλ , ,*

,
wrong
n mλ , as well as *

,n me  

  end for 

 choose weak classifier with lowest error： * *
,arg min ( )m n mm e+ =  

 
* * * *

, ,

sel
n nn m n m

e e h h+ += =
 

 if >1/2* *0 or en ne = , then exit  

 calculate the weights  of selectors 
*

*
*

11
ln

2
n

n
n

e

e
α

 −=  
 

  

 update importance weights  of samples *λ  
 replace the worst weak classifier with a new one 

end for 
• output of strong classifier: 

 
1 1 2

1

, ,

1 1
( ) [ ( ) ( )]

N N NHaar sel haar HOG sel hog
n n n nn n N

H x sign h x h xα α+

= = +
= +   (3) 

3.4 Algorithm Analysis      

Haar-like features can be calculated quickly but can only represent the rough infor-
mation of image intensity. HOG features have advantage in target appearance and 
shape curving, but face the problem of computational complexity. By analyzing the 
On-line Boosting algorithm framework, we find out that the selector's error rate rises 
with the increasing number of selectors. To avoid this, we propose the idea of feature 
fusion on the selector level using Haar-like and HOG features' complementary nature. 
Then we can use the fused features to represent the same target. When one type of 
selectors degrades in performance, the other type of selectors would be able to repre-
sent the target accurately. So we can make use of this type of selectors to replace the 
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first ones to avoid selecting redundant features. Thus keep both types of selectors a 
low error rate and achieve an overall performance increasing for the strong classifier.  

4 Experiments and Analysis 

4.1 Multiple Feature Selection 

In order to verify the effectiveness of the fused features, we show the first six selectors 
of both Haar-like and HOG features. Fig 1(a ~ c),(d ~ f) shows the Haar-like and HOG 
features from frame 176~178 and 571~573 respectively. The yellow rectangles repre-
sent the selected HOG features while the rectangle with white and black stand for the 
selected Haar-like features. 

 

 

 

Fig. 1. Feature selection under different background 

As shown in the Fig. 1, when the light is dim, Haar-like features can't represent  
the target effectively just as (a ~ c) shows. In (a ~ c), the first six features almost show 
the same region. But in this circumstance, HOG features can still perform well, and the 
selected features have diversity in type. This indicates that when the Haar-like features 
perform poorly, using HOG features can make up for the degradation. When the light 
increases, Haar-like and HOG features can all perform well on the target, such as (d ~ 
f), the selected features in each frame differs from each other in type and location. 

4.2 Feature Fusion Experiments 

To further evaluate the algorithm's performance, we use four representative test vide-
os with Ground Truth (GT) to test the tracking system. The test video of David and 
Sylvester are from [5], EgTest video comes from the VIVID data set1, Person video is 
from BoBoT data set2. The video of David is used for illumination change test and 
Sylvester for testing the algorithm when there exists rotation and size changes of  

                                                           
1 http://vision.cse.psu.edu/data/vividEval/datasets/datasets.html. 
2 http://www.iai.uni-bonn.de/~kleind/tracking/index.htm.  
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target. EgTest targets at testing the algorithm's stability when tracking small object for 
a long time. Person used to measure the system's effectiveness when there is similar 
disturbing object. The following experiments compare our algorithm with the OAB 
using Haar-like[2] and HOG features[6] respectively and the other two state-of-the-art 
tracking algorithms MIL[5] and CT[13], which use unitary Haar-like feature to repre-
sent the target as well. The blue, yellow dashed and red rectangle show the result of 
On-line Boosting system using Haar-like, HOG and our fused features respectively. 
The white and magenta dashed rectangle represents the tracking results of MIL and 
CT, respectively. 

(1) Experiment using Sylvester 
The background of Sylvester is simple and the light changes little, all of the three 
features can represent the target appropriately. This experiment together with the 
system performance testing experiment shows the accuracy and stability of the pro-
posed system. 

 

Fig. 2. Tracking result of EgTest 

From Fig 2 we can see that there exists little difference among the tracking results. 
But by comparing the distance between the center of tracking result and the GT center 
of the three algorithms, we can still find some fine shadow. As is shown in Fig 6(a) and 
table 1, we can obviously find out the accuracy and stability of these tracking systems. 

(2) Experiment using EgTest 
In this video the target is small, about 21*25 pixels, but the smallest HOG features 
used in this paper is 12*12 and the step size is 3*3. So we could not get plenty effec-
tive HOG features to represent the target. This experiment is used for verifying the 
system's stability using fused features when the HOG features perform poorly. 

 

Fig. 3. Tracking result of EgTest 
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Since there is not plenty HOG features to represent the target, the tracker misses 
the target a few seconds later. The system using Haar-like features can tack the target 
for a long time, but it is vulnerable to the shadow of car, which makes the system 
suffers from accuracy degradation. Our system fused a small number of HOG features 
and a part of Haar-like features to avoid the influence of shadow and can track the 
target stably.  

(3) Experiment using David  
In this video there exist dramatic light changes, since Haar-like features is sensitive to 
illumination change, this experiment mainly test the system's stability using HOG 
features and fused features in the circumstance of dramatic illumination change. 

 

Fig. 4. Tracking result of David 

When the light is dim, the target is overwhelmed by the darkness. And Haar-like 
features can't represent the target accurately, causing the tracking system track target 
inaccurately. HOG features is robust to illumination change, the system using HOG 
features can track the target efficiently. The fused features can take advantage of 
HOG features to compensate for the drawback of Haar-like features in this situation, 
and thus achieve robust tracking in dim circumstance. When the light turns up, Haar-
like features can effectively express the target and the system using fused features can 
get better tracking result than using HOG features alone. 

(4) Experiment using Person 
In this video there are illumination changes, target scale changes and similar object 
disturbing. This experiment aims at testing the three systems' performance on accura-
cy under complex environment. 

 

Fig. 5. Tracking result of Person 
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Affected by the illumination change, when the position of the two people inter-
sects, the system using Haar-like features tends to miss the target (shown in frame 
341). And the system using HOG features also suffers from serious shift according to 
GT, this is caused by the fact that the tracking rectangle is fixed and the target chang-
es in scale may bring in background information, which leads to an imprecise update 
of classifiers. By using the fused features, Haar-like features can be used to express 
structural information inside the target, while using HOG features to depict edge in-
formation of the target and overcome the influence of illumination. Thus getting a 
more accurate and stable result. 

4.3 System Performance Test 

In order to evaluate the three algorithms' performance more accurately, we calculated 
the Euler distance between tracking rectangle center and GT center, the average value 
and the standard deviation of the distance to estimate the tracking results. At Frame t, 
the Euler distance dt between tracking rectangle center and GT center is defined as: 

 ( )2 2( )t o g o gd x x y y= − + −  (4) 

(xo,yo)denotes the center of tracking rectangle, (xg,yg) denotes GT center. 
The average value of the distance is defined as: 

 
1

1 T

t
t

d
N

μ
=

=   (5) 

N is the amount of frames. The standard deviation of the distance is as follows: 

 2

1

1
( )

T

t
t

d
N

σ μ
=

= −  (6) 

From the definition above, we can see that the smaller dt and μ , the more accurate 

the system is. And the system tends to be more stable if σ is smaller. In Fig 6(a ~ d) 
shows the trend of Euler distance between tracking result center and GT center of Syl-
vester, EgTest, David and Person respectively. The blue line, red and green dashed line 
represent the distance with the systems using fused, HOG and Haar-like features respec-
tively, while the yellow and magenta dashed line represent the result of MIL and CT. 

(a) (c) (d)(b)  

Fig. 6. Eula distance between tracking rectangle center and GT center 
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As is shown in Fig 2 that the tracking results are intuitional the same, Fig 6(a) 
shows the overall tracking result more accurately. And we can find out that the red 
line have many peak value, which means that in this video the system using HOG 
features is not as stable as the other two systems. The trend of green line is above the 
blue line on the whole, illustrating that the accuracy of the system using Haar-like 
features can't compare with the system using fused features. Similarly, we can see 
from Fig 6(b ~ d) that the system using fused features performs better in accuracy and 
stability than the system using either one of the features( In 6(b) using only HOG 
features fail to track the target, and 6(c) using only Haar-like features fail too, we do 
not show these two situation on the Fig). 

Table 1. Comparison of accuracy and stability among three systems 

Video sequence
Ours OAB with Haar OAB with Hog CT MIL 

μ  σ  

μ  σ  

μ  σ  

μ  σ  μ  σ  

Sylvester 2.01 5.21 2.11 5.58 2.75 7.25 2.03 5.69 2.36 3.31 

EgTest 6.30 2.01 8.96 3.72 14.50 5.54   

David 14.63 7.52 19.94 16.00 37.45 16.91 42.55 16.72 

Person 9.54 5.93 27.79 33.90 13.68 8.96 48.86 45.79 45.46 45.58 

 
The table above gives a data analysis of Fig 6, and we can get the overall tracking 

result from Fig6, table 1 lists the mean value and standard deviation of the Euler dis-
tance in each system using the four selected video sequence. A smaller mean value 
means a higher accuracy, and a smaller standard deviation means a more stable result. 

5 Conclusion and Prospect 

This paper uses multiple features for target representation and adopt On-line Boosting 
algorithm framework to select out outstanding features. Through randomly select 
Haar-like and HOG features' location and scale, we can generate plenty of features 
and utilize Integral Image and Integral Histogram to speed up the calculation of both 
features. By merging these two types of features, we can use the fused features to 
represent the target and overcome the drawback of Haar-like features that is sensitive 
to illumination change to some extent. Comparing with the system using only HOG 
features, our system could reduce the complexity of the algorithm. The comparison 
experiments show that our system performs well in the aspect of multiple feature 
selection, illumination change and complex circumstance. Considering the advantages 
of each feature, we could bring in the idea of Directional Texture Entropy [14] to 
speed up the selection of features. And make use of the idea of Cascade [15] to  
select out possible regions quickly so as to improve the accuracy and efficiency of the 
system. 
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Noise Face Image Hallucination via Data-Driven

Local Eigentransformation
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Abstract. Face hallucination refers to inferring anHigh-Resolution (HR)
face image from the input Low-Resolution (LR) one. It plays a vital role in
LR face recognition by both manual and computer. The eigentransforma-
tion method based on Principal Component Analysis (PCA), which rep-
resents face image as a linear combination of the eigenfaces, has attracted
considerable interests because of its simplicity and effectiveness. However,
the face image observed is in a high-dimensional non-linear space, whose
statistical properties cannot be captured by the PCA based linear mod-
eling method. To this end, in this paper we advance a Data-driven Local
Eigentransformation (DLE) method for face hallucination by exploiting
the local geometry structure of data manifold and learning a specified
eigentransformation model for each observed image. Experimental results
show the effectiveness of the proposed approach for hallucinating face im-
ages especially with noise.

Keywords: Face hallucination, super-resolution, local eigentransforma-
tion, noise face image, video surveillance.

1 Introduction

With the deepening construction of Safe City, surveillance cameras are already
prevalent in our daily life. They provide a powerful support for finding criminal
suspects and tracing their routes. However, in many cases, the resolution of
interested faces captured by the surveillance cameras is always low because of
the long distance between camera and the object. The Low-Resolution (LR) of
human face becomes a primary obstacle to face identification and recognition [1].
At the same time, the video captured usually contains lots of noise because of
low-light, cheap imaging device or other factors, which make the image quality
worse. In order to gain detailed facial features for recognition, it is necessary to
infer High-Resolution (HR) face image from the LR one and this technique is
called face hallucination [2].

1.1 Prior Work

Face hallucination is the technology which incorporates image super-resolution
technique into facial image synthesis. It was firstly proposed by Baker et al. [2]

W.T. Ooi et al. (Eds.): PCM 2014, LNCS 8879, pp. 183–192, 2014.
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in 2000. They learned the gradient distribution and then employed Bayesian
theory to infer the HR face image. After that, a number of face hallucination
techniques have been proposed in recent years [3].

For example, Wang et al. [4] developed a face hallucination algorithm through
eigentransformation. Its core idea is to use a linear combination of the HR images
in the training set to reconstruct the target HR image. They used Principal Com-
ponent Analysis (PCA) [5] to fit the input face image as a linear combination of
the LR training face images, and then the target HR image can be reconstructed
by linear combination of those corresponding HR images in the HR training set.
By maximizing the facial information from the LR face image, the reconstructed
face image removes most of the noise distortion and retains most of the facial
characteristics. But this method only focused on global structure information
without paying attention to local details, so the results seem unclear and lack-
ing detailed features, especially when the size of training set is small. Image
patch based methods, which divide the global image to local image patches and
thus achieve better representation ability, have attracted enormous amount of
attention among scholars in field of image processing and analysis [6–12].

Chang et al. [7] assumed that the LR training patch space and HR train-
ing patch space share the same local geometry structure, and they proposed a
Neighbor Embedding (NE) super-resolution method. In their method, the target
HR patch can be obtained by K neighbor HR patches with the coefficients cal-
culated in the LR space. By incorporating the position information, Ma et al. [8]
proposed a position-patch based method. They obtained the optimal weights for
each LR patch with the LR training image position-patches by Least Squares
Representation (LSR). Yang et al. [9] employed the sparse coding [10, 11] to
sparsely represent an LR input patch as a combination of the learned LR image
patch dictionary, and the target HR patch is generated by the same combina-
tion coefficients and the corresponding HR image patch dictionary. Recently,
Jiang et al. [12] proposed a Locality constrained Representation (LcR) method.
By incorporating the locality term into the objective function, it can adaptively
choose the neighbor patch samples to represent the input LR patch, thus leading
to sparsity and locality of the patch representation and good face hallucination
performances. These patch based methods are mostly designed for image with-
out noise. In actual surveillance application, however, the degraded face images
are almost inevitably affected by noise. Designing a face hallucination method
robust to noise is the primary task of this paper.

1.2 Motivation

As discussed above, it may be the optimal choice for noise robust face halluci-
nation to combine advantages of the noise robustness of PCA based methods
and the good representation ability of local patch based methods. As a sub-
space based approach, however, PCA cannot capture the characteristics of high-
dimensional non-linear space. It has been well highlighted that in the space of
rectangular arrays of positive numbers, only a small subset has images of natural
scenes, especially for those face image patches of the same position that share
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Fig. 1. Flowchart of the proposed method. Note that the red patches denote the K LR
nearest neighbors of the input LR patch in the LR training set and K corresponding
HR nearest neighbors in the HR training set, and we use the K LR and HR patch
pairs to guide eigentransformation learning.

the similar structure [13]. The general solution is to identify this subset as a
low-dimensional manifold and use its geometry to characterize images. Inspired
by this, in this paper we propose to use the local geometry structure of the input
LR patch to guide the eigentransformation learning, namely Data-driven Local
Eigentransformation (DLE). As shown in Fig. 1, given an LR patch image, DLE
firstly searches K nearest neighbors in the LR space, and secondly performs
eigentransformation learning for the K nearest neighbors in the LR space and
corresponding HR ones in the HR space.

2 Proposed Face Hallucination Method

2.1 Notations

The face hallucination problem for facial images can be formulated as the estima-
tion of an HR image IHt from one input LR image ILt , given a training set of HR
images and their corresponding LR versions, IH =

{
IHi

}m

i=1
and IL =

{
ILi

}m

i=1
,

where m is the number of training images. Human face is a kind of object in
highly structured with allied five sense organs and outline, which makes the whole
very similar with each other, too. Under these circumstances, the position prior of
face plays an important role in the reconstruction of face image. For the patches
at a certain position, they have the same position-patch structures and linear
mapping. Divide each of the training images and the input LR image into small
patches according to the location of face, {IHi (p, q)|1 ≤ p ≤ U, 1 ≤ q ≤ V }mi=1,
{ILi (p, q)|1 ≤ p ≤ U, 1 ≤ q ≤ V }mi=1 and {ILt (p, q)|1 ≤ p ≤ U, 1 ≤ q ≤ V },
respectively. U and V denote the number of patches in the direction of row and
column respectively and (p, q) is the location of the patch. In order to facili-
tate the representation without causing misunderstanding, we ignore the term
of (p, q) below.
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2.2 Data-Driven Local Eigentransformation Based Face
Hallucination

As mentioned above, PCA is one kind of linear method where training images
are described by projections onto a hyperplane embedded in the original image
space. However, the face image observed is in a high-dimensional non-linear
space, even if we divide it into small patches according to position. The face
image(patch) space is not the well known Euclidean space, but should be a non-
linear and smooth manifold. Therefore, it is inefficient to globally applying PCA
to this distribution [14].

Several extensions to PCA have been proposed to overcome this problem [14,
15]. Local PCA methods are the best choices that it obtains a collection of lo-
cally linear descriptions by applying PCA to a local region of the data. Thus,
local PCA can be used to produce compact models of non-linear data distribu-
tions [15]. As the data of local region is linear, which means it is in the Euclidean
space, the data partition by Euclidean distance criterion can well isolate the tar-
get region.

To capture the local region of the data manifold, we search the K nearest
neighbors in all LR training patches with the same position according to the
Euclidean distance:

di = ||ILt − ILi ||22, 1 ≤ i ≤ m. (1)

The K LR nearest neighbor patches and corresponding HR ones can be repre-
sented by

IL(K) =
{
ILk

∣
∣ILk ∈ IL, k ∈ CK

(
ILt

)}

and
IH(K) =

{
IHk

∣
∣IHk ∈ IH , k ∈ CK

(
ILt

)}
,

where CK

(
ILt

)
denotes the indexes of K nearest neighbor patches of the in-

put patch in LR training patches. Note that the HR neighbor patches share
the same indexes with LR neighbor patches. These neighbors form the local lin-
ear distritubiton of the entire patch image space, and its features can be well
characterized by PCA.

The LR and HR mean patches can be computed by ml =
1
m

m∑

i=1

ILi and mh =

1
m

m∑

i=1

IHi respectively. And the demeanedK LR and HR nearest neighbor patches

can be represented as I
L

(K) and I
H

(K), respectively.

Then covariance matrix of I
L

(K) can be found as I
L

(K)

(
I
L

(K)

)T

. Let El be

the matrix of eigenvectors of the covariance matrix, which can also be called
eigenfaces (based on patches). The eigenvectors are arranged in such a way that
respective eigenvalues are in decreasing order.

For a LR image patch ILt , a weight vector is computed by projecting it onto
these eigenfaces,

w = ET
l

(
ILt −ml

)
. (2)
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The patch can be reconstructed from the Q(Q < K) eigenfaces El = [e1, · · · , eQ]
that

ÎLt = Elw + m̄l. (3)

Given the K LR nearest neighbor patches I
L

(K), according to singular value
decomposition theorem, El also can be computed from:

El = I
L

(K)VlΛ
− 1

2

l , (4)

where Vl and Λl are the eigenvector and eigenvalue matrix for
(
I
L

(K)

)T

I
L

(K).

From Eq.(2)(3)(4), the reconstructed image patch can be represented by

ÎLt −ml = ElE
T
l

(
ILt −ml

)

=
(
I
L

(K)VlΛ
− 1

2

l

)(

Λ
− 1

2

l V T
l

(
I
L

(K)

)T
)
(
ILt −ml

)

= I
L

(K)

[

VlΛ
−1V T

l

(
I
L

(K)

)T (
ILt −ml

)
]

= I
L

(K)c.

(5)

Thus, we have

c = VlΛ
−1V T

l

(
I
L

(K)

)T (
IL
l
−ml

)
. (6)

Using this coefficient and replacing LR image patches I
L

(K) by the correspond-

ing HR ones I
H

(K), and replacing ml with the HR mean patch mh in Eq.(5), the

HR image patch ÎH
h

can be reconstructed. After all the HR patches are recon-
structed, integrate them according to the original position. The HR image can
be generated by averaging pixel values in the overlapping regions.

3 Experiments Results and Analysis

3.1 Database and Parameter Settings

In the following sections, the effectiveness of our proposed method will be demon-
strated by experiments on samples from FEI database [16], which contains 400
images captured from 200 individuals (100 men and 100 women). Among them,
180 individuals are randomly chosen as the training set, and the remaining 20
are regarded as testing set. All the HR face images are aligned by the two eyes
and fixed at 120×100 pixels. LR images are generated by blurring of averaging
filter and down-sampling with a factor of 4, and we interpolate the LR input
image to the HR grid, which can be seen as the input. In our method, we set
the size of HR image patch to 16×16 pixels with 8 pixels overlapped, and the
variance accumulation contribution rate of PCA is set to 99%. Note that all
parameters are set empirically. All the results will be evaluated by the two com-
monly used criteria PSNR and SSIM [17], which is good at capturing the loss of
image structure between reconstructed image and original HR image.
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3.2 Influence on the Performance of Different K

In order to assess the influence on the performance of nearest neighbor number
K on the result of the proposed method, we conduct experiments on different K
with different noise levels and show performance in terms of PSNR and SSIM
in Fig. 2. As shown in this figure, the nearest neighbor number K plays an
important role in the proposed method. By selecting a relatively small value,
e.g., K = 75, the proposed method achieves the best performance. When the
value of K exceeds 75, the performances decrease sharply. This certifies the
importance of introducing local geometry structure. When K=360, it reduces
to patch eigentransformation learning approach without considering the local
manifold geometry. These demonstrate the efficiency of the proposed local patch
based eigentransformation learning with neighbors searching.

Fig. 2. The average PSNR(dB) and SSIM results of all 40 test images with different
nearest neighbor number K

3.3 Performance Compared with State-of-the-Art

In this section, we compare the proposed approach with bicubic interpolation
method and four other state-of-the-art learning-based face hallucination algo-
rithms, i.e. Wang et al. [4], NE [7], LSR [8] and LcR [12]. Note that in the
experiments we carefully tune the parameters of these comparison methods to
get the best performance. To demonstrate the robustness to noise of the proposed
DLE method, we show the objective and subjective results of different methods
with different noise levels, e.g., Additive White Gaussian Noise (AWGN) with
standard deviation of 5 and 10 respectively.

Table. 1 tabulates the average objective results in terms of PSNR and SSIM
of all 40 test face images. We can observe that our method performs much better
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Table 1. The average PSNR(dB) and SSIM results of all 40 test images for different
methods

Methods Criterions
Gaussian Noise
σ=5 σ=10

Bicubic
PSNR 26.63 24.78
SSIM 0.7153 0.5212

Wang [4]
PSNR 27.31 26.68
SSIM 0.7661 0.7495

LSR [8]
PSNR 28.21 23.92
SSIM 0.7519 0.5361

NE [7]
PSNR 28.25 23.92
SSIM 0.7560 0.5362

LcR [12]
PSNR 30.29 28.33
SSIM 0.8600 0.8166

DLE without Pre-processing
PSNR 29.47 25.89
SSIM 0.8206 0.6700

DLE
PSNR 31.72 30.90
SSIM 0.8936 0.8720

Improvement
PSNR 1.43 2.57
SSIM 0.0336 0.0554

than all other methods when images are contaminated with noise. The average
improvements in term of PSNR over the second best approach (Jiang et al.’s
LcR) are 1.43 dB and 2.57 dB when σ is set to 5 and 10 respectively.

The subjective reconstruction results with different noise levels are given in
Fig. 3. We can observe that bicubic interpolation method produces the most
blurry faces with most noise preserved while other learning based methods gen-
erate plausible HR images of better quality. The face contours of Wang’s method
are with obvious “ghost” effects, which mainly because of the poor representa-
tion ability of PCA based global face model. Since the least squares solution
is not stable, results of LSR arise obvious dark spots and some faces still keep
lots of noise, just like bicubic interpolation method. When compared with our
proposed method, the results of LcR [12] appear to lack of details and blur the
edges especially for mouth and eyes. After looking through Fig. 3, we can observe
that the details in areas of mouth, nose and eyes reconstructed by our method
are more similar to HR image than other approaches. We attribute this to the
powerful representation ability of DLE. In order to extensively verify the effec-
tiveness of our proposed method, we give some reconstruction results of realistic
images from the CMU+MIT face database [18]. We can see in Fig. 4 that DLE
can produce reasonable results even though the test images are contaminated
by strong noise and are very different from the training examples.

Both the objective and subjective results show that the proposed DLE method
can be applied to hallucinate the details of facial features from an LR face image
especially with strong noise.
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 3. Face hallucination results by different approaches when σ = 5 (the first three
rows) and σ = 10 (the last three rows). (a) Input LR images; (b) Results of Bicubic;
(c) Results of Wang et al. [4]; (d) Results of NE [7]; (e) Results of LSR [8]; (f) Results
of LcR [12]; (g) Results of our method; (h) Original HR images.
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Fig. 4. Face hallucination results of realistic images from the CMU+MIT face database.
The input pictures are at the left, while the manually aligned LR images are in the
middle, and the results at the right.

4 Conclusions

In this paper, we present an effective and noise robust method for face hallucina-
tion from a single LR image. Since face images are embedded in high-dimensional
non-linear space and linear PCA model cannot capture its non-linear character-
istics, we search some samples that are most similar to the input image patch
and then use the tailored training set to perform eigentransformation based face
hallucination reconstruction. The effectiveness and robustness to noise of the
proposed approach have been demonstrated with several experiments.
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Abstract. In Traditional Chinese Medicine (TCM), lip diagnosis is an im-
portant diagnostic method to judge whether a person is healthy or not.  Lip im-
ages can reflect the physical conditions of organs in the body.  Lip diagnosis 
has a long history in China and the lips are analyzed by experienced doctors 
with their nude eyes. This method is not objective and efficient especially in the 
condition of handling many images. Developing an automatic way to split lips 
from an image is an important and necessary step. What’s more, lip segmenta-
tion can provide improvement in the areas of speech recognition and speaker 
authentication. To segment lips and facial complexions, many methods are pro-
posed which are based on color spaces such as RGB, HSV, Lab, etc. Other 
methods are based on different models such as snake, geometry model, etc. This 
paper proposes a lip segmentation method based on facial complexion template. 
A facial complexion template can be constructed when the face is detected. We 
construct the facial complexion template using Hue channel and Saturation 
channel of color information. By removing the skin similar to facial complexion 
template values an initial lip image can be got. Finally, by smoothing the lip 
contour an optimized lip segmentation result can be obtained. 

Keywords: Lip segmentation, facial complexion, smooth lip. 

1 Introduction 

Lip diagnosis is one of the most active areas in Traditional Chinese Medicine (TCM). 
Normally lips are analyzed by experienced doctors’ nude eyes in traditional analysis 
way. A person’s lip color is considered as a symptom and sign to diagnose whether 
his spleen or his stomach is healthy or not. The more accurate the lip is segmented, 
the more reliable diagnosis result can be obtained. Also, handling lip segmentation 
with digital technology is beneficial for the development of TCM. 

Lip color can be classified as deep-red, purple, red, pale, etc. Finding a method 
which can be applied to different lips is a meaningful thing in recent years. Some 
methods segment lips based on color information [1]. It is observed that lip pixels and 
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non-lip pixels can be segmented in some color spaces. After the first step, obtain an 
initial lip contour can be got. To get a complete and better lip, clustering method is 
performed to find all lip pixels. By clustering, some non-lip pixels can be removed. 
On the other hand, if the lip pixels and the non-lip pixels have similar color infor-
mation, it is not easy to obtain the accurate initial lip contour. Especially, when deal-
ing with different complexions, the methods cannot accurately obtain the lip contour. 

Another classic way to segment lips, for example geometry model [2], snakes [3]. 
These methods use the points to approximate the lip contour with spline functions. 
But these methods needs a priori knowledge about the lip image and cannot work well 
when the lip pixels and the non-lip pixels have similar color.  

[4] proposes a lip segmentation method based on level set model. The lip contour 
is first obtained the lip contour through Otsu method [5].  And the lip contour is 
optimized by level set model. However, the results rely on the first step processing. 
Thus, how to accurately find the lip’s initial contour is crucial and important. 

Besides been used in TCM, the lip segmentation can be used in speech recognition 
[6] [7] [8] [9], facial expressions recognition [12], etc. When the pixels around the lip 
are different from the lip pixels, traditional lip segmentation methods can provide a 
good result. However, when the difference between the lip pixels and non-lip pixels is 
not large in feature space, it is not easy to obtain a complete and accurate lip contour 
by traditional segmentation methods. 

To resolve the problems, this paper proposes a facial complexion remove method 
for lip segmentation. By this method, an accurate initial lip can be obtained. Then the 
initial lip would be optimized to obtain a smooth lip contour. This paper proposes a 
facial complexion template method. If the skin value is similar to template’s value, 
the skin can be regarded as non-lip pixels and removed. When an appropriate value is 
set, the non-lip pixels can be removed and the lip pixels can be kept accurately. The 
HSV color space is used based on our empirical study. Compared with traditional lip 
segmentation methods, our method can obtain a more accurate result. 

2 Related Work  

The test images are from Shanghai University of Tradition China Medicine, and are 
taken from a collection box. In the center of the box, there exists a hole to put a nor-
mal-size face. The images are taken in the condition with appropriate light and by a 
same camera. The collected images include kinds of facial complexions, i.e. black, 
red, yellow, cyan, and white. Each kind of facial complexion images’ number is 50. In 
the images, some have the lip pixels similar in color from non-lip pixels. And some 
are different. Dealing with different complexions, the lip segmentation can obtain 
different performance. Specifically, since the red facial complexion is similar to lip 
pixels’ color, the lip on red face is hard to be segmented. While the yellow facial 
complexion is different from lip pixels’ color, and the lip on yellow face is easy to be 
segmented.  
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         (a)           (b)          (c)           (d)          (e) 

Fig. 1. Five kinds of facial complexions images. (a) white facial complexion; (b) black facial 
complexion; (c) red facial complexion; (d) yellow facial complexion; (e) cyan facial complexion. 

3 Lip Segmentation Based on Facial Complexion Difference 

Lip segmentation has three steps 

(1). Construct a facial complexion template from the detected face  
(2). Remove non-lip pixels based on the facial complexion template and obtain an 

initial lip 
(3). Smooth the lip contour and obtain a better lip image 

3.1 Construct a Complexion Template  

The first step is to find the face and then to extract the skin information. In face detec-
tion, boosted cascade of simple features [10] performs well to find human face. After 
finding the face, the skin pixels are kept and non-skin pixels such as eyes, eyebrows 
are removed. This method removes impurities. Face skin can be extracted in YCrCb 
color space [11]. In this method, if the skin value is out of the particular range of Cr 
or Cb color channel, the skin would be removed.   

To construct a facial complexion template, a part of face skin is selected at first. Be-
cause the lip is usually at the bottom of face, the skin above mouth would be chosen to 
build facial complexion template. Then we extract the skin information to construct this 
template. The facial complexion template values are obtained through a color histogram 
in which the value represents pixel value from 0 to 255 and its ordinate value represents 
the corresponding pixel sum value. We find the pixel which has a largest sum on the 
ordinate and regard this pixel value as face skin value in one color channel.  

Based on our empirical study, HSV color space shows a better performance on fa-
cial complexion template construction compared with other color spaces. Assume 
that, k1 is the largest pixel value in R, G and B color channels, k2 is the smallest pixel 
value in R, G and B color channels, from formulas (1) (2) (3) , we can obtain HSV 
color space transformed from RGB color space. Especially in H and S color channels, 
face skin color is obviously different from lip color, and an initial lip can be obtained. 
Assume that H0 and S0 construct facial complexion template, H0 represents facial 
complexion information in Hue color channel, while S0 represents facial complexion 
information in Saturation color channel. 
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Fig. 2. Color histogram  in one color channel 

3.2 Remove Non-lip Pixels to Obtain Initial Lip 

Traditional skin removing methods set unalterable value to remove the skin. They set 
particular value to distinguish lip pixels and non-lip pixels, if the pixel value is out of 
given scope, it would be removed. But face colors vary a lot. They may work well in 
some skin scopes, but work badly in some other scopes. To solve this problem, this 
paper proposes a self-adaption method. This paper’s method learns the facial com-
plexion first, then we build a complexion template and remove the non-lip pixels 
based on the complexion template. 

The facial complexion template is constituted by H and S color channel values. 
Because the difference between lip color and facial complexion is small in H color 
space, as Equ. (4) shows, if the deviation between template’s value H0 and skin pixel 
value H is smaller than ℎ௧, the skin pixels can be removed. On the contrast, the dif-
ference between lip color and complexion may be obvious in S space, as Equ. (5) 
shows, if the difference between template’s value S0 and skin pixel value S is smaller 
than 100, the skin can be removed. After two steps, a majority of skin on the face 
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which is close to facial complexion template is removed and a facial complexion im-
age which contains a raw lip contour can been obtained. Then do some morphologic 
operations to remove the tiny pixels and fill the tiny holes. Because lip located on 
bottom of face and lip size can be estimated according to face size, then an initial lip 
contour can be got through contour-finding method. If this lip satisfies some condi-
tions, then go to 3.3 to do some smooth operations to reduce raw edges and some 
protrusions, finally, an optimized lip image can be obtained.  

The process of skin removing can be shown as follow. 

1. Set ℎ௧ as 3, do facial complexion removing, if a lip can been found, get lip’s value ℎ௟ in Hue color channel and get lip’s area ܵܵ଴, then go to step 2, else ℎ௧ adds 1, 
find lip again, doing this until find a lip and go to step 2. 

2. Get the difference value between ℎ௧ and ℎ௟ and set the difference value as ℎௗ, if ℎௗ<7, it means lip color is similar to facial complexion in Hue color channel, else 
it means they are distinguished. Then go to step 3. 

3. ℎ௧ adds 1, do facial complexion removing, if a lip can been found, get lip’s area ܵ ଵܵ  and get the difference value ܵܵௗ  between ܵܵ଴  and ܵ ଵܵ . If ℎௗ <7 and ܵܵௗ<ܵ ଵܵ/4, return this lip and go to 3.3. If ℎௗ>=7 and ܵܵௗ<ܵ ଵܵ/10, return this lip 
and go to 3.3. If no lip been found, return the former lip and go to 3.3. If ℎ௧>8, re-
turn the lip and go to 3.3. Else set ܵܵ଴=ܵ ଵܵ and go to step 3. 

 0 tH H h− <  (4) 

 0 100S S− <  (5) 

(a) 

(b) 

(c) 

Fig. 3. Facial complexion removing images. (a) (b) (c) are processed images with fewer and 
fewer non-lip pixels and the last one is the lip contour image. 
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3.3 Lip Edge Tuning and Obtain an Optimized Lip 

The initial lip normally has a rough contour and some protrusions, so it is necessary to 
find a solution to optimize the lip. The lip’s edge is usually raw because the pixel 
colors between the lip and the non-lip is similar, and the segmentation method regards 
the non-lip pixels as lip pixels. Then it is necessary to smooth the raw edge and re-
duce protrusions. Median filtering method can be used to smooth the raw edge. Spe-
cifically, median filtering method has a kernel which is a square and its size is usually 
3×3, 5×5, and 7×7. After the kernel doing a convolution operation with the raw 
edge, the square pixel values in the processed image would be set same with the pixel 
in the square center. After median filtering operation, a smooth edge can be obtained. 

[4] proposes a “five points average” method to smooth lip contour of edges. From 
left lip to right lip, a point is drawn every five pixels. Then the points are linked to-
gether. This method can remove protrusions. If the protrusions don’t be removed 
accurately, we can set the step to be ten pixels and do the processing again. Then we 
do an AND operation with five pixels step image. Finally, the lip edge is smoother 
and protrusions on the image are removed. 

 

 
(a)                           (b) 

Fig. 4. Smoothing lip edge images. (a) A lip with raw edge; (b) A lip with smooth edge after a 
median filtering operation. 

 
(a)                           (b) 

Fig. 5. Lip edge tuning results. (a) A lip with protrusions; (b) An optimized lip using “five 
points average” method. 

4 Experimental Results 

This paper uses the data set which contains 464 face images and includes five types of 
facial complexions. To keep each type balance, we sample 50 images in each facial 
complexion type. Experiments show that lips location can be detected correctly based 
on facial complexion template method. Furthermore, this method can also accurately 
segment the lip which is similar to facial complexion.  
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To evaluate the performance of the lip segmentation, a measure as defined in Equ. (6) 
is defined. Specifically, we first manually annotate the lip and obtain the lip area S1. 
Second, we obtain the lip by the proposed method and obtain the segmented lip area 
S2. Then the area overlap (OL) measure is computed as below.  

 1 2 1 22*(S ) / (S S )*100%OL S= +
 

(6) 

The larger the OL value, the better the performance. Table 1 shows the performance 
of lip segmentation on five types of facial complexions. 

Table 1. OL in five types of facial complexions 

Complexion OL(%) 
White 95.42 
Black 96.37 
Red 93.19 

Yellow 95.02 
Cyan 96.71 

 
From Table 1, we can find that, the performance of lip segmentation on five types 

of facial complexions is promising and robust to different facial complexions. Also, 
the larger the difference between the lip color and the complexion color, the better 
segmentation result can be obtained. Also, when dealing with the images where the 
lip pixels and non-lip pixels have similar color, the proposed method can obtain a 
good result. 

Fig. 6 shows the lip segmentation results of the five facial complexions. 

 

 (a) 

 (b) 

Fig. 6. Lip segmentation result of the five types of complexions. (a) (b) (c) (d) (e) are white, 
black, red, yellow, and cyan facial complexions, respectively. Left image is an input image and 
the right is a lip segmentation image.  
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  (c) 

   (d) 

    (e) 

Fig. 6. (continued) 

Also, we compare the proposed method with fussy c-means (FCM) clustering 
method and Snake method [3]. SE (segmentation error) is defined to measure the 
segmentation error as in Equ. (7). The lower the value, the better the performance. 

( ) / (2 * ) *100%SE OLE ILE TL= +  (7) 

In Equ. (7), OLE is the number of non-lip pixels being classified as lip pixels. While 
ILE is the number of lip pixels being classified as non-lip pixels. TL is the number of 
lip pixels in the real lip region. Table 2 shows the performance of our proposed meth-
od and the compared methods.  

Table 2. Comparison of  SE among FCM, Snake [3] and this paper’s method 

Methods FCM Snake [3] Ours 
SE (%) 14.38 27.43 2.42 

 
It can be observed from Table 2, our method can obtain better result compared 

with FCM and snake methods. 
To prove that this paper’s algorithm is applicable to normal pictures which were 

taken in natural environment, about 100 face images not the person of yellow race 
were selected form network, experiments show good result. Compared with Yan’s [4] 
and Ghaleh’s [1] algorithms, some images are shown as follow. 
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(a) 

(b)

(c)

(d) 

Fig. 7. Compared with other algorithms. (a) input images. (b) this paper’s algorithm. (c) Yan’s 
algorithm. (d) Ghaleh’s algorithm. 

5 Conclusions 

This paper proposes a lip segmentation method based on facial complexion template.  
Specifically, we first extract face skin information and construct a facial complex-

ion template. Then the non-lip pixels are removed based on the facial complexion 
template and an initial lip contour is obtained. The proposed method can be used in 
lip segmentation and can deal with different facial complexions. Also, the method can 
be used to segment two objects with color difference in a specific color space. Our 
future work is to segment tongue images and help diagnosis. 
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Abstract. Pedestrian detection, which is to identify category (pedes-
trian) of object and give the position information in the image, is an
important and yet challenging task due to the intra-class variation of
pedestrians in clothing and articulation. Previous researches mainly fo-
cus on feature extraction and sliding window, where the former aims to
find robust feature representation while the latter seeks to locate the
latent position. However, most of sliding windows are based on scale
transformation and traverse the entire image. Therefore, it will bring
computational complexity and false detection which is not necessary. To
conquer the above difficulties, we propose a novel Saliency-Based De-
formable Model (SBDM) method for pedestrian detection. In SBDM
method we present that, besides the local features, the saliency in the
image provides important constraints that are not yet well utilized. And
a probabilistic framework is proposed to model the relationship between
Saliency detection and the feature (Deformable Model) via a Bayesian
rule to detect pedestrians in the still image.

Keywords: Pedestrian detection, Saliency-Based Deformable Model,
Saliency Detection, Bayesian rule.

1 Introduction

Recently, pedestrian is an important component part over a large public areas,
such as visual surveillance, robotics, and automotive safety. In these scenarios,
pedestrian detection is becoming a hot research spot in the computer vision
community. During the past three years, a lot of research effort [13, 4, 5, 14, 15,
17] has been devoted to this field. However, the latent scale and the position
of the pedestrian are unknown, so they usually resize the sliding window or
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Fig. 1. Examples of salient regions extracted from original color images in different
scenarios. Upper part of the figure shows pedestrian in different scenarios and the
lower part shows corresponding salient regions. We can see from the above image that
pedestrians have been included in salient map.

/and image many times when detecting by sliding window, and this is so-called
multiple scales detection [6]. The selection of a proper scale and the step width
of the sliding window will greatly affect the algorithm’s precision and efficiency.
This is more obvious in the case of high-resolution images. Fortunately, we can
get the approximate location of pedestrians by salient regions and avoid the
above problems. As we can see from the Fig .1, salient regions contain objects
(such as pedestrians) of the image in different scenarios.

Generally speaking, pedestrian detection can be considered as a very impor-
tant part of visual retrieval problem [11], given a query pedestrian image taken
in one image, the algorithm is expected to search the same pedestrian captured
by other image. Typically, it consists of two stages feature extraction and scale
transformation, where the former aims to find robust feature representation while
the latter seeks to give the bounding box precisely. The combination of the his-
tograms of oriented gradients (HOG) features and linear SVM learning machine,
proposed by Dalal et al. in [3], has been proven as a competitive method to detect
pedestrians. Farenzenaet al. [8] has divided the image of person into 5 regions
by exploiting symmetry and asymmetry perceptual principles, and then combine
multiple color and texture features to represent the appearance of people. Wanli
Ouyang [12] has proposed pedestrian detector which is learned with a mixture
of deformable part-based models to effectively capture the unique visual pat-
terns appearing in pedestrians. However, a majority of detectors surveyed in [7]
remain complex. Because they detect pedestrian from full image, rather than
effective local regions where the object exists.

In this paper, we propose a novel Saliency-Based Deformable Model (SBDM)
which combines the salient detection model and the Deformable Model combined
by Bayesian rule to detect the latent pedestrians in the still image. It is easy
to see from Fig. 2 that we tend to focus on effective local regions of the image
rather than the entire. More precisely, we can get saliency degree by histogram
based contrast method [2]. Therefore, we can get the effective local regions by
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combining saliency regions and original image. And deformable model feature
[8] is extracted from the effective local regions at the reference scale, and finally
a logistic regression classifier is adopted to detect the pedestrian object.

Summarizing, the contribution of our work is two-fold. (1) it takes full ad-
vantage of the local regions where the objects exist rather than the whole image
which contains a lot of interference information, thus greatly reduces the false
alarm rate and the computational complexity. (2) a new probabilistic framework
is proposed to model the configuration relationship between results of the salient
detection model and the deformable model via Bayesian rule.

2 The Proposed Pedestrian Detection Framework

Our framework has fused the salient region detection model and the traditional
deformable model descriptor by Bayesian rule. Rather than summing these votes,
we model all the random variables SR (rectangular window R of the image is
salient region) and PSR (we can detect pedestrian from the SR) in a probabilistic
method so that we can determine the final probabilistic values via the Bayesian
inference process. Thus, we are interested in modeling the joint posterior of SR

and PSR given local region R, and apply the Bayesian theorem then gives:

p(SR, PSR|R) ∝ p(R|SR, PSR)p(SR, PSR) (1)

Our framework is illustrated in Fig. 2. We now focus on the prior and likelihood
terms separately.

Fig. 2. The framework of our pedestrian detection system
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2.1 Salient Region Prior Model

According to a histogram based contrast method [2] which defines saliency values
for image pixels using color statistics of the input image. The pixels with the
same color value have the same saliency value under this definition, since the
measure is oblivious to spatial relations. Therefore, it is so easy to get saliency
value for each pixel as,

V (k) =

N∑

i=1

d(k, i), (2)

I is the image in Lab color space; d(k, i) is the color distance metric between
pixels k and i, and N is the number of pixels in image I. To be more precise, the
new saliency degree can be seen as a weight, and the weight is calculated by

ωk =
1

N

∑

k⊂I

1

1 + e−Vk
(3)

where ωk is the weight of k in appearance model, Vk is the salience value of k
pixel in image. And the image detected can be written as:

D(k) = I(k)ωk (4)

where D(k) is the new pixel of k in the new image detected. It is so easy to get
p(PSR|SR) from detecting portion, thus we get:

p(SR, PSR) = p(PSR|SR)p(SR) (5)

2.2 Deformable Likelihood Model

We follow the framework of deformable models [9, 16, 10, 1] and describe an
object by a non-rigid constellation of parts location and appearance. In order
to explicitly model occlusion, we use a binary part visibility term. Each part is
defined by the location of a bounding box pi = (pli, p

r
i , p

t
i, p

b
i ) in the image and

the binary visibility state vi. The score of a model α in the image I, which gives
model parts locations P = (p0, . . . , pn) and visibility states V = (v1, . . . , vn),
v1 ∈ {0, 1}, is defined as follow:

S(I, P, V ) = max
c∈{1..C}

S(I, P, V, αc) (6)

Pedestrian parts are always occluded because of the presence of other pedes-
trians and self-occlusions. The locations of occluded parts may have consistent
appearance, because occlusions often do not happen at random. We use occlu-
sions by learning separate appearance parameters Ao for occluded parts. The
bias terms bi and boi control the balance between occluded and non-occluded
appearance terms in SA. One mixture component of the model has a tree T and
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edges structure with nodes E corresponding to object parts and relations among
parts respectively.

S(I, P, V, αc) =
∑

i∈T

SA(I, pi, vi, αi) +
∑

(i,j)∈E

SD(pi, pj , αi) (7)

where the unary term SA provides appearance score using image features φ(I, pi),

SA(I, pi, vi, αi) = vi(Ai.φ(I, pi) + bi) + (1− vi)(A
0
i .φ(I, pi) + b

0
i ) (8)

and the binary term SD defines a quadratic deformation cost SD(pi, pj , αi) =
di.ψ(pi − pj) with ψ(pi − pj) = {dx; dy; dx2; dy2} where dx = px1

i −(px1

j +μx
ij)

and dy = py1

i −(p
y1
j +μy

ij) ). Notably, the score function (6) linearly depends on
the model parameters αc = {A0; . . . ;An;A

o
0; . . . ;A

o
n; d1; . . . ; dn;B}. To represent

multiple appearances of an object, our full model combines a mixture of c trees
described by parameters α = {α1; . . . ;αc}.

2.3 The Probabilistic Framework

As a result of substituting (5) into (1), we get the posterior:

p(SR, PSR|R) ∝ p(R|SR, PSR)p(PSR|SR)p(SR) (9)

More specifically, we can also get the the posterior by joint distribution. We
model the joint distribution over all the random variables (SR,PSR), so we can
determine probabilistic values as follow:

p(SR, PSR|R) =
p(SR, PSR, R)

∑
R p(R|SR, PSR)p(SR, PSR)

(10)

where p(SR, PSR|R) is the probability of pedestrian in a rectangular of image,
and PSR is results pedestrian detection from effective salient regions.

p(SR, PSR, R) = p(R|SR, PSR)p(SR, PSR) (11)

As a result of substituting (5) and (11) into (10), we get the final expression for
the posterior:

p(SR, PSR|R) =
p(R|SR, PSR)p(PSR|SR)p(SR)∑

R p(R|SR, PSR)p(SR, PSR)
(12)

3 Experiment

Different experiments were conducted to evaluate our method. In this section,
we used the INRIA still image database to compare our approach (use of feature
subsets and mean features) against previous works. The proposed approach is
validated by comparing with several state-of-the-art pedestrian detection meth-
ods on INRIA datasets. The database contains 1774 pedestrian positive examples
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Fig. 3. Results of FPPW on the INRIA persons dataset

and 1671 negative images without pedestrian. The pedestrian annotations were
scaled into a series of windows whose size is 64× 128 and included a margin of
16 pixels around the pedestrians.

The dataset was divided into two, where 1,000 pedestrian annotations and
1,000 person-free images were selected as the training set, and 774 pedestrian
annotations and 671 person-free images were selected as the test set. For each
cascade level, the Logitboost algorithm [7] was trained using all the positive
examples and Nn = 10,000 negative examples generated by boostrapping. De-
tection on the INRIA pedestrian dataset is challenging since it includes subjects

Fig. 4. Results of FPPI on the INRIA persons dataset
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with a wide range of variations in pose, clothing, illumination, background, and
partial occlusions.

Fig. 3 shows that the performance of our method is comparable to the state-
of-the-art approaches. We compare ours experiments results with the state-of-art
approaches on INRIA dataset. The x-axis corresponds to false positives per win-
dow(FPPW), the y-axis corresponds to the miss rate, and we plot the detection
error tradeoff curves on a log-log scale for INRIA dataset.

Fig. 4 compares our approache with other state-of-the-art methods. Our de-
tector is competitive in terms of the detection quality with respect to ChnFtrs
[7], provides significant improvement over HOG+SVM and others. The x-axis
corresponds to false positives per image (FPPI), the y-axis corresponds to the
miss rate.

4 Conclusion

Previous researches mainly focus on feature extraction and sliding window, where
the former aims to find robust feature representation while the latter seeks to
locate the latent position. However, most of sliding windows are based on scale
transformation and traverse the entire image. Therefore, it will bring compu-
tational complexity and false detection which is not necessary. To conquer the
above difficulties, we propose a novel Saliency-Based Deformable Model (SBDM)
method for pedestrian detection. In SBDM method we present that, besides the
local features, the saliency in the image provides important constraints that are
not yet well utilized. And a probabilistic framework is proposed to model the
relationship between Saliency detection and the feature (Deformable Model) via
a Bayesian rule to detect pedestrians in the still image.
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Abstract. In recent years, face recognition technology has become a hot topic 
in the field of pattern recognition. The human face is one of the most important 
human biometric characteristics, which contains a lot of important information, 
such as identity, gender, age, expression, race and so on. Human age is a signif-
icant reference for identity discrimination, and age estimation can be potentially 
applied in human-computer interaction, computer vision and business intelli-
gence. This paper addresses the problem of accurate estimation of human age. 
An age estimation system is generally composed of aging feature extraction and 
feature classification. In the feature extraction part, well-known texture de-
scriptors like the Gabor wavelets and the Local Binary Patterns (LBP) have 
been utilized for the feature extraction. In our method, we use Convolutional 
Neural Network (CNN) to extract facial features. We gain the convolution acti-
vation features through building a multilevel CNN model based-on abundant 
training data. In the feature classification part, we divide different ages into 13 
groups and use the Support Vector Machine (SVM) classifier to perform the 
classification. The experimental results show that the performance of the pro-
posed method is superior to that of the previous methods when using our aging 
database. 

Keywords: age estimation, convolutional neural network, SVM, feature extrac-
tion, classification. 

1 Introduction 

With the development of human-computer interaction (HCI), the research on facial 
image has been extensively carried out in many areas including image processing, 
pattern recognition and computer vision. The human face contains an amount of im-
portant information related to personal characteristics. The identity, emotional state, 
ethnic origin, gender, age, and head orientation of a person are all shown in a face 
image [1]. Among all these information, age is one of the most significant characteris-
tics which is widely used in many applications, such as human-computer interaction, 
surveillance monitoring, and video content analysis. For example, an automatic age 
estimation system can not only improve the human–computer interface, but also pre-
vent under ages from accessing cigarettes, alcohol, and pornographic websites. There-
fore, facial age estimation has attracted increasing attentions from scholars in the field 
of computer vision and pattern recognition. 
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As an interesting sub-problem of face recognition [2], age estimation is a very 
challenging problem for some reasons. Firstly, age estimation is a multi-class problem 
where each year can be classified into a single class. It is more difficult than two-class 
problem and cannot be directly solved by a binary classifier. This nature leads to an 
over-fitting problem when the photo database is not abundant enough [3]. Secondly, 
it's very difficult to collect people's facial image with different ages. Even though the 
FG-NET (Face and Gesture Recognition Research Network)[4]age face database has 
solved some problems, in which each person only has photos at some ages. More 
importantly, facial characteristics of human do not depend only on age, but are affect-
ed by many factors. In fact, gender differences, health status, living habits, living 
geography and weather conditions all have influences on facial characteristics (Figure 
1). To solve all these problems, scholars from all over the world put forward a lot of 
unique opinions and solutions. 

 

Fig. 1. They are all 30 years old. Gender differences, living geography and weather conditions 
all have influences on facial characteristics. 

To realize the age estimation, several age estimation algorithms have been pub-
lished in the past decade. Lanitis et al. [1] investigated 3 different classifiers for au-
tomatic age estimation. The face images in their database are only between 0-30, so 
it's hard to perform age estimation in the whole age group. Kwon and Lobo [5] classi-
fied facial images into three age groups: babies, young adults and senior adults using 
the distance ratio of facial components and the wrinkle features. But they used a very 
small database containing only 47 photos in their research. Geng et al. [6] proposed a 
subspace approach named AGES (Aging pattern Subspace) for automatic age estima-
tion. However, this approach has high computational complexity and is difficult to be 
applied in real applications. All these approaches suffer from two problems: first, the 
training databases are relatively small; second, the age categories are not accurate 
enough. It therefore demands continuous attention on accurate age estimation.  

Considering of this, this paper addresses the problem of accurate age estimation. 
The age estimation system is composed of aging feature extraction and feature classi-
fication. In the feature extraction part, we extract the feature using the convolutional 
neural network. Convolutional neural network uses restructuring and the surface of 
the same weight shared method incorporating the process of feature extraction in the 
multilayer perceptron (MLPs). We train the deep convolutional model using the same 
supervision way as Krizhevsky [7].And the deep convolutional activation features are 
also extracted through the network. This model shows good performance on the 1000 
categories classification. So we assume that the activation features in the hidden layer 
of the network are also very useful in face recognition and age estimation. It is veri-
fied in our experiments. In the classification part, we divide all the ages into 13 
groups with different labels, and use SVM classifier to perform the multi-label classi-
fication. Gabor filter is also considered in feature extraction and compared with the 
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convolutional neural network in our experiments. The experimental results show that 
the proposed deep learning method provides better results than traditional methods. 
We put our algorithm into practice by building a real-time age estimation program 
using C++ language. 

The rest of this paper is organized as follows: In Section 2, we briefly review the 
previous works on facial age estimation. In Section 3, the methods for facial feature 
extraction and classification are discussed. In Section 4, several experiments are 
shown to demonstrate the performance of our approach. Finally, conclusions and 
future works are outlined in Section 5. 

2 Related Work 

Facial image processing has been studied under a long term. And age estimation is 
one of the most interesting topics attracting increasing attention because of its great 
value. In the last decade, there were several age estimation algorithms published, and 
the goals of these algorithms can be separated into two categories: One is to estimate 
the actual age (e.g., 24-year old); the other is to classify a person into an age range, 
such as baby, teenager, middle-ager, or elder. In the following, we give a brief review 
of the previous works in age estimation. 

In 1999, Kwon and Lobo [5] worked on the age estimation problem. They com-
pleted the estimation by classifying ages from facial images into 3 age groups as ba-
bies, young adults and senior adults. They calculated different facial ratios based on 
face features to distinguish babies from young adults and senior adults. Then they 
used wrinkles to distinguish seniors from babies and young adults. They used 47 pic-
tures in their experiments and achieved good performance. But the categories were 
too few to put into practical application. 

Hayashi et al. [8] divided all the ages into several age groups, with ten years in a 
group. They mainly used the wrinkle feature and complexion feature to finish age and 
sex recognition. They extracted the wrinkle feature using Hough Transform. Then they 
extracted the color feature of the face and performed the histogram equalization. Even 
though they divided the ages into detailed groups, they still didn't get the good result. 

Lanitis et al. [1] proposed the approach firstly using Active Appearance Models 
(AAMs) [9], which combined shape and intensity variation in facial images. They 
used quadratic regression function to fit age function model. Because age estimation 
is a complex nonlinear regression problem and the age range of span is generally 
large, quadratic function isn’t a good solution to estimate the age of all the facial im-
ages. 

Based on Lanitis’s work, Geng et al. proposed the aging pattern subspace (AGES) 
[6], which further considered the identity information and the ordinal relationship of 
ages during feature extraction. They proposed a personalized age estimation method 
that described the long-term aging process of a person and estimated his/her age by 
minimizing the reconstruction error. However, they still can't solve the problem that 
person’s facial features could still be similar in different age ranges. 

Yang and Ai [10] investigated demographic classification using age, gender and 
ethnicity information with Local Binary Pattern (LBP). Guo et al. [11] introduced an 
age manifold scheme and combined SVR and SVM to learn and predict human ages. 
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Choi S.E. et al. [12] used the method of combination of global and local features in 
the feature extraction part, according to the respective advantages and disadvantages 
of global and local features. Wei et al.[3] put forward a new method for age estima-
tion, which taking the internal information into account. After feature extraction, they 
used relevant component analysis (RCA) for adjustment. And in dimension reduction 
phase they used LLPP dimension and MFA algorithm. 

Taking all these into consideration, we use the convolutional neural network to ex-
tract facial feature in this paper. And then we use SVM classifier to realize the multi-
label classification of age estimation. 

3 Age Estimation 

3.1 System Framework 

The proposed system frame is illustrated in Figure 2. For every image presented to the 
system, preprocessing is applied to transform the image into the template used in 
database. Then we extract features with the convolutional neural network. After fea-
ture extraction process, the image is classified to one of the age classes based on the 
trained models. After that, we compute his\her accurate age according to the confi-
dence degree by a linear function. 
 

 

Fig. 2. General system structure 

3.2 Feature Extraction 

Convolutional neural network is one of the deep learning methods which is widely 
used in image recognition and speech analysis. In this paper, we use the convolutional 
neural network to extract features. 

Basic Principle of Convolutional Neural Network  
Convolutional neural network (CNN) is a multilayer neural network system. In each 
layer there are lots of two-dimensional planes which are composed of many inde-
pendent neurons. At a given level, each neuron input comes from the local neighbor-
hood of the previous level, combined with the weight of this level. CNN could have 
lots of layers and each layer possesses lots of feature maps. The output of one layer is 
the input of next layer. Figure 3 is a conceptual example of the CNN. 

Input Image Preprocessing Extracting features 

Classifying 

Age models SVM Training set 

Classification result 



 Age Estimation Based on Convolutional Neural Network 215 

 

 

Fig. 3. The conceptual example of the CNN 

There is an input layer (input), two convolution layer (C1, C3) and two sample lay-
ers (S2, S4). The input image is convolved and biased to produce three feature maps 
at the C1 level. Each group of four pixels in the feature maps are added, weighted, 
combined with a bias, and passed through a sigmoid function to produce the C3 level. 
The hierarchy then produces S4 in a manner analysis to S2. N1, N2 is fully connected 
layer, like recognizable neurons. Finally these pixel values are rasterized and present-
ed as a single vector input to the convolutional neural network at the output. 

Structure of Convolutional Neural Network 
In our approach, a deep convolutional model is first trained in a fully supervised set-
ting using a state-of-the-art method proposed by Krizhevsky et al.[7]. The difference 
between our method and Krizhevsky's method is that we used tight connection be-
tween the third, fourth and fifth layer while Krizhevsky used sparse connection.  
 

 
Fig. 4. Convolution neural network model 

Figure 4 is structure of the convolutional neural network we used in this paper. 
There are eight layers in the convolutional neural network. Input layer requested the 
input images cut into 224×224. We use 96 convolution kernels each size is 7×7 to 
perform convolution on the input layer, getting the first layer----the convolution layer. 
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4 Experiments 

4.1 Age Databases 

In the experiment, we use the WebFace database[15] with facial images ranging from 
1 years old to 80 years old. We choose some frontal images of human face in good  
quality. We divide the people between 0 to 80 years old into 13 groups. In each group 
we choose 220 pictures (totally 2860 pictures) to form the training set and 56 pictures 
(totally 728 pictures) to form the testing set. And each group is separated into two 
parts by gender. If we can collect more pictures in good quality, the result of our ex-
periment will be greatly improved.  We extract the deep convolutional activation 
features of all the images, and use the SVM classifier to estimate age. 

We first train the gender model, which can distinguish the gender with the accura-
cy of 98.1%. Then we train the age models separately for male and female. Based on 
the gender model and age models, we can obtain the final classification result. 

4.2 Experimental Results and Analysis 

In this part, we firstly show the result based on convolutional neural network. 

Table 1. The confusion matrix of classification 

 total 1 2 3 4 5 6 7 8 9 10 11 12 13 Accuracy 
1 56 54 2 0 0 0 0 0 0 0 0 0 0 0 0.9643 
2 56 1 54 0 0 0 0 1 0 0 0 0 0 0 0.9643 
3 56 0 3 46 5 0 0 1 0 0 1 0 0 0 0.8214 
4 56 1 0 6 40 8 0 0 0 1 0 0 0 0 0.7143 
5 56 0 0 0 7 41 7 1 0 0 0 0 0 0 0.7321 
6 56 0 1 0 0 7 39 9 0 0 0 0 0 0 0.6964 
7 56 0 1 0 0 0 6 38 9 0 0 1 1 0 0.6786 
8 56 0 0 0 0 1 0 4 39 11 0 0 0 1 0.6964 
9 56 0 1 0 0 0 0 2 7 42 2 1 1 0 0.7500 
10 56 0 0 0 0 1 0 1 0 8 38 5 3 0 0.6786 
11 56 0 0 0 0 0 0 0 1 1 4 45 5 0 0.8036 
12 56 0 0 0 0 0 0 0 1 0 0 7 38 10 0.6786 
13 56 0 0 0 0 0 0 0 0 0 1 0 11 44 0.7857 

 
The confusion matrix shows the result of classification. Bold red numbers stand for 

the images classified to the right group, while blue italic numbers represent the images 
classified to the neighboring groups. From Table 1 we can see that the result of the clas-
sification in this paper by using the convolutional activation features is good. The accu-
racy ranges from 67.86% to 96.43% in different groups and the average is 76.64%. 

As we all know, age is hardly to estimate, even human can't estimate one's age ac-
curately in many cases. So, we think it is acceptable if the algorithm predicts the age 
to its neighbor groups. We computed the total number of the right group and its 
neighbor groups. For example, when we compute the accuracy of 21~25 group, we 
count numbers which are predicted to 16~20 group, 21~25 group and 26~30 group 
together. The contrastive result is shown in Table 2 and Figure 6. 
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Table 2. DeCAF6 feature result and the accuracy considering neighboring groups 

 1~4 5~10 11~15 16~20 21~25 26~30 
Accuracy 0.9643 0.9643 0.8214 0.7143 0.7321 0.6964 
Accuracy 1.0000 0.9821 0.9643 0.9643 0.9821 0.9821 

 
 31~35 36~40 41~45 46~50 51~55 56~60 60~80 

Accuracy 0.6786 0.6964 0.75 0.6786 0.8036 0.6786 0.7857 
Accuracy 0.9464 0.9643 0.9107 0.9107 0.9643 0.9821 0.9821 

 
Fig. 6. Accuracy comparison 

From Table 2 and Figure 6 we can see that the accuracy is greatly improved and 
almost all images are well classified in this case. Because the feature difference be-
tween the neighboring groups is small, the proposed algorithm may classify the image 
wrongly to its neighbor groups. 

4.3 Experiment Comparison 

In order to compare the result, we perform the experiment with the Gabor feature. We 
extract the Gabor feature of all the pictures and train the same gender and age models 
using the SVM classifier. Then we realize the age estimation based on the trained 
models. We compare the results between Gabor feature and DeCAF6 in Figure 7. 

 
Fig. 7. Comparison of DeCAF6 feature and global Gabor feature 
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Based on Figure 7, we can see that the estimating accuracy of the DeCAF6 feature 
is higher than the accuracy of the Gabor feature.  So we can conclude that the De-
CAF6 feature based on convolutional network performs better on age estimation than 
the Gabor feature. The result of age estimation is improved by our method. 

4.4 Experiment Application 

In order to put the algorithm into application, we build an real-time automatic age 
estimation system using C++ language and OpenCV library. We gain real-time imag-
es by a computer's camera and extract the feature of each image based on the method 
proposed in this paper. After this we use predicting function in the LIBSVM library 
based on pre-trained models to classify the person in each image to the right age 
group. Finally, we compute accurate age according to the returned confidence degree 
by a linear function. Some run-time samples of our system are shown in Figure 8. 

 

 

 

Fig. 8. Some run-time samples of the real-time age estimation system 

5 Conclusion 

In this paper, a new age estimation approach based on convolution activation features 
is proposed. We extract the features using the convolutional neural network which are 
effective for a variety of object recognition tasks. And we complete the age estimation 
based on gender. Experiments show that the proposed feature achieves better perfor-
mance than the original Gabor feature. We also build a real-time age estimation sys-
tem based on the proposed method.  

In future, we intend to make further researches on age estimation and try to im-
prove the accuracy by integrating key points of faces. We also hope to put our algo-
rithm into more practical applications. 
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A Curvature Filter and Normal Clustering Based 
Approach to Detecting Cylinder on 3D Medical Model  
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Abstract. In this paper, we propose a cylinder detection approach based on 
curvature filtering and normal clustering. We first estimate the curvature of the 
vertexes on each triangle, reserve these triangles which have the characteristics 
of a cylinder, then the triangles are clustered by the normal. Then all the trian-
gles are transformed onto a new coordinate system, which the Z axis is parallel 
to the normal. Finally, the cylinders are detected by the Hough transformation 
in the 2D plane. The experimental results show that our proposed algorithm has 
good performance. 

Keywords: Cylinder Detection, 3D Model, curvature, normal. 

1 Introduction 

Cylinders are used widely in many kinds of 3D models, such as industrial models, 
pipeline transport models, and medical models. Therefore, cylinder detection is a key 
issue in such applications.  

However, a 3D model is a set of 3D data, it is not easy to extract the cylinders from 
only the grid information of 3D models and even the points cloud data. Many re-
searchers proposed some algorithms. Yong-Jin Liu[1]et al. proposed a hierarchical 
structure detection and decomposition method to detect Cylinders in Large-Scale 
Point Cloud of Pipeline Plant according to the structural characteristics of point cloud 
in pipeline plants. Their work reduced the difficult pipeline-plant reconstruction prob-
lem in IR3 into a set of simple circle detection problems in IR2. Dong-Ming Yan et al. 
[2] used Lloyd iteration to implement different quadric surface segmentation and it 
could extract the sides of cylinders. 

In this paper, we mainly focus on detecting the pinhole in the shape of a cylinder 
on the medical 3D model as shown in Fig. 1. This kind of 3D model is small, but the 
number of triangles reaches the magnitude of 104~106. Some cylinders on the 3D 
model are incomplete and difficult to detect. We first estimate the curvature of the 
vertexes on each triangle and filter out almost 60% triangles by curvature distribution 
of three vertexes. It reduces the much computation cost. Then the preserved triangles 
are clustered by their normals. The triangles are classified into several sub-clusters. 
Then each class of triangles is projected onto a plane perpendicular to their normal. 
Then the circles are detected by Hough transformation in 2D plane. These circles are 
mapped into the 3D model and the cylinder could be obtained.  
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Fig. 1. The example 3D model and cylinders 

2 The Proposed Algorithm 

For a 3D model, we first calculate the discrete Gaussian curvature of each vertex on 
each triangle. Then all the triangles which include at least two vertices of relatively 
far from zero curvatures are preserved and others are discarded. then these preserved 
triangles are clustered into several clusters by their normals. Triangles in Each cluster 
are mapped into a planes perpendicular to their normal by coordinate transformation. 
Finally, the 2D Hough transformation is practiced to detect the circle in the plane. 
Finally, the cylinder is obtained from the circles by the inverse coordinate transfor-
mation. The framework of our algorithm is shown in Fig. 2. 

 

 

Fig. 2. Framework of the proposed algorithm 

2.1 Filtering Out the Triangles by the Curvature of the Vertexes 

We first get the topology of a model, which presents the relationship between trian-
gles, vertexes and boundaries M{T,V,B}, where T is the triangles set, V is the vertex-
es set and B is the boundary set. There are many approaches to estimate curvature in 
3D spaces, the popular one is Meyer’s Voronoi algorithm. An improved Voronoi 
algorithm[3] is utilized to calculate Gaussian discrete curvature as shown in Equation 
(1) 

                     
S

K i−
=

θπ2                                   (1)  

Where, K is Gaussian discrete curvature of a vertex, as shown in Figure 3, θi is the 
angle between V0 and Vi+1, S is the sum of triangles belonging V0.    
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Fig. 3. Illustration of Gaussian discrete curvature calculation 

In Fig. 3, if all the triangles related vertex v0 are in a plane, its Gaussian curvature 
is 0. Therefore, a vertex whose curvature is approximately equal to 0 should be  
removed. For a triangle, if two of its vertexes are far from zero, we think this triangle 
possibly is a triangle on the cylinder, they are preserved, and others should be  
discarded. 

2.2 Clustering by Normal 

On the 3D model, there are several cylinder, some of cylinders have the same direc-
tion. All the triangles on these cylinders have the similar normals. Therefore, all the 
preserved triangles are clustered by their normal. Let’s suppose there is total Tc  
preserved triangles.  

The normal of the first preserved triangle T1 is set the normal of the first cluster. 
Suppose, by the ith triangle, there are total M clusters.  

We compute the angles between the normal fi of the ith triangle and all the known 
cluster normals f1,…fM.  

         
( , ) arccos( )i m

i
i m

f f
Angle T Cm

f f

•=
×

  m=1,2,…M                   (2) 

If one of angles is smaller than an assigned threshold, this triangle is set to the cor-
responding cluster. Otherwise, a new cluster ((M+1)th cluster )is generated, and its 
normal is the normal of the ith triangle. Finally, all the preserved triangles are clus-
tered. Without loss of generality, let’s suppose we have total N clusters, the nth clus-
ter includes pn triangles.  

2.3 Coordinate Transformation 

For the nth cluster, all the triangles in this cluster are transformed into a plane perpen-
dicular to the normal of the nth cluster. In the new coordinate system, only the Z axis 
is determined by the normal of the cluster. Let’s suppose the normal is represented as
{ , , }α β γ , and the new origin is (x0, y0, z0) in the original coordinate. We could get the 

transformation matrix Ti represented as Equation (3).  
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For a triangle vertex (x0, y0, z0), the new coordinates(x’,y’,z’) could be computed  
from Equation (4). 

              [ ] 1', ', ',1 [ , , ,1] ix y z x y z T −=                            (4) 

Where Ti
-1 is the inverse matrix of the Ti. Figure 4 show three example clusters af-

ter coordinate transformation. it is obvious that the cluster in Fig 4(a) include some 
real cylinders but the clusters in Fig 4(b) do not include the cylinders.  

 

Fig. 4. The projection of coordinate transformation in XOY plane. (a) The cluster with cylin-
ders, (b) the cluster without cylinders. (c) The sub-cluster includes a circle from (a), The sub-
cluster includes part of a circle form (a). 

Furthermore, a cluster could be divided into several sub-clusters by their z coordi-
nates. Two example sub-clusters are shown in Fig 4(c), (d). 

2.4 Hough Transformation and Cylinder Detection 

By now, the original cylinder detection in 3D space is transferred into a circle detec-
tion in the 2D plane. An improved Hough Transformation[5] is utilized to detect the 
circle in the plane. From the transformation, we could get the center (cx, cy, cz) of the 
circle, cz is the z coordinate of the corresponding sub-cluster. The center is trans-
formed in the original 3D space from the Equation (5) 

              [ ], , ,1 [ , , ,1] iCx Cy Cz cx cy cz T=                         (5) 

3 Experiments 

In out experiments, the model includes 378000 triangles and 32 cylinders, as shown in 
Fig6. The program is run on a desktop PC with Intel(R) Core(TM) I3 CPU, running at 
3.30 GHz with 2-GB RAM.     

       
(a)                 (b)                (c)         (d)  
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(a)                    (b) 

Fig. 5. The cylinder detection results. (a) the input model. (b) The results of cylinder detection. 

Our approach detects total 32 cylinders. 29 of them are correct cylinders as shown 
in Figure 5(b). Two of them are false cylinders as shown in Fig 6(a), (b). Their back 
part is smoothing. Therefore, the cylinders are detected from the opposite again. 
Three cylinders are missed as shown in Fig. 6(c), (d), (e). These cylinders are influ-
enced by their neighboring cylinders. Therefore, they are missed. 

 

     
(a)               (b)              (c)            (d)             (e) 

Fig. 6. The missed cylinders 

4 Conclusion and Future Work 

In this paper, we propose a cylinder detection algorithm based on curvature filtering and 
normal clustering. Vertexes curvature in a triangle is used to filter out most of unrelated 
triangles. Then the preserved triangles are clustered by their normal. All the triangles 
in a cluster are transformed into a plane perpendicular to the normal, and the circle in 
the plane is detected from the Hough transformation. Finally, the cylinders’ coordi-
nates are obtained by transforming the circle coordinate into the 3D space. The  
experimental results demonstrate that our approach could correctly detect 29 of 32 
cylinders. But there are also two false cylinders and three missed cylinders. The future 
work will focus on the cylinder detection in complex 3D model, in which some  
cylinders are influenced by others.  
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Abstract. Recent image compositing methods mainly focus on the com-
positing for normal images, while for shadow ones, these methods may
be less effective due to the special structure in the shadow area. Be-
sides, many of these methods may generate problems of serious color
distortion or cannot realize seamless blending. In order to improve these
problems, we propose a new hierarchical weighted method based on an
alpha matte for image composition, especially for those with shadows. In
our method, we divide the blending area into different layers according
to the alpha matte, and implement a hybrid method combining gradi-
ent based method with transformed alpha blending as well as weights
in these layers respectively. By conducting a series of experiments, we
demonstrate the superiority of our proposed method.

Keywords: image compositing, hierarchical blending, weight, shadow.

1 Introduction

Image compositing has been a hot research topic in the field of digital image
processing. It is widely used in image editing, animation, special film effects, and
also an important technique which can assist image retrieval, object detection,
visual tracking, etc [1].

Existing image compositing methods are mainly divided into two categories:
gradient based and alpha blending. Before compositing, foregrounds need to be
extracted from source images. According to the value of the extracted mask, the
extracting form can be divided into hard extraction (mask with value 0 or 1)
and soft extraction (alpha matte with values 0, 1 and between both).

Gradient based methods mainly use hard extraction [8–11, 23] to obtain the
foreground. In Gradient based methods [8, 16, 17, 20], the blending problem was
transformed into solving the Poisson equation for blending image seamlessly.
However, this kind of methods may lead to the serious color distortion prob-
lem. To solve this problem, [19] provided an edit tool by integrating Poisson
image editing for the user to conveniently manipulate the appearance of the
source image. [24] proposed a hybrid method by combining MVC(Mean-Value
Coordinates) image cloning method with alpha blending.
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While alpha blending methods use soft extraction technology (matting) to
get the alpha matte, and these methods usually need users to provide some
constraints first. Usually, the constraints may be a trimap [7,12–14] or scribbles
[6, 15]. Once the alpha matte is ready, the blending result I can be obtained by
following

I = α ∗ fF + (1− α) ∗ fB (1)

Where fF and fB stand for the foreground and background of the image respec-
tively, and α represents the opacity of the foreground. Alpha blending fits for
the situation that the new background shares very similar features with that of
the source images, while obvious blending artifacts will occur if not.

Most of the above methods mainly focus on the compositing problems for nor-
mal images, while for shadow ones, the problem has seldom been mentioned how
to solve efficiently, which has been also proposed as a future work in [5]. Inspired
by the recent compositing methods, we propose a hybrid hierarchical weighted
method based on an accurate alpha matte. However, unlike the previous work
of this kind, we concentrate our research on how to realize a seamless blending
as well as decrease the color distortion problem. Besides, we focus mainly on
the shadow image compositing problem rarely involved in recent works. This
method can also be further used in many image processing tasks, such as image
retrieval [2] and classification [3, 4].

In our work, because of the special structure of the shadow images, accurate
masks are essential to be obtained first. By hierarchical, we mean the blend-
ing area is divided into different layers including outer, border and inner region
according to the alpha matte. As for weighted, we modify the gradient based
method by adding a weight in the inner region. Compared with previous meth-
ods, the benefits of our proposed method outstand in two aspects. Firstly, by
implementing a hybrid method in the border region, the source image and the
new background can be blended seamlessly for their good continuity in both
color and texture. Secondly, weight adjustment for the inner region makes it
possible that the source image preserves its original color as much as possible to
avoid the serious color distortion.

2 Hierarchical Weighted Image Compositing

In out method, an accurate alpha matte is needed in the first step, how to
get the accurate alpha matte will be discussed later. The main procedure is as
Fig.1 shows, after we input the source image and obtain its precise alpha matte,
we can conduct our hierarchical weighted method following the main scheme
shown as the dashed rectangle. Firstly, we divide the blended area into outer,
border and inner region respectively according to the alpha matte. Then, in
the border region, we conduct a hybrid method of combining transformed alpha
blending and gradient based method. For the inner region, we first calculate the
illumination contrast coefficient of the source and target image around the border
region, and use this coefficient to define the weight for the weighed blending.
Finally, we can get a new satisfying composited result.
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Fig. 1. Procedure and main scheme of our proposed method

2.1 Obtaining Accurate Blending Area

Since extracted masks by hard extraction are binary, when the source is a shadow
image, if the shadow area is merely marked as background, the composited re-
sults will lose features in shadow area completely; otherwise, serious mismatch
may occur in the shadow area of composited results. So, we choose the soft ex-
traction method to obtain the accurate extracted mask (alpha matte) for the
next compositing.

Shahrian E et al. [7] proposed an excellent matting method, however, all the
experiments were conducted on normal images, so, this method may not be so
accurate for shadow ones. However, considering robust matting [6] can further
refine the alpha matte, we choose [7] to extract the preliminary alpha matte first,
and then adjust the details by robust matting [6] to obtain a more precise one for
shadow images. Fig.2(c-f) shows an example that we use hard extraction(graph
cut) and soft extraction methods including Bayesian matting [12], sampling [7]
and detailed adjusting by robust matting [6] to get the alpha matte for the
shadow image (Fig.2(a)) respectively.

2.2 Hierarchical Image Compositing Solution

According to the value α of the alpha matte, we divide the blending area into
three regions: outer (α = 0), border (0 < α < 1) and inner (α = 1) region
respectively, as Fig.3 shows. In our method, the gradient based method derives
from Poisson editing theory [8], in which the compositing process was modeled as
the interpolation in a directed vector field. Supposing the function of the result
image is fp, the membrane interpolation in the blending progress is equivalent
to a minimization problem.

min
fp

∫∫

Ω

|�fp − v|2 with fp |∂Ω = f∗ |∂Ω (2)

Where, v is the guidance vector field for the source image, Ω and ∂Ω correspond
to the blended interior and border area respectively, and f∗ is defined as the
function of the target image. Because the function definition in the border of the
composited image is equal to that of the target image, the composited results
can be seamlessly blended.

However, method following this theory also led to the color distortion problem.
We improved this problem by adding different weights to keep the color fidelity.
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(a) (b)

(c) (d) (e) (f)

Fig. 2. (a) shadow image pillar. (b) trimap of (a). (c) hard extraction by graph cut, all
shadow area has been labeled as foreground. (d) alpha matte by Bayesian matting [12],
too much noise in shadow area and boundary. (e) comprehensive sampling method [7],
no description of shadow area. (f) our result by adjusting, more smooth and refined
both in the shadow area and boundary.

Fig. 3. Different regions in blending area.
Ωo(α = 0), Ωb(0 < α < 1), and Ωi(α = 1)
represents for the outer, border and inner
region respectively.

Fig. 4. Luminance contrast sampling. Ωib

corresponds to regions (α > 0) including
both border and inner region in source and
target image, Ωs is the luminance contrast
sampling area.

In the border region, we use a transformed alpha blending method based on the
original alpha blending equation in formula (1), we substitute fF for Poisson
editing result fp. Thus, the improved alpha blending can be defined as

Ib = α ∗ fp + (1− α) ∗ fB (3)

Because the composited result in the border region Ib is the sum of Poisson
editing result and background following different weights, the source and target
image can be blended seamlessly in the boundary as well as keep good continuity
in both color and texture. While for the inner region, to solve the problem
of color distortion as well as realize a smooth blending transition between the
border and inner region, we control the composited result Ii by adding weights
to the Poisson editing result fp and the foreground fF respectively. The weighted
blending solution can be expressed as

Ii = (1− w) ∗ fp + w ∗ fF (4)

w stands for the color fidelity weight, if we set w to

w = (1− β) (5)
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Then, the final compositing result f can be given by

f =

⎧
⎨

⎩

fB (α = 0)
α ∗ fp + (1− α) ∗ fB (0 < α < 1)
β ∗ fp + (1− β) ∗ fF (α = 1)

(6)

2.3 Blending Weight by Illumination Contrast Solution

Now, we discuss how to define the weight coefficient w in (4). To obtain a proper
weight, we first introduce the luminance contrast coefficient, and use it to adjust
the weight for an optimized value. As Fig.4 shows, Ωib is the blending area
(α > 0) consisting of both border and inner region, Ωs is the luminance sampling
region, which is also the outer region band with equally wide and closest to Ωib.
The progress for calculating luminance contrast coefficient is as the following
steps: firstly, transform the source and target image into IHS space; secondly,
extract the luminance component in the corresponding Ωs region of both the
source and target image and mark them as Is and It respectively. Then, the
luminance contrast coefficient c can be defined as

c = average(Is)/average(It) (7)

According to (7), if the source is brighter than the target, c > 1, otherwise,
c < 1. In order to cast the weight in the proper range between 0 and 1, we use:

w =

{
min(1,max(σ1 ∗ c+ σ2, σ1 ∗ 1/c+ σ2)) (c > τ or 1/c > τ)

δ (otherwise)
(8)

Through experiments, we find that τ = 2, δ = 0.6, σ1 = 0.25, σ2 = 0.1 works
well in practice. For example, in Fig.5, the proper w computed according to
formula (7,8) is 0.72(Fig.5(f)), it shows that too small weight(Fig.5(b − e))
cannot decrease the color penetration, while too big weight(Fig.5(g)) may cause
unnatural transition between the border and inner region, and our solution can
make a better balance and achieve a more optimized result.

(a) (b)

(c) w=0.25 (d) w=0.45 (e) w=0.6 (f) w=0.72 (g) w=0.9

Fig. 5. Weight influence on compositing results. When the source image (a) is to be
pasted onto the target image (b), different w(weight) may influence the compositing
result in foreground color and natural blending between the border and inner region
(b-g), and our result gives a better balance (f).
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 6. Water bird. a shadow image compositing example under the similar color
condition. (a) source image. (b) alpha matte of the source image by [6, 7]. (c) target
image. (d) direct pasting. (e) Poisson editing [8]. (f) drag-and-drop pasting [16]. (g)
IHS transform [18]. (h) alpha blending using alpha matte by [7]. (i) our method(using
alpha matte in (b)). (j) enlarged view.

3 Experimental Results and Discussion

In this section, we show the experiments on a series of different source and
target images, we compare our proposed method with direct pasting, Poisson
editing [8], drag-and-drop pasting [16], IHS transform [18] and alpha blending
to do the contrast analysis. Because color and texture are two main factors that
will influence the final compositing results, we also conduct our experiments
analysis on image pairs from the two factors respectively.

Color Factor Analysis. Fig.6 shows an example that the source shadow image
(Fig.6(a)) and the target image (Fig.6(c)) share similar color tone in the back-
ground, the enlarged part (Fig.6(j)) shows blending artifacts around the bound-
ary by Poisson editing [8] (Fig.6(e)). By drag-and-drop pasting (Fig.6(f)) [16],
the feather of the bird changed. Result by IHS transform (Fig.6(g)) [18] shows
even greater changes in the color. In (Fig.6(h)) (alpha blending result), the bird’s
shadow in the water almost vanished. Result by our method is in (Fig.6(i)), com-
pared with Poisson editing (as enlarged part in (Fig.6(j)) shows), less artifacts
occur and the composited result looks more real.

When the color between the background of the source and target image differs
a lot, as Fig.7 shows. Fig.7(e-i) are the composited results by different meth-
ods mentioned above respectively. It shows Poisson editing (Fig.7(e)) produces
obvious artifacts at the blending boundary, inconsistent color results appear
both in Poisson editing (Fig.7(e)) and drag-and-drop pasting (Fig.7(f)). color
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(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 7. Land bird. a shadow image compositing example with the condition of great
color differences. (a) source image. (b) alpha matte by [6,7]. (c) target image. (d) direct
pasting. (e) Poisson editing [8]. (f) drag-and-drop pasting [16]. (g) IHS transform [18].
(h) alpha blending using alpha matte by [7]. (i) our method( with alpha matte in (b)).

(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 8. Umbrella. a shadow image compositing example under the different texture
condition. (a) source image. (b) alpha matte using [6, 7]. (c) target image. (d) direct
pasting. (e) Poisson editing [8]. (f) drag-and-drop pasting [16]. (g) IHS transform [18].
(h) alpha blending using alpha matte by [7]. (i) our method(with alpha matte in (b)).

of composited result distorted seriously by IHS transform (Fig.7(g)), and alpha
blending (Fig.7(h)) shows color mismatch between the composited result and
the grass land. However, our proposed method (Fig.7(i)) not only reserves the
color of the bird better, but also keeps the characteristics of the shadow area in
good continuity with that of the grass land.

Texture Factor Analysis. Fig.6 and Fig.7 show the example that the tex-
tures between the image pairs are similar. While, Fig.8 shows the different con-
dition, the shadow of the source image(Fig.8(a)) has great texture difference with
the desert(Fig.8(c)). Results by Poisson editing(Fig.8(e)) [8] and drag-and-drop
pasting(Fig.8(f)) [16] showcolor distortionaswell as texturemismatch. IHS trans-
formmethod (Fig.8(g)) [18] produces obvious changes in color. Composited result
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(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 9. Pillar. another shadow image compositing example under the same condition
with Fig.8. (a) source image. (b) alpha matte by [6,7]. (c) target image. (d) direct past-
ing. (e) Poisson editing [8]. (f) drag-and-drop pasting [16]. (g) IHS transform [18]. (h)
alpha blending using alpha matte by [7]. (i) our method(alpha matte for compositing
is as (b) shows).

by alpha blending is in Fig.8(h), artifacts in the shadow area are too obvious. In
Fig.8(i), our proposedmethod gives amore acceptable result that looksmore real.
Fig.9 gives another compositing example with the same condition.

Discussion. Our method is also useful for normal image compositing, as Fig.10
shows. Fig.10(d− i) are the results by different methods including ours, it shows
that by our proposed method, the color tone of the tower can keep a better
match with the surroundings, and also the color continuity of the tower itself is
reserved well.

Evaluations. It’s hard to give accurate assessment on the compositing results
depending highly on the human visual perception. However, in [18], the objective
index of AG (average gradient) in the field of image fusion is first used for image
composition. While some works, for example, [22] chose the subjective assessment
by joining the strength of volunteers for the quality assessment which depends
much on human factor. Impressed by [18,22], we take both of the two evaluations
to assess our methods on the experimented images above. The objective index
AG in [21] is defined as

Ḡ =
1

m ∗ n
m−1∑

i=1

n−1∑

j=1

√
[f(i, j)− f(i+ 1, j)]2 + [f(i, j)− f(i, j + 1)]2 (9)

According to [21], the greater Ḡ is, the clearer an image is, the average gradient
contrast results of the above experimental images are shown in Tab.1.
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(a) (b) (c) (d)

(e) (f) (g) (h) (i)

Fig. 10. Tower. a normal image compositing example. (a) source image. (b) alpha
matte by [7]. (c) target image. (b) direct pasting. (e) Poisson editing [8]. (d) drag-and-
drop pasting [16]. (e) IHS transform [18]. (f) alpha blending with alpha matte by [7].
(g) our method.

Table 1. Average gradient(AG) contrast among different methods

�������Images
Methods

Poisson editing Drag-and-drop IHS transform Alpha blending Ours

Water bird 11.156 11.153 11.421 11.197 11.433

Land bird 8.757 8.6271 9.6542 9.2671 9.9385

Umbrella 4.7652 5.6059 5.9165 5.0355 5.9491

Pillar 2,8703 2.8785 2.9207 2.8726 3.0313

Tower 7.4915 7.5506 7.9238 8.5509 8.4969

Table 1 shows the values of AG in the last column (our method) are bigger
than other columns in most cases, in other words, our proposed method can give
a clearer new composited image to some extent.

Simultaneously, for subjective evaluation, we invited some volunteers to take
part in our study. For each group of composited results, we do not indicate
which result is obtained by which method and order the results randomly. The
participants can give scores ranging from 1(the worst) to 5(the best) to each
result, then, we gather these scores and compute the average score for each
method, as Fig.11 shows.

The diagram above shows the average score of our method is higher than that
of other methods for each example, which means the composited results by our
method look more real than other methods referred in this paper, this further
demonstrates that results by our proposed method have a better accessibility for
human perception.
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Fig. 11. Contrast of average score for different methods

4 Conclusion

Many of the recent methods for image compositing may lead to color distortion
or artifacts, also seldom involved shadow image compositing. In this work, we
propose a hierarchical image compositing method based on alpha matte to mark
different blending (outer, border and inner) areas repectively, and use a hier-
archical weighted method by combining Poisson editing and transformed alpha
blending as well as weights based on the luminance contrast ratio in different lay-
ers. We also implement a series of experiments to compare our proposed method
with other state-of-art methods. The experiment results show that our proposed
method can realize a successful image compositing for both shadow images and
normal ones, and the objective and subjective evaluations further demonstrate
the effectiveness of our proposed method.

References

1. Gao, Y., Wang, M., Zha, Z., Shen, J., Li, X., Wu, X.: Visual-Textual Joint Rele-
vance Learning for Tag-Based Social Image Search. IEEE Transactions on Image
Processing 22(1), 363–376 (2013)

2. Gao, Y., Ji, R., Liu, W., Dai, Q., Hua, G.: Weakly Supervised Dictionary Learning
with Attributes. IEEE Transactions on Image Processing (2014)

3. Gao, Y., Wang, M., Tao, D., Ji, R., Dai, Q.: 3D Object Retrieval and Recogni-
tion with Hypergraph Analysis. IEEE Transactions on Image Processing 21(9),
4290–4303 (2012)

4. Yang, Y., Wang, X., Guan, T., Shen, J., Yu, L.: A Multi-dimensional Image Prefer-
ence Prediction Model for User Generated Images in Social Networks. Information
Sciences 281, 601–610 (2014)

5. Sunkavalli, K., Johnson, M.K., Matusik, W., et al.: Multi-scale image harmoniza-
tion. ACM Transactions on Graphics (TOG) 29(4), 125 (2010)

6. Wang, J., Cohen, M.F.: Optimized color sampling for robust matting. In: IEEE
Conference on Computer Vision and Pattern Recognition, CVPR 2007, pp. 1–8.
IEEE (2007)

7. Shahrian, E., Rajan, D., Price, B., et al.: Improving Image Matting Using Compre-
hensive Sampling Sets. In: 2013 IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 636–643. IEEE (2013)



Image Compositing Based on Hierarchical Weighted Blending 237

8. Prez, P., Gangnet, M., Blake, A.: Poisson image editing. ACM Transactions on
Graphics (TOG) 22(3), 313–318 (2003)

9. Boykov, Y., Veksler, O., Zabih, R.: Fast approximate energy minimization
via graph cuts. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 23(11), 1222–1239 (2001)

10. Li, Y., Sun, J., Tang, C.K., et al.: Lazy snapping. ACM Transactions on Graphics
(ToG) 23(3), 303–308 (2004)

11. Rother, C., Kolmogorov, V., Blake, A.: Grabcut: Interactive foreground extraction
using iterated graph cuts. ACM Transactions on Graphics (TOG) 23(3), 309–314
(2004)

12. Chuang, Y.Y., Curless, B., Salesin, D.H., et al.: A bayesian approach to digital
matting. In: Proceedings of the IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, CVPR 2001, vol. 2, pp. II-264–II-271. IEEE (2001)

13. Zheng, Y., Kambhamettu, C.: Learning based digital matting. In: 2009 IEEE 12th
International Conference on Computer Vision, pp. 889–896. IEEE (2009)

14. Chen, Q., Li, D., Tang, C.K.: KNN matting. In: 2012 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR), pp. 869–876. IEEE (2012)

15. Levin, A., Rav Acha, A., Lischinski, D.: Spectral matting. IEEE Transactions on
Pattern Analysis and Machine Intelligence 30(10), 1699–1712 (2008)

16. Jia, J., Sun, J., Tang, C.K., et al.: Drag-and-drop pasting. ACM Transactions on
Graphics (TOG) 25(3), 631–637 (2006)

17. Farbman, Z., Hoffer, G., Lipman, Y., et al.: Coordinates for instant image cloning.
ACM Transactions on Graphics (TOG) 28(3), 67 (2009)

18. Ding, Y., Wei, X., Pang, H., et al.: A new framework for the fusion of object and
scene based on IHS transform. In: 3rd International Conference on Digital Image
Processing, pp. 80091W–80091W-6. International Society for Optics and Photonics
(2011)

19. Bie, X.H., Huang, H.D., Wang, W.C.: Free appearance-editing with improved pois-
son image cloning. Journal of Computer Science and Technology 26(6), 1011–1016
(2011)

20. Wang, D., Jia, W., Li, G., Xiong, Y.: Natural image composition with inhomoge-
neous boundaries. In: Ho, Y.-S., et al. (eds.) PSIVT 2011, Part II. LNCS, vol. 7088,
pp. 92–103. Springer, Heidelberg (2011)

21. Qu, G., Zhang, D., Yan, P.: Information measure for performance of image fusion.
Electronics Letters 38(7), 313–315 (2002)

22. Hays, J., Efros, A.A.: Scene completion using millions of photographs. ACM Trans-
actions on Graphics (TOG) 26(3), 4 (2007)

23. Price, B.L., Morse, B., Cohen, S.: Geodesic graph cut for interactive image segmen-
tation. In: 2010 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 3161–3168. IEEE (2010)

24. Ding, M., Tong, R.F.: Content-aware copying and pasting in images. The Visual
Computer 26(6-8), 721–729 (2010)



Multifold Concept Relationships Metrics

Wenyi Cao1, Richang Hong1, Meng Wang1, and Xiansheng Hua2

1 Hefei University of Technology, HeFei, China
{wenyicao2012,hongrc.hfut,eric.mengwang}@gmail.com

2 Microsoft Research, Redmond
xshua@microsoft.com

Abstract. How to establish the relationship between concepts based on
the large scale real-world click data from commercial engine is a chal-
lenging topic due to that the click data suffers from the noise such as
typos, the same concept with different queries etc.

In this paper, we propose an approach for automatically establishing
the concept relationship. We first define five specific relationships be-
tween concepts and leverage them to annotate the images collected from
commercial search engine. We then extract some conceptual features in
textual and visual domain to train the concept model. The relationship
of each pairwise concept will thus be classified into one of the five special
relationships. Experimental results demonstrate our proposed approach
is more effective than Google Distance.

Keywords: Auto visual concept net, visual conceptual feature, concept
relationship, similarity measurement.

1 Introduction

To explore semantic relationship between concepts has been a hot research topic,
since it has been widely applied on natural language processing, object detection,
and multimedia retrieval. However, important as it can be, a rapid and robust
approach that can discover the complex concept relationship and apply to a
large-scale real-world network environment has not been proposed in the industry
and the academia.

Some artificial attempts, such as the Cyc project[5] and the WordNet project[7]
, have been carried out. However, To design such network for distinguishing the
complex concept relationship and to fill up the network by linguistic experts are
some long term and labor-intensive works. Although great efforts have been cost
to enlarge the scale of concept network, the concept database is still limited and
difficult to update comparing to the overall information on the web.

Some approaches to automatically explore the relationship by means of mea-
suring the difference of two concepts, such as Normalized Google distance[1] and
Flickr distance[9], have been proposed in recent years. These approaches cost
little human effort and can cover far more concepts in the web. However, they
only measure the distance of pairwise concepts and can’t recognize the kind of
concept relationship, so this type of approach is limitedly applied in a variety
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of application environment. So it is promising to put forward an approach to
recognise the different relationship like hyponymy and meronymy.

In this paper,we propose theMultifoldConceptRelationshipsMetrics (MCRM)
approach to explore multifold concept relationships based on the Clickture[3],
which collects the user’s click data from the commercial search engine. Since Click-
ture is a large-scale image-query-clickdatabase, it can effectively simulate the real-
worldapplication environment to explore the concept relationship. In this approach,
we will define five specific concept relationships and extract 8-dimensional concep-
tual features to distinguish the different concept relationships. The 8-dimensional
conceptual features are defined with three levels according to Clickture, including
textual information, visual information, the co-occurrence of images.Once extract-
ing the conceptual features is accomplished, we will learn a multiple classifier to
classify the concept relationship between two concepts. The contributions of the
paper are summarized as follows:

* To the best of our knowledge, we are the first to give multifold definitions of
the concept relationship in visual domain and to perform a comprehensive
study on the role of conceptual features in classifying the concept relation-
ship.

* We propose a rapid and effective approach to establish the large-scale mul-
tifold visual concept relationship network.

The rest of the paper is organized as follows. Section 2 presents some related
works. Section 3 elaborates these conceptual features separately. In section 4 we
will introduce our multiple classifier for classifying the different concept rela-
tionships. Section 5 presents the experimental results. Section 6 concludes the
paper.

2 Related Work

2.1 Google Distance

Google distance is proposed to compute the distance between two concepts de-
rived from the number of hits returned by Google search engine when querying
both concepts. The concept relationship with the same or similar meanings in
a natural language sense tend to be ”close” in units of Google distance, while
concepts with dissimilar meanings tend to be farther apart.

The normalized Google distance derives from the earlier normalized compres-
sion distance (Cilibrasi & Vitanyi 2003)[2]. NGD can ideally measures the textual
conceptual relationship, i.e. the same and similarity, when the pairwise concepts
frequently occur in the same web page. However, NGD is insufficient to measure
the concept relationship among daily life, since the knowledge of concept rela-
tionship stems from human perception and 80% of human cognition comes from
visual information.
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2.2 Flickr Distance

In order to make up for the lack of Normalized Google Distance, Lei Wu et .al.
propose the Flickr Distance to explore the relationship between two concepts
in visual domain by measuring the square root of Jensen-Shannon divergence
between the visual language models corresponding to these two concepts. If two
concepts more frequently appear in the same image, the relationship is more
similarity and the Flickr distance is small, otherwise dissimilarity and large.

Since the Flickr distance measures the similarity between two concepts based
on the images in visual domain, it is in accord with the human cognition. How-
ever, the Flickr distance only measures the similarity but doesn’t consider the
type of relationship between two concepts. Thus it is not quite reasonable to di-
rectly apply the Flickr distance to the real-world environment. In addition that
the Flickr distance is established on the Flickr data, However, Flickr data is very
noisy. The computational cost of Flickr distance is quite expensive, so the Flickr
distance is inadequate in the large-scale environment.

3 Concept Relationships and Features

In this section, we will elaborate conceptual relationships and features,include
five specific relationships, CS,TS,HH,PR and UR, separately and 8-dimensional
conceptual features, ED,EMD,JK,CK,JH,CH,ES and NGD, separately.

Clickture-Full. A large-scale data set, named Clickture, is sampled from one
year click log of a commercial image search engine. It consists of a big table with
212.3 million triads:

Clickture = < K,Q,C > (1)

A triad < K,Q,C > means that the image ”K” is clicked ”C” times in the search
results of query ”Q” in one year. It has 40 million unique image keys and 73.6
million unique queries.
Clickture-Lite a data set randomly samples from Clickture-Full and contains
1 million images, 11.7 million queries and 23.1 million image-query pairs.
Conceptual Feature. Different pairwise concepts have different concept re-
lationships and distances, such as the Normalized Google distance. In order to
distinguish these concept relationships, we will extract 8-dimensional conceptual
features and each dimension of conceptual features is one kind of the distances
between two concepts.
Complete Similarity(CS). It is the relationship between the same two con-
cepts, such as Justin Bieber and J.B. or BeiJing and Peking.
Type Similarity(TS). It is the relationship that these two concepts have differ-
ent types of the same object, such as Husky and Bulldog( the same object=dog)
or Goldfish and Angelfish( the same object=fish).
Hypernym Hyponym(HH). It is super-subordinate relation that A is one
kind of B, such as Husky and Domestic dog or The Great Wall and BeiJing.
Parallel Relationship(PR). It is the relationship that two concepts share the
same super base class, such as Husky and Parrot (super base class=animal).



Concept Relationships Metrics 241

Unknown Relationship(UR). For the completeness of concept relationships,
we add the unknown relation that we don’t mention above.
Visual Word(VW). We assume that the number of visual words is limited
and different concept relationships have different visual word distribution. We
are given a database of pairs (xi, yi), i=1,...,m. In each pair, xi is the image
feature, such as sift, and yi is the concept. We assume that visual word vwi is
generated by k-means.

X = (x1, x2, ..., xm)

g(x) = argmini=1,...,k||X − vwi||
(2)

The conceptual feature can be measured by the divergence between the distri-
butions of visual words.
Edit Distance(ED). It is a way of quantifying how dissimilar two strings (e.g.,
query) are to one another by counting the minimum number of operations,such
as insert, delete and substitute, required to transform one string into the other.
Edit Distance is regarded as one dimensional conceptual feature to measure the
conceptual relationship between the queries of two concepts.
Earth Mover’s Distance(EMD). The EMD[6] is widely used in content-based
image retrieval to compute distances between the color histograms of two digital
images. The EMD between concepts qi and qj is defined as follows:

EMD(qi, qj) =
1

N ∗N
∑

x∈Γqi
,y∈Γqj

emdxy (3)

where emdi,j is the distance between the color histograms of images i and j. Γq

the top n image set of concept q order by click count. Since the computational
cost of EMD is super-cubic, the N is set to 50. EMD(qi, qj)is the one dimensional
conceptual feature.
Jensen Kmeans(JK). This conceptual feature is computed by measuring the
Jensen-Shannon divergence between two visual word probability distributions
generated by kmeans[4]. For each visual word probability distribution Pci1 can
be computed:

if g(x) = argmini=1,...,k||X − vwi||
then num of vwi = num of vwi + 1

Pci1 =
num of vwi

N

(4)

where N is the total number of visual word in the concept c1. num of vwi

represents the number of vwi in the concept c1. JK can be computed as follow:

JK(C1|C2) =
n∑

i=1

[
pi1 logpi1 + pi2 logpi2

2
− (

pi1 + pi2
2

)log(
pi1 + pi2

2
)] (5)

where JK represents the the Jensen-Shannon divergence between concepts c1
and c2.
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Cosine Kmeans(CK). This conceptual feature is computed by measuring the
cosine similarity between two visual word probability distributions generated by
kmeans. For each visual word probability distribution Pci1 can be computed as
above. The cosine similarity can be computed as follow:

CS(c1, c2) =

∑n
i=1 pi1pi2√∑n

i=1 p
2
i1

∑n
i=1 p

2
i2

CSdist(c1, c2) = 1− CS(c1, c2)

(6)

where CSdist represents the the cosine distance between concepts c1 and c2.
Jensen Hash(JH). This conceptual feature is computed the same as Jensen
Kmeans(JK), except for the way of visual word generated. The Visual Word(VW)
is generated by Bin’s Hash coding[8] as follow:

VW ik =

{
0, if vik > meank;
1, otherwise

(7)

Where VW ik represents the kth dimensional feature of visual word of image i.
VWi is the value of bin vector VWik.
Cosine Hash(CH). This conceptual feature is computed the same as Co-
sine Similarity(CS), except for the way of visual word generated. The Visual
Word(VW) is generated by Bin’s Hash coding as follow:

VW ik =

{
0, if vik > meank;
1, otherwise

(8)

Where VW ik represents the kth dimensional feature of visual word of image i.
VWi is the value of bin vector VWik.
Exemplar Similarity(ES). This conceptual feature is computed by measuring
the similarity between the exemplars of two concepts. Exemplar can be generated
by performing kmeans on the image feature set of this concept and one centroid
is one exemplar(k << N).
Denote by Γc the representative exemplar set of concept c. Then the exemplar
similarity between concepts c1 and c2 is defined as follows:

Sime(C1|C2) = exp(− 1

k ∗ k
∑

x∈Γc1 ,y∈Γc2

‖x− y‖2
δ2

) (9)

Note that δ is set to the median value of all pair-wise Euclidean distances between
exemplars of different concepts.
Normalize Google Distance(NGD). This conceptual feature is proposed to
calculate the distance between two concepts in the search results from Google
search engine. So we make some slight changes to let it more suitable for our
problem. The Google distance is defined as follow:

NGD(C1, C2) =
max(logf(C1), logf(C2))− logf(C1, C2)

logN −min(logf(C1), logf(C2))
(10)
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Where NGD(C1, C2) represents the Normalized Google distance between con-
cepts C1 and C2. f(C1), f(C2) and f(C1, C2) denote the number of images
labeled C1, C2, both C1 and C2, separately. N is the total number of images in
the click data.

4 Relationship Learning

In this section, we will elaborate the structure of the training set and the machine
learning method to classify the relationship between two concepts.

4.1 Training Data

For exploring the relationship between these concepts, we will extract
8-dimensional conceptual features and manually annotate the type of relation-
ship between two concepts. If we have n concepts, the size of data set is (n*(n-
1)/2). The data set can express as follow:

x = (ED,EMD,NGD,ES,CK, JK,CH, JH)

y = {r|r ∈ {CS, TS,HH,PR,UR}}

training data = (xi, yi)|i = 1, ....,
n(n− 1)

2

(11)

The conceptual relationship y represents the five specific relationships between
any two concepts ascending order by the distance between two concepts. The
8-dimensional conceptual features x are extracted from different aspects of Click-
ture data set. The concept feature ED describes the difference of five conceptual
relationships in textual queries. ED of CS is close to 0, such as hyena and hyaena,
but ED of PR is close to 1, such as weasel and miniature poodle. These con-
ceptual features EMD,JK,CK,JH,CH,ES derive from basic image features,such
as sift and LLC. We use these conceptual features to capture the difference of
concept relationship in visual domain. EMD and ES stem from basic image fea-
ture, so these two conceptual features can easily capture these differences of
image content between two concepts. JK,CK,JH and CH are from visual word
distribution. Since different latent topic concepts have different visual word dis-
tributions, these conceptual features can easily find the difference of latent topic
of different concepts. The conceptual feature NGD is used to describe the con-
currence of image file. The NGD is close to 0 between hyena and hyaena, because
of a mass of the same image files in these two concepts. In according to the differ-
ence of 8-dimensional conceptual features, we can recognise the type of concept
relationship.

4.2 Relationship Learning Approach

We pick up a portion of the common concepts and construct the labeled data set
as above. We apply the multiple classifier SVM to train the conceptual-semantic
model to classify the relationship of two concepts.
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5 Experiments on Concept Relationships

In this section, we will demonstrate that the conceptual features are effective
to explore the five specific relationships. We will apply the conceptual model to
rapidly and effectively explore the relationship between a portion of Clickture
concepts.

5.1 Experiment I

Experiment Setting. In experiment I, we use Clickture-Lite to filter out
queries with no less than 50 clicked images and form a candidate concept list. We
select 423 common concepts from the candidate list as concept set. Eventually,
the concept database have 423 different concepts, 0.231 million unique images
and 3.21 million repeatable images. We adopt this approach mentioned in the
section 4.1 to construct a training data set, which has 423*422/2=89253 labeled
data. The data set is evenly split into nine folds, each of which contains the
five specific relationships. We choose one fold to tune the parameters of multiple
classifier SVM. Among the remaining eight folds, we select four folds to train the
model and the rest to evaluate the performance. We switch the train folds and
the test folds to compute the mean performance. All the learning and testing are
carried out on a stand-alone machines (Intel-Xeon 2.00GHz CPU, 32G RAM,
Windows Server 2012 Standard).

Experiment Result. Table1-3 illustrate the performance of the different con-
ceptual features, separately. The following observations can be obtained:

* The overall conceptual features obtains about 92.78% mean precision and
43.44% mean recall relative improvements compared to the best in eight
concept features. It shows that the comprehensive conceptual features are
necessary to measure the complex conceptual-semantic relationships.

* The complete similarity(CS) relationship obtains 99.22% accuracy, 91.14%
precision and 92.27% recall. It shows that CS can be captured very easily,
because these two concepts share a mass of the same images.

* The Earth Mover’s distance obtains the lowest performance. The EMD in
computer science is to compare two grayscale images that may differ due to
dithering, blurring, or local deformations . It shows that these reasons are
not the major factor of distinguishing different concepts.

5.2 Experiment II

Experiment Setting. In experiment II, we use Clickture-Lite to filter out
queries with no less than 100 clicked images and form a candidate concept list
with 7370 concepts. These 7370 concepts and their images are the first candidate
list. We choose 20 concepts and their images from 423 concepts in the experi-
ment I as the second candidate list. We generate the data set to measure the
relationship between these two candidate lists. The size of data set is 20*7370
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Table 1. Accuracy of The five Specific Relationships

RelationShip ED EMD NGD ES CK JK CH JH ALL

CS 0.9277 0.6018 0.8834 0.6974 0.9535 0.9408 0.9400 0.9436 0.9922

TS 0.7462 0.7672 0.7544 0.7672 0.7721 0.7745 0.7359 0.7531 0.8714

HH 0.6262 0.5885 0.8851 0.8298 0.8583 0.8583 0.8583 0.8583 0.9247

PR 0.6415 0.7156 0.7092 0.6990 0.7278 0.6832 0.6785 0.6838 0.8184

UR 0.5782 0.6184 0.6195 0.4373 0.8390 0.7829 0.7065 0.7012 0.8534

Mean 0.7039 0.6583 0.7703 0.6861 0.8301 0.8079 0.7839 0.7880 0.8920

ED: Edit Distance; EMD: Earth Mover’s Distance; NGD: Normalized Google
Distance; ES: Exemplar Similarity; CK: Cosine K-means; JK: Jensen K-
means; CP: Cosine Hash; JH: Jensen Hash; ALL: overall features listed
above; CS: complete-similarity relationship; TS: type similarity relationship;
HH: hypernym hyponym relationship; PR: parallel relation; UR: unknown
relation; Mean: the mean performance of five specific relationships.

Table 2. Precision of The five Specific Relationships

RelationShip ED EMD NGD ES CK JK CH JH ALL

CS 0.3612 0.0264 0.2793 0.0233 0 0.4216 0.4112 0.4379 0.9114

TS 0.1834 0 0.1682 0 0.5071 0.5146 0.4494 0.4784 0.7214

HH 0.0759 0.0728 0.5839 0.0777 0 0 0 0 0.7301

PR 0.3149 0 0.4861 0.4422 0.5144 0.4406 0.3721 0.3662 0.6712

UR 0.1585 0.3067 0.3965 0.2548 0.7881 0.5973 0.5012 0.4957 0.7713

Mean 0.2188 0.0812 0.3828 0.1596 0.3619 0.3948 0.3468 0.3556 0.7611

Abbreviations are the same as above

Table 3. Recall of The five Specific Relationships

RelationShip ED EMD NGD ES CK JK CH JH ALL

CS 0.6413 0.4456 0.9518 0.1356 0 0.7262 0.6692 0.7503 0.9227

TS 0.0263 0 0.0565 0 0.7499 0.5523 0.5938 0.6520 0.7294

HH 0.3573 0.3914 0.7543 0.0453 0 0 0 0 0.7434

PR 0.2219 0 0.3420 0.2223 0.7661 0.4212 0.1875 0.1438 0.7089

UR 0.3740 0.2360 0.5576 0.4732 0.6208 0.8070 0.8044 0.8228 0.7142

Mean 0.3242 0.2146 0.5324 0.1753 0.4274 0.5013 0.4510 0.4738 0.7637

Abbreviations are the same as above
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elements. We will judge whether 20 queries can exactly find the other queries in
7370 queries with the five specific relationships. We will show this experiment
result in Experiment II.

Experiment Results. This is an application that use the conceptual-semantic
model to classify the concept relationship in a real-world environment.

Table 4. Top2 concept list of CS concept relationship

query Top1 Top2

Alaskan Husky husky Husky puppies

Barack obama Pictures of obama obama

Black cat Black cats Cat drawings

bulldog Bull dog Bulldog pictures

coast pics of beaches Images of the beach

justin Justinbieber Justin bieber

Gray wolf Wolf pictures Pictures of wolfs

laptop computers Computer pics

Table 5. precision@10 of the five specific relationships

CS.P@10 TS.P@10 HH.P@10 PR.P@10 UR.P@10

0.9873 0.2073 0.5478 0.3298 0.9765

Table4-5 illustrate the precision top 10 of the specific five relationships of 20
concepts. In the manual evaluation, for each specific relationship of 20 concepts,
we select the top10 concept pairs of SVM scores. The size of concept pairs is
less than 20*5*10. We present them to 6 independent users. For each concept
pair, the user is required to give a score 0 or 1. 1 indicates that the concept pair
has the specific relationship,otherwise 0. By averaging these scores form all the
users, we get the final score for each of concept pairs. If the score is greater than
0.5, the concept pair has the specific relationship. In the end, we compute the
precision@10 for each specific relationship, which is shown in Table 5. We can
find

* Complete similarity relationship (CS) obtains 98.73% precision. For such
high precision, a mass of complete similarity concept pairs exist in the con-
cept set.

* Type similarity relationship (TS) obtains only 28.73% precision. For such
low precision, the number of concept pairs with this relationship is far less
than this of CS concept pairs. For example, Barack Obama doesn’t have a
concept with TS. For this reason, It has a bigger possible to find a wrong
concept.

* We obtain a more consistent and robust performance in this limited concept
set(about 7370 test concepts). It demonstrates that our approach is effective
to find these relationships between two concepts.
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In summary, our approach is effective and robust to rapidly explore the spe-
cific relationship between two concepts. It also easily establishes a large-scale
relationship network for these simple conceptual features.

6 Conclusions and Future Works

In this paper, we propose a multifold concept relationships metrics approach to
exploit the specific relationship between two concepts. Different from the Google
Distance and Flickr Distance, the proposed approach is able to find the different
relationships between two concepts. Comparing with WordNet, the proposed
approach can easily enlarge the scale of concepts with a low cost.

We will focus our future works in two directions. First, we will study the
comprehensive concept relationship in the internet and expand to the specific
conceptual-semantic relationships. Second, we will explore more conceptual fea-
tures to improve the performance of our approach.

Acknowledgement. This work is partially supported by National 863 project
2014AA015204, National Science Foundation of China 61472116.
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Abstract. Deep learning has achieved significant attention recently due to 
promising results in representing and classifying concepts most prominently in 
the form of convolutional neural networks (CNN). While CNN has been widely 
studied and evaluated in computer vision, there are other forms of deep learning 
algorithms which may be promising. One interesting deep learning approach 
which has received relatively little attention in visual concept classification is 
Cascade-Correlation Neural Networks (CCNN). In this paper, we create a 
visual concept retrieval system which is based on CCNN. Experimental results 
on the CalTech101 dataset indicate that CCNN outperforms ANN.  

Keywords: artificial neural network, cascade-correlation neural network, deep 
learning, concept classification. 

1 Introduction 

Machine learning is a branch of artificial intelligence. It is focused on learning the 
hidden patterns from data automatically, and has long been an active area. There are 
two major development waves in machine learning [1]: shallow learning and deep 
learning. 

Shallow learning arose in the 1980s, when back propagation (BP) [2] was 
introduced to artificial neural networks (ANN) [3]. The usage of the BP algorithm 
enabled ANN to learn the statistical regularities from the known training set. Roughly 
speaking, the BP algorithm worked well for one hidden layer but deteriorated for deep 
networks (multiple hidden layers) owing to the problem of vanishing or exploding 
gradients [4]. Nevertheless, it resulted in a significant step forward in machine 
learning. In the 1990s, a variety of other shallow learning methods appeared, such as 
support vector machines, boosting, logistic regression, etc. These methods have been 
successful in practical applications and are still receiving attention today. 

Deep learning (for a good example, see Hinton and Salakhutdinov [5]) represents 
another development wave in machine learning, and has experienced rapid 
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development recently [6, 7]. Deep learning is a set of algorithms that attempt to model 
high-level abstractions in data by using architectures composed of multiple non-linear 
transformations [8]. Compared to shallow learning, deep learning emphasizes the 
depth of the modal structure and highlights the importance of feature study. The 
purpose of deep learning is to grasp the inner nature of the data, but not just the 
statistical regularity. In actual operation, it would build a model which contains 
multiple hidden layers.  

Deep learning originates from ANN. There are two major deep learning algorithms 
that derive from ANN: cascade-correlation neural network (CCNN) and convolutional 
neural network (CNN). As the effectiveness of CNN has been widely studied in 
recent years [9, 10], the advantages of CCNN in computer vision area has received 
relatively little attention. The goal of this paper is to examine how CCNN performs 
relative to ANN. 

2 Basic Theory 

In this section we introduce some fundamental notions underlying ANN and CCNN. 

2.1 Artificial Neural Network 

Artificial neural networks (ANN) are an information processing paradigm which is 
inspired by biological nervous systems. The traditional ANN usually has a fixed 
topology, in which the connections go forward from the input layer to the output 
layer, via one or more hidden layers.  

For a given input, its value is propagated along the connections, reaching the 
neurons in the next layer. Each of the connections in ANN has an associated weight, 
the input value is firstly multiplied with the weights of the connections and summed 
up, forming a new input for the neuron, and then the new input is executed through an 
activation function, as Equation 1 shows, 

 
0

( ) ( )
n

i ii
y x g w x

=
=   (1) 

ix is the ith  neuron in the previous layer, iw  is the weight determining how much 

should this neuron be weighted, g is the activation function deciding how to achieve 

the output based on the sum of the input. The output of the activation function is the 
output of the neuron. This will eventually give the final output the network, if it 
differs from the desired value, the weights of the connections will be adjusted to 
minimize this difference, until the error is acceptably small. 

Although ANN can get relatively good results in some applications, it is difficult to 
determine the number of hidden layers and hidden neurons in each hidden layer; it is 
also hard to determine the optimal activation function and may be time-consuming to 
train a variety of parameters that can reach a global optimum. 
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The drawbacks of ANN give rise to a variety of dynamic algorithms which do not 
need to depend on many parameters. One of the most important approaches to 
dynamically adjust the network is CCNN, which will be described below. 

2.2 Cascade-Correlation Neural Network 

Cascade correlation neural network (CCNN) are “self-organizing” networks, which 
was first proposed by Fahlman and Lebiere[11]. Instead of just adjusting the weights 
in a network of fixed topology, the algorithm can dynamically change the architecture 
of an ANN by adding connections and neurons. 

CCNN starts with a simple ANN structure with no hidden neurons. During the 
training process, each hidden unit receives connections from the original inputs as 
well as the pre-existing hidden units, the connections are initialized with small 
random weights, creating a pool of candidate units. To add a single hidden unit at a 
time, the candidate which has the best performance is chosen as the final hidden unit, 
the others are discarded, once the hidden unit is added to the net, its weight is frozen. 
The cascade architecture is shown in Fig 1. 

 

            

Fig. 1. The cascade architecture 

For CCNN, each new unit adds a new one-unit “layer” to the network, which leads 
to very deep networks and the creation of very powerful high-order feature detectors.  

3 Concept Classification System 

In this paper, we use the following concept classification process to compare the 
performance of ANN and CCNN, which is shown in Fig.2. 

Generally, the concept classification process can be divided into two phases: 
training phase and testing phase. The goal of training phase is to get a classifier which 
has the ability to distinguish differences between different categories. We further 
divide this phase into 4 steps. First, we extract the dense-sift feature [12] from dataset 
as step 1, and then generate the vocabulary utilizing Approximate Nearest Neighbors 
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[13] in step 2. Next, we assign the images with visual words in the vocabulary, 
generating a histogram of visual words for each image in step 3. Finally, we train the 
classifier from those histograms as step 4, in which we will generate the classifiers 
from ANN and CCNN respectively. The testing phase reflected in step 5 mainly tests 
the performance of the classifiers which have been modeled. It should be noted that 
the training data never overlaps with the testing data. 

 

 

Fig. 2. Concept classification system 

4 Experiments 

Dataset: To make a comparison of the concept classification between ANN and 
CCNN, we select 20 categories from CalTech101 which have a large number of 
images (more than 80 images), namely airplanes, bonsai, brain, Buddha, butterfly, 
chandelier, ewer, Faces, grand_piano, hawksbill, kangaroo, ketch, laptop, Leopards, 
menorah, Motorbikes, scorpion, starfish, sunflower and watch. In each category, we 
randomly select 50 images as the training set, and other 30 images as the testing set. 
Therefore, we can get 1000 images for training, 600 images for testing.  

Experimental Setups: Due to space limitations, we only briefly summarize the 
details of the experiment. It can be divided into three steps: 1) local feature extraction; 
2) vocabulary generation and word assignment; 3) classifier training and testing. 

In the first step, we extract the Dense-Sift feature with the extraction step as 8 
pixels, finally we get a 128-dimension descriptor for each image. 

In the next step, we formulate two vocabulary sizes (5000, 10000) of the visual 
words from the training set, taking advantage of Approximate Nearest Neighbors 
method, and assign each image with the visual words. 

In the last step, classifiers are trained using the histogram of visual words. For the 
ANN algorithm, we use a symmetric sigmoid as the activation function. To test the 
overall concept classification performance of ANN, we set the hidden layer number to 
1,2,3,4 respectively, and for each layer, we set the number of hidden neuron nodes to 
20, 50 and 100. We further set the desired error as 0.0001 for both ANN and CCNN. 

Results and Discussions: To compare the performance of concept classification 
between ANN and CCNN, we select the commonly used evaluation criteria, precision 
(number of correct matches / number of number of matches) and recall (number of 
correct matches / number of correspondences). The final concept classification 
precision is shown in table 1, while the recall in table 2. 
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Table 1. Precision of concept classification 

Vocabulary 
Size 

Neuron 
nodes 

1-hidden 
layer 

2-hidden 
layer 

3-hidden 
layer 

4-hidden 
layer 

CCNN 

5000 20 0.2997 0.2606 0.1958 0.2642 0.4138 
5000 50 0.2942 0.2702 0.2225 0.2328 0.4138 
5000 100 0.3618 0.2733 0.2445 0.1449 0.4138 

10000 20 0.2704 0.1734 0.2032 0.2076 0.3999 
10000 50 0.2839 0.2233 0.2033 0.2354 0.3999 
10000 100 0.2916 0.2247 0.1996 0.1435 0.3999 

Table 2. Recall of concept classification 

Vocabulary 
Size 

Neuron 
nodes 

1-hidden 
layer 

2-hidden 
layer 

3-hidden 
layer 

4-hidden 
layer 

CCNN 

5000 20 0.2617 0.2700 0.1767 0.2450 0.3983 
5000 50 0.2733 0.2617 0.2483 0.2550 0.3983 
5000 100 0.3583 0.2700 0.2400 0.1417 0.3983 

10000 20 0.2583 0.1750 0.2250 0.1800 0.3983 
10000 50 0.2733 0.2100 0.1950 0.2067 0.3983 
10000 100 0.2867 0.1983 0.1933 0.1267 0.3983 

 
From the table, we can conclude that, 1) for ANN, the performance does not 

improve with the increase of hidden layers and the hidden neurons in each layer, 
demonstrating that the abstraction ability for ANN would not necessarily improve 
when we increase the depth of the network, this is possibly owning to the fact that 
ANN suffers from the problem of vanishing or exploding gradients when more hidden 
layers are used. 2) The method of CCNN significantly outperforms ANN in concept 
classification, no matter how we set the hidden layers and hidden nodes for ANN, 
which demonstrated that CCNN could retain most useful hidden units, or features, for 
the later use of classification. 

We further compare the classification precision between the best result of ANN 
(vocabulary size=5000, hidden layer number = 1, hidden neuron number =100) and 
CCNN for each of the categories, which shows that for most categories, CCNN 
performs better than the best result of ANN, as is displayed in Fig 3. 

 

Fig. 3. Comparison of precision for ANN and CCNN 
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5 Conclusion 

Deep learning is a promising paradigm in representing high-level abstractions. 
Because deep convolutional neural networks have been widely studied, we mainly 
focus on the comparison of cascade correlation neural networks and classic artificial 
neural networks in visual concept classification. We designed a visual concept 
detection system utilizing SIFT-based bag of words and performed tests on the well-
known CalTech101 dataset. The results from our experiments show that the deep 
cascade correlation network significantly outperforms the classic neural network and 
provides a promising research direction regarding deep learning. 

Acknowledgments. We are grateful to the China Scholarship Council (CSC), Leiden 
University and National University of Defense Technology for their support. 
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Abstract. In this paper, we propose a system named “LHES” to detect
location-based social events on flexible time scales and generate a hier-
archical summary for the event. Particularly, we focus on social events
that happened at landmarks. Flexible time scales include month, day,
hour and minute. For each landmark, our LHES system generates a hi-
erarchical (tree style) summary, in which the root node gives a snapshot
of the entire event and child nodes span different time periods (begin-
ning, ending, etc.) of the parent event. To generate such a summary,
we use both visual cues (e.g., color, texture) and metadata (e.g., time
stamp, image tags, titles and description). Our online demo is available
at http://hed.apexlab.org.

Keywords: event detection, hierarchical, social media, clustering.

1 Introduction

In this paper, we propose the idea of event detection on flexible time scales
and build a system to generate a hierarchical event summary based on such
detection. With the increasing popularity of the smart phones equipped with
GPS, more and more location-based applications have been proposed. Among the
multimedia community, researchers have proposed applications such as [2]. In our
work, we also integrate the geographical information into the system. Another
field related to our work is event detection [2], [1], [4]. They use supervised or
unsupervised methods to detect event at a fixed time scale such as one day or one
hour. Different from them, we detect event at flexible time scales and generate
a hierarchical summary for the event based on such detection.

For a social event, especially for a grandiose one, it is possible that the entire
event was consisting of several subsidiary events. An example is shown in Fig-
ure 1. Assuming that the Olympic Games is taken as the entire event, we can
easily see that it can be split into subsidiary events (e.g. swimming, tennis) that
happened at different time. Recursively, a subsidiary event could also be split
into more events. This encourages us to detect events at flexible time scales and
organize them into a hierarchical summary along time axis.

We give a formalized description of the above example. Events detected at
different time scales can be organized into a tree structure. In this structure,
child node events are detected at finer time scale than parent node events. The
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…… 

…… 

… … 

Olympic Games 

Water Sports Tennis 

Diving Swimming 

Time Scale 

Hour 

Month 

Day 

… 

Fig. 1. An event example with hierarchical structure

child node events span different time period of the parent node event. For each
node, we generate a summary including both image and text like the method in
work [3].

The contribution of our paper is two-fold: 1) we detect events at flexible time
scales; 2) we generate a hierarchical event summary based on contextual and
visual evidence. To the best of our knowledge, our work is the first approach to
detect location-based event at flexible time scales.

Fig. 2. The Main Web UI of Our LHES System
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2 System Overview

2.1 User Interface

We aim to design a concise and friendly user interface as shown in Figure 2. In
the top panel, one can select a landmark to browse its associated events. On
the bottom panel, there is a list of sample landmark-centric events for quick
examination.

The realtime effect for hierarchical detection is illustrated in Figure 3. We
arrange all of the events chronologically by our system, where the date that
the event happened is displayed on the left. And the event-associated photos,
as well as the contextual summary are assembled on the right. One may notice
that there exist some events with a hierarchical structure, for which the photo
ensemble of the entire event is placed on the top of the right panel, and the
one for its child event is placed below. In this way, we provide a fundamental
representation for each event: time period, visual and contextual description of
the underlying event, as well as its possible hierarchical structure. These are the
basic elements of an event, which answer the question: when, where and what
happened.

Event with  
Child events 

No child events 

Entire Event 

Child Events 

Fig. 3. Hierarchical event summary by our LHES system

2.2 Technical Details

LHES has indexed over 1.1 million Flickr landmark images. We focus on land-
mark rather than other arbitrary location. The LHES system consists of two
principle components: 1) event detection on flexible time scales; 2) hierarchical
event summary generation. In this section, we will introduce each component in
details.
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Event Detection on Flexible Time Scales. This component is the main
contribution of our work. As one landmark is selected by the user, our system
will automatically extract those associated photo streams from our database.
Within an unsupervised learning framework, social events can be detected on a
coarse time scale. To explore its possible child events, we subsequently pool visual
(i.e. color, texture) and contextual (i.e. bag of tags) features into our algorithm
over the entire photo collections on a finer time scale. This unsupervised learning
framework uses two scores on different time scale, including visual and contextual
feature score. The visual feature score is measured by the similarity of each two
landmark images based on the mixture of image features (i.e. color, texture). The
contextual feature score is measured by the number of the shared tags between
two image’s tag set.

Hierarchical Event Summary Generation. This component aims to pro-
vide a hierarchical event summary based on the flexible time scale by using visual
and contextual evidence. The visual and contextual summary are generated sep-
arately in our work. We mainly consider the brightness, contrast, RGB color
channels as the feature descriptors [5] for the visual reproduction as the work of
[3]. To abstract the contextual information of one event, we utilize the metadata
of its associated photos such as image tags and descriptions. By a threshold of
the frequency of each word, our system presents the key words as the summary.

3 Conclusion

In this paper, we propose a novel location-based hierarchical event detection
system. Encouraged by the daily instances, we explore the intrinsic connection
over events from coarse temporal duration to fine time period, which could be
straightforwardly represented as a tree-based structure. To provide an elegant
user experience, we devise a concise and precise user interface that is based on
a diversified summary from both visual and contextual evidence. Preliminary
experiments on several landmarks demonstrate the efficiency and effectiveness
of our system.
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Abstract. Microsoft Kinect was initially developed for gaming and has
since been used in a variety of applications. The work here addressed
some of the challenges for it to be used as a gesture driven presenta-
tion application. The proposed use of Hidden Markov Model to pro-
vide a smoother, and hence a step towards a more natural movement, is
demonstrated.

1 Introduction

The work described (and demonstrated) here is the development of a gesture
recognition solution for users to control presentation slides remotely using the
Microsoft Kinect sensor. Conventionally, the challenges of automatic capture and
analysis of human motion can be divided into four stages [1], (1) Initialization,
(2) Tracking, (3) Pose estimation and (4) Recognition.

The introduction of depth sensors such as Microsoft Kinects skeletal tracking
application programming interface (API) [2] has solved the first two stages of
the aforementioned stages to the extent that developers can now focus on the
3rd and 4th stages.

In terms of gesture recognition, the problem can be further divided into rec-
ognizing static pose and dynamic gesture. There are many attempts to view the
problem of dynamic gesture recognition as a series of static pose recognition
problems [3] [4] [5]. In general, such approach has 2 stages. The first stage is
usually to recognize the static pose, and the second stage is to analyze the rela-
tionship between the static poses to recognize the given gesture. These stages are
necessary for system to recognize a wide range of actions which are not necessary
for controlling presentation slides.

Although the gesture recognition for controlling presentation slides has far less
gestures to recognize, the gesture recognition solution has to be fast and accurate
to avoid unnecessary delay and interruption on the user presentation. Therefore,
the 2-stage approach might not be suitable. In additional to that, developing
this gesture recognition solution is not without its own problem, notably to
identify the gestures from a sequence of continuous stream of gestures. During
a presentation, the user might have presentation gestures that are not meant to
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control the slides. Therefore, the system must be able to identify control gestures
and ignore presentation gestures.

2 Methodology

The proposed solution is a skeletal-region based (via Kinect API) technique com-
bine with Hidden Markov Model (HMM) to perform fast and accurate gesture
recognition to control presentation slides. As the Kinect sensor return us the
skeletal information of our user, the skeletal is broken into several regions as
shown in Figure 1.

Fig. 1. Regions based on skeletal information

From Figure 1, When a user moves his hand from region 2D to 2F the system
will generate a series consists of 2D, 2E and 2F sequence. The system can then
use this series to infer that the user has done a left to right swipe. The same
applies if the series return by the system is from 2F to 2D then it would infer
it a left swipe. This skeletal-region based technique has eliminated the need for
a pose classifier and the computation complexity is reduced compare to existing
2-stage approaches.

However, gesture recognition process is not complete with skeletal-region
based technique as it has yet to handle the temporal information. Users may
move from one region to another at a different pace and might be using differ-
ent path. Typical gesture recognition systems use a fixed number of frames to
capture users gestures where such fixed number of frames approach could not
handle a wide variety of users pace. This solution solves the pace issue by cap-
turing user movement based on previous locations. The number of captures is
arbitrarily set at 50. This means that the system only captures the user hand lo-
cation if there are changes based on the previous location. Thus, the system can
tolerate a wide range of different gesture speed. Unfortunately, this technique
still generates slightly different sequence for the same gesture. For instance, a
left swipe, the sequence could be a sequence with different number of 2D, 2E and
2F. This is the point where a simple HMM is used to distinguish and classify
these sequences.

Besides gesture speed, the system also has to distinguish one gesture from
another. The system has to identify the beginning and the ending of a gesture.



260 B.Y. Ooi et al.

This is solved by having a dedicated start region. The start gesture is when the
hand overlaps with the shoulder points as indicated by the red area in Figure
1. At this starting point, the number of captures is reset to 0. The gesture
recognition process is initiated every time when the number of captures reaches
50.

3 Functionality

Based on the technique described in previous section, this work developed a
complete system that works in the following four modes: Desktop, Microsoft
PowerPoint, Browser, and Magnifier. These modes are engaged based on the
current context of the presentation computer.

Before the user starts executing any gesture, the user must start with the
Ready action. This Ready action is used in all modes. Figure 2 shows the
right hand Ready action when the user needs to perform any gesture which
starts with Right hand. The height of user palm should be aligned with his/her
shoulder. This applies to the left hand as well. Table 1 lists the gestures that
users can execute.

Fig. 2. Ready action for right hand: front view and side view

As an example, when user is in PowerPoint Mode and the user wants to go
to the next slide, the user should start with a right hand Ready action and
perform a right swipe action with the right hand as illustrated in Figure 3.

Fig. 3. Ready Action, (2) Right Hand: Right Swipe

If the user wants to engage Magnifier Mode, he or she starts with both the
left and right hand in Ready and moves the hands apart. The demonstration
video can be found at http://www.youtube.com/watch?v=-LssTzQHjn4

http://www.youtube.com/watch?v=-LssTzQHjn4
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Table 1. List of gestures that users can execute in the system

Modes Functions Gestures

General Go to Desktop Left Hand: Left Swipe
Reset Repeat Left Hand: Left Swipe until

reach Desktop

Desktop
Mode

Navigate icons Up/Down
/Left/Right direction

Right Hand: Up/Down/Left/Right

Double click the selected icon Right Hand: Push
Go to Desktop Left Hand: Left Swipe

PowerPoint
Mode

Start PowerPoint Slide Show Right Hand: Push

Next slide Right Hand: Right Swipe
Previous slide Right Hand: Left Swipe
Tabbing selection to trigger Multi-
media content

Left Hand: Up/Down Swipe

Blank projector screen Left Hand: Right Swipe
Quit PowerPoint Slide Show (when
in slide show mode)

Left Hand: Left Swipe

Quit PowerPoint Application
(when in edit mode)

Left Hand: Left Swipe

Browser
Mode

Scroll page up / down (correspond-
ing with gesture speed)

Right Hand: Up / Down Swipe

Scroll page left / right Right Hand: Left/ Right Swipe
Left Click Right Hand: Push
Quit Browser Left Hand: Left Swipe

Magnifier
Mode

Start Magnifier Hold Left Hand and Right Hand at
Ready mode

Zoom In Move Left Hand and Right Hand
further apart

Zoom Out Move Left Hand and Right Hand
closer together

Quit Magnifier Left Hand: Left Swipe

4 Conclusion

In this paper, we briefly described a system that utilizes the Microsoft Kinect
hardware and API for the use of presentation using Microsoft PowerPoint. This
project is funded by iEnterprise Online Dot Com with support from the MSC
Malaysia Innovation Voucher.
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Abstract. In the depth-based 3D video system, filters used in texture and depth 
images denoising, such as bilateral filter and trilateral filter, are generally de-
signed based on calculating the weighted average of reference pixels located 
around the pixel to be filtered. In this paper, we propose a 3D-spatial-texture  
bilateral filter by considering the relationship of two pixels in the 3D space, in-
cluding geometric closeness in the 3D world coordinate, as well as their corre-
sponding texture/color similarity. Accordingly, the weight is defined with two 
kernels describing two abovementioned factors respectively, namely, a spatial 
kernel and a range kernel. The experimental results show that better perfor-
mance can be achieved by using the proposed filter for both texture and depth 
image denoising, compared with conventional bilateral filter and trilateral filter. 

Keywords: 3D-Spatial-Texture Bilateral Filter, 3D World Coordinate, Geomet-
ric Closeness, Texture Similarity, Depth-based 3D Video. 

1 Introduction 

Depth-based 3D video content is comprised of conventional 2D texture/color video 
and its associated depth images which reflect the distance between an object and a 
camera in the 3D space. With the content, virtual view images can be synthesized by 
using depth-image-based rendering (DIBR) [1-2], so that people can flexibly select a 
viewpoint they like to enjoy the video. It is known that the quality of texture and 
depth images is the key factor impacting the view synthesis result. However, the con-
tent is often contaminated by different kinds of noise during acquisition, coding and 
transmission, especially depth images are very difficult to be obtained accurately if 
not impossible. Throughout virtual view synthesis, the noise in depth and texture 
images will produce geometric distortion and texture/color distortion in synthesized 
images, respectively. Therefore, it is highly required or desirable to perform noise 
reduction in texture and depth images in the depth-based 3D video system. 

In the past decades, a variety of solutions have been developed for image de-
noising, which replace a to-be-filtered noisy pixel by a weighted average of neighbor-
ing pixels (reference pixels). Each weight reflects the correlation between a reference 
pixel and the to-be-filtered pixel. Bilateral filter proposed in [3] employs both  
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geometric closeness and pixel value similarity between pixels to determine a weight. 
In other words, the weight is defined by two kernels: a spatial kernel and a range ker-
nel. By considering the correlation above, such a bilateral filter is widely used as an 
edge-preserving method in texture denoising. As an extension of bilateral filter, trilat-
eral filter proposed in [4] is mainly used in depth image denoising. As similarity 
structure can be observed between depth image and its corresponding texture infor-
mation, another range kernel measuring the similarity between corresponding texture 
pixels is added to refine the weight. With this new kernel, the trilateral filter has the 
capability to partly remove the depth-texture misalignment in boundary regions [5] in 
the depth image. Considering the factors of conventional methods mentioned above, 
other special filters with different kinds of kernel functions, such as [6-8], were pro-
posed to further improve the filtering performance. 

However, the weight calculation methods of aforementioned filters have a draw-
back. On the geometric closeness, they tend to consider the distance only in the 2D 
image plane, which always lead to inaccurate results of describing the relationship 
between pixels. As a solution, in this paper, we propose a 3D-spatial-texture bilateral 
filter. The proposed filter is designed with consideration of the relationship of two 
pixels in the 3D space, including geometric closeness in the 3D world coordinate and 
texture/color similarity. Accordingly, two kernels are designed to describe the two 
factors, namely, a spatial kernel and a range kernel. The experiment results show that 
better rendering quality can be achieved by using the proposed filter in both texture 
and depth images denosing, compared with conventional methods. 

The remainder of the paper is organized as follows. In section 2, the 3D-spatial-
texture bilateral filter is presented. Then, experimental results will be provided in 
section 3, and section 4 concludes this paper. 

2 Proposed 3D-Spatial-Texture Bilateral Filter 

Pixels in an image are expressions of points on the object surface in the real scene. In 
other words, the relationship between pixels is reflected by the correlation of their 
corresponding points in the 3D space. The correlation of two points in the 3D space 
can be determined by two factors: 1) geometric closeness in the 3D world coordinate; 
2) texture/color similarity. Accordingly, the weight is determined by the two factors.  

1) Geometric closeness in the 3D world coordinate 

In conventional methods, geometric closeness is defined as the 2D location closeness in 
the image plane. Actually, in the trilateral filter, depth similarity can be regarded as an-
other kind of geometric closeness which can be named as depth closeness. However, in 
geometric closeness calculation, conventional methods consider the two kinds of close-
ness as two independent components, which always make mistakes in some conditions.  

As illustrated in Fig. 1, A, B, C and D are pixels in the image plane obtained from 
points A', B', C' and D' in the 3D space by a camera. In the image plane, the distance 
between A and B is equal to A and D. In the corresponding depth image, B and C 
have a same depth value. Through observation, in the 3D space, comparing with B', C' 
and D' are located closer with A'. In other words, C and D are more relevant with A. 
But if we calculate the weight by conventional methods, opposite conclusions will be 
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obtained. Therefore, the geometric closeness needs to be determined by jointly con-
sidering the 2D location closeness and the depth closeness, that is to say, considering 
the geometric closeness in the 3D world coordinate.  

 
Fig. 1. Illustration of conditions that conventional methods make mistakes in geometric close-
ness calculation 

Based on the analysis above, as in Fig. 2, we firstly project each pixel to the 3D 
world coordinate by 3D warping technique with Eq. (1) [9], which jointly using the 
pixel location in the image plane and its depth value. 
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Fig. 2. Illustration of projecting a pixel from the 2D coordinates to the 3D world coordinate 

 ( )1 1 , 0 , ,

0 0 1 1

x x

y y

f r o u x

P R dA p t A f o p v P y

z

− −

     
     = − = = =     
     
     

 (1) 

where P(x,y,z) is the projecting result of pixel p(u,v); R-1 and t denote the rotation 
matrix and translation vector that transform pixels in the image 2D coordinate to  
the world coordinate; d is the depth value of p; A specifies the intrinsic parameters of 
the camera, fx and fy are the focal lengths in horizontal and vertical directions, r is the 
radial distortion coefficient, (ox,oy) denotes the position of principle (center) point in 
the image plane. 

Then, the geometric closeness of two pixels can be defined by the spatial distance 
between two corresponding points in the 3D world coordinate. 
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2) Texture/color similarity 

Like conventional bilateral or trilateral filtering methods, the texture/color similarity 
can be reflected by the difference between texture pixel values of them. 

Consequently, the weight is defined by two kernels describing two abovemen-
tioned factors respectively, namely, a spatial kernel and a range kernel. The filtering 
process of depth and texture image can be formulized in Eq. (2), and Lp is the normal-
ization factor. 
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 ( ) ( )( )2, exp 2S P Q P Q P Q Sf P Q x x y y z z σ= − − + − + −  (3) 

 ( ) ( )2, exp 2R p q p q Rf T T T T σ= − −  (4) 

where p is the pixel to be filtered, q is one of reference pixels in the reference pixel set 
K; Dq and Tq denote the depth and texture pixel values of q, Dp' and Tp' are the corre-
sponding filtering results; fS is the spatial kernel with pixel locations in the world 
coordinate ( P(xP,yP,zP),Q(xQ,yQ,zQ) ) as inputs, and fR is the range kernel with texture 
pixel values (Tp,Tq) as inputs. The kernels can be defined by different kinds of func-
tions, such as Eq. (3)-(4), which increase as the difference between the inputs de-
crease. σS and σR are used to balance the results. 

3 Experimental Results 

The proposed filter is tested on four test sequences, “Ballet”, “Breakdancer”, “Bal-
loons” and “Kendo”. The left and right views are to be filtered, while the intermediate 
view is to be synthesized. Original left and right views are encoded using HM 13.0 
[10] with ALL-Intra mode. QPs are set as 33 for texture and 40 for depth. The loop-
filter and SAO (Sample Adaptive Offset) [11] are turned off. After filtering the de-
coded results with the proposed and conventional methods [3-4], virtual intermediate 
views are synthesized with VSRS 3.5 (View Synthesis Reference Software). The 
SSIM [12] quality of the synthesized result is measured with respect to the original 
intermediate view. For the proposed filter, a series of uniform parameters for all the 
test sequences are set as follows. The size of reference pixels set is 7×7, σS and σR in 
Eq. (3)-(4) are set as 3.5 and 4 for depth, as well as 0.78 and 0.9 for texture.  

Fig. 3 shows the SSIM quality of synthesized results by conventional and proposed 
methods, which demonstrates that the proposed method achieved better performance 
than the conventional methods. At the same time, corresponding example images of 
“Ballet” are shown in Fig. 4. For depth image, as the artifacts were removed by pro-
posed methods, the boundaries become sharper, which was helpful to reduce the  
geometric distortion in synthesized view. For the texture, it can be found that the 
boundaries of the objects are slightly sharper. 
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Fig. 3. SSIM quality of synthesized results by conventional and proposed methods: (a) “Bal-
let”, (b) “Breakdancer”, (c) “Balloons” and (d) “Kendo” 

 

Fig. 4. Example images of the denoising results: (a) decoded, (b) [3] for texture, [4] for depth 
and (c) proposed 

4 Conclusion 

Recently, depth-based 3D video has received increasing interest. As different kinds of 
noise always exist in 3D video content, the denoising technique is playing an im-
portant role in 3D video system. In this paper, we proposed a 3D-spatial-texture bilat-
eral filter by considering the relationship of pixels in the 3D space. In this filter, pixels 
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in the 2D image coordinate are projected to the 3D world coordinate firstly. Then, 
each weight is defined with two kernels: a spatial kernel describing the geometric 
closeness in the 3D world coordinate and a range kernel describing the texture simi-
larity. Considering the two factors, the relationship between pixels can be determined 
more accurate. Through the experimental results, we confirmed that the proposed 
method can achieve better performance in depth-based 3D video denoising, compared 
with conventional methods. 
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Abstract. In this paper, we proposed a robust parking lot marking de-
tection technique that is one important component for intelligent trans-
portation systems and assisted/autonomous driving. Our system learns
features of parking lot markings from training data and matches these
templates to detected features in the test video during runtime. In the
proposed system, maximally stable extremal regions (MSER) are used
to detect a set of parking lot marking candidates. Features are then
extracted from the detected candidates and Support Vector Machine
(SVM) is applied to classify the parking lot marking in an efficient man-
ner. With the detected parking lot markings, a parking lot is estimated
by fitting two adjacent parking lot markings. The proposed technique is
tested on real world street-view videos captured with an in-car camera.
The experimental results show that the proposed technique is robust and
capable of detecting parking lots under different lighting, marking sizes,
and marking poses.

1 Introduction

Autonomous driving research aims to develop cars without human operation,
which can lead to a revolution of our modern industry. The autonomous driv-
ings will effectively provide more accurate environment information with dif-
ferent sensors, reduce the operation complexity for human driver, and increase
the safeness in driving. These techniques will contribute in building a smart
transportation system, for a more safety modern city and lower-energy cost en-
vironment.

One of the important techniques for autonomous driving is automatically
detection of the traffic markings, which is very helpful for the analysis of the
road information with vision sensors such as cameras. Compare with the traffic
signs that appear at the side or on top of roads, road markings refer to the signs
on the road surface that divide the road surface into different lanes and also
provide certain vehicle parking policy information. Although many information
provides by road markings is redundant to traffic signs, some of the information
are only provided by road markings, such as parking lot markings.

In literature, the research related to road marking detection is quite limited.
Most of the research focuses on traffic sign recognition [7,12,4]. A few tech-
niques [3,13] make use of the lane marking for road marking detection, as the
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lane marking detection techniques is well-developed [10]. However, these meth-
ods will fail when the lane marking does not exists, which often happens in the
videos for parking lot detection.

A comparison on road marking detected methods along with a benchmarking
dataset are provided in [14]. Burrow et. al. [2] proposed a thresholding method to
detect the road markings, but their method does not recognize the type of road
markings. In addition, a few feature based approaches [6,8,11,16] are proposed
to detect and classify road markings. Li et. al. [8] developed a shape matching
technique to detect and recognize different type of road markings by representing
the road marking shapes with a binarized bitmap. An eigensapce based method
is proposed by Noda et. al. [11] to retain a complete road marking shape under
different illumination, and blur conditions. On the other hand, Wu and Ran-
ganathan [16] makes use of MSERs [9] to extract good road marking shapes for
feature learning. However, these methods might not be invariance to perspective
and rotation.

Fig. 1. Some parking lot marking examples

In this paper, we focus on parking lot markings detection, especially the ’T’
and ’L’ shapes, as illustrated in Figure 1. Compared with other type of road
markings, parking lot markings are more difficult to classify, as they usually
have a larger perspective and occluded by parked vehicles. We proposed a ro-
bust system that can efficiently detect the parking lot markers. The proposed
system first extracts MSERs to detect possible connected component candidates.
Several features are then extracted from those candidates and classified using
a pre-trained model. Finally, the parking lot area is determined by fitting two
adjacent parking lot markings. Note that the system can be easily extended
for the detection and recognition of different types of road markings with a lit-
tle adaptation. Experiments on real world street-view videos captured with an
in-car camera show its robustness and effectiveness.

2 Proposed System

The overall flowchart of our proposed system is shown in Figure 2. To reduce
the process time, the algorithm processes only on the pre-defined Regions of
Interest (ROI), which is highlighted in yellow rectangle as shown in Figure 2. In
the following part of this section, we will first discuss the generation of the road
lane marking candidates, followed by extracting features from these candidate
regions. The training and classification procedure will be illustrated at the end
of this section.
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Pre-Trained Model

Input Image

Output Image

Detected Parking Lot Markings

Parking Lot Marking Candidates

MSER Extraction

Parking Lot Marking 
      Classification

Fitting Parking Lot

Fig. 2. The flowchart of our proposed parking lot marking detection system

2.1 Road Lane Marking Candidates Generation

It can be observed that the parking lot markings are usually painted on the road
surface with the same color. Furthermore, the parking lot markings need to be
brighter than the surrounding road surface to make them easily be recognized
by the human drivers. So Maximally Stable Extremal Regions (MSERs) [9] can
be applied to detect regions of interest, which are connected regions that the
pixels inside the regions are always brighter than the pixels on the boundary.

MSERs are effective in detecting parking lot marking regions while a lot of
unwanted regions are filtering out, such as vehicles, peoples, and trees. However,
there are still lots of road markings are kept in the resulting image, which is
illustrated in Figure 2. These connected components can be viewed as parking
lot marking candidates, and will be pruned out by the following feature learning
step.

2.2 Feature Extraction

Good features are important for object recognition. In our proposed systems,
we make use of two well-known features for object recognition: Histogram of
Oriented Gradient (HOG) [9] and Local Binary Pattern (LBP) [1] features. It
has been shown that combining the LBP descriptor and HOG descriptor can
improve the detection performance [15].

HOG feature descriptor decomposes an image block into small non-overlapped
squared cells, and computes an histogram of oriented gradients in each cell. These
histogram is then normalized and connected together to form a feature vector.
Since the parking lot marking candidates are irregular connected components,



A System for Parking Lot Marking Detection 271

Fig. 3. One example of the parking lot detection result of our proposed system

we take the bounding rectangles of the connected components as the input of
the HOG feature extractor. Furthermore, the bounding rectangles need to be
normalized into the same size beforehand.

LBP feature descriptor is a simple texture operator that labels the pixels of
an image by comparing the value with neighbouring pixels to construct a binary
map. One of most important property of the LBP operator is its robustness to
monotonic gray-scale changes. The extraction of LBP descriptor also follows the
same manner as HOG descriptor.

In our proposed system, the image block size is set to [32, 64], and the cell
size is set to 16 for both HOG and LBP features empirically. The orientation
histogram of HOG feature is set to eight bins. The neighbourhood window of
LBP features is set to [3, 3].

2.3 Road Lane Marking Regions Classification

The two features described in last subsection is concatenated to from a feature
vector to train a classification model for parking lot marking recognition. To
obtain the positive training samples, we first manually label lots of parking lot
markings, then apply MSERs on those annotated images to look for connected
components within the labelling regions. Those connected components outside
the labelling regions are treated as negative training samples.

Linear SVM [5] is then applied to construct the classification models. The
model is then applied to identify the parking lot marking regions. Finally, the
adjacent parking lot marking regions are fitted to locate the parking lot area.
One output sample is shown in Figure 3, where the parking lot markings are
highlighted in yellow rectangles, and the parking lot area is estimated using
green lines.

3 Experiments

To collect data for verification of our proposed system, we first capture videos
contained road side parking lot markings in Singapore with an in-car camera.
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Then the parking lot marking regions are manually labelled for training, while
the negative samples are generated automatically. In total, there are 1396 anno-
tated sample regions with 698 parking lot regions. We take 80% of them (1117)
as training samples, the rest are used as testing samples.

We compare the classification performance by using HOG feature or LBP
feature only with using both of the two features. A ten folds cross validation is
applied. One confusion matrix of the classification result is shown in Table 1,
where 1 denotes the positive sample, 0 denotes the negative sample. The average
recognition accuracy of the ten folds cross validation for HOG feature, LBP
feature and combined feature are 91.85%, 84.75% and 93.43%. The experimental
results show that our proposed method can correctly detect most of the parking
lot markings. The performance is further improved by combining HOG feature
and LBP feature together.

Table 1. The confusion matrices of different features with 80% samples for training

Confusion Matrices
Predicted Results

HOG feature LBP feature Combine feature
1 0 1 0 1 0

Ground Truth
1 127 12 118 21 127 12
0 9 131 23 117 7 133

4 Conclusion

In this paper, we propose a novel system for parking lot marking detection. The
proposed system makes use of MSERs to generate parking lot marking candi-
dates, and extracts HOG and LBP features of these candidates to prune out
the non parking lot regions. The experimental results show good performance of
our proposed method. In addition, the proposed method can be easily extent to
detection of other types of road markings. In future study, we will test our algo-
rithm on recognition of different road markings, such as arrows, lane marking,
etc.. The proposed technique could be a good contribute to autonomous driving
research as well as driver-assisted system development.
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Abstract. Although distance between binary codes can be computed fast in 
hamming space, linear search is not practical for large scale dataset. Therefore 
attention has been paid to the efficiency of performing approximate nearest 
neighbor search, in which Hierarchical Clustering Trees (HCT) is the state-of-
the-art method. However, HCT builds index with the whole binary codes, 
which degrades search performance. In this paper, we first propose an algorithm 
to compress binary codes by extracting distinctive bits according to the standard 
deviation of each bit. Then, a new index is proposed using com-pressed binary 
codes based on hierarchical decomposition of binary spaces. Experiments con-
ducted on reference datasets and a dataset of one billion binary codes demon-
strate the effectiveness and efficiency of our method. 

Keywords: binary codes, approximate nearest neighbor search, binary indexing. 

1 Introduction 

Nearest neighbor search in large-scale dataset is a core problem in many applications, 
including image retrieval [1][2], object recognition [3] and computer vision [4][5]. 
Recently, there has been growing interest in representing visual content and building 
index in terms of compact binary codes [6][7][8], as they are fast to compute and 
storage efficient. What's more, binary codes are compared using the Hamming 
distance [9], which can be computed by executing the XOR operation followed by a 
few bitwise instructions that can be performed quickly, especially on modern central 
processing units. Usually millions of binary codes are compared only in less than a 
second [9]. 

Even though the distance between binary codes can be computed efficiently, using 
linear search for exact matching is practical only for small datasets [10][11]. For 
large-scale datasets, exact linear search will lose its time performance. This is because 
that the computing capability of the processors is limited, while the size of dataset is 
infinite. To solve this problem, hashing techniques-based approximate nearest 
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neighbor (ANN) search algorithms for binary codes have been proposed [6][12][13]. 
These methods can offer speedups of several orders of magnitude over linear search, 
at the cost that a fraction of the returned results are approximate neighbors, but 
usually close in distance to the exact neighbors. So they can improve the search 
efficiency while sacrificing little precision. However, as pointed out in the literatures 
[1][9][10], these methods cannot deal with long codes and have limited scalability. 

 

Fig. 1. The framework of our index with compressed binary codes. In index building, binary 
codes in the dataset are compressed into short distinctive codes. Then, the index is built with 
compressed codes by constructing multiple hierarchical clustering trees. In searching, com-
pressed code of the query is searched in the index, getting similar candidates. Then, the whole 
codes of the query and the candidates are used for validity checking. 

To improve the ability of indexing binary codes with long codes and large-scale 
datasets, Muja et al. [10] propose an index structure, namely hierarchical clustering 
trees (HCT) based on hierarchical decomposition of the search space. HCT is the 
state-of-the-art approach of ANN search for binary codes. In index building, HCT 
builds multiple random hierarchical clustering trees [20], in which each non-leaf node 
contains a cluster center and each leaf node contains the dataset items. In searching, 
HCT starts from the root of the tree using the whole binary code for comparisons, 
finds the closest cluster until reaching the leaf node and returns the binary codes in the 
leaf node. While favorable for simplicity and scalability, HCT has one shortcoming. It 
uses whole binary code for index building and searching. As many bits of binary code 
are not distinctive [21], it has unnecessary computational overhead. Besides, ANN 
search in HCT by the whole binary code results in too much candidates for filtering 
out false positives [9], which dramatically decreases the search efficiency. 

To overcome the above problem, in this paper we first put forward an algorithm to 
compress binary codes by extracting distinctive bits according to the standard devia-
tion of each bit. Then, we build a new index using compressed binary codes based on 
hierarchical decomposition of binary spaces, as shown in Figure 1. Figure 1 describes 
the index building and searching processes of our index. In index building, binary 
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codes in the dataset are compressed into short distinctive codes. Then, the index is 
built with compressed codes by constructing hierarchical clustering trees. In search-
ing, distinctive code of the query is searched in the hierarchical trees, getting candi-
date similar items. Then, the whole codes of the query and the candidates are used for 
validity checking, to remove any non nearest neighbors. 

There are two advantages of our method. Firstly, with binary code compression, 
the search efficiency can be obviously improved. Secondly, it is simple and easy to 
implement. Extensive experiments are conducted on benchmark datasets and we fur-
ther employ 109 binary codes stemmed from ANN_SIFT1B set [14] to assess the 
large scale search performance. Our method demonstrates excellent improvement in 
efficiency and the search speed of our index can be significantly improved compared 
to HCT index [10], while keeping high accuracy. It also leads to consistent perfor-
mance gains on the large scale database. 

2 Fast Matching of Binary Codes with Distinctive Bits 

In this section, we first propose an algorithm to compress binary codes by extracting 
distinctive bits, according to the standard deviation of each bit. Then, a new index 
using compressed binary codes based on hierarchical decomposition of binary spaces 
is explained. 

2.1 Extracting Distinctive Bits of Binary Code 

As there are many indistinctive bits in the whole binary code [21], ANN search with 
whole code in HCT index [10] leads to unnecessary computation and lots of candidate 
items [9], which also decrease efficiency. In order to solve this problem, we propose a 
method using standard deviation to compress binary code. 

In statistics theory, the standard deviation shows how much variation or dispersion 
of data points from the average exists. A low standard deviation indicates that the data 
points tend to be very close to the mean; a high standard deviation indicates that the 
data points are spread out over a large range of values [22]. We just use the above 
properties to compute standard deviation of each bit. The bits with higher standard 
deviations are more distinctive in the whole binary code. So, we extract short distinc-
tive bits in each binary code to represent the former long one.  

In more detail, suppose each binary code has b bits 

 
1 2( , ,..., ,..., )i bh x x x x= ,  (1) 

where h is a binary code with b bits and ix is i-th bit. In case of ORB binary codes [8], 

each one has 256 bits. To learn distinctive bits, we build a training set T with n binary 
codes and compute the standard deviation of each bit. The function of computing 
standard deviation is defined as follows: 
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where hk(xi) is the i-th bit of the k-th binary code and n is the number of binary codes 
in the training set.  

Figure 2 illustrates the standard deviation of each bit with 50000 ORB codes. We 
can see that the standard deviation values of same bits are relative larger than the 
other bits. The standard deviation values of a majority of the bits are between 0.3 and 
0.5. But the standard deviation values of some bits are below 0.3, even less than 0.2. 
It indicates these bits have different degrees of distinctiveness. 
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Fig. 2. Training result of standard deviation with 50000 binary codes. X-axis is the dimension 
of binary code. Y-axis is standard deviation of each bit. 

With equation (2), the steps of learning distinctive bits are as follows: 

1. Build a training set T for learning, and T has no elements in common with the 
base set; 

2. Compute the standard deviation of each bit; 
3. Pick m bits according to the top m ( )iSDValue x values, as the distinctive bits; 

4. Record the dimension values of these m bits for index building and searching. 

2.2 Fast Matching of Binary Codes with Distinctive Bits 

With the method proposed in subsection 2.1, we can compress binary code by 
extracting distinctive bits. In this subsection, we introduce the procedures of index 
building and searching with short distinctive codes.  
 
2.2.1 Index Building 
In index building, we first extract distinctive bits to compress the binary codes of the 
dataset. Then, the compressed binary codes are clustered into multiple hierarchical 
clustering trees, as explained in Algorithm 1.  

In algorithm 1, 1 2( , ,...,. )mdb d d d is the dimension value vector of the distinctive 

bits and md is the dimension value of m-th bit. We extract distinctive bits according to 

db for each binary code in the dataset D to obtain short distinctive codes 'D . Then 
multiple hierarchical clustering trees are constructed with 'D , to build the index of 
distinctive codes, which ensures fast ANN search.  
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Algorithm1. Building index of distinctive codes 
Input: D, dataset; TD, training dataset  
Output: index of distinctive codes 
Parameters: 'D , compressed dataset; db, a vector of the dimension value of 
each distinctive bit; m, the size of db; Index, index of distinctive codes. 
1:  db ← Train distinctive bits(TD, m) 
2:  'D ← Compress binary codes(D, db) 
3:  Index← Build multiple hierarchical clustering trees ( 'D ) 

2.2.2 Index Searching 
The searching process is presented in Algorithm 2. It starts with extracting distinctive 
bits of the query. Then it searches multiple hierarchical clustering trees to obtain 
candidate results CR. Finally, exhaustive linear search is executed in CR to filter the 
false matches with the whole binary codes.  

Algorithm 2. Search in index of distinctive codes 
Input: q, a query; Index, index of distinctive codes 
Output: nearest neighbors  
Parameters: q’, compressed query; db, a vector contains the dimension 
value of each distinctive bit; CR, candidate results; cn, size of CR.  
1:  for each q do 
2:     q’ ← Compress binary code (q, db) 
3:     CR← Search multiple hierarchical clustering trees (Index, q’, cn) 
4:     nearest neighbors← Exhaustive search (CR) 
5:  end for 

 
In searching multiple hierarchical trees, it starts with a depth-first traversal of each 

tree, during which it visits the node closest to the query and recursively explores it, 
while adding the unexplored neighboring nodes to a priority queue [10]. When reach-
ing the leaf node all the points contained are selected as candidates. After all the trees 
have been explored once, the searching process is continued by getting the closest 
node to the query from the priority queue, and resuming depth-first traversal from that 
node. It ends when the number of candidates exceeds a maximum threshold cn, which 
specifies the degree of approximation desired from the algorithm. 

By building index and searching with distinctive codes, it can not only reduce the 
computational overhead of tree traversal, but also reduce the number of candidates for 
validity checking. So it can obviously improve the efficiency of the index, as illustrat-
ed in the next section. 

3 Experiments and Evaluations 

In this section, experiments are conducted to evaluate the proposed index structure. 
First, we investigate the influences of various parameters, and then compare the 
overall performance with the state-of-the-art method on famous benchmark dataset. 
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3.1 Experimental Setup 

The experiments are conducted on following three datasets, as shown in Table 1. To 
obtain binary codes, we crawl 25000 images from Flickr and extract ORB descriptors 
[8]. The training set has 500,000 ORB codes and is used for learning the distinctive 
bits. The query set has 10,000 ORB codes, and the base set for building index has 
2500,000 ORB codes. Note that the training set, query set and base set have no 
intersection with each other.  

Table 1. Description of datasets. The item is ORB feature of 256 bits. 

Dataset Size 

training set 500,000

query set 10,000 

base set 2500,000 

To evaluate large scale search performance, we use the famous ANN_SIFT1B 
dataset [14] and the item is 128-D SIFT descriptor. It contains a query set of 

410 descriptors and a base set of 910 descriptors. We use the minimal loss hashing [9] 
to create datasets of binary codes and each code has 256 bits. The experimental 
environment is Intel Xeon E5-2620*2(2.00 GHz, 7.2GT/s, 15M cache, 6cores) and 
with 64 GB memory. 

For experimental evaluation, we use speed up to compare our index with HCT 
[10]. The speed up is defined as follows: 

 
_

s
_

Linear time
peedup

Ann time
= ,  (3) 

where _Linear time is time cost of linear search and _Ann time is time cost of our 

method or HCT. Precision is another principle to measure the performance of an 
index and is defined as follows [10]: 

 

( )

( )

count AR LR
precision

count LR
= ∩ , (4) 

where AR is the ANN search result of our method or HCT, and LR is the linear search 
result. For each query, we calculate its precision, then we take the mean value over all 
queries. In experiments, we evaluate the performance of the algorithm by analyzing 
the speedup over linear search with respect to the search precision for different 
settings. Speedup over linear search is used both because it is an intuitive measure of 
the performance of algorithm and is relatively independent of the hardware [10]. 

3.2 Influences of Parameters 

We implement our method on top of the open source FLANN library [11] to take 
advantage of the parameter auto-tuning framework provided by the library. The per-
formance of our method is influenced by the following parameters: number of hierar-
chical clustering trees, branching factor, maximum leaf size, the number of distinctive 
bits m and the number of candidates. For number of hierarchical clustering trees, 
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branching factor and maximum leaf size, they are auto-confirmed by the FLANN 
library. Specifically, for our method there are 4 clustering trees, the branching factor 
is 16 and the maximum leaf size is 200. For considerations of space, we only study 
the influences of the number of distinctive bits and the number of candidates. 
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Fig. 3. The precision of our method with respect to different number of distinctive bits 

Figure 3 shows the accuracy of our method with different number of distinctive 
bits. We can see that the more bits we use in building index and the higher search 
accuracy can be obtained. When we use the whole binary codes, the search accuracy 
is about 89%. However, when the number grows from 128 to 256, the growth rate of 
accuracy begins to decline. If we extract 128 distinctive bits for each code, the search 
accuracy is about 83%. As the speedup of 128bits is much higher than that of 256 
bits, as shown in Figure 4, we extract 128 distinctive bits for each binary code, in 
order to keep an optimal balance of search precision and efficiency. 
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Fig. 4. The precision and speed up of our method over linear search with respect to different 
number of distinctive bits 

Figure 4 shows the speedup and precision with 128 distinctive bits and 256 distinc-
tive bits (non-compression), respectively. We can see that when the search precision 
is below 90%， code compression has better search efficiency than non-compression. 
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When the precision is higher than 90%, the speedup of 128 bits is about the same as 
that of 256 bits. The reason is that compression sacrifices little precision and we need 
return more candidates when using 128 bits than using 256 bits, to ensure search pre-
cision. For many applications, such as image retrieval and filtering [23], the single 
point searching precision of 0.8-0.9 is sufficient for the entire accuracy. So our meth-
od is applicable for these scenarios. 

Figure 5 illustrates the impact of the number of candidate results on the perfor-
mance of our method. As elaborated in the last paragraph, we have to return enough 
candidates to ensure high accuracy. From Figure 5, we can observe that the accuracy 
improves when the number of candidates increases. However, when the number of 
candidates increases from 2000 to 4000, the accuracy nearly stays stable. The more 
candidates the more exact near neighbors are returned, but the search is more 
expensive. Therefore, we set the number of candidates to be 2000, which is still less 
than the number of candidates in HCT [10]. This is because that with short distinctive 
codes, the dimension of Hamming space and radius of the searching Hamming ball 
are only a fraction of that for the long codes [9], which results in less candidates. 
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Fig. 5. The precision and speed up of our method over linear search for different number of 
candidates 

3.3 Comparison of Overall Performance 

Figure 6 compares the performance of our index with HCT [10]. The experiment is 
conducted on the dataset with 2500,000 binary codes. The parameters of our method 
are set as described in the previous section, and the parameters in HCT are auto-tuned 
by the FLANN library [11]. From Figure 6, we can see that when the search precision 
is lower than 90%, our index has much better efficiency than HCT. The search speed 
can be averagely increased by about 55% compared to HCT. When the search preci-
sion exceeds 93%, our index and HCT index have similar speed up values, but our 
method is consistently more efficient than HCT index. This reveals that when we  
use short distinctive codes, we can get higher speed up. However, when we need the 
maximal precision, the speed up is not too obvious. So, we should take into account 
of both precision and speed up to obtain good performance with our index. Fortunate-
ly, the precision is still high enough for most scenarios.  
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Fig. 6. Comparison between our index and HCT index for dataset with 2500,000 binary codes 

3.4 Scalability 

We use the ANN_SIFT1B dataset ( 910 items) [14] to demonstrate the scalability of 
our method, as shown in Figure 7. It can be seen that the search performance of our 
method scales well with the dataset size and it always has better performance than 
HCT. The search speed can be averagely increased by about 40% compared to HCT, 
in dealing with large scale dataset. According to the experiment, our method has 
higher efficiency, while keeping accuracy.  
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Fig. 7. Comparison between our index and HCT for dataset with 910 binary codes 

4 Conclusions 

In this paper, we introduce an index structure for fast approximate search of binary 
codes with distinctive bits. The goal is to improve the state-of-the-art HCT index. We 
first propose an algorithm to compress binary codes by extracting distinctive bits 
according to the standard deviation of each bit. Then, a new index is proposed using 
compressed binary codes based on hierarchical decomposition of binary spaces. In 
brief, the proposed index is simple and cheap, and has been proven by exhaustive 
experiments.  
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Abstract. Locality sensitive hashing (LSH) is the most popular algorithm for 
approximate nearest neighbor (ANN) search. As LSH partitions vector space 
uniformly and the distribution of vectors is usually non-uniform, it poorly fits 
real dataset and has limited performance. In this paper, we propose a new data-
dependent LSH algorithm, which has two-level structures to perform ANN 
search in high dimensional spaces. In the first level, we first train a number of 
cluster centers, then use the cluster centers to divide the dataset into many clus-
ters and the vectors in each cluster has near uniform distribution. In the second 
level, we construct LSH tables for each cluster. Given a query, we first deter-
mine a few clusters that it belongs to with high probability, and then perform 
ANN search in the corresponding LSH tables. Experimental results on the ref-
erence datasets show that the search speed can be increased by 48 times com-
pared to E2LSH, while keeping high search precision. 

Keywords: Locality sensitive hashing, approximate nearest neighbor. 

1 Introduction 

Nearest neighbor search in high-dimensional space is the core problem in database 
management, data mining and computer vision [1]. Traditional tree-based indexing 
methods can return accurate results, but they are time consuming for data with high 
dimensionalities. It has been shown that when the dimensionality exceeds 10, existing 
tree-based indexing structures are slower than the linear-scan [2], which is known as 
“dimensionality curse”. To solve this problem, hash-based methods are proposed [3] 
for approximate nearest neighbor (ANN) search.  

Among all the hash-based algorithms, locality sensitive hashing (LSH) [4] is one 
of the most widely used ANN search methods. It first takes a number of random pro-
jection functions to group or collect items close to each other into the same buckets 
with a high probability. In order to perform similarity query, LSH hashes the query 
item into some buckets and uses the data items within those buckets as potential can-
didates for the final results. Moreover, the items in the buckets are ranked according 
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to the exact distance to the query item to compute the nearest neighbor. The final 
ranking computation among the candidates is called short-list search. LSH is an algo-
rithm based on random projection, so it partitions the vector space uniformly. In con-
trast, the distribution of the items in vector space is usually non-uniform. Consequent-
ly, the distribution of randomly projected values is far from being uniform. In such a 
situation, querying will cost a lot of time for many disturbance points are probed and 
it severely limits its search performance. 

 

Fig. 1. The framework of our two-level index. In the first level, we group the dataset into clus-
ters though the centers that are trained beforehand. During the second level, we apply E2LSH 
[4] to each cluster. 

To solve aforementioned problem, improved hash algorithms have been proposed 
[5][6][7]. These methods use more candidates, estimate optimal parameters or use 
improved hash functions. As they only consider the average runtime or quality of the 
search process over randomly sampled hash functions, which may result in large de-
viations in runtime cost or the quality of k-nearest neighbor results [8], they still can-
not solve the problem well. In this paper, we present a novel data-dependent LSH 
algorithm, which is composed of two-level structures. During the first level, we first 
train a number of centers through K-means algorithm [9] on the training set and then 
divide the dataset into a number of clusters which are corresponding to these centers. 
This step gets the similar points together. Within each cluster, the distribution of items 
is more uniform than that of the items in the whole dataset. During the second level, 
we apply E2LSH technique to each cluster to construct LSH tables. The uniform 
distribution of points within clusters results in the uniform distribution of point indi-
ces in the corresponding hash tables. The framework of proposed data-dependent 
LSH algorithm is illustrated in Figure 1.  
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To further improve the search speed, we propose a novel search pruning method, 
based on a new distance metric which utilizes information about the relative positions 
and sizes of all clusters. Given a query, we first compute its distances to all cluster 
centers and take a few clusters as the candidates. Then, we apply E2LSH search algo-
rithm to the candidate clusters and get the nearest neighbors to the query. The experi-
ments conducted on benchmark datasets show that our algorithm can obviously  
improve the search speed while keeping high precision.    

The rest of this paper is organized as follows. Section 2 gives a review of previous 
works. Section 3 presents the proposed data-dependent LSH method. Section 4 shows 
the experimental comparisons. In section 5, we give the conclusion and future work.  

2 Literature Review 

As the basic LSH algorithm cannot deal with non-uniformly distributed dataset, many 
techniques have been proposed for improvement. These methods are classed into data 
independent and data dependent. 

Data independent methods do not use the base dataset for building index. Lv et al. 
propose multi-probe LSH [12], which systematically probes the buckets near the query 
points in a query-dependent manner, instead of only probing the bucket that contains the 
query point. It can obtain a higher recall ratio with fewer hash tables, but may result in 
larger selectivity from additional probes. Bawa et al. propose LSH-forest [13], which 
avoids tuning of the parameter by representing the hash table as a prefix tree and the 
parameter is computed based on the depth of the corresponding prefix-tree leaf node. 
Dong et al. [14] construct a statistical quality and runtime model using a small sample 
dataset, and then compute parameters that can result in a good balance between high 
recall ratio and low selectivity. Pan et al. propose Bi-level LSH [8]. In the first level, it 
uses a RP-tree to partition the dataset into sub-groups with bounded aspect ratios and is 
used to compute well-separated clusters. During the second level, it builds a single LSH 
hash table for each sub-group along with a hierarchical structure based on space-filling 
curves. Bi-level LSH is similar to our method in this paper, but as it uses RP-tree to 
partition the dataset randomly, it has limited performance. 

Data dependent methods use the base dataset for building index. Babenko et al. pro-
pose inverted multi-index [15], which generalizes the inverted index by replacing the 
standard quantization within inverted indices with product quantization. In some meth-
ods, data are represented by binary codes to reduce memory usage and computation 
times, as the calculations in Hamming space can be executed by efficient bitwise XOR 
operation. Among these schemes, spectral hashing [6] is a representative method. It de-
fines a hard criterion for a good code that is related to graph partitioning and uses a spec-
tral relaxation to obtain an eigenvector solution. Using binary codes can improve the 
efficiency of indexing [16]. However, we only focus on using pure floating-point vector. 

3 Data-Dependent Locality Sensitive Hashing 

In this section, we first elaborate the details of our data-dependent LSH framework 
and propose a distance metric. Then we present a new search algorithm for data-
dependent LSH. 
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3.1 Constructing Data-Dependent LSH Index 

As LSH cannot deal with non-uniform distribution dataset, it has limited search effi-
ciency. K-means is a popular clustering algorithm and can partition n items into k 
clusters, in which each item belongs to the cluster with the nearest mean [9]. To make 
the distribution of the items in the hash tables much more uniform, we use K-means 
algorithm to divide the dataset into several clusters. Then, we apply E2LSH method to 
each cluster to build the two-level index. 

The procedure of constructing data-dependent LSH hash tables is given in Algo-
rithm 1. We first apply the K-means algorithm to the training dataset n

TD , and get a 

number of cluster centers ( 1,2 )j j kμ =  . Then we assign the points in the dataset 
nD to these centers and partition the dataset into k clusters. Finally, we adopt E2LSH 

algorithm [4] to each cluster for building LSH tables. 
 

Algorithm 1. Building data-dependent LSH 

Input: A set of data items { } n
ix R∈ (n is the dimension of each item.) 

Output: A set of E2LSH structures{ }iT . Each E2LSH structure is com-

posed of multiple LSH tables, and there are many hash buckets in each 

table. The indices of the points are preserved in corresponding buckets. 

Notations: nD , the index dataset; n
ix D∈ ( 1,2 )i M=  ; n

TD , the training 
set; ( 1,2 )j j kμ =  , the centers gotten by K-means algorithm 

on n
TD ; ( 1,2 )jA j k=  , the clusters which nD is grouped into. 

Operation: 
1. ( 1,2 )j j kμ = ← apply K-means algorithm to n

TD  

2. for 1 i M≤ ≤ do 

3.   2arg min || ||j i j
j

A x μ← −  
4. end for 

5. for 1 j k≤ ≤ do 

6.   jT ← apply E2LSH to jA  
7. end for 

Because we apply K-means algorithm to partition the dataset, the distribution of  
data items in our hash tables is more uniform than that in original E2LSH hash tables. 

3.2 Search Algorithm for Data-Dependent LSH Index 

In LSH-based methods, short-list search is the main bottleneck of improving search 
speed [8]. To reduce the time cost of short-list search, we present a novel pruning 
algorithm for our data-dependent LSH. 

In the first level, we partition the dataset into a number of clusters. Intuitively, the-
se clusters have different sizes, and the relative distances between the cluster centers 
are also different. Due to influence of the size of different clusters and the relative 
distances, we incorporate these factors into the computation of distance and propose 
the distance metric '

iD as follows: 
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' 1

1

i
i

i

d s
D

d s
= × .  (1) 

We first compute the distances '
id between the query q and all cluster centers iμ and 

rank the distances in ascending order and get the sequence id . 1d is the nearest center 
to q and 1s is the size of corresponding cluster. In this paper, we use the amount of the 
items in each cluster as its size metric. 

In order to perform similarity search, we first get the sequence '
iD as mentioned 

above and rank '
iD in ascending order to get the ordered sequence iD . Then, we take 

the top m clusters 1 2, , mA A A  as the candidate clusters to be probed. We apply 
E2LSH search algorithm to 1 2, , mA A A and perform short-list search to get the near-
est neighbors of the query q . The procedure of the search algorithm is depicted in 
algorithm 2. 

Algorithm 2. Search algorithm for Data-dependent LSH 
Input: A query point q. 
Output: the nearest neighbor of q. 
Notations: ( 1,2, )

iDL i m=  , the clusters corresponding to iD  ; 

(1 )m m k≤ < , the number of probed clusters; is , the size of correspond-

ing cluster. 
Operation: 

1. for 1 i k≤ ≤ do 

2.    '
2|| ||i id q μ= −  

3. end for 
4. 1 2 kd d d ← rank ' ( 1, 2 )id i k=  in ascending order 

5. for 1 i k≤ ≤ do 

6.    ' 1

1

i
i

i

d s
D

d s
= ×  

7. end for 
8. 1 2, , kD D D ← rank ' ' '

1 2, , kD D D in ascending order 

9. 1 2,a a ← apply E2LSH search algorithm to ( 1, 2 )
iDL i m=  . 

10. 2arg min || ||i
i

n q a= −  

11. return na  

 
In practice, algorithm 2 is a pruning strategy. As algorithm 2 takes advantage of the 

information about the relative positions and sizes of all clusters, we can improve the 
search speed while keeping high precision, as illustrated in the next section. 

4 Experimental Results 

In this section, we first study the influence of different parameters. Then, we conduct 
multiple comparison experiments between E2LSH [4], Bi-level LSH [8] and our data-
dependent LSH.   
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4.1 Experimental Setup 

In the experiments, we use the publicly available BigANN set [10]. BigANN set is 
composed of four data packages including ANN_SIFT10K, ANN_SIFT1M, 
ANN_GIST1M and ANN_SIFT1B. We use ANN_SIFT1M, which contains 1M SIFT 
descriptors as index data, 100k SIFT descriptors as training set and 10k SIFT de-
scriptors as query data, as described in Table 1. The training set is used to learn the 
cluster centers. 

Our method is single-threaded programmed and executed on a server which has 
64G main memory, Intel Xeon E5-2620*2(2.00 GHz, 7.2GT/s, 15M cache, 6cores). 
We will draw the conclusion in term of the comparison of accuracy and efficiency. 

Table 1. Description of training set, index set and query set 

Dataset Size 

training set 100,000

query set 10,000 

base set 1,000,000 

 
For experimental evaluation, we use speedup to compare our two-level index with 

E2LSH [4] and Bi-level LSH [8]. The speedup is defined as follows: 

 

_
s

_

linear time
peedup

ann time
= ,  (2) 

where linear_time is time cost of linear search and ann_time is time cost of our 
method, E2LSH or Bi-level LSH. Precision is another principle to measure the 
performance of an index algorithm. The precision is defined as follows: 

 ( )

( )

count AR LR
precision

count LR
= ∩ ,   (3) 

where AR is the ANN search result, LR is the linear search result. The function count 
is used to count the number of the result set. For each query, we calculate its precision 
and we take the mean value over all queries. 

4.2 Influences of Parameters 

The performance of our data-dependent LSH is influenced by two parameters i.e. 
numbers of clusters in building index and number of probed clusters in search. 

To make out how these two parameters affect the performance of our method, we 
plot two diagrams and two tables which show how the time cost and the number of 
probed clusters changes along with the number of clusters in search precision of 90% 
and 96%, respectively. 

From Figure 2, we can see that to reach the same accuracy, the time cost declines 
when the number of clusters increases at the beginning, e.g. the number is less than 
1500. But the time cost begins to increase when the number of clusters is larger than  
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Fig. 2. (a), (c) The time cost changes along with the number of the clusters in precision of 90% 
and 96% respectively; (b), (d) the number of probed clusters with respect to different number of 
clusters in precision of 90% and 96% respectively 

1500. The reason is that, in the beginning, with the increment of cluster number, the 
reduced amount of items in probed clusters is more than the increased amount of 
items in additional probed clusters to reach the same precision. But, the situation is 
reverse when cluster number is too large. Moreover, along with the increment of the 
number of clusters, the time cost of conducting step 1 to step 3 in algorithm 2 is also 
increased. So we choose 1500 clusters. As shown in Figure 2 (d), to reach high preci-
sion, we may choose 23 probed clusters. 
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4.3 Comparison of Overall Performance 

To verify the performance of our data-dependent LSH (DP-LSH), we conduct compara-
tive experiments among DP-LSH, E2LSH [4] and Bi-level LSH [8]. DP-LSH divides 
the dataset into 1500 clusters in the first level and the number of probed clusters is set to 
be 23. In the experiments, we compare the precision and speedup using different num-
ber of hash tables to testify that our algorithm can get better speedup compared to 
E2LSH and Bi-level LSH in all cases. Experimental results are shown in Figure 3. 

 
(a) precision 

 
(b) speedup 

Fig. 3. (a) Search precision changes along with the number of hash tables; (b) speedup (log10) 
changes along with the number of hash tables 
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From Figure 3(a), we can see that the precision of DP-LSH, LSH and Bi-level LSH 
is varying during 0.97-1, and the precision of DP-LSH is about 1% lower than E2LSH 
when the number of hash tables is less than 14. Nevertheless, the precision of DP-
LSH is almost equal to E2LSH and Bi-level LSH when the number of hash tables is 
larger than 14. So these three methods have very similar search precision. 

From Figure 3(b), we can see that the speed of DP-LSH is about 48-50 times faster 
than E2LSH, using different number of hash tables. This efficiency superiority of DP-
LSH is stable even when the number of hash tables changes. Besides, DP-LSH is 
much faster than Bi-level LSH. This is because that DP-LSH has a more uniform 
partition of dataset than Bi-level LSH, which results in better search efficiency. To 
our knowledge, this is the best performance of the state-of-the-art hash-based index-
ing methods. 

Based on the above comparisons, we prove that DP-LSH can significantly improve 
the search speed while keeping high search precision. Moreover, the improved per-
formance is stable. 

5 Conclusions and Future Work 

In this paper, we propose a new two-level hashing index structure and corresponding 
search algorithm. The goal is to deal with the problem that the LSH method loses 
efficiency when indexing non-uniform distribution datasets. Our index has two-level 
structure to perform ANN search in high dimensional spaces. In the first level, we 
divide the dataset into many clusters, to ensure the items in each cluster has near uni-
form distribution. In the second level, we construct LSH tables for each cluster. Be-
sides, we also propose a novel search pruning method. In brief, the proposed method 
is simple and cheap, and has been proven by exhaustive experiments. 
   In future work, we will test our algorithm in more large scale datasets. We also 
need to design efficient out-of-core algorithm to handle many very large datasets 
(e.g. >10 billion). 
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Abstract. In this paper, a novel cosine similarity metric learning based
on large margin nearest neighborhood (LMNN) is proposed for an i-
vector based speaker verification system. Generally, in an i-vector based
speaker verification system, the decision is based on the cosine distance
between the test i-vector and target i-vector. Metric learning methods
are employed to reduce the within class variation and maximize the be-
tween class variation. In this proposed method, cosine similarity large
margin nearest neighborhood (CSLMNN) metric is learned from the de-
velopment data. The test and target i-vectors are linearly transformed
using the learned metric. The objective of learning the metric is to en-
sure that the k-nearest neighbors that belong to the same speaker are
clustered together, while impostors are moved away by a large margin.
Experiments conducted on the NIST-2008 and YOHO databases show
improved performance compared to speaker verification system, where
no learned metric is used.

1 Introduction

The task of speaker verification is to verify that the input utterance is by the
claimed speaker. This requires checking whether the input utterance belongs to
the claimant speaker or not [1]. I-vector, which stands for identity vector, repre-
sents an utterance by a fixed, low dimensional vector [2]. I-vectors are compared
by calculating the dot product of the i-vectors (cosine similarity), which gives the
similarity score between the i-vectors. Based on this score a verification decision
is made for the input utterances. This method outperforms the one based on
the Gaussian Mixture Model - Universal Background Model (GMM-UBM) [3].
Distance metric learning methods are used in machine learning to improve a
system’s performance by learning a metric from example data [4,5]. The learned
metric transform the input feature space into a new feature space, where the
separability between the data is modified such that data belong to same class
are moved closer and data belong to different classes are moved away. We use
the cosine similarity large margin nearest neighborhood (CSLMNN) metric that
is learned from the development data. The metric calculation constrains the k
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nearest neighbors to belong to the same speaker, while other speakers are sep-
arated by a large margin [6]. The original LMNN algorithm [6] is learned by
calculating the Euclidean distance between the data. As cosine similarity gives
competitive results in state of art speaker verification system, we use cosine sim-
ilarity between the data to learn the metric. The problem of metric learning is
formulated as an instance of a semidefinite programming problem to efficiently
compute the global minima.

The rest of the paper is organized as follows. Section 2 introduces the general
framework used for cosine distance metric learning for i-vector based speaker
verification. In that section, i-vector extraction and classification is discussed
which is followed by the discussion of cosine similarity large margin nearest
neighborhood metric learning. Section 3 describes the experiments conducted
on NIST 2008 and YOHO databases using the CSLMNN metric in an i-vector
framework. The performance of the system is evaluated using the detection er-
ror trade-off (DET) curves, equal error rate (EER) and minimum decision cost
function (DCF) points. Section 4 concludes with a discussion of the results ob-
tained and some thoughts on distance metric learning in i-vector based speaker
verification.

2 Cosine Distance Metric Learning for I-Vector Based
Speaker Verification

In this section, we discuss the cosine distance metric learning based on large
margin nearest neighborhood method. As cosine distance gives very competi-
tive performance in i-vector based speaker verification system, we choose cosine
similarity as a distance measure in the proposed metric learning method. The
learned metric transform the input i-vectors into a new feature space, where
the i-vectors that belong to same speaker are moved closer and impostors are
moved away. Scoring on this new transformed space of i-vector gives better per-
formance than the previous i-vector space. Following subsection discusses the
i-vector extraction and classification method used in current state of art speaker
verification system with a brief discussion of linear discriminant analysis as inter
session compensation and dimensional reduction technique.

2.1 I-Vector Extraction and Scoring

In this subsection, we briefly discuss the i-vector extraction and scoring for
speaker verification system. I-Vector is a compact form of speech utterance that
has been extracted using the total variability subspace [2]. It involves formation
of GMM supervector by concatenating the means of the MAP adapted speaker
model from the UBM model. The supervector is assumed to have the following
structure.

s = m+ Tw (1)

Where m is the speaker independent UBM supervector, T is the total variability
matrix and w the total variability factor that is termed as the i-vector. Matrix
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T is computed from the training data in exactly the same way as the eigenvoice
matrix in the JFA system with the slight difference that the speech for training
belongs to different speakers. Matrix T is a low rank matrix. For the given matrix
T , the i-vector w is obtained for the given utterance by:

w =
(
I + T tΣ−1NT

)−1
T tΣ−1F (2)

where I is an identity matrix and N is a diagonal matrix of dimension CF ×CF ,
its diagonal block are NcI, (c = 1, 2, ..C) is the Gaussian index and F is the
supervector formed by concatenating all the centralized first order statistics.
Σ is a diagonal covariance matrix of dimension CF × CF . The block diagram
Figure 1 illustrates the procedure for extracting the i-vector.

Fig. 1. Diagram illustrating the i-vector extraction from a speech dataset

Linear Discriminant Analysis. Linear Discriminant Analysis (LDA) is a
popular technique to compensate for inter-session variability in the speech data.
The main objective of LDA is to find new orthogonal axes such that variation
between classes is maximized and within classes is minimized. The LDA trans-
formation matrix Alda consists of the eigenvectors having the largest eigenvalues
for the eigenvalue problem SBv = λSW v, where the between and within speaker
scatter matrices, SB and SW respectively are calculated using:

SB =

S∑

s=1

Ns (μs − μ) (μs − μ)
t

(3)

SW =
S∑

s=1

Ns∑

i=1

(wi
s − μs) (wi

s − μs)
t (4)

nist2002 In the above formula μs is the mean i-vector of each speaker, S denotes
the total number of speaker under consideration and Ns stands for the total
number of utterances for speaker S. The matrix Alda is calculated as follows:

Alda = argmax
A

|ATSBA|
|ATSWA| (5)

Following this the corresponding i-vector w is transformed into the vector w′ as
follows:

w′ = w ∗Alda (6)
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I-Vector Scoring. The cosine score between the test w′
test and target w′

target

i-vectors is given by the dot product between these two i-vectors,

Score(w′
target, w

′
test) =

〈w′
target, w

′
test〉

‖w′
target‖‖w′

test‖ (7)

The score obtained is then compared with a threshold value and an accept
decision is taken if the score is above the threshold else it is rejected. Both the
target and test i-vectors are estimated exactly in the same manner with the same
UBM and the same total variability matrix T .

2.2 Cosine Similarity Large Margin Nearest Neighbor Metric
Learning

Distance metric learning methods are used in classification problems to improve
the performance of the system by learning a metric from example data [7,8]. This
leads to better discriminability between the input data and helps to improve
the performance of the classification system. Let us consider the training set
of n examples of dimensionality d, {(wi, wj)}ni=1, where wi = Rd and wj ∈
{1, 2, 3....S}. Here S is the total number of classes (speakers). In general, the
similarity score between two inputs wi and wj is given by the equation.

Score(w′
target, w

′
test) =

〈Mw′
target,Mw′

test〉
‖Mw′

target‖‖Mw′
test‖ (8)

Where M is a symmetric positive definite matrix, M � 0. This metric is learned
by the CSLMNN algorithm from the data.

The non differentiable leave-one-out and non-continuous classification error
of the k nearest neighbor classifier is imitated by the CSLMNN algorithm with
a convex loss function [6] by calculating the cosine similarity between the input
data. The purpose of the loss function is to ensure that the local nearest neigh-
bors around every input target i-vector having the same class label are moved
closer together and inputs with different class labels are pushed further apart.
One of the advantages of the CSLMNN algorithm is that the metric (global) is
optimized locally. To achieve this, the CSLMNN algorithm needs prior informa-
tion of nearest neighbors of the target class. We do this by measuring the Cosine
distance between the i-vectors. Let j � i indicate wj is a target neighbor of wi.
CSLMNN learns the Mahalanobis metric M such that it keeps each input wi

close to its target neighbors while input vectors of different classes (impostors)
are separated by a large margin. Here learning a metric is equivalent to learning
a linear transformation that maps input vectors to a transformed space where
the above property holds. For the input wi, having the target wj and impostor
wk the relation is expressed as the following equation with respect to the cosine
similarity metric.

〈Mw′
i,Mw′

j〉
‖Mw′

i‖‖Mw′
j‖ − 〈Mw′

i,Mw′
k〉

‖Mw′
i‖‖Mw′

k‖ ≥ 1 (9)
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After CSLMNN

Target neighbour

Impostor1

Impostor2

Before CSLMNN

Marginneighborhood
Local

wi

wi

Fig. 2. Illustrates transfer of the i-vector before and after CSLMNN Metric learning.
The small circles represent i-vectors with the same class label, while small rectangles
represent i-vectors with different class labels.

In Figure 2 the i-vectors with the same class label are shown as small circles,
while small rectangles represent i-vectors with different class labels (impostors).
In the input space all points on a circle are equidistant from wi. After learning the
CSLMNN metric it can be seen that in the new transformed space the i-vectors
of same speaker are moved closer, while impostors are moved far.

The semidefinite program (SDP) proposed in [6] moves the target neighbors

closer by minimizing cosine distance
∑

j�i

(

1− 〈Mw′
i,Mw′

j〉
‖Mw′

i‖‖Mw′
j‖

)

, while penaliz-

ing the criteria of separating the data of different class by a large margin. This
problem is further solved by introducing an additive slack variable ξijk ≥ 0 for
different class label, so that the SDP can be formulated as shown in the following
Table 1. The triplet variable is S = {(i, j, k) : j � i, yk 	= yi}, where yk and yi
are input data labels.

Table 1. Formulation of the convex optimization problem for the CSLMNN method

min
M

∑

j�i

(

1− 〈Mw′
i,Mw′

j〉
‖Mw′

i‖‖Mw′
j‖

)

+ μ
∑

(i,j,k)∈S

ξijk

Subject to : (i.j, k) ∈ S :

(1)
〈Mw′

i,Mw′
j〉

‖Mw′
i‖‖Mw′

j‖ − 〈Mw′
i,Mw′

k〉
‖Mw′

i‖‖Mw′
k‖ ≥ 1− ξi,j,k

(2) ξi,j,k ≥ 0
(3) M � 0
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Once the CSLMNN metric M is learned from the example data, scores are ob-
tained using the following equation for the i-vectors.

ScoreLMNN (w′
target, w

′
test) =

〈Mw′
target,Mw′

test〉
‖Mw′

target‖‖Mw′
test‖ (10)

The overall block diagram of the speaker verification incorporating the CSLMNN
algorithm is shown in Figure 3.

3 Performance Evaluation

In this Section we describe how the new algorithm was evaluated and compare its
performance with competing approaches. Experiments were done on the NIST-
2008 and YOHO databases. DET curves and EER were used to evaluate the
performance of the CSLMNN metric. We compare both the raw cosine and LDA
transformed i-vectors and discuss the significance of the improvements obtained
in terms of the DET curves and EER using the proposed method.

Fig. 3. Block diagram illustrate the proposed speaker verification using the learned
metric. The cosine distnace metric learning is shown in dotted box.

3.1 Organization of the Various Data Sets

Two data sets NIST-2008 and YOHO were used to evaluate the proposed method.
NIST 2002/2004 was used to train the background models. For development i-
vectors, NIST-2005, NIST-2006 and NIST-2007 databases were used.

• NIST 2008 Database: The short2-short3 condition of NIST-2008 database
was used here to evaluate the proposed method. The database consists of
648 male and 1140 female speakers. Short 2 condition was used for train-
ing and short 3 for testing. Short2 data contains both telephone speech as
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well as interview speech. The interview speech samples used in the short2
condition are of 3 minute duration extracted from excerpts of the longer
interview speech. The short3 condition testing data consists of the type of
speech in short2 data as well as telephone speech recorded with an auxiliary
microphone [9] [10].

• YOHO Database: The YOHO databse consists of 108 male and 30 female
speakers. The database was collected during testing of ITT’S speaker verfica-
tion system in an office environment. Speaker variation spanned a wide range
over attributes like age, job description and educational background. Most
of the speakers are from the New York city area with some non-native En-
glish speakers. The data was collected using a high quality telephone handset
(Shure XTH-383), but did not pass through the telephone channel [11].

3.2 Experimental Conditions

A 39 dimensional MFCC (mel frequency cepstral coefficient) (13 static, 13Δ and
13 ΔΔ) was obtained as a feature vector for i-vector extraction from the speech
signal at a frame rate of 10 ms with 20 ms Hamming window. Silence was removed
using VAD (Voice activity detection) and MFCC features were normalized with
standard cepstral mean subtraction and variance. The UBM of 512 mixture
components with diagonal covariance matrices was trained using data from non-
target speakers. Maximum likelihood criteria were used for the training of the
UBM model. For the i-vector system the total variability space T was trained
using non-targeted speakers. I-vectors of 400 dimension were extracted from
speech segments for the training and testing phases.

3.3 Experimental Results

Experiments on the NIST 2008 and YOHO database were done using the LMNN
algorithm.

• Raw cosine scoring method: In this method cosine scoring is used to obtain
the scores and there was no metric learning. This is the Baseline system in
the i-vector framework.

• Raw cosine + Euclidean LMNN method: In this method the scoring is
done on the transformed vector obtained after the LMNN matrix M is
learned from the development data by using Euclidean distance between
the i-vectors. .

• Raw Cosine + CSLMNN Method : In this method the matrix M is learned
from the development data by measuring the cosine distance between the
i-vectors.
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• Raw cosine + LDA method: Here the LDA transformation matrix Alda is
used to reduce the dimension of the i-vector. The matrix Alda is estimated
using the development data. The transformed LDA i-vector is used for final
cosine scoring.

• Raw cosine + LDA + Euclidean LMNN: This method involved applying
LDA on the raw i-vector followed by Euclidean LMNN on the reduced LDA
i-vectors.

• Raw cosine + LDA + CSLMNN: This method involved applying the
CSLMNN metric scoring on LDA i-vectors. This method gives the best result
compared to all above methods.
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Fig. 4. DET plots of speaker verification for the NIST 2008 Database

The experimental results obtained using the proposed method have been pre-
sented in the form of DET [12] curves where a lower curve is interpreted as
better performance. The corresponding EER values from both databases are
also presented here. The DET plots for the NIST-2008 and YOHO databases
using the LMNN metric are shown in Figure 4 and 5 respectively. The minimum
DCF values are also evaluated for both the databases. Table 2 and Table 3 show
the DCF value and EER value for NIST-2008 and YOHO databases. The DET
curve is plotted using the Bosaris toolkit [13].
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Fig. 5. DET plots of speaker verification for the YOHO Database

Table 2. DCF and EER values for NIST-2008 data

Scoring Method EER min DCF

Raw Cosine 7.53 0.2077

Raw Cosine + Euclidean LMNN 7.06 0.1985

Raw Cosine + CSLMNN 6.86 0.1980

Raw Cosine + LDA 5.88 0.1712

Raw Cosine + LDA + Euclidean LMNN 5.66 0.1702

Raw Cosine + LDA + CSLMNN 5.34 0.1698

Table 3. DCF and EER values for YOHO data

Scoring Method EER min DCF

Raw Cosine 1.09 0.0342

Raw Cosine + Euclidean LMNN 1.02 0.0324

Raw Cosine + CSLMNN 1.01 0.0258

Raw Cosine + LDA 0.99 0.0250

Raw Cosine + LDA + Euclidean LMNN 0.90 0.0251

Raw Cosine + LDA + CSLMNN 0.85 0.0244

4 Conclusions

The proposed Cosine similarity large margin nearest neighborhood metric learn-
ing method transform the input i-vectors into a new feature space. More specifi-
cally the method proposed herein learns the metric in such a way that the intra



Cosine Distance Metric Learning for Speaker Verification 303

speaker variability is kept minimum by keeping the k-nearest neighbors closer
to the target i-vector. Additionally, it also ensures that impostors are kept at a
large margin from the target speaker. We have used cosine distance as a similar-
ity measure for the metric learning due to competitive result obtained in i-vector
based speaker verification system. The CSLMNN metric method can be fused
with other compensation method to further improve the performance of speaker
verification system. This is possible due to the learning methodology followed in
the CSLMNN. The experimental results are encouraging and future work will
focus on utilizing score normalization techniques in the cosine similarity large
margin nearest neighborhood framework.
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Abstract. Anchor Shot Detection (ASD) is a key step for segmenting news vid-
eos into stories. However, the existing ASD methods are either channel-related 
or channel-limited which could not satisfy the requirement for achieving effec-
tive management of large-scale broadcast news videos. Considering the variety 
and diversity of large-scale news videos and channels, in this paper we propose 
a universal scheme based on deep neural network for anchor shot detection 
(DNN_ASD). Firstly, DNN_ASD consists of a training procedure of deep neu-
ral network to learn the appropriate anchor shot detector. Secondly, accompa-
nied with imbalanced sampling strategy and face-assist verification, a universal 
scheme of anchor shot detection for large-scale news videos and channels is 
available. Parallel to this, the width and depth of neural network and the transfer 
ability are empirically discussed respectively as well. Encouraging experimental 
results on news videos from 30 TV channels demonstrate the effectiveness of 
the proposed scheme, as well as its superiority on transfer ability over tradition-
al ASD methods. 

Keywords: Anchor Shot Detection, Deep Neural Network, Imbalanced Sam-
pling Strategy. 

1 Introduction 

Due to the exploration of broadcast channels, broadcast news videos are regularly 
accessed by a large number of people all over the world, and an efficient medium to 
organize these large-scale resources is urgently required. Especially, in news videos 
segmenting and searching, to prepare the story units and to reinforce the accuracy of 
indexing images, some pre-processing procedures are necessary. Among them, anchor 
shot detection (ASD) can be employed as a foundational step for news videos struc-
turing [1, 2, 3].  

As a fundamental issue of news story segmentation, there have been several prior 
works in anchor shot detection till now, and they can be roughly grouped into two 
categories: model-based methods and detection-based methods. 

Model-based methods focus on constructing detecting models based on machine 
learning techniques and detect anchor positions under some optimal criterion. For 
example, the authors in [4] define a set of models of anchor shot and then match 
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against them all the shots of a news video in order to detect potential anchor shots. 
Different from above anchor model method, the authors in [5] build the key-frame 
model using the assumption that an anchorperson typically appears in the first five 
shots of a news video. The authors in [6] implement an on-line trained audio and vis-
ual model to classify the video shots into anchorperson shots and news footage shots. 
However, the main drawback of these methods is that these models are strongly de-
pendent on the relational video channels, and we name this phenomenon as channel-
related flaw. Since lacking powerful learning tools, it is difficult to construct a general 
model able to represent all the different kinds of news, and it is a severe limitation 
problem. 

Detection-based methods aim to locate anchor positions through carefully crafted 
heuristic rules with a set of intuitive cues or features. For example, the authors in [7] 
propose to group similar key-frames into clusters on the basis of their color histo-
grams, and then employ a two-stage pruning technique for reducing the number of 
falsely detected anchor shots. The authors in [3] improve above method by introduc-
ing channel configuration process. Besides that, some of researchers [8, 9] make use 
of face information for anchor detection as well, such as the position, the size, and the 
number of faces. For example, the authors in [8] make use of anchorperson’s attire to 
reduce the computational burden of the following modules. The authors in [9] extract 
face regions and then utilize the color histogram within the face region and temporal 
coherency of the face size and position to detect anchor shots. Following these meth-
ods, however, the situation of anchorperson is very critical. In one case, the authors 
implicitly assume that anchorpersons in different channels should share the similar 
background, which is actually not satiable especially in large-scale news videos. In 
the other case, some methods also heavily rely on face detection results, or the per-
formance is bounded by face detection accuracy. Both factors result in that these 
methods can only be suitable to small range channels, and we name this phenomenon 
as channel-limited flaw. 

In conclusion, on one hand, the large variety of existing news channels in the world 
makes it impossible to construct a universal series of anchor detection rules which can 
be suitable for all various channels. On the other hand, the existing model-based 
methods fall into the dilemma that they can provide good results only for a small 
range of channels. Therefore, considering the variety and diversity of large-scale news 
videos and channels, in this paper we propose a universal anchor shot detection 
scheme based on deep neural network (DNN_ASD), to cope with the channel-related 
and channel-limited flaws mentioned above. Firstly, news videos are decomposed into 
shots based on the Uniform LBP feature [10], and the middle frame of each shot is 
extract as the key-frame for anchor shot detection. Secondly, a universal anchor mod-
el is off-line trained using the recently emergent deep neural network with an imbal-
anced sampling strategy. During the anchor detection process, key-frames are first 
given probability values by the universal anchor model above and we can obtain an 
anchor candidate collection. Then face-assist verification is applied to the candidate 
collection for further pruning false anchor shots, which jointly combines the tradeoff 
between channel-related flaw and channel-limited flaw. In order to test the proposed 
scheme, we built-up a big news database, which consists of about 51 hours with 1205 
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anchor shots and 47430 news report shots. More importantly, this database is con-
structed on 30 channels (each channel contributes to 3 videos), which is taking full 
account of the variety and diversity of large-scale broadcast news videos.   

The remaining of this paper is organized as follows. Section 2 presents the 
DNN_ASD scheme in detail. In Section 3 the database used is introduced together 
with the experiments carried out in order to assess the performance of the proposed 
scheme. This is followed by conclusions in Section 4. 

2 The Proposed Scheme 

The proposed scheme (see Fig. 1) firstly performs a shot detection by using Uniform 
LBP feature to describe the basic information of images. As described in [10], this fea-
ture is more sensitive in gradual transition case than other features while it is as robust-
ness as other features in the same shot. Therefore, a different sequence of frames is 
calculated based on this feature, and the shot boundary is identified accordingly. 

 

Fig. 1. Overall Flowchart of DNN_ASD 

2.1 Anchor Model with DNN 

Imbalanced Sampling Strategy 
Inspired by the success of deep neural network models in solving challenging prob-
lems, such as speech recognition and computer vision, here we choose deep neural 
network as our universal anchor model. As we all know, large training data is neces-
sary to create a robust model, especially with deep neural network. Nevertheless, on 
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one hand it is difficult and expensive to collect large high-quality anchor training 
samples. On the other hand, the negative (no anchor) training samples are abundant 
and easily accessible yet. According to this observation, here we propose an imbal-
anced sampling strategy of leveraging unlabeled (negative sample) data to expand the 
diversity of the precious positive ones as well as provide a robust set of negative ex-
amples for universal anchor modeling. 

Specially, the training samples are generated as follows. Firstly, 50 videos from 25 
channels (2 videos in each channel, 25 channels for training and testing, and the re-
maining 5 channels for transfer testing, more details please refer to Section 3.1) are 
chosen from news database as training set, which includes 728 anchor shots and 
28896 news report shots. To increase the number of limited positive samples, we 
extract key-frames from each anchor shot with an interval of one second, and there-
fore totally 8966 anchor frames are achieved as our positive training samples. Second-
ly, to enhance the anti-interference ability of universal model, different from above 
positive samples, we consider the negative sampling from two aspects. On one hand, 
only the middle frame of each news report shot is taken out to ensure the diversity of 
negative samples. On the other hand, negative samples are randomly extracted from 
all 28896 news report shots, both containing pure scene shots and other person inside 
shots. This strategy can help avoid suffering some common drawbacks of the existing 
methods that the person shots are mistaken recognized as anchorperson shots. With 
this negative sampling strategy, we totally harvest 28896 no-anchor frames as our 
negative training samples. Finally, to leverage the imbalanced positive and negative 
samples, we model a clustering based pseudo-negative space for training data sam-
pling.  Similar to [11], we cluster the 28896 negative training samples into 8966 cat-
egories, and then select the nearest ones to the centroid of each category as the final 
negative training samples. 

Feature of Anchor Frame 
With the training samples, three steps are employed to extract features. Firstly, to 
process faster, a bi-moment normalization proposed by [12] is adopted to normalize 
all the anchor frames to size 32x32. Secondly, as demonstrated in [13], local gradient 
direction histogram features are effective in differentiating the images of Chinese 
characters, and therefore we transfer it to our anchor frame detection directly. Specifi-
cally, gradient directions map of each normalized anchor frame is calculated by using 
sobel operators, and then the map is evenly split into 64 patches of size 4x4. Based on 
this partition, 8 directions gradient histogram are calculated patch by patch and finally 
a 512-dimention vector is concatenated for deep neural network training. 

Architecture of Anchor Model 
Deep neural network is a multi-layer perception with multiple hidden layers. The 
architecture of traditional neural network is that the first layer and the last layer are 
input and output respectively, and in which the numbers of neurons are equal to the 
feature dimensions and the categories accordingly. Hidden layers located in the  
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middle zone are critical and the number of layers and neurons corresponds to the 
depth and the width in deep neural network model. In practical models, the number of 
hidden layers is often above 3 (3 hidden layers in our anchor model) and each layer 
consists of a few thousands hidden units (4096 units on each hidden layers in our 
anchor model). After propagation layer by layer, the output of each neuron is trans-
formed by a non-linear function. 

In our scheme, sigmod function and softmax function are chosen as the activation 
function of all hidden neurons and the activation function of output layer neurons 
respectively. The input layer has been set as 512 neurons, corresponding to the 512-
dimention vector, and the output layer is set as 2 neurons corresponding to anchor 
category and no-anchor category. We use standard back-propagation algorithm to 
train the neural network, and employ new-bob learning rate schedule which do not 
halve the learning rate until the accuracy on cross-validation set fails to improve by 
more than 0.5% between each two epochs. Finally, the algorithm will terminate at the 
point of a predetermined minimum the CV accuracy improvement arrives. The initial 
learning rate and the batch size are empirically set to 0.032 and 512, and the number 
of hidden layer and hidden neuron is 3 and 4096 respectively. More details analysis of 
model architecture will be introduced in Section 3.2. 

2.2 Face-Assist Verification 

After model prediction, we will achieve an anchor candidate collection for each news 
video. By observation, we find that although above deep neural network based anchor 
model is powerful to most anchor situation. But some static characters shots or re-
porter shots which have the similar visual patch and camera status to real anchor shot 
may cause false alarm. Therefore, we further use Open CV [14] to detect faces in the 
anchor candidate collection to filter out these false shots. Especially, from the result 
of face detection, we utilize the number of faces, the center position of each face and 
the area of each face in an anchor candidate frame, and remove those do not satisfy 
our criterion ones from the collection. The advantages of this step are that, on one 
hand, the face detection methodology of Open CV is a much less computational cost 
than other conventional methods which is very suitable for our on-line after-handling. 
On the other hand, it can also help verify the output from deep neural network and 
achieve a better result. 

3 Experimental Results 

As we know, some efforts have been spent in building news video databases for 
benchmarking purposes in the recent past, such as the TREC Video Retrieval Evalua-
tion in 2004. Unfortunately, these data are not publicly available outside the 
TRECVID contest. Therefore, we have built a new news video database. 
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3.1 Database and Evaluation 

In our news database, as much as representative variability of the phenomenon is 
considered. Specially, our database is composed by 90 news videos from 30 channels, 
totally including 1205 anchor shots and 47430 news report shots. More in detail, the 
30 channels are randomly separated into two parts: 1) 25 channels for training and 
testing. Concretely, 2 videos of each channel, that is 50 videos in total, are used as 
training set while the other 25 videos are used as testing set. 2) 5 channels for transfer 
testing. 

In order to have a single figure of merit for comparing the performance, we calcu-
late the F-measure value, which is a combination of Precision and Recall, as the eval-
uation criterion. 

3.2 Influences of Width and Depth of Model 

In order to confirm the architecture of anchor model, different width and depth mod-
els are tested and analyzed firstly. Table 1 and Table 2 investigate the influences of 
width and depth on model. From the table we can see that, on one hand, neural net-
work with the wider and deeper architecture can obtain higher detection accuracies. 
On the other hand, we can also observe that the improvement is getting narrowing (or 
slightly descending) when the width and depth reach to 4096 and 5. So we can con-
clude that the architecture of <512, 4096, 4096, 4096, 2> is suitable for our anchor 
detection task. 

Table 1. Comparison of Width of Neural Network (3 layers) 

 

Table 2. Comparison of Depth of Neural Network (4096 neurons) 
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3.3 Performance of Anchor Shot Detection 

To give a comprehensive understanding for the effectiveness of DNN_ASD, as shown 
in Figure 2, the performance of our scheme are compared with the existing two ASD 
algorithm over 25 various channels.  

From the figure, we can observe that our scheme defeats GTC_ASD [7] and Im-
proved GTC_ASD [3] on most channels and only fails on 1 channel slightly com-
pared with Improved GTC_ASD. The total improvements over GTC_ASD and Im-
proved GTC_ASD are 24.3% and 5.5% on average respectively, which demonstrates 
the effectiveness of our DNN_ASD for large-scale anchor shot detection. 

 

Fig. 2. Performances of Three Different Methods over 25 Channels 

3.4 Transfer Analysis of the Proposed Scheme 

In order to verify the transfer ability of the proposed scheme, we randomly reserve 
another 5 channels which are not having appeared in the training set. Then we com-
pare the three methods introduced above, and the performances are shown in Table 3.  

From the table, we can observe that on one hand, our proposed scheme can still 
achieve a satisfactory performance even if the test data is completely unfamiliar to the 
model, which confirms the good transfer ability of our proposed scheme. On the other 
hand, we notice that the performance of GTC_ASD fluctuates conspicuously and 
Improved GTC_ASD shows relatively stable. Actually, the difference of [3] com-
pared with [7] mainly lies on the channel-configuration process, which means [3] 
needs to configure a series of pruning parameters for each channel so as to counteract 
the impact of differentiated distribution of anchor shots in different channels. This is 
also a restriction to the large-scale channels application, and it confirms the superiori-
ty of our scheme on the contrary. 
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Table 3. Transfer Comparison of Three Different Methods 

 

4 Conclusion 

In this paper, we have presented a universal anchor shot detection scheme based on 
deep neural network (DNN_ASD). Compared with the existing methods, the contri-
butions of DNN_ASD can be attributed to two factors. Firstly, to our best knowledge, 
it is the first trial to analyze the effect of DNN in anchor shot detection. Secondly, the 
influences of width and depth of DNN and the transfer ability of anchor model are 
empirically evaluated, and accompanied with imbalanced sampling strategy and face-
assist verification, an appropriate anchor shot detector is achieved. Both factors ac-
complish a universal scheme of anchor shot detection for large-scale news videos  
and channels, and contribute to the significant improvement over traditional ASD 
methods. 
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Abstract. Pseudo-Subjective Quality Assessment (PSQA) is an effective way 
to prediction the Quality of experience (QoE) of video stream. The ANN-based 
PSQA model gives a decent QoE prediction accuracy when it is tested under the 
same condition as training. However, the performance of the model under mis-
matched conditions is little studied, and how to effectively adapt the models 
from one condition to another is still an open question. In this work, we first 
evaluated the performance of the ANN-based QoE prediction model under 
mismatched conditions. Our study shows that the QoE prediction accuracy de-
grades significantly when the model is applied to conditions different from the 
training condition. Further, we developed a feature transformation based model 
adaptation method to adapt the model from one condition to another. Experi-
ments results show that the QoE prediction accuracy under mismatched condi-
tions can be improved substantially using as few as five data samples under the 
new condition for model adaptation.  

Keywords: Quality of experience (QoE), Pseudo-subjective quality assessment 
(PSQA), prediction model, adaptation. 

1 Introduction 

Video streaming based on Internet Protocol (IP) becomes increasingly popular in 
recent years [1]. Many IP-based video applications are real time service applications, 
such as video conference, remote education, etc. However, video streaming applica-
tions are sensitive to transfer bandwidth, loss, delay, etc. The quality of video transfer 
is seriously affected by these factors. Therefore, it is critical for network service  
providers to continuously monitor the quality of the transferred video.  

The concept of Quality of Experience (QoE) is proposed for evaluating the hu-
man’s perception of the quality of service. A set of objective and subjective methods 
were proposed to evaluate the QoE of video. It can be categorized into three 
groups[2], including subjective methods[3], Objective methods[4], and Pseudo-
Subjective Quality Assessment methods[5-10]. Objective QoE evaluation methods 
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such as Peak Signal-to-Noise Ratio (PSNR), mean squared error (MSE), Video Quali-
ty Metric (VQM)[4], etc. attempt to assess the QoE by a measured objective value. 
However it was shown in [6] that the objective assessment does not necessarily corre-
late to human’s perception. Instead, the most accurate method for evaluating human’s 
perception is subjective evaluation. However, the subjective evaluation is very labor-
intensive, and makes real-time QoE evaluation impossible.  

To address these issues, Pseudo-Subjective Quality Assessment (PSQA) methods 
were proposed. PSQA methods attempt to use a set of subjective assessment data to 
build a QoE prediction model, and use that model to predict the QoE automatically. 
The common PSQA methodology includes several steps[13], first an application con-
dition is determined, which is defined by a group of characters, such as resolution, 
encoding algorithm, category of the video content, etc. Then, under that condition, a 
set of important factors that have significant impact on the QoE are identified. These 
factors usually include a set of measurable network and application parameters, such 
as bit rate, frame loss rate, etc., which are called Quality-Affecting Factors (QAF)[7] 
hereafter. In order to build the QoE prediction model, a set of subjective QoE assess-
ment data are collected, where each data sample consists the set of measured values of 
QAFs as represented by a feature vector, and a QoE score assessed by human via 
subjective assessment; Then a regression model is trained on these data to predict the 
QoE score from the input feature values. Once properly trained, these PSQA methods 
can perform QoE assessment without human intervention, and therefore greatly re-
duce the cost and can provide QoE assessment in real-time. 

However, most of the previous studies on PSQA assume that the QoE prediction 
models are tested under the same condition as the one in training. Although decent 
QoE prediction accuracies can be achieved when tested in the matched condition, the 
performance of the QoE prediction models under mismatched conditions is little stud-
ied, and how to effectively adapt the models from one condition to another is still an 
open question. 

On the other hand, due to the complexity of the Internet, the network transfer  
environment varies dramatically from one application to another, and there exist an 
exponentially growing number of different conditions as defined by permutations of 
different bitrate, encoding algorithm, video genre, etc. It is prohibitively expensive to 
collect adequate data and train prediction model for all condition. Therefore, it is of 
great interest to investigate the performance of the PSQA model in mismatched con-
ditions, and effective adaptation of a PSQA model from one condition to another is 
highly demanded. 

We investigated these two problems in this work. We first carried out a series of 
experiments to evaluate the performance of an ANN-based QoE prediction model 
under mismatched conditions. Our study shows that the QoE prediction accuracy 
degrades significantly when the model is applied to conditions different from the 
training condition. To our best knowledge, this is the first systematic study on the 
problem of QoE prediction under mismatched conditions. Second, we also carried out 
the first investigation on the problem of adapting the QoE prediction model from one 
condition to a new condition. We proposed a feature transformation based  
model adaptation method in this paper. A series of experiments were carried out.  
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The experimental results show that the QoE prediction accuracy under a mismatched 
condition can be improved substantially using as few as five data samples for adapta-
tion, and the accuracy improves further when more data become available for model 
adaptation. 

The rest of the paper is organized as follows. Section 2 describes previous work 
that is most relevant to our work. Section 3 reviews the ANN-based QoE prediction 
model, and presents the empirical study on the performance of the model under dif-
ferent conditions. Section 4 describes the algorithm for adapting the ANN based QoE 
prediction model to a new condition, and presents the experimental results and analy-
sis. The paper is summarized in section 5.  

2 Related Works 

Many PSQA algorithms are proposed for video quality assessment. In [5], a QoE 
asset model is proposed based on Artificial Neural Network. In the setting of the con-
dition, H.263 is selected as the encoding algorithm and the resolution is CIF. QAFs in 
that work include the stream bit rate, frame rate, network loss rate, number of consec-
utively lost packets and the ratio of the encoded intra macro-blocks versus inter  
macro-blocks. Then, in order to build the database of distorted video clips, an envi-
ronment that can simulate all kinds of quality-affecting parameters is established to 
produce the required distorted video. Then the subjective quality test is conducted for 
video clips in the database following the degradation category rating (DCR) subjec-
tive method described in ITU-T P.910[3]. Unreliable grades are removed in post-
processing. Finally, an ANN is trained on that data set. Then, the model can be used 
to assert the QoE given the values of the QAFs. HyQoE is proposed in [7], it provides 
real-time video quality estimation in the wireless environment. HyQoE takes the per-
centage of losses of I, P and B frames, GoP sizes and several other characteristics of 
the video as the QAFs. It shows that I frame is important than other frames. HyQoE 
uses a cluster-based method to process different types of video content, and use ANN 
for QoE prediction. Beside ANN[5, 7, 10], Support Vector Machine (SVM) [11] and 
Decision Tree (DT)[11, 12] based methods are also proposed for QoE prediction. 
Other related methods such as Hoeffding Tree based model[14] are proposed in the 
literature, too. 

In [15], the size of display terminal and the category of the video content are also 
considered. An approach called “Methods of Limits” is used to find out user’s thresh-
old determining the video quality is “acceptable” or “not acceptable”. In the test, the 
host adjusts the Video Bitrate and the Video Frame rate to affect the quality of the 
video, and the observer needs to judge whether the quality is “acceptable” or “not 
acceptable”. The “acceptable” or “not acceptable” result is used as a subjective  
annotation to train the QoE prediction model.  

Though decent QoE prediction accuracy can be obtained, however, all the afore-
mentioned methods assume that the model will be used under the same condition as 
the one where the model is trained. It is prohibitively expensive to collect adequate 
data and train a specific model for each possible condition. Therefore, it is of great 
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interest to investigate the performance of the QoE prediction model under mis-
matched conditions, and effectively adapting of a PSQA model from one condition to 
another is highly demanded.  

3 Evaluation of ANN Based QoE Models under Mismatched 
Conditions 

3.1 ANN Based QoE Prediction Models 

ANN is one of the commonly used models for QoE prediction [5, 7, 10]. It is able to 
map from the input objective values to the output human perception of the video qual-
ity. In this work, we use the ANN for QoE prediction in our study.  

The ANN-based QoE prediction model is illustrated in Figure 1. The ANN used in 
this work has three layers, as denoted by ݔ the input layer, ℎ the hidden layer, and ݕ 
the output layer. Correspondingly, we denote ܹ the weight matrix between the input 
layer the hidden layer, and ܷ the weight matrix between the hidden layer and the 
output layer. As illustrated in figure 1, we also denote ݂ the raw objective feature 
vector, which consists of the measured values of the QAFs. 

In a conventional ANN-based QoE model, the feature vector is fed to the ANN di-
rectly, i.e. 

௜ݔ  = ௜݂, ݅ = 1, … ,  (1)  ܯ

Where M is the number of nodes in the input layer, which equals to the number of 
QAFs. At the hidden layer, the output of a neuron is computed by: 

ℎ௝ = ௝൯ݐ൫ℎ݊݁ߪ = ߪ ൭෍ ௜ெݔ௝,௜ݓ
௜ୀଵ + ܾ௜൱ , ݆ = 1, … , ܰ                         (2) 

Where N is the number of nodes in the hidden layer, ݓ௝,௜ is the element at the j-th 
row and i-th column of ܹ, and ܾ௜  is the i-th bias. ℎ݊݁ݐ௝ is the weighted sum of 
inputs for node j, (ݔ)ߪ is the activation function at the hidden layer, i.e., (ݔ)ߪ = 11 + ݁ି௫                                                             (3) 

The output layer in figure 1 contains only one node, where its value is the predicted 
QoE, which is computed as follows: 

ݕ = (ݐ݁݊ݕ)ߠ = ෍ ௝ℎ௝ேݑ
௝ୀଵ + ௝ܿ                                               (4) 

 ܷ ௝ is the element at the j-th column of ܷ, and  ௝ܿ is the j-th bias. The matrixݑ
has only one row since the output layer has only one node. ݐ݁݊ݕ is the weighted sum 
of inputs for output node, (ݔ)ߠ is the activation function at the output layer, i.e., 
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(ݔ)ߠ  =  (5)  ݔ

The data set consists of data samples in the form of (݂,  pairs, where ݂ is the (∗ݕ
feature vector and ݕ∗ is the human assessment of the quality in MOS score. In train-
ing, the loss function to be minimized is: 

(Λ)ܧ   = ∑ ௥ݕ) − ௥∗)ଶோ௥ୀଵݕ   (6) 

Where ܴ is the number of data samples in the training set, Λ = {ܹ, ܷ, ܾ, ܿ}  is 
denoted by the parameter set of the ANN that needs to be learned.  

Learning of the ANN is performed via the standard back-propagation (BP)  
algorithm [16].  

3.2 Data and Experimental Settings 

In data collection, we use the Evalvid tool[17] to simulate the network environment 
and to generate distorted video clips. In this study, the encoding bit rate, I frame loss 
and P frame loss are selected as the QAFs. The subjective assessment of video quality 
was carried out following ITU-T P.910 DCR. The MOS score is on a 5-level scale. 
Each distorted video clip is rated by five observers. A total of 27 human observers 
participated in this video quality subjective assessment. In evaluation, we predicted 
the QoE rating using the ANN-based model for each video clip in the test set. 

In evaluation, following [11], k-fold cross-validation is used to test the effective-
ness of the model. The methods are implemented based on Matlab[18].  

3.3 Evaluation under Resolution-Mismatched Conditions 

In this section we evaluate the performance of the ANN-based model under resolu-
tion-mismatched conditions. In our experiment, we use we use the same video clip 
with three resolution settings: 720p (1280x720), 4CIF (704x576) and CIF (352x288). 
We built the model for each of the three conditions. First we use k-fold method to test 
the accuracy of each model under the same condition, and then tested the model with 
the data of the other two conditions.  

Given the original video clips, distorted clips are generated by adjusting the value 
of the three QAFs. The value and the range of each QAF are carefully determined 
based on two considerations. First, the range is determined such that the quality of the 
video covers the full range of the MOS score in the subjective assessment. Second, in 
order to minimize the human labor cost when sampling the value of the QAF over the 
desired range, different values of a QAF are set apart from each other such that there 
is an observable difference in terms of the video quality. The values of each QAF are 
sampled as follows, for the 720p condition, the value of the bit rate is sampled at: 
4000kbps, 1000kbps and 512kbps, the values of the I, P frame loss rates are sampled 
at: 0.1%, 0.5%, 1%, 2%, 3%, 4%, 5%, 7%, 10%. After permutation, there are a total 
of 243 distorted video clips generated. For the conditions of 4CIF and CIF resolution, 
the values of the I, P frame loss rates are sampled at: 0.1%, 1%, 3%, 5%, 8%, 11%, 
while the values of bit rate for the 4CIF condition are sampled at: 1024kbps, 512kpbs 
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and 256kbps, and the values of the bit rate of the CIF condition are sampled at: 
512bps, 256bps and 128 bps. In total there are 108 distorted video clips for the condi-
tion of 4CIF and CIF, respectively.  

Table 1. Diverse resolution model correct rate in mismatch-condition 

Model\test data High(720p) Mid(4CIF) Low(CIF) 
High Model(720p) 
Mid Model(4CIF) 
Low Model(CIF) 

76.8% 
64.1% 
46.9% 

61.6% 
68.7% 
48.5% 

46.3% 
54.5% 
64.3% 

 
The experiment results are tabulated in table 1. From the results presented in table 1, 

we observed that the performance of the ANN-based QoE prediction model degrades 
substantially when tested under a mismatched condition. For example, the model of the 
720p condition achieves an accuracy of 76.8% when tested under the same 720p condi-
tion. However, the prediction accuracy drops to 61.6% when tested on the 4CIF condi-
tion, which is also significantly lower than the accuracy of the model that is trained on 
data in the 4CIF condition and tested in the same 4CIF condition (68.7%). We also ob-
served that, the performance degradation becomes even worse when the degree of the 
condition mismatch gets larger. For example, The accuracy of the 720p model drops to 
an even lower 46.3% in the CIF condition, far lower than that under the 4CIF condition. 
This is because that, compared to the mismatch between 720p (1280x720) and 4CIF 
(704x576), the mismatch between 720p and CIF (352x288) is much more significant.  

Results in indicates that the accuracy of conventional ANN-based QoE prediction 
model degrades substantially under mismatched conditions.  

4 Adaptation of ANN-Based QoE Prediction Models 

Inspired by recent model adaptation methods in speech recognition and information 
retrieval [19, 20], we strive to address this issue through a model adaptation approach, 
i.e., instead of re-training the whole ANN on the data collected under the new condi-
tion, we will adapt the ANN-based QoE prediction model that is well trained under an 
source condition to the new condition using only a small amount of adaptation data. 

4.1 Adaptation of the ANN-Based QoE Prediction Model  

First we assume adequate data samples are collected and the ANN is well-trained 
under a source condition. Then, when given a new condition, instead of re-training the 
whole parameter set of the ANN under the new condition, we propose a feature trans-
formation based method to adapt the ANN-based QoE prediction model. The method 
is illustrated in Figure 1. Compared to the conventional model there are two key dif-
ferences. First, the parameters of the ANN are fixed. Second, instead of feeding the 
raw feature values of the QAFs directly to the input layer of the ANN, we apply a 
linear transformation to adapt the feature vector under the new condition to an 
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adapted feature vector fitting the source condition. Moreover, we further assume that 
the QAFs are independent with each other, and therefore we only need to scale and 
shift each feature value independently. This greatly reduces the number of free pa-
rameters, and requires only a small amount of adaptation data to train.  

 

Fig. 1. Illustration of the feature transformation based ANN adaptation 

The feature adaptation is formally defined as follows, ݔ = ܸ݂ + ܽ                                                            (7) 

ܸ = ൝ݒଵଵ ⋯ 0⋮ ଶଶݒ ⋮0 ⋯  ଷଷൡ                                                      (8)ݒ

The ݂ is the feature vector. ܸ is the transformation matrix. Since we only need to 
scale and shift each feature value independently, ܸ is a diagonal matrix, and ܽ is the 
bias vector accounting for the shift of the feature values. ݔ is the adapted feature 
vector. Once ݔ is computed, the hidden layer and the output are computed in the 
forward propagation as in the regular ANN following equation (2) – (5). The free 
parameters in equation (8) include ߉ = {ܸ, ܽ}, which can be trained via the back-
propagation algorithm[16] with certain modification, which we describe in following 
sections. 

In the back propagation, the transformation matrices of input layer and hidden lay-
er are fixed. Only the transformation matrix V should be trained. In the back propaga-
tion process, we still calculate the delta values at each layer, which is used to calculate 
the gradient w.r.t. ܸ.  

At the Output Layer:               ߜ௒ = ݐ݁݊ݕ߲ܧ߲− = ݕ߲ܧ߲− ݐ݁݊ݕ߲ݕ߲ = ∗ݕ) − (ݐ݁݊ݕ)ᇱߠ(ݕ = ∗ݕ) −  (9)             (ݕ
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At the Hidden Layer: ߜு,௜ = ௜ݐℎ߲݊݁ܧ߲− = ݐℎ߲݊݁ܧ߲− ߲ℎ߲݊݁ݐℎ௜ ߲ℎ௜߲ℎ݊݁ݐ௜ = (௜ݐℎ݊݁)ᇱߪ௜ݑ௒ߜ = ௜ℎ௝൫1ݑ௒ߜ − ℎ௝൯     (10) 

And at the Input Layer: 

௑,௜ߜ           = ௜ݐ݁݊ݔ߲ܧ߲− = ෍ ௝ݐℎ߲݊݁ܧ߲−
ேమ

௝ୀ଴
߲ℎ݊݁ݐ௝߲ݔ௜ ௜ݐ݁݊ݔ௜߲ݔ߲ = ෍ ௝,௜ேమݓு,௝ߜ

௝ୀ଴                 (11) 

Then we can compute the gradient of the ܸ and ܽ, respectively:  ݒ߂௜,௝ = ௑,௜ߜ ௝݂          ܽ߂௜ =  ௑,௜                                            (12)ߜ

It should be noted that, when a large amount of data are available and the whole 
ANN can be trained reliably, this linear transformation will be merged into the non-
linear transformation between the input layer and the hidden layer of the ANN. Howev-
er, when data is limited, fixing the pre-trained ANN and just training this linear feature 
transformation is more effective, as the experimental results show in following sections. 

4.2 Experiment 

We carried out a series of experiments to evaluate the effectiveness of the proposed 
model adaptation method. First, we build the ANN-based QoE prediction model un-
der the source condition using a large amount of training data. This model is called 
the base model. Under a new condition, we first collect a small amount of data, a.k.a. 
adaptation data, and then adapt the base model to the new condition by training the 
feature transformation parameters based on that adaptation data following the ap-
proach described in section 4.1.  

We also carried out a “direct-train” experiment for comparison, in which an ANN-
based model is trained from scratch using the small amount of adaptation data. 

We evaluated the effectiveness of adapting the ANN-based QoE prediction model from 
one condition to another with a different resolution. The results are presented in Figure 2.  

 

Fig. 2. Results of adapting the 720p Base Model to 4CIF and the CIF conditions 
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In Figure 2, the base model is trained under the 720p condition, all the 720p exper-
iment data, e.g. 243 samples are used to train the baseline model. The model is then 
adapted to the 4CIF condition and the CIF condition, respectively. From Figure 2, 
first we observed that the performance of the base QoE prediction model under a new 
condition can be substantially improved using only a small amount of adaptation data. 
For example, Figure 2 (a) shows that, without any adaptation, the 720p base model 
give an accuracy of 61.6% under the 4CIF condition. After using only 5 adaptation 
data samples, the QoE prediction accuracy under the 4CIF condition is improved 
substantially from 61.6% to 66.2% (4.6% absolute improvement). When more data 
are available for adaptation, the accuracy keeps improving. Second, we observed that 
the improvement of the QoE prediction accuracy is even larger when the degree of 
condition mismatch is more severe. For example, Figure 2 (b) shows that adapting the 
720p (high resolution) model using five samples in the CIF (low resolution) condition 
improves the QoE prediction accuracy by 8.4 % absolutely (from 46.3%, without 
adaptation, to 54.7%, using five data samples for adaptation), which is larger than the 
4.6% absolute improvement in the 4CIF condition (middle resolution). Third, as 
shown in figure 2, the adaptation approach consistently outperforms the “direct-train” 
approach. Further analysis shown that, compared to “direct-train”, the adaptation 
approach gives much better performance when only a small amount of data under the 
new condition are available for training. This strongly demonstrates the effectiveness 
of the proposed QoE model adaptation method.  

5 Conclusion 

In this work, we carried the first systematic study on the problem of applying the 
PSQA based QoE prediction model under mismatched conditions. Based on the 
commonly used ANN-based PSQA model, our study shows that the prediction accu-
racy degrades significantly when the model is applied to conditions different from the 
training condition. Further, in order to adapt the ANN-based QoE prediction model 
from one condition to another using a small amount of data, we developed a feature 
transformation based QoE model adaptation method. We have carried out a series of 
experiments and the evaluation results shown that the QoE prediction accuracy under 
mismatched conditions can be improved substantially using as few as five data sam-
ples for adaptation, and the prediction accuracy improves further when more adapta-
tion data become available. 

Acknowledgements. This work is supported by large-scare high definition video 
conference system application demonstration of China Next Generation Internet 
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Abstract. Computer aesthetic assessment of pictures is aimed at au-
tomatically computed aesthetic values of pictures. It has potential wide
areas of application in real world. We apply color harmony, one of the
most important aesthetic standards, and explore the spatial context of
features. Based on the framework of [9], we provide a color harmony de-
scriptor which includes the circular region sampling method, and follow
the principle of Ordered-Bag-of-Features to explore the spatial context.
And we conduct experiments on a public and large-scale aesthetic as-
sessment dataset. Experimental results demonstrate the effectiveness of
the proposed method.

Keywords: Computer aesthetic assessment, Color harmony, Circular
region sampling, Spatial context.

1 Introduction

Facing more and more complex image data, it is a big challenge to classify
the useful and beautiful photos from large-scale image data. The purpose of
computer aesthetic assessment is to handle the challenge. It aims at automati-
cally computing aesthetic values out of a picture based on some aesthetic rules.
Besides, common aesthetic standards (i.e. spatial composition and objects ap-
pearance [4]), color harmony plays an important role in aesthetic assessment.
However, [9] points out that color harmony is largely ignored in current re-
searches, and has only a few simple applications. Based on [9], we focus on color
harmony and propose a modified method for aesthetic assessment of photos. Our
main work includes:

– Circular Region Sampling, a method for local region sampling, which is more
effective.

– Based on the proposed method above, demonstrating how the spatial context
matters through experiments, and following the guidance of Ordered Bag-
of-Features to explore the spatial context of the photo.
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– Experiments that demonstrate different performances of proposed method
on different categories of pictures, and score distributions of training sets.

2 Related Works

According to [5], instead of directly using original low level aesthetic features
(i.e. color histogram and gray), some high level features tend to be used more
widely in current work of aesthetic assessment. Color harmony is a kind of high
level feature.

As for the work based on color harmony, before the work in [9], some low level
color features, such as color intensity and global color histogram, are often used
as aesthetic features. Specifically, [3] uses Matsuda Model to improve the degree
of color harmony of a given picture, but [3] is not a work belongs to aesthetic
assessment. Also, [5] uses a term ’Opposing Colors’, which is one situation of
color harmony. The work in [9] uses a color harmony model provided by study
of color science in aesthetic assessment.

There are many color harmony models based on different criteria [10]. [9]
points out that there are only two color harmony models which are suitable
for implementation on computer. These two color harmony models are Moon-
Spencer Model introduced in [7] and Matsuda Model introduced in [6]. Moon-
Spencer Model is an old model, which measures the harmony on the basis of the
difference between two colors in Munsell Color Space. As stated in [3], Matsuda
Model computes a histogram of the picture based on hue and saturation values
in HSV Color Space, and uses the specific template of the histogram to measure
the color harmony of the whole picture.

The design of local descriptor largely relies on the color harmony model.
According to Moon-Spencer Model, people can judge harmony by difference of
colors. Moon-Spencer Model provides a simple but effective way to quantize this
kind of difference, thus it is used in [9].

3 Method

Basically, it is common to follow these steps to get a representation of a photo in
such kind of work: sample local regions from the photo, extract local descriptors
from each region, then represent the whole photo using these descriptors. [9] also
followed those steps. Thus the way of extracting local descriptors from a local
region, and of representing the whole photo will affect the final performance.
In order to explore a more effective color harmony feature, we focus on these
aspects in our work.

3.1 Extracting Local Descriptors: Circular Region Sampling

Based on Moon-Spencer Model, [9] selects the dominant color to be the chosen
color. And the Munsell hue, value and chroma of each pixel, which are relative
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to the chosen color, are computed to form the local descriptor. In [9], the cho-
sen color is the dominant color determined by hue values; the Munsell value (or
lightness uesd in [9]) and chroma used to make up the local descriptor are respec-
tively the average of Munsell value and chroma of the pixels with the dominant
color; besides, linear interpolation technique is used to transfer a RGB color to
Munsell color, which can bring some errors. Then the average of lightness and
chroma makes the errors to be spread. Thus we use the color of the central pixel
as the chosen color to avoid further errors in computation.

As for the sampling technique, we use Circular Region Sampling to extract
local regions, while [9] uses the grid-sampling technique (as shown in Fig. 1).
Since in a circular region, the distance between each pixel and the center would
be limited in a certain value, so the chosen color of the central pixel can have
a balanced impact on all pixels in the region. Thus we use Circular Region
Sampling.

The overall comparison between our work and [9] is depicted in Fig. 2.

Fig. 1. Circular Region Sampling. Extract circular local regions according to a
certain region size and sampling dignity. In the figure above, we give a simple example
which extracts only 24 (4x6) circular regions. The regions can be overlapped, and we
do not distinguish local regions with/without color boundaries as [9] does.

Fig. 2. Comparison of sampling technique and chosen color. (a) grid-sampling
used in [9], and the dominant color determined by hue is selected as the chosen color.
(b) circular region sampling used in our method, and the color of central pixel is
selected as the chosen color.
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3.2 Representing the Whole Picture: Ordered-Bag-of-Features

It is common to explore the spatial context in order to avoid the shortage of tra-
ditional Bag-of-Features which ignores the spatial information of local features.
For example, in [13], the image is divided into 1,2,3,5, or 10 rows to explore the
spatial context. [9] has also explored the spatial context by dividing the image
into several rectangular segments and applying BoF in each segment, but there
are few details.

Based on the proposed method in Sec. 3.1, we also explore the spatial context
using Ordered-Bag-of-Features (Ordered-BoF) as mentioned in [1]1. As depicted
in Fig. 3, there are two types of projections, i.e. linear projection and circular
projection. The linear projection is used in our method based on the experiment
comparison results. The experiments and results are introduced in detail below.

Fig. 3. Ordered-Bag-of-Features. Different shapes in the figure represent different
kinds of features. (a) Linear projection: in our work we use horizontal lines to divide
the photo, and here is an example of three bins. (b) Circular projection: we choose
the center of the picture as the center of circular projection, and here is an example of
three bins.

3.3 Summary

In summary, we explore the local region sampling, the choice of chosen color when
applying Moon-Spencer Model, and spatial context of the whole photo. Accord-
ing to the discussion above, we follow these steps to implement our method based
on the framework of that in [9]:

1. Sample local regions from the photo using Circular Region Sampling tech-
nique. We do not divide local regions into two sets of regions with/without
color boundaries as [9] does.

1 [1] also proposed a further improved Spatial-BoF which takes translation invariance,
rotation invariance and scaling invariance into consideration. We think the Spatial-
BoF mainly focuses on the object detection, and its new features are not suitable in
such context of color harmony.
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2. Extract local descriptors. For each local region, choose the color of the center
as the chosen color. Then use hue, lightness and chroma values in Munsell
Color System, which is relative to the chosen color, of each pixel to represent
the color harmony of the local region.

3. Use Ordered-BoF model with linear projection to get a vector representing
color harmony of the whole picture.

4 Experiments

4.1 Experimental Setup

We choose AVA dataset provided by [8] as experimental data. We also collect
images from DPChallenge2 through the guidance of AVA dataset. [9] also collects
its dataset from DPChallenge. AVA dataset is a public dataset for aesthetic
assessment. It includes a total of 250,000 pictures, and each picture in the dataset
has an aesthetic score in the range from 1 to 10. A higher score indicates a better
aesthetic value of the picture. In our work, we label the picture with the aesthetic
score larger/smaller than 5.5 as high/low quality.

In our experiments, we choose several subsets of AVA dataset. Inspired by [8],
in one subset, we select 20,000 pictures with the aesthetic score falls in the top
and bottom 12% for training, and randomly select another 20,000 pictures for
testing. The aesthetic values of the top and bottom 12% pictures are less am-
biguous, which are therefore more consistent by different human judgers [8], and
they are also not too unambiguous. The experimental analysis of such selection
is stated in Sec.4.4.

Support Vector Machine (SVM) [2] with radial basis function (RBF) kernel
is used for classification. Cross-validation is used for parameter determination.
For BoF, the k-means and kd-tree implemented in VLFeat [12] are used. The
maximum size of image is 800×800, and the minimum size is 160×160. Besides,
the local regions can be overlapped.

Besides, for circular region sampling, we set the radius of the circular region to
4, 8, 16, 24, 32, 48 pixels, respectively. And accordingly we set the step between
the centers of the neighboring circular regions to 4, 8, 12, 16, 20, 24, 28, 32, 48
pixels. Finally, we empirically set the radius and the step both to be 4 pixels.

4.2 Experiments on the Method

Experiments on Circular Region Sampling. We randomly select ten sub-
sets of photos which exclude ambiguous photos whose aesthetic score lies between
5.00 and 5.99 for training. The ten subsets contain 100, 200, 300, · · ·, 1k pho-
tos, respectively. Other 1,000 photos with randomly distributed aesthetic scores
are used for testing. We use grid-sampling technique with distinction of regions
with/without color boundaries in [9] and the proposed Circular Region Sampling

2 DPChallenge. http://www.dpchallenge.com/

http://www.dpchallenge.com/
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introduced in Sec. 3.1 for comparison. And the chosen color is determined us-
ing dominant color or central pixel color respectively. Both implementations are
without any concerns about spatial context. The experimental result is shown in
Fig. 4. With the increase of training data size, the proposed method can obtain
a higher performance with much less number of training data.

Fig. 4. Comparison of grid-sampling and circular region sampling

Experiments on Ordered-BoF. We also conduct an experiment of Ordered-
BoF introduced in Sec. 4.2. In our work, we use horizontal lines for linear projec-
tion, and the center of the picture as the center of circular projection. The result
is depicted in Fig. 5. The performance of linear ordered-BoF is always higher
than the performance of circular ordered-BoF and that of traditional Bag-of-
Features (the horizontal dot line in Fig. 5), and it reaches the maximum when
the number of bins is 4. So the linear ordered-BoF is effective, and we use linear
ordered-BoF with 4 bins in our method.

4.3 Experimental Results on Different Categories

As stated in [8], aesthetic features can have different performances over different
categories of pictures. In [9], the experimental results are based on the average
of different categories, and the performances in each category are not shown.
Thus we do experiments on different categories of pictures.

AVA dataset provides some images which have already been classified into
several categories, such as animal, architecture, cityscape, floral, food drink,
landscape, portrait and still life. Each category contains about 2,500 pictures
for training, and another 2,500 for testing. And the aesthetic scores of pictures
in each category are randomly distributed. The experimental result on different
categories is shown in Fig. 6.

From Fig. 6, we can observe that the proposed method shows different per-
formances over different categories. Specifically, the method performs better on
images in food drink, cityscape, landscape, portrait, etc. than those in architec-
ture, animal.
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Fig. 5. Experimental result on ordered-BoF. The red line above represents the
performance with original Bag-of-Features. And we use Cross-Validation Rate (CV
Rate) to measure the performance of Ordered-BoF with different number of bins.

Fig. 6. Experimental results on different categories

4.4 Influence of Aesthetic Score Distribution

An ambiguous image is defined as an image whose aesthetic score is very close to
the mean score. According to [8], an ambiguous image often implies the disputed
judgements on the aesthetic value, and empirically plays a bad role in aesthetic
classification.

We select about 4,500 pictures from subset of AVA used in Sec. 4.3, and di-
vide them into five training sets (numbered from 1 to 5) based on their score
distributions (see Table 1). Each training set contains 1,000 pictures, except set
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5 which has 319 pictures subject to their extreme scores. Besides, we randomly
select another 1,000 pictures as the testing images. In this experiment, we re-
spectively use the five training sets to train five SVM classifiers, and test them
on the same testing set described before respectively.

Table 1. Score distributions of training sets used in Section 4.4. The aesthetic
score in this table is defined and used in AVA dataset as described in Section 4.1. With
the increase of training set ID, the scores of images in the training set are more far
away from the average score (it is about 5.5 in AVA dataset), therefore less ambiguous.

Training Set ID Score Distribution

1 [5.0,6.0]

2 [4.5,5.0) ∪ (6.0,6.5]

3 [4.0,4.5) ∪ (6.5,7.0]

4 [3.5,4.0) ∪ (7.0,7.5]

5 [1.0,3.5) ∪ (7.5,10]

Fig. 7. Experimental result on influence of score distribution

According to Fig. 7, aesthetic score distribution does influence performances
of color harmony features, but a training set containing the most unambiguous
images may result in a bad performance (like training set 5 in Fig. 7). On these
grounds, we choose pictures with aesthetic scores falling in the top and bottom
12% (as described in Sec. 4.1) in the training set used in comparison experiment
below.
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4.5 Comparison Experiment

We conduct a comparison experiment of our proposed method with the method
in [9]. In this experiment, we use the 40,000 pictures of AVA dataset as the
experimental dataset. Three features are extracted, including RGB histogram
on the whole picture, color harmony features extracted using method in [9], and
features extracted using proposed method in this paper.

As mentioned in Sec. 3.2, [9] contains few details about how it explores spatial
context. Thus we apply horizontal linear ordered-BoF in the implementations
of both the proposed method and the method in [9]. Besides, because of the
large size of the training data, we perform cross validation for SVM parameter
selection on a subset of training data extracted both for the proposed method
and the method in [9] respectively.

The experimental result is shown in Fig. 8. From Fig. 8, we can observe that
the performance of our method is better than the method in [9], and much better
than RGB histogram in our experiment. The experimental result shows that our
proposed method is effective.

Fig. 8. Result of comparison experiment

5 Future Work

[10] gives an empirical framework for aesthetic assessment of color combinations
proposed by [11]. According to this framework, current models for aesthetic
assessment of color combinations only focus on the objective harmony of color
combinations, but neglect the human preference, which is much more subjective.
It could be a break-through point for the future work of aesthetic assessment
based on color combinations.
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Abstract. A new method is proposed for fusing a multi-exposure se-
quence of images into a high quality image based on the locality proper-
ties of the sequence. We divide the images into uniform blocks and use
variance to represent the information of blocks. The richest information
(RI) image is computed by piecing together blocks with largest variances.
We assume that images in the sequence are high dimensional data points
lying on the same neighbourhood and borrow the idea from locally linear
embedding (LLE) to fuse a result image which is closest to the RI image.
The result is comparable to the state-of-art tone mapping operators and
other exposure fusion methods.

Keywords: Exposure fusion, High dynamic range, Locality properties,
LLE.

1 Introduction

Digital cameras are developing quickly in producing higher-resolution images,
but the limited dynamic range is still a challenge. Currently, the vast majority
of images are represented in 8 bits per pixel for each colour channel, which is
called low dynamic range (LDR) image, in contrast with the high dynamic range
(HDR) in real world scenes. As a result, images captured by cameras in HDR
scenes are either under- or over-exposed, missing parts of the information in dark
or high-light regions. In order to achieve the full dynamic range, a bracketed
exposure sequence is often made and is turned into a single image for convenient
display.

There are several techniques to create such multi-exposure images. One of
these techniques, reviewed in details by Erik Reinhard et al. [8], is to create a
kind of HDR format images that uses floating point number to represent pixel
channels and then to tone map the HDR format images into displayable gamut.
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However, the obvious drawback of this approach is that it needs to create the
HDR format image first, which is complex and costs lots of memory for the
users who only want displayable multi-exposure results. Besides, the camera
parameters that are required to calculate the radiometric response function [1]
are often unknown by common users.

Another kind of techniques is called exposure fusion, which allocates a nor-
malized weight to every image and then fuses the bracketed sequence into a
multi-exposure image.

Tom Mertens et al. [7] proposed a technique for fusing images. The technique
blends multiple exposures, guided by simple quality measures like saturation and
contrast. Images are fused in a multiresolution fashion to deal with the seams.

Goshtasby [4] presented an block-wise fusion techniques. The technique first
calculates the entropy of each block in each image and selects the blocks that
contains the most information. Then the blocks are fused to a high quality image
by a monotonically decreasing blending function. An algorithm to determine the
optimal block size is also proposed. However, the optimization algorithm is slow
and may be not necessary because the entropy is changed by uniform block size
and is not the larger, the better.

Kotwal et al. [6] defined exposure fusion as a multi-objective optimization
problem based on desired characteristics of the output and provided the solu-
tion using an Euler-Lagrange technique. The proposed technique yields visually
appealing fused images with a high value of contrast. The slow iteration is the
inevitable drawback of the algorithm.

Ashish et al. [11] proposed a low complexity detail preserving multi-exposure
image fusion method. The fusion is performed pixel-by-pixel and does not involve
any filtering or transformation. However, the saturation and the contrast of the
multi-exposure method is not that good.

In this paper, we take advantage of the locality properties, the locality of pixels
among their neighbourhoods and the locality of images with different exposures.
Based on these properties, we make a model to optimize the information in the
final image and also take the visual quality into consideration. The proposed
algorithm is block-wised and each block can run parallel. The experiments show
that quality of the results is comparable with tone mapping operators and other
exposure fusion methods.

The rest of the paper is organized as follows. In section 2, we will introduce
our algorithm in details. In section 3, many experiments and comparisons are
done. In section 4, we make a conclusion and the future expectation.

2 Exposure Fusion Based on Locality Properties

Our exposure fusion method aims at allocating a normalized weight to every pixel
of every image in the multi-exposure image sequence and then fuses these images
to a final image. To achieve this goal, we choose the parts with rich information
in the multi-exposure image sequence and use the locality properties to obtain
the weights. In our method, we assume that the images are well aligned, possibly
using a registration algorithm [13],[5].
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2.1 Linear Fusion Model

Most of the exposure fusion method use the Linear Fusion Model (LFM), which
means that the result is computed by a weighted average at each pixel in N
images. To make sure that the fused pixels is in the 0 to 255 display range, the
weights of N images at each pixel (i, j) are normalized:

Fij =

N∑

k=1

W k
ijI

k
ij , s.t.

N∑

k=1

W k
ij = 1 (1)

where i, j, k mean the pixel (i, j) of k-th input image in the sequence. I is the
pixel value, W is the weight and F is the result. An example of a multi-exposure
sequence is shown in Fig. 1. According to this model, we only need to compute
the weight for each pixel, but it is not straightforward when rich information
and visual quality are taken into consideration. Our method is based on LFM,
which takes advantage of locality properties to guide the fusion.

(a) (b)

(c)

Fig. 1. Multi-exposure image sequence. The photos are taken in different exposure
time.
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2.2 Information Measure with Locality Property

Each area of a scene has a corresponding best exposure. In the other word, one
of the images in the exposure sequence contains the richest information of the
area [4]. Inspired by this idea, we find the bridge between the visual quality and
countable quantity. Although the fusion process is pixel-wised, one pixel cannot
represent the quantity of information. We consider one pixel and its neighbour-
hood. When the neighbourhood is not very large, the relation between the visual
quality and information quantity is monotonic, which means that the better the
visual quality is, the more information the neighbourhood has. However, the
monotonicity does not hold when the neighbourhood is large, because the neigh-
bourhood may contain areas that have different best exposures. We conclude
this result as the first locality property that guide our algorithm.

We use the variance to measure the information, which is a widely used con-
cept in data analysis. If an area is well-exposed, the variance will reach its largest.
When an area is under- or over-exposed, the area will have less details and the
variance will be small. To simplify the calculation, we compute the variance on
the m×m uniform blocks:

Var(b) =
1

m2

m2
∑

i=1

(bi − b̄)2 (2)

where the Var(b) is the variance of a block b. bi is the i-th pixel value and b̄ is
the mean of pixels in the block. We divide the images into m ×m sized blocks
and compare the variances of blocks at the same place in different images in the
sequence. The blocks with largest variances are extracted and pieced together to
form an initial starting-point image. This image contains the richest information
but is not comfortable for viewing, as shown in Fig. 2. The richest information
image is the important variable of our next fusion step.

(a) (b)

Fig. 2. The richest information image. The grayscale one is shown in (a) with the block
size 16× 16. The colored one is shown in (b).
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2.3 Fusion with Locality Property

As the richest information (RI) image has been obtained, we fuse the multi-
exposure sequence according to this image. We could directly smooth the RI
image, but undesirable halos around the edge or shades are present, as demon-
strated in Fig. 3(a).

(a) (b)

Fig. 3. (a) is the result from directly smoothing RI image with halos. (b) is our algo-
rithm with one weight per image.

To address the halos-shades problem and keep the information as much as
possible, we borrow the idea from locally linear embedding (LLE) [10], which
is an important algorithm in manifold learning. The LLE algorithm is based on
simple geometric intuitions. Suppose there are N points in a high dimensional
data space of dimensionality D. The main concept of LLE is that each data
point and its neighbours are expected to lie on or close to locally linear patch
of the manifold, so the data point can be reconstructed from its neighbours.
In exposure fusion, the images in exposure sequence and the RI image are the
high dimensional data points. As these images represent the same scene, these
points are assumed to lie on a locally linear patch and can be reconstructed by
neighbours. We propose a fusion model according to this assumption:

Ŵ = argmin
W

∥
∥
∥
∥
∥

N∑

k=1

W kIk −R

∥
∥
∥
∥
∥
, s.t.

N∑

k=1

W k = 1 (3)

where R is the RI image, Ik is the k-th image in the exposure sequence, which
is the neighbour of RI image. Our goal is to optimize the weights Ŵ to fuse the
sequence and make the fused image closest to the RI image. The solution to (3)
can be derived below:

Ŵ =
(
IT I

)−1 ·
[

IT r− 1l · 1l
T (IT I)−1IT r− 1

1lT (IT I)−11l

]

(4)
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where I = (i1, i1, · · ·, iN ), ik = vec(Ik). The variable r = vec(R) and 1l is the
vector whose all entries are 1. However, the answer can not be found when the
inverse matrix of IT I does not exist. To solve (3) in any cases and more efficiently,
gram matrix has been involved, let Gjk be the (j, k) entry of gram matrix:

Gjk =
(〈ij − r, ik − r〉)

j,k∈[1,N ]
(5)

Then we compute the equation:

W = (G+ δE)−1 · 1l (6)

δ is a small number and E is the identity matrix. G+ δE is to make the matrix
a positive-definite matrix and invertible. After that, the answer Ŵ is solved by
normalizing W.

Ŵ =
W

∑N
k=1 W

k
(7)

The result is shown in Fig. 3(b). The halo does not exist and the visual quality
is improved. Fig. 3(b) contains more information than any of the images in Fig.
1 but the information is less than that in Fig. 3(a).

(a) (b)

(c) (d)

Fig. 4. (a) shows the un-smoothed weight map. (b) shows the weight map that has
been smoothed. (c) is the result fused by un-smoothed weight map. (d) is the result
fused by smoothed weight map.
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To achieve more information, one weight per image is not satisfying. We do
the fusion on M × M sized windows, which is much larger than m × m sized
blocks. By this way, we can keep more local information. Then we use the mean
filter to smooth the edges of weight map between windows. The 2-dimensional
mean filter can be decomposed into two 1-dimensional mean filter and is able to
run parallel. Besides, only pixels around the window edges need to be smoothed,
the filter process can be quite efficient. According to the analysis of [12], fusion
in groups of two results in lower computation complexity. In our fusion, we also
take advantage of this concept to compute faster and get better result than
fusing all images together at a time. For example, we first fuse the images in
Fig. 1(a) and Fig. 1(b) to get the ”image12”. Secondly, we fuse ”image12” and
Fig. 1(c) to achieve the result. Fig. 4 shows the second step.

3 Experiments

Our experiments are done on the JPG-encoded photographs. We use 16 × 16
sized blocks and 256× 256 sized windows for all the examples. In our exposure
fusion, we do not need any information about the camera, except in Fig. 6. In
Fig. 6, we need the exposure time of every image to create the HDR format
image to test the tone mapping algorithm.

In Fig. 5, we compare our result to Tom Mertens et al.’s approach [7], our
result is a little bit brighter than theirs but we both contains all the details and
information in the exposure sequence. The halo does not exist in the experiment.

(a) Mertens et al. [7] (b) Our algorithm

Fig. 5. Comparison with other exposure fusion. [7] is shown in (a). Our algorithm is
shown in (b).

Fig. 6 is the multi-exposure sequence. We generate a HDR format image with
[1] from this sequence. Then we use the HDR format image to run Durand et
al. [3], Reinhard et al. [9] and Drago et al. [2] tone mapping methods. Three
tone mapping results and our exposure fusion result are shown in Fig. 7. Our
algorithm result looks better than these tone mapping results but in the area of
neon, the word is not that clear.
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(a) 1/30s (b) 1/4s (c) 2/1s (d) 15/1s

Fig. 6. Images with different exposure time for HDR recovering

(a) Durand et al. [3] (b) Reinhard et al. [9]

(c) Drago et al. [2] (d) Our algorithm

Fig. 7. Comparison with tone mapping operators. [3] is shown in (a). [9] is shown in
(b). [2] is shown in (c). Our algorithm is shown in (d).

In Fig. 8, we also compare the histogram of the images in the sequence to
our result. Histogram of Fig. 6 are shown from Fig. 8(a) to Fig. 8(d) and the
histogram of our result is shown in Fig. 8(e). We can see that our algorithm can
center the pixel values and under- or over-exposure pixels decrease a lot.

From these comparisons, the proposed algorithm successfully extracts well-
exposure parts from each image and performs well in visual quality.
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(a) 1/30s (b) 1/4s

(c) 2/1s (d) 15/1s

(e) Our result

Fig. 8. Comparison in histograms. (a)-(d) are the histograms of images in Fig. 6. (e)
is the histogram of our result.

4 Conclusion

In this paper, we exploit the locality properties in the multi-exposure sequence to
extract information from different exposure images. Also, we borrow the concept
from LLE to model our fusion and achieve good results. In our exposure fusion,
no camera information has to be known and no HDR format images will be
generated.
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As our algorithm can run parallel in block-level, it is more suitable to take
advantage of this parallelism and implement our algorithm on GPU. Finally,
as HDR video cameras are developing quickly, e.g. RED-EPIC camera, we are
trying to apply this technique on multi-exposure video sequences for the next
step.
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Abstract. Image abstraction is an increasingly important task in var-
ious multimedia applications. It involves the artificial transformation of
photorealistic images into cartoon-like images. To simplify image con-
tent, the bilateral and Kuwahara filters remain popular choices to date.
However, these methods often produce undesirable over-blurring effects
and are highly susceptible to the presence of noise. In this paper, we pro-
pose an image abstraction technique that balances region smoothing and
edge preservation. The coupling of a classic Symmetric Nearest Neighbor
(SNN) filter with anisotropic diffusion within our abstraction framework
enables effective suppression of local patch artifacts. Our qualitative and
quantitative evaluation demonstrate the significant appeal and advan-
tages of our technique in comparison to standard filters in literature.

Keywords: Image abstraction, artistic stylization, edge-preserving
filters, anisotropic diffusion.

1 Introduction

Image and video abstraction, through Image-based Artistic Rendering (IB-AR)
[1] have become increasingly popular in contemporary films, computer gener-
ated animation, computer games and visual communication. IB-AR involves
artificially incorporating cartoon-like effects to photorealistic images. Although
various image processing filters have been used, few have produced artistically
appealing and interesting results. This is probably because the filters are mainly
applied for photorealistic enhancement, restoration and recovery. In contrast,
IB-AR generally aims towards simplification of image content. Basically, image
abstraction enables details in low-contrast regions to be removed without filter-
ing across discontinuities, leaving the overall image structure unaffected. Two
prominent techniques are the bilateral and Kuwahara filters. The bilateral filter
excels in smoothing low-contrast regions while preserving high-contrast edges. It
however fails in high-contrast images where either no abstraction is produced or
salient visual features are totally removed. Furthermore, iterative filtering using
bilateral filter over-blurs edges causing an undesirable washed-out appearance.
On the other hand, the Kuwahara filter is able to cope better with high-contrast
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c© Springer International Publishing Switzerland 2014



344 Z. Shahcheraghi, J. See, and A.A. Halin

images, but it is rather unstable in the presence of noise and suffers from blocky
artifacts. Another classical edge-preserving filter called the Symmetric Nearest
Neighbor (SNN) filter has relations to the mean and median filters with desir-
able edge-preserving properties. Unfortunately, the SNN is also susceptible to
local patch-like artifacts. Surprisingly, the SNN filter has yet to be explored in
literature for image abstraction. In this paper we propose an Anisotropic Dif-
fusion Symmetric Nearest Neighbour Filter (AD-SNN) which balances region
smoothing and edge preservation, while enforcing artifact suppression.

2 Related Work

In this section, we provide an overview of relevant image/video abstraction works
in literature that utilize edge-preserving filters.

The bilateral filter [2] is by far the most popular edge-preserving filter and it
has been widely used for image smoothing, noise reduction and segmentation.
The landmark work by Winnemller et al. [3] established an effective framework
for abstraction, with the use of an isotropic bilateral filter with Difference-of-
Gaussians (DoG) edge extraction to produce highly stylized video frames. Kypri-
anidis and Döllner [4] came up with a two-pass separated implementations of
the bilateral filter along the gradient and tangent directions, which estimates
the local orientation based on structure tensors. Elsewhere, Kang et al. [5] also
improved the original technique by introducing flow-based image abstraction,
where the shapes of the bilateral and DoG filters were deformed to follow a vec-
tor field derived from salient image features. An anisotropic bilateral filter was
used as opposed to an isotropic bilateral filter.

In another application, Cong et al. [6] introduced a mixed-reality selective
image abstraction tool, where a new diffusion model was proposed by combining
nonlinear diffusion and bilateral filter. More recently, Zang et al. [7] presented a
novel image smoothing approach by using a 1-D space-filling curve to perform
EMD-based filtering. Gaussian and bilateral filtering were used to consolidate
the edge structure in their space filling curve based image smoothing. Gener-
ally, the bilateral filter can sometimes produce inconsistent abstraction in high-
contrast images whereby any of the two extremities could occur: no abstraction
performed, or over-removal of fine details.

The Kuwahara filter [8] on the other hand is a classical edge-preserving im-
age smoothing filter that performs well in high contrast regions. The generalized
Kuwahara filter was used for image and video abstraction by Papari et al. [9]
whereby the original Kuwahara filter was improved by replacing the rectangular
sub-regions with smooth weighting functions constructed over sectors of a circu-
lar area. Kyprianidis et al. [10] introduced an anisotropic Kuwahara filter where
the weighting functions are alternatively defined over sectors of ellipses. This
modification improved its resistance towards noise and artifacts. More recently,
the same authors further introduced another variant that performs at multiple
scales [11]. Generally, the Kuwahara filter causes unusual blocky artifacts, and is
highly susceptible towards image noise. Many recent methods attempt to resolve
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these problems but its method of filtering with overlapping windows could be
the main cause of these problems.

3 Proposed Method

The proposed method resides within an image abstraction framework that is
inspired by the works of Winnemöller et al. [3] and Kang et al. [5]. The ar-
chitecture employed by these well-known works can be succinctly summarized
into two distinct components or processes: (i) region smoothing, and (ii) edge
contouring, in which the contributions of this work involves the former. State-of-
the-art methods for edge contouring [5,4] are incorporated into our framework.
An overview of the processes in our framework is shown in Figure 1.

In the first step of abstraction, we perform edge-preserving region smooth-
ing on the perceptually uniform CIELab colorspace. The edge contours are then
extracted after a certain number of smoothing iterations, while color quantiza-
tion is applied on the luminance channel as described in [3]. Finally, the edge
contours are combined with the color-quantized output in the original RGB col-
orspace to produce the abstracted output. In this work, we proposed to utilize
a classic Symmetric Nearest Neighbor (SNN) filter that is both edge-preserving
and simplistic in computation, while adding further artifact suppression from
anisotropic diffusion.

3.1 Symmetric Nearest Neighbor (SNN) Filter

Symmetric Nearest Neighbor (SNN) filter [12,13] is an edge-preserving smooth-
ing filter that is arguably one of the most all-rounded filters in terms of both
noise immunity (smoothing effect) and edge preservation. It balances both as-
pects equally as compared to filters such as the median filter (more smoothing),
and Kuwahara filter (more edge-preserving).

The SNN filter uses a neighborhood selection technique whereby it compares
the 8-connected neighboring pixels in a symmetric fashion. By example of a 3×3
filter, the symmetric pairs of neighbor pixels around the center pixel, i.e. N-S,
W-E, NW-SE, NE-SW, are inspected by selecting the intensity values of those
closest (intensity-wise, not distance-wise) to the center pixel (see Figure 2) from
each pair. In other words, the pixel in each symmetric pair that is closest to
the value of the center pixel is selected. Finally, the value of the center pixel is
computed by the mean value of the four selected neighborhood pixels. Concisely,

P̂N,S = min{px,y, {px,y+h, px,y−h} }, for N-S pair

P̂W,E = min{px,y, {px+h,y, px−h,y} }, for W-E pair

P̂NW,SE = min{px,y, {px+h,y+h, px−h,y−h} }, for NW-SE pair

P̂SW,NE = min{px,y, {px+h,y−h, px−h,y+h} }, for SW-NE pair

(1)

where h = 1 for the case of a 3×3 SNN filter, whilemin{·} selects a neighborhood
pixel (from each symmetric pairing) that has an intensity value that is closest
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Fig. 1. Schematic overview of the proposed image stylization framework

to that of the center pixel px,y. In this case, the output pixel value is simply the
mean of the four values obtained from Eq. 1, i.e.

fx,y = {P̂N,S + P̂W,E + P̂NW,SE + P̂SW,NE}/4 (2)

To further generalize this concept for a w×w SNN filter (where w should be an

odd number and w > 1), we consider ηw = {∑(w−1)/2
i=1 4i} number of symmetric

pairs within the square filter neighborhood of size w. The example in Figure 2
illustrates a few possible symmetric pairs within a 5×5 neighborhood. Concisely,
the SNN-filtered pixel value at location (x, y) can be determined as,

fx,y =
1

ηw

ηw∑

j=1

min{px,y, Ŝj} (3)

where Ŝj is the j-th symmetrically opposing pair of pixels. To retain the original
image size, zero-padding is applied before performing filtering.

Geometrically, this concept is edge-preserving as the filter ”votes” for the
neighboring pixels that most closely resemble the center pixel before taking the
average value of the selected neighbors. This compensates the smoothing effect
(averaging) with retention of intensity gradients (closest value voting).

3.2 Anisotropic Diffusion

Anisotropic diffusion is another classical technique proposed by Perona and Ma-
lik [14] to selectively enhance contrast in parts of an image by using a modified
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NW NE

SW SE
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Fig. 2. Symmetric pairs of pixels in SNN filter. The 3 × 3 (left) filter has four pairs;
The color-coded pixels in the 5× 5 (right) window indicate some possible pairs.

heat diffusion equation. Anisotropic diffusion filters have the desirable property
of blurring small discontinuities and sharpening edges, which is most useful for
image abstraction (the iterative bilateral filter is an example of a nonlinear diffu-
sion filter [3] where the Gaussian blur is weighted nonlinearly). The function of
the SNN filter closely resembles a typical rank order mean filter, which will result
in the appearance of visual artifacts at corner edges. Hence, we propose to apply
the nonlinear diffusion effect on the original image features before performing
filtering with SNN, as this maintains the simplicity of the SNN computation
without incurring computationally expensive nonlinear filtering.

The 2-D discrete implementation of anisotropic diffusion is summarized as,

∂

∂t
I(x̄, t) = div [c(x̄, t) ∗ ∇I(x̄, t)] (4)

where x̄ represents the spatial coordinates (x, y), div[·] denotes the divergence
operator and ∇ is the gradient operator w.r.t. the spatial coordinates.

The intensity values are then updated locally by the sum of the flow contri-
butions along all four directions (north, south, east, west)

I(x̄, t+Δt) ≈ I(x̄, t) +Δt ∗ ∂

∂t
I(x̄, t) (5)

For better isotropy, signal flow can also be computed between diagonally neigh-
boring pixels (8-connectedness), with consideration for longer distances (

√
2)

between diagonal neighbors. The conduction (diffusion) coefficient function,

c(x̄, t) = e(−(‖∇I‖/K)2) (6)

which prioritizes high-contrast edges over low-contrast edges, is used in our work.
Good parameter values were determined empirically; we fix the threshold con-
stant that controls the level of conduction to K = 30, while Δt = 0.143 (or
1/7) for numerical stability. A subsequent work by Gerig et al. [15] suggested
for the diffusion process to be repeated for better convergence towards stable
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smoothened regions. Further details on its mathematical principles and formu-
lation can be found in the original paper [14] and [15]. The coupling of the
anisotropic diffusion and the SNN filter in our framework gives rise to the pro-
posed Anisotropic Diffusion Symmetric Nearest Neighbor (AD-SNN) technique.

3.3 Edge Contouring

The second component of the framework involves edge contouring. Generally, this
is an essential abstraction element that creates cartoon-like effects and increases
the visual distinctiveness of edges at important locations such as object bound-
aries and background textures. In our work, we do not propose any new edge
contouring methods since the scope of our contribution is in the first component.
As such, two prominent methods from literature are applied to our framework,
both of which are used in our experiments:

– Multi-image gradient (MiG). Di Zenzo [16] proposed an approach that
computes the gradient image of a multi-image (or multi-spectral image) by
calculating the maximum rate of change in the intensity values along the
spectral dimensions. An approximation to the directional derivatives are first
determined using Sobel filter. Then, the structure tensor for each point (x, y)
is set in quadratic form (with g being the tensor coefficients), measuring the
maximum squared rate of change of a vector n = (nx, ny):

En = gxxn
2
x + 2gxynxny + gyyn

2
y (7)

– Flow-based Difference-of-Gaussians (FDoG). Kang et al. [17] intro-
duced a method of extracting spatially coherent lines, guided by Edge Tan-
gent Flow (ETF). The Difference-of-Gaussians (DoG) is given by,

Eσe = Gσe − τ ·Gσr (8)

where G indicate the two Gaussian blurring functions with their respective
values; σr is set to 1.6 · σe to approximate the Laplacian-of-Gaussian, σe

controls the spatial scale of edges. The threshold τ determines the sensitivity
of the edge detector. We use σe = 1.0 and τ = 0.99 in our experiments.

The final thresholding step that uses a smoothed step function similar to that
described in [3],

T (Eσe) =

{
1 if Eσe > 0,

1 + tanh(ϕe · Eσe) otherwise
(9)

where ϕe tunes the sharpness of the edges Eσe

3.4 Iterative Processing

In our framework, a total of nf iterations are performed for region smoothing. This
is a common practice in most works [3,4,5] as it provides sufficient region contrast-
ing and a more desirable level of abstraction. Anisotropic diffusion is applied for
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a lesser number of iterations to soften the effect of artifact suppression— the first
na iterations where na < nf . Similarly, the edges are extracted after ne iterations
(where ne < nf ) to reduce the presence of noise. In our experiments, we tested and
used the following values: nf ∈ {3, 4}, na = 1, ne = 2. More precisely, both the
Kuwahara and AD-SNN filters use nf = 3, while the bilateral filter uses nf = 4
(similar to the setting from [4]).

4 Results and Analysis

Experimental studies remain one of the most difficult problems in the area of
non-photorealistic rendering (NPR) when evaluating the artistic stylization of
images or videos, as acknowledged by Hertzmann [18]. It is common to perform
visual assessment of the aesthetic qualities of stylized images through subjective
evaluation by human observers, as employed by many previous works [3,19,20].

The proposed approach was evaluated using a mix of different quantitative
and qualitative evaluation techniques. Firstly, a qualitative inspection compares
our stylized images with that of other competing approaches: bilateral filter (BF)
and Kuwahara filter (KF). Second, a systematic visual assessment was conducted
on human observers to produce a quantitative score on the aesthetic appeal of
the approaches.

4.1 Qualitative Visual Inspection

By visually examining the effects of region smoothing on the evaluated ap-
proaches, the proposed AD-SNN method appears to provide a middle ground
between the BF and the KF. This is most noticeable from the sample image
reviewed in Figure 3, where the strong preservation of gradients on the BF im-
age renders it too closely to the original photograph. Meanwhile, the blurring
sensation in the KF image causes obvious distortions to the shape of objects,
which is a rather undesirable characteristic. Thus, the AD-SNN filter strikes a
balanced compromise between the two extremes, while offering elegant and nat-
ural patch shadings. On a closer look (Figure 4), we can observe irregularities at
a finer level. The color-quantized regions extracted after performing BF tends
to produce incomplete edge contouring results after re-combination. Also, the
blocky effect of the KF immensely deteriorates the quality of abstraction.

4.2 Quantitative Assessment

We conduct a systematic experiment using 20 popular images used in various
works in literature [4,10,21]; 19 of which are taken from Philip Greenspun’s
photograph database1 while one large size photograph of the Grand Canal of
Venice was downloaded from the Internet. We handpicked the images based
on their usage as examples in previous works, and also to provide a balanced

1 http://philip.greenspun.com/photography/

http://philip.greenspun.com/photography/
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Fig. 3. Edge-preserving region smoothing using bilateral filter (top), Kuwahara filter
(middle) and the proposed AD-SNN filter (bottom) on a photograph of the Grand
Canal in Venice.

Fig. 4. Observations: Less than complete edge contouring on the color-quantized re-
gions found by bilateral filter (left pair), and obvious loss of details using Kuwahara
filter (right pair). The right-side image of each pair uses the proposed method.
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Table 1. Mean and standard deviation of the relative amount of votes obtained each
evaluated method through visual assessment

Method Mean Standard deviation

Bilateral 0.720 0.230
Kuwahara 0.408 0.162
AD-SNN 0.876 0.098

coverage of different types of photographs. There are 4 animal images, 6 single-
person or group photographs, 4 landscape photos and 6 building/object photos.
A total of 25 observers (10 of which have reasonable expertise in media arts
and graphics, while the rest are novices) were given 10 sets of images; each set
contains three stylized images (corresponding to the bilateral, Kuwahara and
AD-SNN approaches) of a randomly selected photograph in random order. To
alleviate possible bias from the edge style, we also randomly select between the
MiG and FDoG (see Section 3.3) for the generated sets.

In contrast to our earlier work [20] which is primarily based on scoring or
point-based feedback, we utilize a different methodology here, similar to that
recently proposed in [19]. For each set of images, the observers were asked to
cast two votes for the two most aesthetically pleasing stylizations. The relative
amount of votes received by an approach for each participant is computed by
Vrel = Vcast/Vtotal, where Vcast is the number of votes cast for the approach
and Vtotal is the total number of image sets shown to the observer. The average
voting score across all observers, Vrel is then computed to give the overall score.

Table 1 shows the overall result of our visual assessment experiment for the
three evaluated filters. The AD-SNN filter provides the best artistic stylization,
while its low standard deviation score highlights the consistency of opinion by
the observers in favor of this method. It is unsurprising that the Kuwahara filter
is visually unappealing due to the presence of artifacts discussed earlier. The
bilateral filter remains competitive, but its high standard deviation offers some
doubt over its attractiveness when applied to a highly variable set of 20 images
and 2 different edge contours.

5 Conclusion

Concretely, we have presented a new technique called Anisotropic Diffusion Sym-
metric Nearest Neighbor (AD-SNN) filter for region smoothing within an image
abstraction framework. With appropriate color quantization and a good choice
of edge contouring, our method is able to produce aesthetically appealing im-
ages through a balanced measure of region smoothing and edge preservation.
More importantly, blocky artifacts can be effectively mitigated by the effect of
anisotropic diffusion. An extensive evaluation conducted shows greater appeal
over other evaluated methods. In future work, the SNN filter can be further
extended to an isotropic (circular) or anisotropic (elliptical) filter shape which
will encourage smoother boundaries and corners in object regions.
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Abstract. In order to meet people’s demand for 3D audio in family, it’s
a critical problem to recreate a 3D spatial sound field with few loudspeak-
ers. In this paper, we introduce a L- to (L-1 )-channel reduction method
based on spherical harmonic decomposition and sound field of head can
be perfectly reproduced. When loudspeakers are too few to perfectly
reproduce the sound field of head, we ensure low distortions of sound
field at ears. On this basis, multichannel reduction algorithm from L- to
M -channel system is proposed. As an example, reduction of NHK 22.2
system has been implemented and eleven loudspeaker arrangements from
22 to 6 channels are derived. Results show the sound field of head can
be reproduced perfectly until 10 channels and 8-, 6-channel systems can
keep low distortions at ears. Compared with Ando’s multichannel con-
version method by subjective evaluation, our proposed method is better
in terms of sound localization.

Keywords: 3D audio, multichannel system, reduction, sound field re-
production, spherical harmonics.

1 Introduction

Three-dimensional (3D) spatial sound with loudspeakers brings us more and
more joviality and experiences. On one hand, methods targeted at the accurate
physical reconstruction of sound fields over an extended listening area have been
developed and implemented in recent decades. The typical methods are higher
order ambisonics (HOA) [1–4] and wave field synthesis (WFS) [5, 6]. Due to the
employment of large number of loudspeakers, which can reach several hundred or
even more, these reconstruction methods are referred to as massive multichannel
sound reproduction methods. On the other hand, practical techniques for spatial
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reproduction have been developed further in parallel to the theoretical methods.
It is worth mentioning that NHK 22.2 multichannel sound system [7] (proposed
by NHK laboratory of Japan) considers the perceptive characteristic of human,
resulting in good sense of spatial sound impressions. However, loudspeakers of
22.2 multichannel sound system are still too large to be applied in home cinemas.
In order to satisfy people’s demand for 3D spatial sound in family environment,
it is necessary to reduce the number of loudspeakers.

1.1 Related Work

In 2011, Akio Ando proposed a M - to M ′-channel conversion method [8] which
maintained the physical properties of sound at the listening point (i.e., the center
of head) in the reproduced sound field. Signals of 22.2 multichannel sound system
without two low-frequency channels could be converted into those of 10-, 8-
or 6-channel sound systems. Although subjective evaluations showed that this
method could reproduce the spatial impression of the original 22-channel sound
with eight loudspeakers, people’s two ears can not be on the listening point at
the same time. Thus, an important practical question naturally appears about
how to reproduce the sound field over a given region.

Higher order Ambisonics (HOA) based on cylindrical two-dimensional (2D or
horizontal plane) harmonic [2] or spherical three-dimensional (3D or full sphere)
harmonic [1] decomposition of a sound field was proposed to perfectly reproduce
the sound field within a given region. Although high reproduction frequencies
and large reproduction regions are considered, a few 3D reproduction systems
were implemented based on HOA since it required loudspeakers to be placed on
a sphere which surrounds the target reproduction region uniformly [1]. However,
The uniform deployment of a spherical loudspeaker array is impractical in reality.

Therefore, this paper introduces a L- to (L-1 )-channel reduction based on
spherical harmonics and the sound field of head region can be perfectly repro-
duced by (L-1 )-channel sound system. When loudspeakers are too few to repro-
duce the sound field over head region, we ensure low distortions of sound field
at ears. By iteration on this basis, we propose an automatic reduction algorithm
from L- to M -channel sound system. Since NHK 22.2 system considers the hu-
man auditory perception properties and can create spatial sense greatly, we used
it as an example to implement its reduction and obtained eleven loudspeaker
placements from 22- to 6-channel systems. Simulations show sound field of head
can be reproduced until 10 channels and low distortions at ears can be kept
in 8-, 6- channel systems. Subjective results indicate that the proposed method
is better than Ando’s 22-channel conversion method for the sound localization.
This method can get reduced sound systems quickly and automatically.

Notation. Throughout this paper, we use the following notational conven-
tions: 1) vectors are represented by lower case bold face, e.g., x; 2) A unit vector
in the direction x is denoted by x̂, i.e., x̂ = x/|x|; 3) polar coordinate originates
at the origin o and represents a position of y as (σ, φ, θ), where σ is the distance
from the origin, φ is the azimuthal angle, and θ is the elevation angle; and 4)
The symbol i =

√−1 is used to denote the imaginary part of a complex number.
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Fig. 1. Our proposed method.(a)Formulation of reduction from L- to (L-1 )-channel;
(b)Block diagram of proposed method.

2 Formulation of Reduction

Let the lth loudspeaker yl = (σl, φl, θl) be a point source. It produces a sound
field within a source-free region at an arbitrary receiving point x = (γ, ϕ, ϑ)
(shown in Fig. 1(a)), which can be expressed as a linear combination of these
spherical harmonics [3],

Tl(x; k) =
e−ik|yl

−x|
|yl − x| = −ik4π

∞∑

n=0

n∑

m=−n

h(2)
n (kσl)jn(kγ)Y m

n (ŷl)Y
m
n (x̂) (1)

where 1) k = 2πλ−1 = 2πfc−1 is the wave number (with c the speed of wave

propagation, f the frequency and λ the wavelength); 2) jn(·) and h
(2)
n (·) are the

first kind spherical Bessel function and second kind spherical Hankel function of
the nth degree respectively.

The spherical harmonics are defined as

Y m
n (x̂) =

√
(2n+ 1)

4π

(n− |m|)!
(n+ |m|)!P

|m|
n (cosϑ)eimϕ (2)

where Pm
n (·) is the associated Legendre function (which reduces to the Legendre

function for m = 0). The subscript n is referred to as the order of the spherical
harmonic, and m is referred to as the mode. For each order n, there are 2n+ 1
modes (corresponding to m = −n, ..., n ).

The following orthogonality property is exhibited on spherical harmonics.
∫

Y m
n (x̂)Y m′

n′ (x̂)dx̂ = δnn′δmm′ (3)

where δnn′ denotes the Kronecker delta function, and integration is over the unit
sphere.

Supposed that there are L loudspeakers in the original sound field, whose lo-
cations are yl = (σl, φl, θl), l = 1, 2, ..., L and L-1 loudspeakers in the reproduce
sound field (shown in Fig. 1(a)), the aim is to use L-1 loudspeakers (the lth
loudspeaker is yl, l = 1, 2, ..., L− 1) to reproduced the original sound field at the
receiving point x.
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The original sound field produced by L loudspeakers (the lth loudspeaker is
yl, l = 1, 2, ..., L) at the receiving point x is given by

S(x; k) =
L∑

l=1

Tl(x; k) =
L−1∑

l=1

Tl(x; k) + TL(x; k) (4)

Applying a complex-valued frequency-dependent weighting function wl(k) =
1 + al(k) to the lth loudspeaker, the reproduced sound field produced by L-1
loudspeakers at the receiving point x is

S̃(x; k) =

L−1∑

l=1

wl(k)Tl(x; k) =

L−1∑

l=1

Tl(x; k) +

L−1∑

l=1

al(k)Tl(x; k) (5)

Thus, to exactly reproduce the original field at the receiving point x by L-1
loudspeakers (the lth loudspeaker is yl, l = 1, 2, ..., L − 1), it requires equating
Eq. 4 with Eq. 5, i.e.,

TL(x; k) =
L−1∑

l=1

al(k)Tl(x; k) (6)

From Eq. 6, when the sound field of Lth loudspeaker can be accurately re-
produced by left L-1 loudspeakers whose weights are al(k), l = 1, 2, ...L− 1, the
original field of L loudspeakers at the receiving point x can be exactly repro-
duced. If we want to reproduce the sound field within the region χ represented
as a dark grey shaded area (shown in Fig. 1(a)), the receiving point x could be
integrated over the sphere with respect to x̂. In this paper, the given region is
limited within man’s head.

This paper mainly introduces an iterative process of multichannel reduction
from L channels to M channels with low distortion of sound field within head.
Fig. 1(b) shows the flow diagram of proposed method which includes three parts:
1) extracting L-channel loudspeaker configuration in original sound field; 2) the
iteration of multichannel reduction (shown in the dotted box); and 3) deriving
a set of reduced loudspeaker configurations in reproduced sound field. The it-
eration includes two main points: allocating the signal of each loudspeaker in
L-channel sound system to others through calculating weight coefficients based
on spherical harmonics; finding which one of L loudspeakers could maintain low
distortion of sound field within head and reducing it from L loudspeakers.

3 Reduction from L to L-1 Channels

3.1 Weight Coefficients of L-1 Channels

We assume that 1) the receiving point x satisfies |x| < |yl|, where yl is the
location of the lth loudspeaker; and 2) all loudspeakers are located on a sphere
of radius σ, i.e., σl = σ, l = 1, 2, ...L. After substituting Eq. 1, multiplying each
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side by Y m
n (x̂), and integrating over the unit sphere with respect to x̂, Eq. 6

could be derived

jn(kγ)Y m
n (ŷL) = jn(kγ)×

L−1∑

l=1

al(k)Y m
n (ŷl) (7)

where we have used the orthogonality property in Eq. 3. When substituting
Eq. 2, Eq. 7 is further derived

P
|m|
n (cos θL)e

−imφL =
L−1∑

l=1

al(k)P
|m|
n (cos θl)e

−imφl

n = 0, ...,∞,m = −n, ..., n

(8)

However, it would require an infinite number of loudspeakers (one for each n
and m term) to satisfy Eq. 8 exactly for every term in the spherical harmonics
expansion. Literature [1] indicates that the sound field of the Lth loudspeaker
could be accurately reproduced only by equating the terms for n = 0, 1, ..., N if
most of the power of the sound field within the chosen reproduction region is
contained in the first N orders, which is referred to as an N th order reproduction
system. According to the method introduced in [1], the normalized truncation
error1 εN is given by

εN = 1−
N∑

n=0

(2n+ 1)(jn(kγ))
2 (10)

It is shown as a function of kγ for various order expansions in Fig. 2(a). For
any given N, the error decreases monotonically when kγ is below a certain value,
i.e., εN (kγ) < εN(kγ0), ∀γ < γ0. Only when error is very high (above about 50%)
the error is not monotonically decreasing. Thus, if an N th order expansion can
accurately represents the sound field on a sphere of radius γ0, the sound field
within the sphere can also be accurately reproduced. So Eq. 8 can be truncated
at order N, i.e.

P
|m|
n (cos θL)e

−imφL =
L−1∑

l=1

al(k)P
|m|
n (cos θl)e

−imφl

n = 0, ..., N,m = −n, ..., n

(11)

where
(L− 1) ≥ (N + 1)2 (12)

Weight coefficients al(k) can be calculated in Eq. 11 and the weight of each
loudspeaker wl(k) = 1 + al(k), l = 1, ..., L− 1 is obtained.

1 Assume a sound field of TL(x; k) is approximated to that of TN
L (x; k), obtained by

truncating the infinite series Eq. 1 at order N, i.e., the outer summation in Eq. 1 is
only taken over n = 0, 1, ..., N . Define the normalized truncation error εN as

εN �
∫ ∣

∣TL(x; k)− TN
L (x; k)

∣
∣2

|TL(x; k)|2
dx̂ (9)
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Fig. 2. Relationship of the factors in the sound field TN
L (x; k).(a)Truncation error of

the sound field TN
L (x; k); (b)the relationship of the order N, upper frequency fmax and

upper spheral radius γmax of accurate reproduced sound field.

3.2 Low Distortions of Reproduced Sound Field

When we adopt a rule of thumb given in [4], the relationship of the upper radius
γmax of the accurate reproduced sound field, the upper frequency fmax and the
order N can be approximated as

N =
eπ

c
fmaxγmax (13)

Fig. 2(b) shows the relationship of the order N, upper frequency fmax and upper
spheral radius γmax of accurate reproduced sound field. For any given γmax of
accurate reproduced sound field, the higher the order N is, the higher the upper
frequency fmax is. Similarly, for any given fmax of accurate reproduced sound
field, the higher the order N is, the greater the upper radius γmax is. From
Eq. 12, the order N could be given when number of loudspeakers in reproduced
sound field is confirmed. If the frequency is regarded as a certain constant, the
upper radius γmax could be obtained.

Since we focus on the sound field region χ of man’s head, we assume that head
is a standard sphere with spheral radius R. Center of head is located on origin and
both ears are symmetric with YOZ plane whose locations are Left = (R, 180, 90)
and Right = (R, 0, 90) respectively. If γmax ≥ R, the distortion of reproduced
sound field is defined as

ε(χ; k) �
∫

χ

∣
∣
∣S(x; k)− S̃(x; k)

∣
∣
∣
2

|S(x; k)|2 dχ (14)

If γmax < R, the distortion of reproduced sound field is represented by errors of
sound field at ears.

ε(Left; k) �

∣
∣
∣S(Left; k)− S̃(Left; k)

∣
∣
∣
2

|S(Left; k)|2 (15)

Similarly, ε(Right; k) can be calculated. Reduction from L- to (L-1 )-channel
should ensure low distortions mentioned above.
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Algorithm 1. Pseudo-code of the iterative multichannel reduction

1: Input: L-loudspeaker positions in the original field, the frequency of opera-
tion f, and radius R of head

2: Output:M -channel loudspeaker arrangements found in the reproduced field

3: repeat
4: determine the expansion order N by Eq. 12 and γmax of accurate repro-

duced region by Eq. 13
5: for l=1:L do
6: allocate the signal of lth loudspeaker to those of other (L-1 ) loudspeak-

ers *Section 3.1*
7: if γmax ≥ R then
8: calculate the distortion of reproduced field ε(χ; k) by Eq. 14
9: else

10: calculate the distortions of reproduced field at ears ε(Left; k) and
ε(Right; k) by Eq. 15

11: end if
12: end for
13: delete the loudspeaker with the minimum distortion of reproduced field

and L = L− 1
14: until stop criterions are met

4 Reduction Algorithm from L to M

The procedure of multichannel reduction is summarized in Algorithm 1, which
includes two stop criterions: 1) all three minimum distortions ε(χ; k), ε(Left; k)
and ε(Right; k) exceed a given threshold; and 2) none of loudspeakers can be
reduced.

5 Experiments

5.1 Simulation

To evaluate the performance of the proposed multichannel reduction method,
we used the 22.2 multichannel system without LFE (shown in Fig. 3(a)) as an
example. Free-field source conditions are assumed and sound field resulting from
the loudspeaker is a spherical wave. Let the center of head be located on the
origin. Distance from each loudspeaker to the origin is 200cm, i.e., σ = 200.
Distance from each ear to the center of head is 8.5cm, i.e. R = 8.5. Original
sound sources are 22-channel white noise [9] and the original sound field is cre-
ated by 22-channel audio system. Considering locations of 22 loudspeakers are
symmetrical based on the median plane, we delete the selected loudspeaker and
its symmetric one at the same time in the process of reduction.
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Fig. 3. Simulation results. (a) ∼ (e) are loudspeaker arrangements of different channel
systems and their corresponding sound fields are shown in (a′) ∼ (e′).

According to Eq. 12 and Eq. 13, sound field within the region of head could
be perfectly reproduced by more than nine loudspeakers assuming that the fre-
quency f is 1000Hz. Thus, we use 22-channel white noise with 1000Hz to calcu-
late errors of sound field at ears, i.e. ε(Left; k) and ε(Right; k). We select 0.3
as a given distortion threshold of sound field at ears according to distortions at
ears of 8-channel system in 22-channel conversion method which could reproduce
the spatial impression. The given threshold of ε(χ; k) is 0.04 which is selected
according to literature [1].

Eleven layouts are derived from 22 channels to 6 channels. Fig. 3(a-e) show
the 6-, 8-, 10-, 12-, 22-channel loudspeaker arrangements and their corresponding
sound fields over region of head are shown in Fig. 3(a′-e′). We can get that the
sound field of 12-channel systems is the same as 22-channel original sound field,
but a few distortions come into being in 10-channel reproduced sound field and
they become more and more evident in 8-, 6-channel reproduced sound fields. In
other words, the sound fields over the region of head can be reproduced perfectly
from 21- to 12-channel systems. Distortions begin generating from 10-channel
system and increasing gradually in 8-, 6-channel system.

5.2 Subjective Experiment

Because sound field inside region of head can not be reproduced accurately by 6-,
8-, 10-channel systems (Fig. 3(a′, b′, c′)), subjective experiments about them have
been done by the RAB paradigm [10] to evaluate whether they are acceptable
in subjective evaluation. Two stimuli (A and B) and a third reference (R) are
presented and the difference threshold is measured. The reverberation time at
500Hz in the soundproof room is 0.18s and background noise is 30dB(A). In this
experiment, R is the original 22-channel white noise with 10s, one stimuli (A or
B) is the sound of 6- (8-, or 10-) channel of Andos conversion method in [8] and
the other one is the sound of 6- (8-,or 10-) channel in Fig. 3(a, b, c). Testers are
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(a) (b)

Fig. 4. Results of the Comparative Mean opinion score (CMOS) in subjective experi-
ment of 10-, 8- and 6-channel between the method of [8] and our proposed method(95%
confidence limits. (a)Sound Localization; (b)Sound Intensity.

asked to compare the difference between A and B relative to R and give scores
according to the continuous seven-grade impairment scale. Two aspects of the
sound are evaluated: sound localization and sound intensity.

In this experiment, subjects are 20 students all major in audio signal pro-
cessing. Fig. 4 shows the Comparative Mean Opinion Score (CMOS) of sound
localization and sound intensity given by the subjects with 95% confidence lim-
its. The average CMOS of sound localization is 0.5 in Fig. 4(a). The CMOS
of sound localization reproduced by 6- and 8-channel system are 1.005 and 0.2
respectively, higher than zero and the average scales of 10-channel is about zero.
It shows that sound localization effects of 6- and 8-channel systems reproduced
by our method are better than those by Ando’s conversion method. The aver-
age CMOS of sound intensity shown in Fig. 4(b) is about zero, which indicates
that sound intensity effects of 6-, 8- and 10-channel systems reproduced by our
method are almost comparable with those by Ando’s conversion method.

Since 22.2 multichannel sound system considers the perceptive characteristic
of people and creates a good sense of spatial sound impression, we use it as
a reduction example of our proposed method. According to results mentioned
above, eleven loudspeaker layouts can be derived by reducing from 22 to 6 chan-
nels. The sound field over head can be reproduced until 10-channel system, but
distortions begin to increase gradually in 8- and 6-channel systems. Although 8-
and 6-channel systems can not reproduce the sound field over head perfectly, the
subjective evaluation shows that their sound localization effects are better than
those of Ando’s conversion method and their sound intensity are comparable.

6 Conclusion

A method of multichannel system reduction is proposed for reproducing 3D
sound fields with few loudspeakers in family. The reduction is implemented by
the iteration of L- to (L-1 )-channel reduction based on spherical harmonic de-
composition. The sound field over head can be reproduced perfectly. And low
distortion at ears are ensured when loudspeakers are too few to reproduce field.
As an example, the reduction of NHK 22.2 multichannel sound system has been
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implemented and eleven loudspeaker arragements from 22 to 6 channels can be
got. The sound field over head can be reproduced until 10 channels. And 8-,
6-channel systems can ensure low distortions at ears. Compared with Ando’s
multichannel conversion method by subjective evaluation, our proposed method
is better for sound localization and comparable for sound intensity. To some
extent, the proposed method can save the cost and time spent by subjective ex-
perience effectively and get the loudspeaker arrangements with different channels
quickly and automatically.
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Abstract. People hope to use minimum arrangement of loudspeakers
to reproduce the experience of the film 3D sound at home. Although
the Ando’s conversion can convert n- to m-channel sound system by
maintaining the sound pressure at the origin, it is time-consuming and
expensive to use lots of subjective evaluations to distinguish the expe-
rience of spatial sound reproduced by m-loudspeaker arrangements. To
solve this problem, we not only ensure the sound pressure at the origin
invariably, but also limit the absolute error of sound pressure at ears
to a given threshold or less while simplifying from n- to (n-1 )-channel,
and an automatic simplification algorithm from n- to m-channel sound
system is proposed. The 22.2 multichannel sound system without two
low-frequency effect channels as an example can be simplified to eight
channels automatically and the total loudspeaker arrangements is 23.
The subjective evaluation is comparable to that of the Ando’s conver-
sion and the cost of subjective evaluation is saved.

Keywords: sound field reproduction, three-dimensional sound, multi-
channel audio.

1 Introduction

The 3D audio technology brings people a convenient and wonderful sense of spa-
tial sound impression. From a practical standpoint, one aims to provide the most
convincing experience with the minimum equipment and channels to generate
the experience of spatial sound. By comparing different methods of spatial sound
reconstruction, on one hand there are binaural techniques [1], which deliver a
convincing experience over two channels by presenting necessary binaural cues.
On the other hand there are wave-field synthesis (WFS) [2,3] and Higher-order
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Ambisonics(HOA) [4,5], which typically use a large number of channels to ac-
curately reproduce the wave front generated by a virtual source. In addition
to these, there are systems with five or more channels. One of the most famous
reconstruction is a 22.2 multichannel sound system [6], which uses 24 loudspeak-
ers located on three layers to produce three-dimensional spatial impressions of
sound. Although loudspeakers can be arranged optimally in the theater, the
number of loudspeakers in 22.2 multichannel system is still large and inconve-
nient for household experience of spatial sound ambience. Moreover, MPEG also
mentioned to reproduce the film 3D sound at home when it proposed a possible
call (N12610) for 3D audio technology in the home cinema and personal TV
environment in 2012.

1.1 Related Work

Once each location of loudspeakers in the reproduced sound field is given, one
method is to be formulated as a standard numerical optimization problem by
minimizing the difference of sound pressure between the original sound field and
the reproduced field in a given region. For instance, literature [7] measured a
set of sampling points within the given region and then minimized the error of
the spatial covariances at these points. Although this approach is a useful design
technique in specific cases, it is not practical to apply this kind of professional
measuring method in the household environment. Another method is to select a
special point within the given region and the sound pressure at this point in the
reproduced field will be equivalent with that in the original field. For instance,
[8] proposed a multichannel conversion method while maintaining the sound
pressure at the origin in the reproduced field and succeeded in converting 22-
channel signals of the 22.2 multichannel sound system without two low-frequency
effect channels into 10- and 8-channel signals.

However, in most cases we don’t know how to place these loudspeakers in the
reproduced field. The most common approach is to use the subjective evaluation
to obtain the layouts of these loudspeakers although it is a time-consuming and
laborious work. For example, the converted layout of 10-, 8- or 6-channel in [8]
were obtained by lots of subjective experiments based on the 22-channel sound
system. The natural question is how to find a easier way to obtain loudspeaker
arrangements in the reproduced sound field while conforming to subjective ex-
periences as much as possible.

Therefore, an approach of multichannel simplification is presented in this pa-
per to obtain a set of loudspeaker arrangements automatically. During the pro-
cess of automatic simplification, the basic concept is to limit the absolute error
of sound pressure at ears to a given threshold or less on the premise of main-
taining the sound pressure at the origin. The subjective evaluation showes the
sound localization and intensity reproduced by 10- and 8-channel of the proposed
method are comparable with those of the 22-channel conversion method. There-
fore, the proposed method is an effective method to save the cost of subjective
evaluations.
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Fig. 1. Our proposed method. (a) Block diagram of proposed method; (b) Simplifica-
tion of one from four loudspeakers (located at ζ1, ζ2, ζ3 and ζ4 in original field) by
generating the phantom source at ζ4 with the rest of loudspeakers in reproduced field.

Notation. Throughout this paper, we use the following notational conventions:
1) vectors are represented by lower case bold face, e.g., x; 2) polar coordinate
originates at the origin o and represents a position of ζ as (σ, θ, ϕ), where σ is
the distance from the origin, θ is the azimuthal angle, and ϕ is the elevation
angle; and 3) The symbol i =

√−1 is used to denote the imaginary part of a
complex number.

2 Formulation of Simplification

If the input signal of a loudspeaker ζ = (σ, θ, ϕ) is s(t) and the location of
receiving point x is on XOY plane(think of this plane as a plane between human
ears), the Fourier transform of sound pressure at the receiving point x = (γ, ϑ, 0)
can be written as

p(x, ω) = A
e−ik|ζ−x|

|ζ − x| s(ω) (1)

where assumptions 1) each loudspeaker can be modeled as a point source; 2)
the reflected sound can be neglected in the original and reproduced fields; 3)
the sound pressure at a unit distance from a loudspeaker is proportional to the
input to the loudspeaker (the proportional coefficient is denoted as A); and 4)
k = 2πλ−1 = 2πfc−1 is the wave number (with c the speed of wave propagation,
f the frequency and λ the wavelength).

The method we proposed is to automatically simplify loudspeaker arrange-
ments from n-channel audio system in original sound field with low impact of
sound pressure at ears in the reproduced field. Fig. 1(a) shows the diagram
of proposed method including three parts: 1) extraction of the loudspeaker ar-
rangement of n-channel audio system in original sound field; 2) the iteration of
multichannel simplification (shown in the dotted box); and 3) setting up a set
of simplified loudspeaker arrangements in reproduced sound field. The iteration
of multichannel simplification needs to find four loudspeakers firstly and then
delete one of them while maintaining low impacts on sound pressure at ears. The
iteration ends when the absolute error of sound pressure at ears exceeds a given
threshold or none of loudspeakers could be deleted. The key point of the itera-
tion is how to use three loudspeakers to represent four loudspeakers meanwhile
the absolute error of sound pressure at ears should be below a given threshold.
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Suppose that there are four loudspeakers ζ1, ζ2, ζ3 and ζ4 in the original
sound field, whose locations are (σj , θj , ϕj), j=1,2,3,4 and three loudspeakers
ζ1, ζ2 and ζ3 in the reproduced sound field (shown in Fig. 1(b)), the aim is to
use three loudspeakers ζ1, ζ2 and ζ3 to reproduce the original sound pressure at
the origin o while maintaining low impact on sound pressure at ears.

Let the signal of each loudspeaker ζj in the original field be sj(t), j=1,2,3,4,
and that of each loudspeaker ζj in the reproduced field is qj(t) = sj(t)+wjs4(t),
j=1,2,3, the Fourier transform of the sound pressure at the origin o = (0, 0, 0)
in the original field is

p(o, ω) =

4∑

j=1

A
e−ikσj

σj
sj(ω) = A

e−ikσ4

σ4
s4(ω) +

3∑

j=1

A
e−ikσj

σj
sj(ω) (2)

and that in the reproduced field is

p̃(o, ω) =

3∑

j=1

A
e−ikσj

σj
qj(ω) =

3∑

j=1

A
e−ikσj

σj
wjs4(ω) +

3∑

j=1

A
e−ikσj

σj
sj(ω) (3)

where wj , j = 1, 2, 3 is the jth loudspeaker signal weighting coefficient of the
reproduced field.

In order to generate the phantom source of ζ4 with three loudspeakers in the
reproduced sound field, it requires the directions of three loudspeakers ζ1, ζ2 and
ζ3 to generate a spherical triangle including that of the loudspeaker ζ4 in the
original field. Moreover, the sound pressure at the origin o in the reproduced
field could be maintained when

p(o, ω) = p̃(o, ω) (4)

Such an approach was considered in [8]. However,human ears can not be on the
origin o at the same time actually. Thus, it is important to lower the impact on
sound pressure at ears on the premise of maintaining the sound pressure at the
origin in the reproduced field.

Assuming that the influence of head is ignored and the symmetry of the
human ears is considered. Let the distances from loudspeaker ζj to the right
and left ear be represented as ρj and ρ′j respectively, j = 1, 2, 3, 4. The Fourier
transform of the sound pressure at the right ear right = (α, 0, 0) and the left
ear left = (α, 180, 0) in the original filed is

p(right, ω) =
4∑

j=1

A e−ikρj

ρj
sj(ω) , p(left, ω) =

4∑

j=1

A e
−ikρ′j
ρ′
j

sj(ω) (5)

and that in the reproduced field is

p̃(right, ω) =
3∑

j=1

A e−ikρj

ρj
qj(ω) , p̃(left, ω) =

3∑

j=1

A e
−ikρ′j
ρ′
j

qj(ω) (6)
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Considering to evaluate the impact of sound pressure at both ears and at the
origin o, the relative errors of sound pressure at right ear and left ear in the
original field are defined

η(right− o, ω)
Δ
=

p(right,ω)−p(o,ω)
p(o,ω)

, η(left− o, ω)
Δ
= p(left,ω)−p(o,ω)

p(o,ω)
(7)

and those in the reproduced field are

η̃(right− o, ω)
Δ
=

p̃(right,ω)−p̃(o,ω)
p(o,ω) , η̃(left− o, ω)

Δ
= p̃(left,ω)−p̃(o,ω)

p(o,ω)
(8)

The impacts on sound pressure at ears are analysed by the absolute errors which
are represented as

ε(right− o, ω) = |η̃(right− o, ω)− η(right− o, ω)|2 ,

ε(left− o, ω) = |η̃(left− o, ω)− η(left− o, ω)|2 (9)

Hence, the absolute error of sound pressure at ears should be below a given
threshold when removing one from four loudspeakers. A set of simplified loud-
speaker arrangements in reproduced sound field could be obtained automatically
when the principles for multichannel simplification satisfy:

– it maintains the sound pressure at the origin in the reproduced field;
– the absolute error of sound pressure at each ear is less than a given threshold.

3 Multichannel Simplification

3.1 Multichannel Simplification from Four to Three

In order to lower the impacts on sound pressure at ears after removing one
from four loudspeakers (shown in Fig. 1(b)), two important practical questions
naturally arise: 1) the relationship of loudspeaker locations between the removed
one and the rest; 2) the weighting coefficients of the rest three loudspeakers.
When only considering the directions of four loudspeakers, we assume that all
loudspeakers are located on a sphere of radius R.

Considering the symmetry of head, we focus on the absolute error of sound
pressure at the right ear right = (α, 0, 0) only. From Eq. 7 and Eq. 8, Eq. 9
could be derived

ε(right− o, ω) = |η̃(right− o, ω)− η(right − o, ω)|2

=

∣
∣
∣
∣
p̃(right, ω)− p(right, ω)

p(o, ω)
+

p(o, ω)− p̃(o, ω)

p(o, ω)

∣
∣
∣
∣

2

(10)

Once the sound pressure at the origin in the reproduced field is equal to that in
the original field(i.e., Eq. 4 is satisfied), the absolute error of sound pressure at
the right ear ε(right− o, ω) in Eq. 10 could be represented as
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ε(right− o, ω) =

∣
∣
∣
∣
p̃(right, ω)− p(right, ω)

p(o, ω)

∣
∣
∣
∣

2

=

∣
∣
∣
∣
∣
∣
∣
∣
∣

(
3∑

j=1

eikρj

ρj
wj − eikρ4

ρ4
)s4(ω)

4∑

j=1

eikσj

σj
sj(ω)

∣
∣
∣
∣
∣
∣
∣
∣
∣

2

(11)
Where ε(right− o, ω) in Eq. 11 should be dependent on the sound pressures at
the right ear right both in the original and reproduced field as well as the sound
pressure at the origin in the original field.

Assuming that 1) the signal of each loudspeaker ζj in the original field satisfies
s1(t) = s2(t) = s3(t) = s4(t); 2)w1+w2+w3 = 1; and 3) only a single frequency
of sound waves at the observation point, the impact of ε(right− o, ω) is mainly
determined by δ which is defined

δ
Δ
=

∣
∣
∣
∣
∣
∣

3∑

j=1

eikρj

ρj
wj − eikρ4

ρ4

∣
∣
∣
∣
∣
∣

2

=

∣
∣
∣
∣
∣
∣
eikρ4(

3∑

j=1

eik(ρj−ρ4)

ρj
wj − 1

ρ4
)

∣
∣
∣
∣
∣
∣

2

(12)

If the spherical triangle area formed by three loudspeakers(i.e., ζ1, ζ2 and ζ3)
is as small as possible, the smaller the difference between ρj , j = 1, 2, 3 and ρ4 in
Eq. 12 is, the smaller the impact of ε(right− o, ω) in Eq. 11 will be. The same
result has been returned in the impact of ε(left− o, ω).

Assuming that the selected loudspeaker is located at ζ4, it is important that
the three loudspeaker positions should satisfy the following conditions: 1) a
spherical triangle formed by the three loudspeaker directions includes the di-
rection of the removed loudspeaker whose location is ζ4; and 2) the spherical
triangle is the minimum among those subscribe to 1).

Using the notation in Fig. 1(b), we calculate four spherical areas:

S124: formed by three loudspeakers ζ1, ζ2 and ζ4;
S134: formed by three loudspeakers ζ1, ζ3 and ζ4;
S234: formed by three loudspeakers ζ2, ζ3 and ζ4;
S123: formed by three loudspeakers ζ1, ζ2 and ζ3.

We can determine the position ζ4 be inside the spherical triangle formed by ζ1, ζ2
and ζ3 if

S123 = S124 + S134 + S234

Which is used to verify condition 1).
In order to use three loudspeakers to represent four loudspeakers while main-

taining the sound pressure at the origin o, Eq. 4 can be derived

e−ikσ4

σ4
=

e−ikσ1

σ1
w1 +

e−ikσ2

σ2
w2 +

e−ikσ3

σ3
w3 (13)

In the sequel, the method of literature [8] which can derive the weighting coeffi-
cients of three loudspeakers are obtained.
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Algorithm 1. Pseudo-code of the iteration of multichannel simplification

1: Input: N-loudspeaker positions, N-loudspeaker signals
2: Output: M-channel loudspeaker arrangements found in the reproduced field
3: S ← all of the 3-combinations of loudspeakers from n loudspeakers
4: S1 ← subset of S where positions of 3 loudspeakers form a spherical triangle
5: S2 ← subset of S1 where each triangle region includes at least one of n

loudspeakers
6:

7: repeat
8: S3 ← subset of S2 where only one loudspeaker is included within the

triangle region
9: S3 ← sorted by the spherical triangle area

10: obtain signals of three loudspeakers whose positions could form the small-
est spherical triangle

11: allocate the signal of the loudspeaker within triangle to signals of three
loudspeakers

12: remove the loudspeaker within the triangle region
13: S2 ← delete the associated elements of the removed loudspeaker in S2
14: until a stop criterion is met

3.2 Automatic Multichannel Simplification from N to M

This section mainly introduces the process of iteration for automatic simplifica-
tion from N to M channels. The main body of the iteration includes two parts:
1) finding all spherical triangles formed by three of N -loudspeaker positions,
where each triangle region includes only one loudspeaker; and 2) uninterrupt-
edly removing the loudspeaker within the smallest triangle region until the stop
criterion is met. Algorithm. 1 shows the pseudo-code of the iteration of automatic
multichannel simplification.

4 Experiment

In order to test the performance of the proposed method, we used the 22.2
multichannel sound system without two low-frequency effect channels(shown in
Fig. 2(a)) as an example where: 1) the distance from each loudspeaker to the
origin o is 200cm (σ = 200 ); 2) the locations of both ears are right = (8.5, 0, 0)
and left = (8.5, 180, 0) respectively; 3) the sound source is 22-channel white
noise (described in [9]); and 4) the original sound field at the receiving point is
produced by 22-channel audio system.

As for 10-, 8- and 6-channel sound system converted by the 22-channel system,
the absolute errors of sound pressure at both ear can be calculated by Eq. 9 where
the frequency of sound wave is 1000Hz at the observing point. Since the positions
of 10,8 and 6 loudspeakers are symmetrical and the signals of all loudspeakers
are the same, the absolute error of sound pressure at the right ear is equal to that
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Fig. 2. The absolute errors of sound pressures at ears. (a) 22-channel loudspeaker
arrangement without two LFE channels in original field in [8]; (b) the absolute errors
of sound pressures at ears where three loudspeaker arrangement are 10-, 8- and 6-
channel converted by 22-channel conversion method in [8]; (c)the absolute errors of
sound pressures at ears reproduced by our proposed method.

at the left ear. From Fig. 2(b), the absolute errors of sound pressure at ears may
increase with the decrease of the amount of loudspeakers. Considering that the
converted 10- and 8-channel sound keeps the spatial impression of the original
22-channel sound described in the subjective experiments of [8], the absolute
error 0.0036 of 8-channel is used as the threshold. Therefore, the termination
criteria of Algorithm. 1 will be: 1) the absolute error of sound pressure at ears
exceeds the threshold; or 2) none of loudspeakers could be removed.

Considering the locations of 22 loudspeakers are symmetrical based on the
median plane, the automatic simplification will remove the selected loudspeaker
and its symmetric one. Using the proposed algorithm of multichannel simpli-
fication (shown in Algorithm. 1), there are 23 layouts simplified from 22- to
8-channel whose absolute errors of sound pressure at ears Fig. 2(c) shows the
absolute errors of sound pressure at ears are under the given threshold(0.0036).
Table 1 shows the layouts of 10- and 8-channel loudspeaker arrangements in the
reproduced field by proposed method.

In order to further evaluate the proposed method, the subjective experiments
are carried out using the RAB paradigm [10], a method of determining a dif-
ferent threshold by presenting two stimuli (A and B) and a third (R) that is
the reference, in a soundproof room where the reverberation time at 500Hz was

Table 1. The loudspeaker arrangements of layouts (10- and 8-channel) in the repro-
duced field by the proposed method

layout loudspeaker arrangement in reproduced space (azimuthal angle, elevation angle)
10-1 (0,0) (30,0) (90,0) (150,0) (180,0) (270,0) (90,45) (270,45) (0,90) (90,-30)
10-2 (0,0) (90,0) (180,0) (270,0) (0,45) (90,45) (180,45) (270,45) (0,90) (90,-30)
10-3 (0,0) (30,0) (150,0) (180,0) (270,0) (45,45) (90,45) (135,45) (270,45) (90,-30)
8-1 (0,0) (90,0) (180,0) (270,0) (90,45) (270,45) (0,90) (90,-30) - -
8-2 (0,0) (90,0) (180,0) (270,0) (90,45) (225,45) (315,45) (90,-30) - -
8-3 (0,0) (180,0) (270,0) (0,45) (90,45) (180,45) (270,45) (90,-30) - -
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0.18s and 30dB(A) background noise. The R is the original 22-channel white
noise with 10s, one stimuli (A or B) is the sound of layouts in [8] and the other
is the sound of layouts in Table 2. The subject is asked to compare the difference
betwween A and B relative to R, according to a continuous seven-grade impair-
ment scale shown in Table 2. The impairment is assessed from the following two
viewpoints: sound localization and sound intensity.

Table 2. Scales used for subjective evaluation

Comparison of
the stimuli

Much better
Slightly
better

Better The same
Slightly
worse

Worse Much worse

Scores 3 2 1 0 -1 -2 -3

In the experiment, subjects are 20 students whose majors are all audio signal
processing. They should be able to compare the sound localization and intensity
reproduced by each 10- and 8-channel sound system of the proposed method with
those by the same channels system of 22-channel conversion method. Fig. 3 shows
the Comparative Mean opinion score (CMOS) of sound localization and sound
intensity given by the subjects with 95% confidence limits. Fig. 3(a) represents
the result of sound localization and Fig. 3(b) is the result of sound intensity. From
Fig. 3, the CMOS of sound localization and intensity reproduced by each 10- or
8-channel system of the proposed method are comparable to those reproduced
by the same channels system of 22-channel conversion method. Moreover, the
sound localization reproduced by layout 8-3 is slight better than that by 8-
channel system of 22-channel conversion method (shown in Fig. 3(a)).

The simulation result shows that all of 23 layouts, produced by the proposed
method of automatic multichannel simplification, can successfully lower the im-
pact on sound pressure at ears if the absolute error of sound pressure at ears
are under 0.0036. To some extent, the proposed method of automatic simplifi-
cation is an effective method to save the cost of subjective evaluations since the
subjective evaluation is comparable to that of 22-channel conversion.

-3
-2
-1
0
1
2
3 10ch 8ch 

(a)

-3
-2
-1
0
1
2
3 10ch 

(b)

Fig. 3. Results of the Comparative Mean opinion score (CMOS) in the experiment
(95% confidence limits).(a)sound localization; (b)sound intensity.
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5 Conclusion

In this paper, an automatic simplification of n multichannel sound system is pro-
posed on the basic concept of the 22-channel conversion. Moreover, the proposed
method considers the impact on the sound pressures at both ears, rather than
only at the receiving point. Meanwhile, every one of loudspeaker arrangements
simplified by our proposed method should satisfy two conditions: 1)it maintains
the sound pressure at the receiving point in the reproduced field; and 2) the ab-
solute errors of sound pressure at both ears are less than a given threshold. The
22.2 multichannel sound system without two low-frequency effect channels as an
example can be simplified from 22 channels to eight channels by this method and
the total number of loudspeaker arrangements is 23. Moreover, the subjective
evaluation results show that this method is comparable to 22-channel conversion
method, but this method can effectively save the cost of subjective evaluations.
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Abstract. A recently proposed adaptive acoustic beamformer based on
the maximization of the output SNR (Max-SNR beamformer) has an
advantage of requiring no information of transfer functions. A key tech-
nology to implement Max-SNR beamformers is to estimate generalized
eigenvector (GEV) of covariance matrices of target signal and noise,
which are basically unknown. We develop a novel GEV tracking algo-
rithm with decaying time windows that enable Max-SNR beamformer to
adapt rapidly moving sources. Simulation results support the analysis.

1 Introduction

Acoustic information is one of the crucial elements in multimedia. Extracting
and enhancing a target speech signal by multiple sensors (microphones) have a
wide range of multimedia applications including videoconferencing, acoustic mul-
timedia systems, hands-free communication, mobile speech recognition, hearing
aid, and so forth [19], [3], [9], [7]. For removing interference and noise from the
microphone array signals, beamforming techniques exploit spatial and spectral
diversities to discriminate between the target and the other components.

A number of efficient beamforming techniques have been proposed; maximum
likelihood beamformer [9], [18], minimum variance distortionless response [5],
[12], and generalized sidelobe canceler [4], [2]. To extract a target signal from
microphone signals, these beamformers need to know transfer functions from the
source to an array of the microphones. However, the transfer functions are often
not only unknown but also varying in dynamic environment (microphones on
mobile handsets, for example).

A beamformer that do not need the knowledge of transfer functions is the
maximum signal-to-noise ratio (Max-SNR) beamformer [14], [6], which finds the
filter coefficients of beamformer by maximizing the SNR of the output signal.
In theory, the filter coefficients are given as the principal generalized eigenvector
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(GEV) of a pair of spatial correlation matrices of microphone signals and noise
signals. However, these correlation matrices are usually unknown and even dy-
namic. This makes it difficult to impliment Max-SNR beamformers; and thus,
tracking the principal GEV is a key to establish this technique. Warsitz et al.
proposed an adaptive algorithm based on gradient ascent for maximization of the
output SNR [14]. However, a gradient ascent leads to a trade-off between conver-
gence speed and stability. Inadequate selection of the step size parameter may
cause inaccurate estimation and/or slow convergence of the filter coefficients.

In this paper, we focus on finding the principal GEV that strongly governs
the performance in Max-SNR beamforming. Recently, several efficient adaptive
algorithms for GEVs have been proposed [17], [13], [16]. Based on these recent
results, we establish a tracking algorithm of the principal GEV suitable for Max-
SNR beamforming. The underlying idea behind the proposed method is applying
decaying windows to a series of past samples to improve the tracking performance
for changes of signals [17]. The proposed algorithm achieves fast and stable
convergence of filter coefficients, and enables us to adapt sudden changes of
signals, such as changes of the target position or source.

Notation. The following notation and mathematical operations are used in the
paper. A vector is denoted by a bold-faced letter, e.g., X. The correlation matrix
of X is denoted by RX . The expected value is denoted by E[·]. The transpose
and the Hermitian transpose are denoted by ·T and ·H , respectively. The trace
of a matrix is denoted by tr(·).

2 Signal Observation Model

We consider an array of M microphones, where the m-th microphone receives
signal xm(t), m = 1, . . . ,M . Let Xm(n, k) be the short-time Fourier transform of
xm(t), where n denotes the frame index, k = 0, . . . , L− 1 denotes the frequency
bin and L denotes the size of the discrete Fourier transform. We assume that the
microphone signal Xm(n, k) consists of two components: target signal Sm(n, k)
and noise signal Nm(n, k). The microphone signal Xm(n, k) is modeled as

Xm(n, k) = Sm(n, k) +Nm(n, k) = Hm(k)U(n, k) +Nm(n, k), (1)

where Hm(k) is the transfer function from the target source to the m-th micro-
phone and U(n, k) is the source signal. Using the vector notation, we can rewrite
(1) as X(n, k) = S(n, k) +N(n, k), where X(n, k) = (X1(n, k), . . . , XM (n, k))T ,
S(n, k) = (S1(n, k), . . . , SM (n, k))T , and N(n, k) = (N1(n, k), . . . , NM (n, k))T .
Output Y (n, k) is a linear combination of the microphone signals given as

Y (n, k) = FH(k)X(n, k), (2)

where F(k) = (F1(k), . . . , FM (k))
T
is a called beamformer. Beamformer F(k) is

obtained by the following methods.
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3 Max-SNR Beamformer

A beamformer that maximize the SNR of beamformer output is called a Max-
SNR beamformer [14]. The advantage of the Max-SNR beamformer is that in-
formation of transfer function H(k) is not needed. Only the knowledge of spatial
correlation matrix RN (k) is required.

Assuming that Sm(n, k) and Nm(n, k) are uncorrelated, we obtain the mean
power of the output signal PY (k) given as

PY (k) = E[|Y (n, k)|2] = FH(k)RS(k)F(k) + FH(k)RN (k)F(k). (3)

SNR of Y (n, k) is given as

SNR(k) =
FH(k)RS(k)F(k)

FH(k)RN (k)F(k)
=

FH(k)RX(k)F(k)

FH(k)RN (k)F(k)
− 1. (4)

The Max-SNR beamformer is given as a solution of the optimization problem:
maxF(k) SNR(k). The maximizer satisfies ∇FSNR(k) = 0, that is,

RX(k)Fopt(k) =
FH

opt(k)RX(k)Fopt(k)

FH
opt(k)RN (k)Fopt(k)

RN(k)Fopt(k) = λmax(k)RN (k)Fopt(k),

(5)

which is a generalized eigenvalue problem of a matrix pair of RX(k) and RN(k),
where λmax(k) is the largest generalized eigenvalue and Fopt(k) is the corre-
sponding eigenvector (principal GEV).

Warsitz et al. proposed an adaptive algorithm based on gradient ascent
that adaptively update estimate F̂(k) [14]. The underlying idea is to reduce
maxF(k) SNR(k) to the following constrained maximization problem:

max
F(k)

FH(k)RX(k)F(k), subject to FH(k)RN (k)F(k) = 1. (6)

The resulting update rule for F̂(k) is given as

F̂(n, k) = F̂(n− 1, k) +
c(k)− F̂H(n− 1, k)G(n, k)

2GH(n, k)G(n, k)
G(n, k)

+ μY ∗(n, k)
[

X(n, k)− A(n, k)G(n, k)

2GH(n, k)G(n, k)

]

, (7)

where μ is the step size for the gradient ascent, and

G(n, k) = R̂N (n, k)F̂(n− 1, k) (8)

A(n, k) =
Y (n, k)

Y ∗(n, k)
XH(n, k)G(n, k) +GH(n, k)X(n, k). (9)

R̂N(n, k) = εR̂N (n− 1, k) + (1− ε)N(n, k)NH(n, k) (10)



376 T. Tanaka and M. Shiono

with forgetting factor 0 < ε < 1. See [14] for details of the derivation.
It should be remarked that practically, it is hard to employ (10), since the

microphone signal generally includes noise signal N(n, k) as well as the target
signal. A possible way to estimate the noise is to use voice activity detection
(VAD) that obtains N(n, k) while the target signal is absent. VAD is a classifier
that discriminates whether or not the microphone signal include the target signal
[14]. In [14], R̂N(n, k) is updated if the VAD recognizes that the microphone

signal consists of only noise. Otherwise, R̂X(n, k) is updated.

4 Adaptive Max-SNR Beamformer with Efficient
Principal Generalized Eigenvector Tracking

Although the adaptive beamformer described in the previous session is achieved
by a gradient ascent algorithm, the step size parameter greatly affects both
the convergence speed and stability. Moreover, in the case of a sudden change
of location of a speech source, this beamformer exhibits poor performance in
tracking the source as we will see in Section 5.

We develop a GEV tracking algorithm as an extension of the recursive least
squares (RLS), that is well-known adaptive filter algorithm based on the Newton
method, which generally provides faster convergence than the gradient ascent.
Indeed, the work presented in this paper is obtained by alleviating an adaptive
algorithm for GEV derived from the modified weighted criterion [17]. The un-
derlying idea behind the proposed tracking algorithm is introducing decaying
windows that enables us to track a dynamically changing signal source.

4.1 Tracking the Principal Generalized Eigenvector with Decaying
Windows

Since MWC considers all the past samples like infinite impulse response (IIR)
filters to estimate the correlation matrices, it is not suitable for beamforming
under the situation that the target and noise are varying, such as moving speaker.
By applying the decaying windows for the past samples, the proposed algorithm
enable us to track the principal GEV fast and robust against changes of input
signals.

First of all, it should be noted that the principal GEV amounts to the mini-
mizer of the following cost function [17];

J [F̂(n, k)] =tr[CHR̂X(n, k)C]− 2tr[F̂H(n, k)R̂X(n, k)F̂(n, k)]

+ tr[(F̂H(n, k)R̂X(n, k)F̂(n, k))(F̂H(n, k)R̂N (n, k)F̂(n, k))], (11)

whereC is a matrix represented by R̂N = (C−1)TCT . A key behind the proposed

method is to estimate the spatial correlation matrices R̂X(n, k) and R̂N (n, k)
with past LX and LN samples. Specifically,
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R̂X(n, k) = βR̂X (n− 1, k) +X(n, k)XH(n, k)− βLXX(n− LX , k)XH(n− LX , k),
(12)

R̂N (n, k) = αR̂N (n− 1, k) +N(n, k)NH(n)− αLNN(n− LN , k)NH(n− LN , k),
(13)

where β and α are the forgetting factors in the range between 0 to 1, LX and
LN are the numbers of samples of the decaying windows.

Instead of directly minimizing J , which is of fourth-order, the projection ap-
proximation [15] is applied to the cost function J [F̂(n, k)] to convert it into

a quadratic function of F̂(n, k). The projection approximation is achieved by

R̂X(n, k)F̂(n, k) ≈ R̂X(n, k)F̂(n− 1, k), and thus rXZ(n, k) becomes

rXZ(n, k) = βrXZ(n, k) +X(n, k)Z∗(n, k)− βLXX(n− LX , k)Z∗(n− LX , k),
(14)

where Z(n, k) = F̂H(n− 1, k)X(n, k). We also define,

PZ(n, k) = βPZ(n− 1, k) + Z(n, k)Z∗(n, k)− βLX |Z(n− LX , k)|2. (15)

Using (14) and (15), we obtain the quadratic cost function given as

J ′[F̂(n, k)] =tr[CHR̂X(n, k)C]− 2tr[F̂H(n, k)rXZ(n, k)]

+ tr[PZ (n, k)F̂
H(n, k)R̂N (n, k)F̂(n, k)]. (16)

The minimizer of the above cost function is straightforward:

F̂(n, k) = Q(n, k)rXZ(n, k)P
−1
Z (n, k), (17)

where Q(n, k) = R̂−1
N (n, k), which can be obtained by rewriting R̂N (n, k) as

R̂N (n, k) =αR̂N (n− 1, k) +N(n, k)NH(n)− αLNN(n− LN , k)NH(n− LN , k)

=αR̂N (n− 1, k) +NN (n, k)

[
1 0
0 −αLN

]

NH
N (n, k), (18)

where R̂N (n, k) = (N(n, k),N(n − LN , k)), and applying the matrix inversion
lemma to (18). Thus, we have

Q(n, k) =R̂−1
N (n, k)

=
1

α
{Q(n− 1, k)−Q(n− 1, k)NN (n, k)

×
([

α 0
0 α1−LN

]

+NH
N (n, k)Q(n− 1, k)NN (n, k)

)−1

NH
N (n, k)Q(n− 1, k)

}
.

(19)
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Algorithm 1. Summary of the proposed Max-SNR beamformer

1: for all frame n do
2: for all frequency bin k do
3: if VAD statistic (20) accepts H0 for X(n) then
4: Update R̂N (n, k) and Q(n, k) by (18) and (19), respectively.
5: else
6: Update rXZ(n, k) and Pz(n, k) by (14) and (15), respectively
7: end if
8: Update F̂(n, k) by (17).
9: Obtain Y (n, k) by (21).
10: end for
11: end for

4.2 Proposed Max-SNR Beamformer

The generalized eigenvalue tracking algorithm described in the previous section
can be incorporated in the Max-SNR beamformer in the following manner. The
proposed Max-SNR algorithm is summarized in Algorithm 1.

First, determine whether or not microphone signal X(n, k) includes the target
signal. In this paper, we use the VAD proposed in [11], [10], which is given as

Λ(n) =
1

L

L−1∑

k=0

{ |Xm(n, k)|2
σ2
N (k)

− log
|Xm(n, k)|2

σ2
N (k)

− 1

}
>
<

H1

H0

η, (20)

where either H0 or H1 denotes the condition that target signal is absent or
present, σ2

N (n) denotes the noise variance and η denotes the decision threshold.
If H0 is accepted (target is absent), we update Q(n, k) by (19). On the other
hand, if H1 is accepted (target is present), we update rXZ(n, k), PZ(n, k), and

F̂(n, k) by (14), (15), and (17). Finally, we obtain the output as

Y (n, k) = ŵ∗(n, k)F̂H(n, k)X(n, k), (21)

where, ŵ(n, k) is the filter normalization coefficient given as

ŵ(n, k) =

√

F̂H(n, k)R̂N (n, k)R̂N (n, k)F̂(N, k)/M

F̂H(n, k)R̂N(n, k)F̂(n, k)
. (22)

This normalization is necessary, since the estimation of the filter is made in each
frequency bin independently. For details of the normalization, see [14] for the
notion of the normalization for F(n, k).

5 Simulation Results

We compare the performance of the proposed method (denoted by MWC-DW;
MWC with decaying windows) to the conventional methods (SGA). We also
evaluate the performance of well-known tracking methods such as MWC and
power method-based fast GEV extraction (PM-FGE) [13]. We set the parameters
for MWC-DW as follows: β = 0.99, α = 0.99, LX = 50, LN = 200.
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Table 1. Angular fre-
quencies in π rad

ω1 ω2 ω3

n < 1000 0.62 0.46 0.74

n ≥ 1000 0.39 0.5 0.2

Table 2. SNR in dB of each signal

Source Mic. SGA [14] MWC [17] PM-FGE [13] MWC-DW

1 −0.5768 7.9564 9.0553 9.2743 10.1849

2 0.5411 8.9105 11.3434 14.1264 15.5154

5.1 Performance Evaluation for Artificial Signals

Artificial signals are used for the performance evaluation of the proposed al-
gorithm. Our aim is to observe the convergence speed and the tracking ability
when statistics of the signal change. For this purpose, input vectors are as-
sumed to be stochastic sinusoids defined as f(n) = (f(n), . . . , f(n− 5))

T
and

g(n) = (g(n), . . . , g(n− 5))T , where

f(n) =
√
2 sin(ω1t+ φ1) + ν1(n), (23)

g(n) =
√
2 sin(ω2t+ φ2) +

√
2 sin(ω3t+ φ3) + ν2(n), (24)

where n is the sample index. This simulated signal model has the following
parameters: angular frequencies ω1, ω2 and ω3; initial phases φ1, φ2 and φ3;
independent Gaussian noises ν1 and ν2. The angular frequencies are deterministic
as shown in Table 1 to simulate the sudden change of the signal model at time
instance n = 1000. The initial phases are uniformly distributed random variables,
and the Gaussian noises of ν1 and ν2 have zero-mean and the variances of 1 and
0.01, respectively.

We tracked the principal GEV w of the above model without knowledge of
the correlation matrices, Rf = E[f(n)fT (n)] and Rg = E[g(n)gT (n)]. For the
evaluation, we used the similarity measure called direction cosine [17]

direction cosine(n) =
|wT (n)v|
‖w(n)‖‖v‖ , (25)

where v is the true principal GEV ofRf = E[f(n)fT (n)] andRg = E[g(n)gT (n)].
Direction cosine is unity if the estimated vector is parallel to the truth.

For each method, the evolution of 1 − direction cosine(n) averaged over 100
independent runs is illustrated in Figure 1. The vertical and horizontal axes
denote the direction cosine and the time index, respectively. As shown in Figure
1, compared to the other methods, SGA exhibits slow convergence and significant
vibration as well as lower accuracy of estimation at the steady state. As seen in
the first segment (0 ≤ n ≤ 999), the convergence speed of MWC is slower than
PM-FGE and the proposed MWC-DW, which show a similar speed. However, it
can be confirmed in the second segment (n ≥ 1000) that MWC-DW adapts the
change of signal statistics more rapidly than the other methods.



380 T. Tanaka and M. Shiono

0 500 1000 1500 2000
10

−10

10
−8

10
−6

10
−4

10
−2

10
0

Iterations

1−
D

ire
ct

io
n 

co
si

ne

 

 

SGA MWC PM−FGE MWC−DW

Fig. 1. The evolution of direction cosine

5.2 Comparison of Speech Extraction Performance

We examined the speech extraction with each method in a simulated room and
evaluate the performance for changes of target signals position. The impulse
response of the simulated room was calculated by a method described in [1].
The simulated room size was 6 m × 5 m × 3 m, and we arranged sources and
microphones as shown in Figs. 2 and 3. The number of microphones M was 5,
and the distance of each microphone was 4 cm. Sources 1 and 2 were female and
male voices with a sampling frequency of 8 kHz [8], respectively, and each source
length was 5 seconds. We used the Hann window (L = 256) for the short time
Fourier transform and the overlap rate was 0.5. For the VAD, we estimated the
noise variance σ2

N (k) from the pre-recorded noise.
We conducted the situation in the following way. One of two sources was only

active and the source changes from 1 to 2 at time instance t = 5. We used
recorded fan noise as the noise source, which appears during the experiment
(0 ≤ t ≤ 10). We set the reflection coefficients of walls such that the reverberation
time was 0.5 second. We adjusted signal levels such that the SNR of microphone
signals is about 0 dB.

The result of VAD are illustrated in Figure 4. In Figure 4, the top panel shows
the source signal, the middle panel shows the microphone signal (m = 3) and
the bottom panel shows the result of VAD by binary representation of 1 (speech
is on) and −1 (speech is off).

The waveforms of outputs are illustrated in Figure 5. Compared to the source
signal shown in Figure 4, the output of SGA noise signal of the low frequency
remains. Although the output of MWC seems more cleaner than that of SGA, the
noise component still remains. The outputs of PM-FGE and MWC-DW seem
the most cleanest among the output signals. It is seen that the noise level of
MWC-DW is lower than PM-FGE from these figures. To see this objectively, in
Table 2 we list the SNRs of one of the microphone signals (m = 3) and the output
signals. In Table 2, the upper row shows the SNRs calculated from the output
signal before changing the target signal (Source 1). The lower row shows the
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SNRs calculated from the output signal after changing the target signal (Source
2). The SNR of output signal extracted by MWC-DW is the highest among the
all methods. The SNR of Source 2 is 6.6049 dB higher than the conventional
method, SGA. It seems that the decaying window contributes the improvement.

6 Conclusion

We have proposed a novel adaptive Max-SNR beamformer that enables fast and
stable convergence. The main contribution is to establish an efficient tracking
algorithm of the principal GEV that can be properly incorporated into Max-SNR
beamforming. In our simulations, we have showed that the proposed method
achieves faster convergence than the conventional method based on gradient
ascent. Moreover, it has been shown that the proposed method can extract the
target signal efficiently in the presence of a sudden position changes of targets.
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