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University of Siegen
Siegen
Germany

ISBN 978-3-319-13155-9 ISBN 978-3-319-13156-6 (eBook)
DOI 10.1007/978-3-319-13156-6

Library of Congress Control Number: 2015935937

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, express or implied, with respect to the material contained herein or for any errors
or omissions that may have been made.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

“A picture is worth a thousand words,” is a well-known proverb by Confucius. Im-
ages help in the communication of ideas, events or memories very efficiently and
effectively.

Data communications involve transmission over noisy channels. Due to the nature
of modern communications, intentional modifications or unintentional errors might
be introduced into images by noise during the transmission over a communication
channel, a human or by source encoders and decoders. In order to prevent inten-
tional modifications, images are protected more and more against manipulations by
authentication mechanisms. Most of the unintentional errors can be corrected us-
ing channel coding, but the complete elimination of all the errors cannot be ensured.
Such erroneous images cannot be processed, as they are recognized as untrustworthy
by authentication mechanisms.

This fact raises lots of questions and expresses a need for new algorithms which
support authentication of images in the presence of noise, i.e., unintentional mod-
ifications of images. Standard authentication mechanisms are extremely fragile to
the existence of errors and therefore they very often fail in communications in noisy
environments. Therefore, robustness is an important property which new algorithms
have to support.

This book consists of six chapters presenting different aspects of its main contri-
bution, which is the introduction of the robustness into image authentication in noisy
communications.

The advancement of digital technology implicated the development of sophisti-
cated tools to tamper digital images. Therefore, a number of techniques using digital
image watermarking and hashing have been proposed. In Chapter 1, the problem
of image authentication is introduced and a wavelet-based technique is presented to
address robustness, security and tamper detection issues in hash-based image au-
thentication schemes. Unlike other hashing schemes that apply randomness to select
image features from a known feature space, a randomized pixel modulation method is
used to randomly transform the entire feature space. The key dependent transformed
feature space is used to calculate the image hash. To reduce the size of the hash, 3-bit
and 4-bit quantization schemes are also presented. A number of experimental results

v



vi Preface

along with analysis are reported to show how an image hashing scheme is practically
evaluated to gauge its robustness, security and tamper detection capability.

Chapter 2 is concerned with the digital multimedia content which is suscepti-
ble to malicious manipulations and alterations. There are two widely used image
authentication techniques, i.e., digital signatures and digital watermarking. Digital
signatures based authentication is quite mature and already in wide use. However,
its shortcoming is that the signature needs extra transmission capacity or establish-
ing a separate secure channel for transmission. Additionally, due to the usage of
secure hash functions, digital signatures are also susceptible to failed authentication
because of the avalanche effect, which might occur due to many reasons such as
channel noise, quantization or compression. Digital watermarking can perform con-
tent authentication without the aforementioned shortcomings and it is difficult to be
detached or tampered. An overview of digital watermarking techniques is given in
this chapter, followed by the state of the art and the introduction of a new algorithm.

Chapter 3 investigates the feasibility of content based image authentication using
the perceptual image hashing technique as an alternative data authentication scheme
in Wireless Multimedia Sensor Networks (WMSNs). High level requirements for im-
age authentication in WMSNs are addressed, and the previously published literature
regarding data authentication schemes for WMSNs as well as content based image
authentication using the perceptual image hashing technique is discussed as well.
Furthermore, the performance of five selected perceptual image hashing algorithms
are measured and compared in terms of robustness, discriminability and security in
order to provide a perspective on the potential feasibility as an alternative solution
to the existing data authentication scheme in WMSNs.

Chapter 4 gives a brief and explicit survey on generic approximate (fuzzy) mes-
sage authentication codes. The presented schemes are described and categorized
according to their design methods. The main design methods are based on computa-
tional complexity and unconditional security viewpoints. The corresponding analysis
of each category is given, including the performance and security consideration. A
short comparison result is given at the end of the first part of the chapter. The second
part shows some applications of generic approximate message authentication codes
on image authentication techniques.

Chapter 5 addresses the sensitivity of standard message authentication codes
(MACs) which makes them unsuitable for application in multimedia applications.
Specific algorithms for image authentication, so called fuzzy image authentication
algorithms, are discussed in this chapter. These algorithms are tolerant to a certain
degree of modifications introduced by channel noise or image processing operations.
Fuzzy image authentication algorithms should be designed in a manner that they can
differentiate allowed manipulations from manipulations which are not allowed. The
fuzzy authentication algorithms should have an additional desirable property of error
localization and correction. Once the modifications in the image are localized to a
specific region within the image, they can be corrected using the error correcting
codes embedded in the authentication algorithms.

The robustness of biometric systems under affine transformations is important
for precise user authentication. Most systems are using alignment to compensate
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for occurring transformations. Chapter 6 analyses the robustness of alignment-free
biometric features in fingerprint and vein biometrics, motivated by the drawbacks
of alignment-based biometrics. Various approaches from the fields of pattern recog-
nition as well as biometrics are described, aggregated and assessed. Based on the
similarities of the involved disciplines, an evaluation strategy from the field of digital
image processing is proposed to assess the performance and invariance of biometrical
feature extraction.

The future communications will be developed in the direction of integrated and
secure techniques which need to be fast and reliable. The rapid progress specifically in
wireless communications needs solutions for the biggest enemy of communications,
i.e., noise. The solutions which can support such development trends have to be robust
against noise. This book presents and discusses some algorithms which contribute
to an improved authentication of images subjected to noise from different sources.



Contents

1 Hash-Based Authentication of Digital Images in Noisy Channels . . . . 1
Fawad Ahmed and Amir Anees
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Basic Requirements of Data Security . . . . . . . . . . . . . . . . . . . 2
1.1.2 Multimedia Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Image Hash . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Basic Requirements of Image Hashing . . . . . . . . . . . . . . . . . 5

1.2 Review of Image Hashing Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Statistic-Based Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Relation-Based Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Coarse Representation-Based Schemes . . . . . . . . . . . . . . . . . 8
1.2.4 Matrix-Based Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.5 Low-Level Feature-Based Schemes . . . . . . . . . . . . . . . . . . . . 10

1.3 Illustration of an Image Hashing Scheme . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Hash Generation Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.2 Image Verification Module . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4 Reducing Size of Image Hash Using Quantization . . . . . . . . . . . . . . 15
1.4.1 Hash Generation Using 3-Bit Quantization . . . . . . . . . . . . . . 15
1.4.2 Image Verification Using 3-Bit Quantization . . . . . . . . . . . . . 17
1.4.3 3-Bit Quantization Example . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.4 A 4-Bit Quantization Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.4.4.1 Hash Generation Using 4-Bit Quantization . . . . . . 21
1.4.4.2 Image Verification Using 4-Bit Quantization . . . . . 23
1.4.4.3 Reduction in Hash Size Due to 4-Bit Quantization 25
1.4.4.4 Effect on Robustness and Tamper Detection Due

to 4-Bit Quantization . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.5.1 The Effect of Beta (β) on Hash Collision . . . . . . . . . . . . . . . 27
1.5.2 Robustness to Channel Noise and JPEG Compression . . . . . 28
1.5.3 Threshold Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.5.4 Detection of Tampering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

ix



x Contents

1.5.5 The Receiver Operating Characteristic Curve . . . . . . . . . . . . 32
1.5.6 Hash Size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.6 Security Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.6.1 The Impact of Randomized Pixel Modulation on System’s

Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.6.2 Statistical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.6.3 Effect of Secret Key on the Hash . . . . . . . . . . . . . . . . . . . . . . 37
1.6.4 Probability of Hash Collision . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.6.5 Quantization and System’s Security . . . . . . . . . . . . . . . . . . . . 39

1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2 Watermarking for Image Authentication . . . . . . . . . . . . . . . . . . . . . . . . . 43
Chen Ling and Obaid Ur-Rehman
2.1 The Basis of Watermarking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.2.1 Perceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2.2 Detection Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.3 System Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.4 Image Compression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.2.5 Embedding Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.2.5.1 LSB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.5.2 SS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.5.3 DCT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.5.4 DWT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.2.6 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2.7 Lossless . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.3 Requirements of Watermarking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3.1 Fidelity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.3.2 Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.3 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.4 Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.3.4.1 Malicious Attacks . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.3.4.2 Incidental Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.3.4.3 Secret Key . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.3.5 Tamper Detection, Location, and Recovery . . . . . . . . . . . . . . 62
2.4 A Watermarking Algorithm for Image Authentication . . . . . . . . . . . . 64

2.4.1 Watermark Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.4.1.1 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4.1.2 Watermark Embedding Approach . . . . . . . . . . . . . . 69

2.4.2 An Example Design Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.4.2.1 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.4.2.2 Hybrid Feature Watermark Generation . . . . . . . . . . 69



Contents xi

2.4.2.3 Watermark Embedding . . . . . . . . . . . . . . . . . . . . . . . 71
2.4.2.4 Watermark Extraction and Authentication

Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3 Perceptual Image Hashing Technique for Image Authentication in
WMSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Jinse Shin and Christoph Ruland
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 High Level Requirements for Image Authentication in WMSNs . . . 77
3.3 Previous Works on Data Authentication in WMSNs . . . . . . . . . . . . . 80
3.4 Perceptual Image Hashing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.4.1 Basic Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.4.2 Desirable Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.4.2.1 Perceptual Robustness . . . . . . . . . . . . . . . . . . . . . . . 82
3.4.2.2 Fragility to Visual Distinct Image . . . . . . . . . . . . . . 83
3.4.2.3 Unpredictability of the Hash . . . . . . . . . . . . . . . . . . 83

3.5 Content Based Image Authentication Using Perceptual Image
Hashing Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.5.1 Image Statistics Based Approach . . . . . . . . . . . . . . . . . . . . . . 85
3.5.2 Relation Based Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5.3 Coarse Image Representation Based Approach . . . . . . . . . . . 88
3.5.4 Low-level Image Representation Based Approach . . . . . . . . 89

3.6 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.6.1 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.6.2 Discriminability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.6.3 Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4 A Review of Approximate Message Authentication Codes . . . . . . . . . . 105
S. Amir Hossein Tabatabaei and Nataša Živić
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.1.1 Definitions and Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2 Dedicated AMAC Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

4.2.1 Majority-Based AMACs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2.1.1 Shifting Attack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.2.1.2 Security Enhancement . . . . . . . . . . . . . . . . . . . . . . . 109
4.2.1.3 Analysis of the Majority-Based AMACs . . . . . . . . 110

4.2.2 Noise Tolerant Message Authentication Codes (NTMACs) . 112
4.2.2.1 Analysis of the NTMAC-Based AMACs . . . . . . . . 115

4.2.3 AMACs Based on Computational Security . . . . . . . . . . . . . . 117
4.2.3.1 Analysis of the Computational Security Based

AMACs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2.4 Unconditionally Secure AMAC . . . . . . . . . . . . . . . . . . . . . . . 120



xii Contents

4.2.4.1 Analysis of Unconditionally Secure AMAC . . . . . 121
4.2.5 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

4.3 Applications of Dedicated AMACs in Image Authentication
Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.3.1 Extension of the MAJORITY-Based AMACs and the

NTMACs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.3.2 Extension of AMAC1 and AMAC2 . . . . . . . . . . . . . . . . . . . . . 123

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5 Fuzzy Image Authentication with Error Localization and Correction 129
Obaid Ur-Rehman and Nataša Živić
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Chapter 1
Hash-Based Authentication of Digital Images in
Noisy Channels

Fawad Ahmed and Amir Anees

1.1 Introduction

The advancement in digital technology has provided us with a number of software
tools that can be used to tamper digital media contents, for example, images [1].
This creates several challenges in case if a digital image is to be used as a legal
evidence. Can we use traditional crypto-hashing and digital signatures to meet the
integrity and authentication requirements of digital images? Considering an image
as a data stream, cryptographic hash functions like Secure Hash Algorithm 1 (SHA1)
along with the Rivest Shamir Adleman (RSA) algorithm can be used for integrity
verification and authentication [2]. One of the earliest work to adapt this approach
was done by Friedman [3]. There are, however, several reasons that actually impede
the direct use of cryptographic techniques for solving multimedia security problems.
Unlike textual data that is transmitted through a lossless medium, multimedia data
like audio, image, and video may be transmitted and stored using a lossy medium to
save bandwidth and storage space. Therefore, using traditional cryptographic hash
functions for integrity verification and authentication of multimedia content has a
problem that a single bit change in the content due to lossy medium will significantly
change the hash value.

Multimedia content verification and authentication therefore require techniques
that should be resilient to content preserving manipulations like compression, channel
noise, etc., and at the same time be fragile enough to detect malicious manipulations.
Further, they are expected to provide the same level of security as provided by tradi-
tional cryptographic algorithms. In recent years, a number of interesting and novel
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security technologies have been developed for multimedia content authentication [4–
6]. In this chapter, we discuss the challenges in designing robust and secure image
hash functions that can be used for checking the integrity of a digital image. As an
example, a hash-based image authentication scheme presented in [7] is discussed to
illustrate the issues of preserving integrity of digital images transmitted over lossy
and noisy channels. We now introduce the general aspects of data security and the
core issues related to hash-based image authentication in lossy and noisy channels.

1.1.1 Basic Requirements of Data Security

Generally speaking, data security encompasses four important aspects: confidential-
ity, integrity, authentication, and nonrepudiation [4, 5]. These aspects are briefly
described as follows:

1. Confidentiality: This feature enables only the authorized users to see the data.
Encryption algorithms are employed to achieve data confidentiality.

2. Integrity: Integrity means that the received message has not been altered during
transmission. Even if a single bit of the received message is changed, the integrity
of the message will be lost.

3. Authentication: Authentication enables two or more communicating parties to
identify each other. If information is transmitted over a channel, the authentication
function enables to check its origin, date, integrity of the information, information
source, and intended recipient(s).

4. Nonrepudiation: Nonrepudiation ensures that in future, a sender cannot deny
his/her previous commitments or actions.

1.1.2 Multimedia Security

Before multimedia security issues are discussed, it is important to understand the
difference between multimedia data and multimedia content. Multimedia data rep-
resents the exact data values in a multimedia bitstream whereas multimedia content
refers to the meaning or semantic of multimedia data. For example, if an image
is Joint Photographic Experts Group (JPEG) compressed, the value of its pix-
els might change but the literal meaning, i.e., its content would remain intact
as long as compression does not cause severe distortion in the image. Multi-
media data like image, video, or audio are exposed to two types of distortions:
malicious and non-malicious. Malicious manipulation means that data values are
changed in such a way that content of a multimedia signal is changed. For ex-
ample, in Fig. 1.1a, an original image (cameraman) is shown while in Fig. 1.1b
the tampered version of the cameraman image is shown. Tampering is done by in-
creasing the length of camera’s lens. This is an example of malicious tampering.
On the other hand, Fig. 1.1c shows the JPEG compressed version of the camera-
man image; the JPEG quality factor was kept at 50. The peak-signal-to-noise ratio
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Fig. 1.1 Illustration of malicious and non-malicious manipulation in an image. a Original cam-
eraman image. b Tampered version of the cameraman image. c Compressed version of the image
shown in Fig. 1.1a, JPEG QF = 50

(PSNR) [8] between this image and its original version shown in Fig. 1.1a is 31 dB.
This shows that the value of pixels of the images shown in Fig. 1.1a and c are not
the same. However, from a perceptual point of view, the two images are same. This
is an example of non-malicious manipulation that changes value of the pixels, but
keeps the semantic of the multimedia data intact.

This brings us to a very important point; a multimedia security algorithm has to
face a different type of environment as compared to conventional text-based security
systems. For example, in text-based security, the transmission channel is lossless,
hence there is no issue of non-malicious operation taking place to the data. For
example, in a conventional text-based authentication system, if a single bit of data
is changed, the authentication system will report a failure in verification. This is not
the case with multimedia systems; the authentication algorithm should by-pass any
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non-malicious distortion that does not alter its basic semantic. On the other hand,
any minute tampering that alters the semantic of the multimedia signal should be
positively detected. This makes the design of multimedia security systems a very
challenging task as sometimes it becomes extremely difficult to draw a boundary
that separates the malicious and non-malicious distortions.

1.1.3 Image Hash

A hash provides a compact representation of any data. Primarily hash is used to form
digital signature for the purpose of authentication [2, 9] in a lossless channel. Con-
sider the example of a digital image. A simple way to authenticate a digital image is
to use a cryptographic hash function like the SHA1 along with public key encryption
algorithms such as the RSA [2, 9]. As discussed above, the problem of using crypto-
graphic hash functions for image hashing is that a single bit change in the image will
produce a significantly different hash value. In practice, it is common that a digital
image may undergo some content preserving manipulations such as compression,
enhancement, etc. These operations may not change the visual appearance of an im-
age, however, the cryptographic hash value will be completely different. From this
discussion, we note that image hashing requires techniques which should be some-
what resilient to content preserving manipulations while at the same time be fragile
enough to detect malicious manipulations. For digital images, the hash function is
referred to as a perceptual hash function (PHF).

Image authentication schemes can be classified into two types: watermark-based
and hash-based. Watermarking techniques embed an imperceptible signal into a
cover work to form a watermarked image. At the receiver’s end, the extracted wa-
termark from the watermarked image is used for authentication [10]. In contrast to
watermark-based techniques, hash-based (or digital signature-based) techniques use
a PHF to extract a set of features from the image to form a compact representation
that can be used for authentication [11]. One main disadvantage of a PHF-based
scheme for image authentication is that the hash is an extra overhead that needs
to be transmitted or stored besides the image. However, hash-based schemes have
many useful advantages as compared to watermark-based authentication schemes,
for example:

• There is no distortion introduced in the image as no signal is embedded.
• The size of the authentication watermark is limited by the image embedding

capacity. This is not the case with image hash as it is a separate entity.
• It is not necessary that the image hash is transmitted along with the image. It can

even be transmitted before or after the image in question is transmitted. Similarly,
the image and its respective hash can be stored at two different physical locations
to provide enhanced security.

As depicted in Fig. 1.2, hash is generated from the image data and transmitted to
the receiver through a secure channel. The image itself is assumed to be transmitted
through an insecure channel. The image data may get corrupted due to channel
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noise, its lossy nature, or malicious tampering. At the receiver’s end, the image
hash is then regenerated from the received image and is compared with the original
received hash. A high correlation between the two hashes implies that the received
image is positively authenticated. As compared to cryptographic hash functions, the
field of image hashing is passing through an evolution stage. Since cryptographic
hash functions are matured and well studied for more than a decade, it is very natural
to design image hash functions that besides meeting the requirements of multimedia
applications follow the security features of cryptographic hash functions. It should
be noted that the objectives of a cryptographic hash function and an image hash
function are not exactly the same. For example, there is no robustness or tamper
localization requirement in case of a cryptographic hash function. However, a good
hash function for an image authentication system should address three important
issues: robustness to non-malicious manipulations, ability to detect malicious
tampering with localization capability and security. Interestingly, all these issues
are related to each other. For example, increasing robustness to non-malicious
manipulations generally reduces the tamper detection capability and security of the
overall scheme. Similarly, if the system is made very sensitive to detect malicious
tampering, the robustness parameter will suffer.

1.1.4 Basic Requirements of Image Hashing

Depending on the type of application, a trade-off is usually adopted to balance the
three parameters discussed above. The security aspect is of paramount importance
in any authentication scheme. A compromise in security means complete failure of
the authentication system. It should be noted that the secrecy of a security algorithm
does not rest on the obstruction of the algorithm, but rather on the secret key as
outlined by Kerckhoff [2]. The secret key, ideally, should allow only the genuine
participants to use the algorithm effectively and prohibit all others. Following are
some important requirements that are expected from a PHF used to authenticate an
image [7, 12–14].

• Robustness against non-malicious manipulations, for example, lossy compres-
sion, low-pass/high-pass filtering, minor contrast enhancement, etc.
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• The PHF should be highly sensitive to malicious tampering and should be able to
detect the location of tampering.

• The PHF should be key dependent. Without knowledge of the correct key, it should
be extremely difficult to generate the correct hash.

• A key-based PHF should satisfy the property of modified weak collision [13].
According to this property, given an image, I and its corresponding robust hash,
H (I ), it should not be feasible to find another image, P such that H (I ) = H (P )
when I is significantly different from P .

• The PHF should possess a high level of security against counterfeit attacks or
attacks that are meant to fool the authentication system.

• By looking at the hash values, it should be extremely difficult for an attacker to
guess the contents of the image or reverse engineer the secret key that was used
to calculate the hash.

1.2 Review of Image Hashing Schemes

An image hash is generated by selecting relevant features of the image in question.
In this section, a number of hashing schemes are reviewed. Friedman [3] in 1993
introduced the idea of a “trustworthy digital camera” to authenticate digital images
using cryptographic hash functions and public key cryptography. The camera itself
is considered as a secure environment which contains an embedded circuitry to
generate a digital signature of the captured image. The digital signature is generated
by first taking the cryptographic hash (MD5 or SHA1 [9]) of the image and then
encrypting the hash with the camera’s private key. The receiver can then authenticate
the image using the camera’s public key. As long as the camera is kept secure, this
scheme is extremely secure as it uses standard cryptographic primitives which are
now well established. For this scheme to work, it is necessary that the signature
verifier should receive exactly the same image that was used while calculating the
signature inside the camera. Even an Least Significant Bit (LSB) change in any
of the pixel will generate an incorrect digital signature. This is the limitation of
using a cryptographic hash function to calculate hash of an image. In a real-world
scenario, it is difficult to realize this scheme because digital images often undergo
content-preserving operations like compression, format change, etc. This limitation
motivated researchers to devise content-based hash functions that are robust to non-
malicious manipulations and fragile to malicious manipulations. In general, image
hashing schemes can be broadly classified into following categories [11].

1.2.1 Statistic-Based Schemes

Using image statistics such as mean, variance, higher moments, etc., a number of
image hashing schemes have been proposed. Xie et al. [15] used mean of an image
block to construct short binary representation of an image which they call Approx-
imate Image Message Authentication Codes (AIMAC). They use the Approximate
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Message Authentication Code (AMAC) [16] to get the AIMAC. The AMAC is a
probabilistic checksum calculated using pseudorandom permutations, masking and
majority voting. The image is first divided into nonoverlapping blocks of size 8 × 8
pixels. The mean of each block is computed and the most significant bit of the mean
is taken. In this way, a binary map of the image is formed. The AIMAC bits are then
calculated by applying the AMAC algorithm to each row and column of the binary
map. The algorithm generates short binary hash of around 100–450 bits and survives
JPEG compression to some extent. However, since the AIMAC only uses the Most
Significant Bit (MSB) of the block’s mean value to generate the hash, therefore, it is
quite easy to manipulate an image block in such a way that the visual appearance of
the block is changed but the block is still authenticated.

A some what similar scheme having a compact hash is proposed by Lou and Liu
[17]. They divide the image into nonoverlapping blocks of 8×8 pixels and calculate
the mean of each block. The mean value is then quantized to get the image hash. A
2-bit code is used to get four-level intensity quantization of the mean value of each
block. For an image of size 256 × 256 pixels, the hash size reported is 2048 bits,
tolerance to compression up to 0.5 bpp and tamper localization capability. Another
novel feature of this scheme is that it can recover the tampered blocks to some extent
thus reducing the retransmission data. However, since the scheme uses the mean of
each block, which is then further quantized to 2 bits, an attacker can easily manipulate
the image block without changing its mean quantization value.

In [18], Lei et al. have proposed an image hashing scheme using the Radon trans-
form. The Random transform is applied on the input image to obtained projections
in various orientations and discarding the insignificant coefficients. The moments
and central moments were then calculated. Followed by this step, discrete Fourier
transform (DFT) was taken on these moments. Normalization and quantization of
DFT coefficients was computed to finally generate the image hash.

A similar work to [18] is reported by Tang et al. [19] for color image hashing
by using invariant moments. The proposed technique used two different color
spaces to generate the hash. The input image was first preprocessed using bicubic
interpolation to ensure that all hashes are of equal length. This is followed by
Gaussian low-pass filtering to reduce the effect of high-frequency components,
noise contamination, etc., on the hash value. The normalized image’s Red Green
Blue (RGB) color space was transformed into HSI and YCbCr color spaces thus
having six different color components. Seven different invariant moments were then
calculated for each color component. Thus, the final hash of the input image was
generated by concatenating these moments values.

1.2.2 Relation-Based Schemes

One of the early works in designing content-based hash function for image authen-
tication was carried out by Schneider and Chang [20]. They divided the image into
blocks and calculated the intensity histogram of each block. To incorporate details
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of smaller and larger regions of an image, blocks of different sizes were used. The
Euclidean distance between intensity histograms was used to measure the distortion
in the content of the image in question. There are two serious limitations with this
method. First, an image or a specific block can be manipulated in such a way that its
intensity histogram remains same or within the distortion bound. The second prob-
lem is the storage requirement as the histograms should be stored in the encrypted
form otherwise given the knowledge of the block size, an attacker can easily create
forged image without even requiring the genuine image.

Lin and Chang [21] have proposed an image authentication technique that relies
on the invariant relationship between any two selected Discrete Cosine Transform
(DCT) coefficients which are at the same position of two different 8 × 8 image
blocks. To get the hash, the image is first divided into 8 × 8 pixels nonoverlapping
blocks and DCT of each block is taken. Based on a secret key, randomly generated
DCT block pairs are obtained. For each DCT block pair, a few frequency bins are
randomly selected using the secret key. This also includes the mean value of DCT
coefficients in each selected position for all the blocks. The purpose of including the
mean value is to prevent an attacker from making uniform changes to all blocks. The
hash of each block is generated by comparing the selected frequency bins of that
block with the other secretly selected block to get a binary value. Different levels of
thresholds are used to record the sign of comparison and absolute difference between
the coefficients in increasing precision. The relationship between the selected DCT
coefficients remains unchanged for compression/recompression cycle the image has
passed through. Due to this reason, this scheme is resilient to JPEG compression
while being sensitive towards catching malicious manipulations with localization
capability. Radhakrishnan and Memon [12] and Uehara and Safavi-Naini [22] have
shown a method to attack this scheme. Through this attack, the secret mapping key
can be found.

In [23], Zhao et al. proposed an image hashing scheme based on features obtained
from color histogram. The image is first converted from RGB color space to HSI
color space as HSI is more suitable to analyze the color perception features then the
RGB model. Each component of HSI is then quantified to obtain a one-dimension
vector which is further normalized to 24 elements and histogram of these elements is
then obtained. The binary sequence obtained from the histogram is permuted using
a secret key to obtain the final hash.

1.2.3 Coarse Representation-Based Schemes

Lu and Liao [24] have proposed an image authentication scheme that uses the struc-
ture of an image as the digital signature. The image structure is obtained by identifying
the parent–child pairs located at the multiple scales in the wavelet domain. Their
scheme is based on the observation that the magnitude difference between a parent
node and its four child nodes at consecutive scales in the wavelet domain mostly
remains preserved for content preserving manipulations like JPEG compression and
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blurring. However, for malicious manipulations, this relationship changes, which en-
ables the detection of tampering. An important draw back of this scheme is that the
signature obtained does not depend on any secret key and can be extracted/verified
by anyone who has knowledge of the algorithm. Second, since no secret key is used,
therefore for a single image, only one unique signature can be generated.

Monga and Evans [11] used visually significant feature points to generate the
image hash. A wavelet-based iterative feature detection algorithm is used to extract
these feature points. A feature vector is generated from the extracted feature points.
Deterministic and randomized algorithms are developed to extract the hash of the
image from the feature vector. The deterministic algorithm does not use any secret
key and is weak from the security point of view. This problem is solved using the
randomized algorithm that uses a secret key to achieve randomness in various stages
of the algorithm. At first the input image is divided into overlapping circular/elliptical
regions with randomly selected radii. These regions are then approximated as rectan-
gles using water-filling like approach. The deterministic algorithm is then applied to
the random rectangles to get the binary hash value. The proposed scheme is robust to
several non-malicious manipulations like JPEG compression, contrast enhancement
Gaussian smoothing, scaling, rotation, etc. The scheme detects malicious manip-
ulations like object addition/removal, excessive noise addition, face morphing etc.
However, all the malicious attacks reported in [11] are based on changing a signif-
icant portion of the image. The feature points are generated mainly in image areas
where significant image geometry lies. Due to this reason, feature points do not cover
the entire image area, especially the background. It is not very clear how the scheme
will perform under small tampering, especially cloning which may not affect the
feature points.

Swaminathan et al. [25] have proposed an image hashing scheme that is resilient
to geometric and filtering operations. The input image is first preprocessed by ap-
plying low-pass filtering, resizing, and histogram equalization. Fourier transform is
then applied to the preprocessed image and the resulting transformed image is then
converted into polar coordinates to obtain the feature vector. To incorporate security,
the feature vector is modulated using pseudorandom numbers generated from a secret
key. The result is then quantized and losslessly compressed to obtain the final hash.
The normalized Hamming distance between the hashes is used as the performance
metric. The results reported in [25] show that the scheme is quite robust to several
non-malicious operations like JPEG compression, rotation of around 10◦, cropping,
shearing. However, it is not clear whether the scheme can detect tampering in a small
area of an image.

1.2.4 Matrix-Based Schemes

Monga and Mihcak [26] have used a dimensionality reduction technique called
the nonnegative matrix factorization (NMF) to generate the image hash. The NMF
technique uses nonnegativity constraints that enable parts-based representation. The
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results reported in [26] show that the proposed scheme is robust to JPEG compres-
sion, rotation, cropping, and resizing. However, tamper detection capability in small
image area and security analysis is not reported.

Motivated by the work of Monga and Mihcak [26], Lv and Wang have recently
proposed a fast Johnson–Lindenstrauss transform for image hashing [27]. Swami-
nathan et al. [28] proposed an image hashing scheme resilient to geometric and
filtering operations by using the properties of discrete polar Fourier transform. Lu
and Hsu [29] have proposed geometric distortion-invariant image hashing scheme
by extracting robust meshes from an image. The normalized meshes are then used
for generating the hash in the DCT domain. The proposed scheme has good ro-
bustness to several types of geometric distortions. This idea is further extended in
the watermarking domain [30] in which hash-dependent watermarks are generated
using meshes that are extracted from the image to be watermarked. Interestingly,
Deng et al. [31] use affine covariant regions for watermark embedding. An affine
covariant point detector is used to extract feature points for the constructions of affine
covariant elliptical regions. These regions are then normalized into a circle with spe-
cific rotation to align with the dominant gradient orientation of the corresponding
feature points. The proposed scheme has good robustness to many common image
processing operations, especially geometric distortions, like cropping, scale invari-
ance and rotation. The ideas proposed in [30] and [31] can be further investigated to
come up with hashing schemes that besides being robust to lossy compression and
image filtering can offer good resilience properties for geometric distortions.

1.2.5 Low-Level Feature-Based Schemes

Chan and Chang [32] proposed an authentication scheme for digital images based
upon (7,4) Hamming code method. The proposed method consists of three steps.
The first step is the embedding procedure in which three parity bits are generated
from four MSBs of a pixel using (7,4) Hamming code. The parity bits are then
embedded in the same pixel. In case of tampering, both the parity check bits as well
the data bits will be destroyed in a tampered area as the parity bits are embedded in
the same pixel. To solve this problem, the parity bits of 1 pixel are embedded into
another pixel using Torus automorphism. The Torus automorphism takes input of a
pixel position whose parity bits are generated and gives the position of that pixel in
which parity bits will be embedded. The Torus automorphism has its own drawbacks
as it contains the modulus function. To counter this problem, the parity bits are
rearranged before they can be embedded into another pixel. The second step is the
detecting procedure in which tampered area is first located and then to eliminate the
faulty judgments, morphological operations are used. The last step is the recovery
procedure that attempts to recover the value of the modified pixels using JPEG-LS
pixel predictive scheme. It was assumed that the tampered area does not contain a
pixel which has the parity bits of the tampered pixel. So one has the information of
parity bits of a pixel whose data bits have to be predicted. The recovering process
mainly attempts to predict the MSB of the four data bits of the tampered pixel and
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then recover the pixel value according to the value of the parity check bits. The
experimental results demonstrate that the proposed technique has the capability to
resist the impact of noise and can detect the tampered area.

Chan [33] argues that a problem with the technique in [32] is the use of MSBs
in the embedding procedure which create a risk of making an incorrect prediction
in the recovery step. If there is a mistake in the recovery procedure by making an
incorrect prediction, then the corresponding pixel value will be changed significantly.
Also, it can affect the prediction of successive pixels as these are dependent on the
previous predicted pixel values. To overcome this problem, MSBs are rearranged in
a reverse order and then parity bits are generated using (7,4) Hamming code. The
technique in [33] also consists of three steps. However, the first step is modified
to counter the incorrect prediction by reversing the order of MSBs. The recovering
procedure is also modified accordingly to recover the tampered or destroyed pixels.
The experimental results reveal that this technique has better capability to tolerate
and recover tampered areas as compared to [32].

An interesting idea of creating a hash from ring-based entropy of an image is
presented by Tang et al. [34]. The basic aim of this work is to encounter rotation
deformation as the rotated and original images have same pixels in a ring. The
proposed method has three stages. In the first stage, preprocessing of an input image
is done to convert it into a normalized image. The input image is converted into
a square image using bilinear transformation to ensure that images with different
resolution have same or very similar hashes. Then the color space of the image is
converted intoYCbCr space. In the second stage, ring division is done by calculating
the circle radii and the distance from each pixel to the image center. It is observed
that the image contents of the original image’s ring were unchanged after rotation.
In the final stage, entropy of each ring is calculated to generate the image hash. The
length of hash function is equal to the number of rings. Experimental results were
compared with existing algorithms with respect to time complexity and length of the
hash functions.

1.3 Illustration of an Image Hashing Scheme

From the discussion in the previous section, it is clear that designing an image
authentication scheme that offers high robustness and tamper detection capability
and is secure like a cryptographic hash function is a challenging task. We now present
a wavelet-based image hashing scheme proposed in [7] as an example to illustrate a
number of issues that need to be addressed while designing a robust hashing scheme
for image authentication. The wavelet transform is used to extract features from
an image for hash generation due to its good time–frequency localization property.
As pointed out in [7], variations in Low-Low (LL), Low-High (LH), and High-
Low (HL) sub-band wavelet coefficients are less for non-malicious distortions like
channel noise, JPEG compression, low-pass and high-pass filtering. On the other
hand, significant variation is observed in these coefficients for malicious tampering.
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An image hash function having good robustness and tamper detection capability
but no security cannot be used in a real-life scenario. There are several security
considerations that should be taken into account while designing an image hashing
scheme for the purpose of image authentication. A number of hash-based image
authentication techniques, for example, [14] and [21] use secret key in the feature
extraction stage. In such a strategy, an attacker knows the feature space that is used
to generate the hash, but cannot identify the exact subset of the features that were
used to generate the hash. A security loop hole may exist for images that have a small
number of subsets.

An increased level of security can be achieved if the entire feature space that
is used to generate the hash is not known to an attacker even if the image to be
authenticated and its generated hash is revealed. This can be achieved by using a
secret key before the feature extraction stage. By randomly modulating image pixels
in the spatial domain, the entire feature space can be made random. In [7], this is
referred to as randomized pixel modulation (RPM). The RPM randomly modulates
each pixel of the input image using a secret key to obtain the RPM transformed
image. The RPM-transformed image is a random pattern which is a function of the
input image pixel values and the secret key. The basic idea behind this technique
comes from the fact that image features used for hashing depend upon the values of
image pixels. Generally speaking, changing the pixel values in a random fashion can
possibly make the feature space random. How would it help to provide security? This
can be explained using a simple example. Suppose wavelet sub-bands coefficients
are directly used to generate the hash. In such a case, an attacker can easily replace
an image or its specific portion with some thing else that is perceptually different
from the original one but maps to the same hash value. This appears possible because
the feature space is known to an attacker. Once the feature space is made random, an
attacker cannot predict how the replaced image or its specific portion might contribute
towards forming the image hash. A number of properties related to system’s security
and tamper detection capabilities using the RPM technique are discussed in later
sections of this chapter. The image authentication scheme in [7] is now presented in
the following sections. There are two major modules: the hash generation module
and the image verification module. To distinguish between the parameters of sender
and receiver, a bar is used over the receiver’s parameters.

1.3.1 Hash Generation Module

Figure 4.2 shows the block diagram of hash generation module. Hash calculation is
a two-stage process. First an intermediate hash is calculated which is then permuted
to obtain the final hash. Following steps illustrate the hash generation process:

1. Let I be a gray-scale input image of size M × M pixels whose hash is to be gen-
erated. The image I is partitioned into nonoverlapping blocks, each of dimension
G × G pixels. This gives a total of M2/G2 blocks. Each block is represented
by Bki , where ki = 0, . . ., M2/G2 − 1. As reported in [7], the parameter G is
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taken as 16 because it provides a good-trade-off between the tamper detection
capability and size of the hash [35].

2. Let Bki(x, y) represent the value of a pixel at the spatial location (x, y) in the
block Bki . To enforce security, two secret keys, Ka and Kb are shared between
the sender and the receiver (verifier). To make the feature space random and key
dependent, pixels in each block are modulated by using a random permutation
sequence obtained by the RC4 algorithm [36] that is initialized using the secret
key Ka . The RC4 is a well-studied algorithm in cryptography that is capable
of generating sequences having a repetition cycle of 10100. Let the permutation
sequence of each block be represented by Ri(m), where i is the block index
and m is the index of a specific element in Ri . Block by block randomized
pixel modulation is independently carried out for each Bki using the permutation
sequence Ri to get a new image called the RPM-transformed image, IRPM . Each
pixel, Bki(x, y)∗ of IRPM is calculated as follows:

Bki(x, y)∗ = [Bki(x, y) + β × Ri(m)] (1.1)

for 0 ≤ x, y ≤ G − 1 and 0 ≤ m ≤ G2 − 1.

The range of Ri(m) values is between 1 and 256 to keep a balance between tamper
detection capability and randomness in the noisy IRPM image. The parameter β

controls the strength of the permutation sequence. Due to randomness in Ri(m)
sequence, blocks that appear to be perceptually similar with small difference in
pixels values are mapped to different hash values. This point is further illustrated
in Sect. 1.6.

3. Random and key-dependent features to generate the image hash are obtained
by taking wavelet transform of the IRPM image. A dth level wavelet decom-
position of IRPM will yield LLd , LHd , HLd , and HHd sub-bands, each of
dimension M/(2d ) × M/(2d ). Due to time–frequency localization property of
the wavelet transform, each sub-band wavelet coefficient corresponds to their
respective spatial area in the IRPM image. This helps to detect tampering with
precise localization as tampering in a specific image area would only disturb
the corresponding wavelet coefficients, while the remaining wavelet coefficients
would remain unchanged.

4. Let u and v point to the position of a wavelet coefficient in a sub-band, where
0 ≤ u, v ≤ Z . The intermediate hash is calculated by the following two equations

HĪ1
(u, v) = LLd (u, v) + LHd (u, v), (1.2)
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HĪ2
(u, v) = LLd (u, v) + HLd (u, v), (1.3)

for all 0 ≤ u, v ≤ Z.

5. The entries of HĪ1
and HĪ2

are permuted with the secret key, Kb to get HI1 and
HI2 , respectively. The elements of the two matrices HI1 and HI2 contains the
final hash values for the image I .

1.3.2 Image Verification Module

The module to verify the integrity of the received image is shown in Fig. 1.4. The
input to this module is the received image, I , the received hash matrix

[
HI1HI2

]

calculated at the sender’s side and the system parameters M , Ka , Kb, β and G and
d. The system parameters are required to be transmitted through a secure channel
while the image I may be transmitted through an insecure, noisy, and lossy channel.
The steps involved in the image verification are outlined as follows:

1. Using the system parameters, the received image I of size M×M pixels is passed
through the same steps as outlined in Sect. 1.3.1 to obtain the dth level wavelet
sub-band coefficients.

2. The intermediate hash is calculated using the formula outlined by Eqs. 1.2 and
1.3. Let the intermediate hash of I be represented by HĪ1

and HĪ2
.

3. Using the secret key Kb, inverse permutation is applied to the received hash
matrix

[
HI1HI2

]
to get the matrices of intermediate hash HĪ1

and HĪ2
that were

calculated at the sender’s side.
4. Error matrices E1 and E2 are calculated as follows:

E1(u, v) = ∣∣HĪ1
(u, v) − HĪ1

(u, v)
∣∣ , (1.4)

E2(u, v) = ∣
∣HĪ2

(u, v) − HĪ2
(u, v)

∣
∣ , (1.5)
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for all 0 ≤ u, v ≤ Z.

5. The maximum error matrix Em(u, v) is calculated that contains the maximum of
the value in either E1 or E2.

Em(u, v) = max(E1(u.v), E2(u, v)), (1.6)

for all 0 ≤ u, v ≤ Z.

6. Each entry of the matrix Em is compared with a threshold, η. If an entry of Em

is greater than η, then the corresponding spatial area in I shall be considered as
tampered and the image I will not be positively authenticated.

1.4 Reducing Size of Image Hash Using Quantization

The basic purpose of quantization in image hashing is to reduce the size of a hash.
However, interestingly, quantization also enhances the security of the overall hashing
system since the final hash is obtained using a cryptographic hash function. To cater
for variations in the image due to channel distortion, some extra information is
recorded at the transmitter side that is used by the receiver during hash verification.
It is later argued that this extra information does not cause any security leak. We shall
describe two types of quantization schemes, 3-bit [37] and 4-bit [7], where the number
of bits indicates the amount of extra information recorded for a single hash coefficient.

1.4.1 Hash Generation Using 3-Bit Quantization

A 3-bit quantization scheme proposed in [37] is now described. The quantization
procedure is depicted in Fig. 1.5. Let φκ represent a scalar intermediate hash coeffi-
cient obtained from the image whose hash is required to be generated and let Qκ be
the quantized value of φκ . The hash after quantization can be generated using any
cryptographic hash function by concatenating all the quantized values. The output
of the quantization module consists of two parts. The first part is the cryptographic
hash of the input image obtained using any well-known cryptographic hash function.
The second part consists of a perturbation vector, λκ that is generated as part of the
quantization process. Each entry of λκ contains 3-bit information which is used at
the receiver’s end for hash verification.

The information contained in λκ is used to adjust the intermediate hash coeffi-
cients, φκ during the image verification stage before performing quantization. This
adjustment ensures that if the drift between φκ and φκ due to non-malicious operation
is less than or equal to the defined threshold η, then φκ coefficients would quantize
to the same value that was calculated in the hash generation phase. To positively
authenticate an image, it is necessary that all the coefficients φκ and φκ fall in the
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Fig. 1.5 3-bit quantization
procedure

same quantization interval in the hash generation and image verification phases. The
quantization procedure is step-wise explained below:

1. Let Qκ represent a quantization interval, where κ is the index to a specific inter-
mediate hash coefficient. If η is the maximum allowable difference between φκ

and φκ values due to non-malicious operation, the length of quantization interval
will then be equal to η.

2. The sender calculates the quantization intervals for each intermediate hash coef-
ficient φκ . The quantization interval for φκ is calculated by dividing φκ by η and
rounding the result using the floor operator.

Qκ =
⌊

φκ

η

⌋
+ 1. (1.7)

3. For each φκ , a 3-bit value called perturbation information is calculated and
recorded in the vector λκ . The perturbation information is used at the receiver’s
end to adjust the value of φκ coefficients before performing quantization. Let the
3-bit perturbation information for a quantization interval Qκ be represented by
the vector, [ξ1κ ξ2κ ξ3κ ].

4. For a quantization interval Qκ , the sender calculates [ξ1κ ξ2κ ] as follows:

[ξ1κ ξ2κ ] = (Qκ − 1) mod 4. (1.8)

As shown in Fig. 1.5, each quantization interval is divided into two equal parts.
To show how the bit of ξ3κ is recorded, consider the interval between 30 and 40.
The parameter ξ3κ is recorded as follows:

ξ3κ =
⎧
⎨

⎩
0 : 30 ≤ φκ < 35

1 : 35 ≤ φκ < 40.
(1.9)

5. All the quantization intervals are then concatenated and hashed using a crypto-
graphic hash function, for example, the SHA1. Let HSHA1(·) represent the SHA1
hash function and || represents the concatenation operator. The sender calculates
the hash, HI of the image I using the following equation.

HI = HSHA1 (Q0||Q1||Q2||, . . ., ||Qκ) . (1.10)
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1.4.2 Image Verification Using 3-Bit Quantization

To verify the integrity of the received image, I , the image verification module would
require the corresponding 160-bit hash and the perturbation information calculated
during the hash generation phase. Due to non-malicious operation, it is possible that
a single or multiple hash coefficients may drift from their original values such that
one or more quantization intervals are different from their original counterparts.

According to Eq. 1.10, to positively authenticate an image, it is necessary that
Qκ = Qκ∀ κ . Therefore, before the receiver calculates Qκ , ∀ κ φκ is adjusted such
that Qκ = Qκ if

∣
∣φκ − φκ

∣
∣ ≤ η. For a specific φκ , its corresponding recorded vector

[ξ1κ ξ2κ ξ3κ ] is used by the receiver to adjust φκ before calculating Qκ . The vector
[ξ1κ ξ2κ ξ3κ ] enables the receiver to decide whether shifting in φκ is required or not.
Further, if shifting is required, whether the shifting should be in the positive or the
negative direction. Following are the steps to check the integrity of the received
image:

1. The receiver will adjust φκ coefficients to cater for non-malicious operation to get
the adjusted coefficients, φ∗

κ . Let & and | represent logicalAND and OR operators,
respectively. Let ςκ be a parameter that enables the receiver to know if φκ has
drifted one quantization interval in either direction. In case if any φκ coefficient
is drifted more than one quantization interval, then it will be considered as a drift
due to malicious tampering, hence no adjustment in φκ will be done. This implies
Qκ �= Qκ . This is the reason that a single quantization interval is made equal to
η. The receiver calculates ςκ as follows:

ςκ =

⎧
⎪⎪⎨

⎪⎪⎩

0 :
[
ξ1κ ξ2κ

] = ([ξ1κ ξ2κ ] − 1) mod 4

1 :
[
ξ1κ ξ2κ

] = ([ξ1κ ξ2κ ] + 1) mod 4

2 : otherwise.

(1.11)

2. Before calculating Qκ , the receiver will adjust φκ according to the following rule:

φ∗
κ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

φκ + η : (ςκ = 0) & (ξ3κ = 0)

φκ + η : (ςκ = 0) & (ξ3κ = 1) & (ξ3κ = 1)

φκ − η : (ςκ = 1) & (ξ3κ = 1)

φκ − η : (ςκ = 1) & (ξ3κ = 0) & (ξ3κ = 0)

φκ : otherwise.

(1.12)

3. After obtaining φ∗
κ coefficients, the receiver calculates the quantization intervals

and the image hash

Qκ =
⌊

φ∗
κ

η

⌋

, (1.13)

HI = HSHA1
(
Q0||Q1||Q2||, . . ., ||Qκ

)
. (1.14)
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4. The received image I will be positively authenticated if:

HI = HI . (1.15)

Since the final hash is calculated using the cryptographic hash function, therefore,
if tampering in an image area is such that its corresponding

∣∣φκ − φκ

∣∣ > η then
Qκ �= Qκ which implies that HI and HI will be completely different.

1.4.3 3-Bit Quantization Example

Consider quantization of the hash coefficient φκ = 36 at the transmitter side. The
quantized value and the auxiliary bits obtained using Eqs. 1.7, 1.8 , and 1.9 respec-
tively, are, Qκ = 4, ξ1κ = 1, ξ2κ = 1, and ξ3κ = 1. Now consider the following
cases in which at the time of authentication, the value of φκ is changed due to some
distortion.

Case I Assume that the received value of the hash coefficient is changed from 36 to
43, as shown in Fig. 1.6. The auxiliary bits are obtained using Eqs. 1.8 and 1.9 are
ξ1κ = 0, ξ2κ = 0, and ξ3κ = 0. According to Eq. 1.11:

[
ξ1κ ξ2κ

] = ([ξ1κ ξ2κ ] + 1) mod 4

00 = (11 + 1) mod 4

0 = (4) mod 4

0 = 0.

Therefore,

ςκ = 1.

Now by using Eq. 1.12, the modified value of φκ is obtained as:

φκ = φκ − η,

φκ = 43 − 10,

φκ = 33.

The modified quantized value for the modified φκ is obtained by using Eq. 1.7, i.e.,
Qκ = 4, which is correct.

Case II Assume that the received value of the hash coefficient is changed from
36 to 24, as shown in Fig. 1.7. Now the change in the scalar feature is of 12, i.e.,
η ≤ ∣∣φκ − φκ

∣∣ < 1.5η. The auxiliary bits are obtained using Eqs. 1.8 and 1.9 are
ξ1κ = 1, ξ2κ = 0 and ξ3κ = 0. According to Eq. 1.11:
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Fig. 1.6 Example of 3-bit
quantization

Fig. 1.7 Case II: Value
distorted from φκ = 36 to
φκ = 24

Fig. 1.8 Case III: Value
distorted from φκ = 36 to
φκ = 49

[
ξ1κ ξ2κ

] = ([ξ1κ ξ2κ ] − 1) mod 4

10 = (11 − 1) mod 4

2 = (2) mod 4

2 = 2.

Therefore,

ςκ = 0.

Now by using Eq. 1.12, the modified value of φκ is obtained as:

φκ = φκ ,

φκ = 24.

The modified quantized value for the modified φκ is obtained by using Eq. 1.7, i.e.,
Qκ = 3, which is wrong.

Case III Now consider a situation in which due to position of a scalar feature, it is
possible that a tampering which is η ≤ ∣∣φκ − φκ

∣∣ < 1.5η would still be corrected.
Assume that the received value of the hash coefficient is changed from 36 to 49, as
shown in Fig. 1.8. Now the change in the scalar feature is of 13. The auxiliary bits
are obtained using Eqs. 1.8 and 1.9 are ξ1κ = 0, ξ2κ = 0, and ξ3κ = 1. According to
Eq. 1.11:

[
ξ1κ ξ2κ

] = ([ξ1κ ξ2κ ] + 1) mod 4
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Fig. 1.9 Case IV: Value
distorted from φκ = 36 to
φκ = 51

00 = (11 + 1) mod 4

0 = (4) mod 4

0 = 0.

Therefore,

ςκ = 1.

Now by using Eq. 1.12, the modified value of φκ is obtained as:

φκ = φκ − η,

φκ = 49 − 10,

φκ = 39.

The modified quantized value for the modified φκ is obtained by using Eq. 1.7, i.e.,
Qκ = 4, which is correct.

Case IV Consider a situation in which if tampering is
∣∣φκ − φκ

∣∣ ≥ 1.5η, then the
received scalar feature can not be corrected irrespective of its position. Assume that
the received value of the hash coefficient is changed from 36 to 51, as shown in
Fig. 1.9. Now the change in the scalar feature is of 15. The auxiliary bits are obtained
using Eqs. 1.8 and 1.9 are ξ1κ = 0, ξ2κ = 1, and ξ3κ = 0. According to Eq. 1.11:

[
ξ1κ ξ2κ

] �= ([ξ1κ ξ2κ ] + 1) mod 4,

nor
[
ξ1κ ξ2κ

] �= ([ξ1κ ξ2κ ] − 1) mod 4.

Therefore,

ςκ = 2.

By using Eq. 1.12, the modified value of φκ is obtained as:

φκ = φκ ,

φκ = 51.

The modified quantized value for the modified φκ is obtained by using Eq. 1.7, i.e.,
Qκ = 6, which is wrong.
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Fig. 1.10 Hash generation module with quantization

1.4.4 A 4-Bit Quantization Scheme

In this section, a 4-bit quantization scheme proposed in [7] is presented to show how
the wavelet hash coefficients obtained in Sect. 1.3.1 are quantized. This quantization
scheme is a simple extension of the 3-bit quantization method presented in the pre-
vious section. The hash generation module shown in Sect. 1.3.1 generates an image
hash that consists of permuted wavelet coefficients of the RPM transformed image.
The 4-bit quantization scheme takes the intermediate hash of the RPM transformed
image and generates a standard cryptographic hash of the input image using any
cryptographic hash function. As an example, we have used the SHA1 hash function
[9]. Figures 1.10 and 1.12 show the block diagrams of hash generation and image
verification modules with the quantization module. The use of a cryptographic hash
function not only helps to significantly reduce the size of the hash, but also makes
the final hash to appear as a stream of random bits. This improves the security of the
overall hashing scheme. In Sect. 1.3.1, the permutation module was used to prevent
an attacker from knowing the correspondence between an element of an hash and its
respective image block. When quantization is used, the permutation module is not
required as the final hash is generated through a cryptographic hash function. In the
discussion to follow, the parameters used in the image verification stage are distin-
guished by putting a line on top of them. For example, φκ and φκ are the intermediate
hash coefficients at the hash generation and image verification stage, respectively.

1.4.4.1 Hash Generation Using 4-Bit Quantization

In the hash generation phase, the input to the quantization module are the intermediate
hash matrices HĪ1

and HĪ2
of dimension Z × Z . These two matrices are scanned

row-wise and concatenated to form a vector, Wκ . Let φκ represent the intermediate
hash coefficients in Wκ , where 0 ≤ κ ≤ 2Z2 − 1. The output of the quantization
module consists of two parts. The first part is the 160-bit hash of the input image
I obtained using the SHA1 cryptographic hash function. The second part consists
of a perturbation vector, λκ that is generated as part of the quantization process.
The dimensions of Wκ and λκ are same and each entry in λκ requires 4 bits and
corresponds to the entry at the same position in Wκ .
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Fig. 1.11 Illustration of quantization procedure

The information contained in λκ is used to adjust the intermediate hash coeffi-
cients, φκ in the vector Wκ during the image verification stage before performing
quantization. This adjustment ensures that if the drift between φκ and φκ due to
non-malicious operation is less than or equal to the defined threshold η, then φκ co-
efficients would quantize to the same value that was calculated in the hash generation
phase. To positively authenticate an image, it is necessary that all the coefficients φκ

and φκ fall in the same quantization interval in the hash generation and image verifi-
cation phases. Figure 1.11 illustrates the concept behind the quantization procedure
which is stepwise explained below:

1. Let Qκ represents a quantization interval, where κ is the index to a specific inter-
mediate hash coefficient in Wκ . If η is the maximum allowable difference between
φκ and φκ values due to non-malicious operation, the length of quantization
interval will then be equal to η.

2. The sender calculates the quantization intervals for each intermediate hash co-
efficient φκ in the vector Wκ . The quantization interval for φκ is calculated by
dividing φκ by η and rounding the result using the floor operator

Qκ =
⌊

φκ

η

⌋
. (1.16)

3. For each φκ , a 4-bit value called perturbation information is calculated and
recorded in the vector λκ . As described above, the perturbation information is
used at the receiver’s end to adjust the value of φκ coefficients in Wκ before per-
forming quantization. Let the 4-bit perturbation information for a quantization
interval Qκ be represented by two 2-bit variables, ξ1κ and ξ2κ .

4. For a quantization interval Qκ , the sender calculates ξ1κ as follows:

ξ1κ = Qκ mod 4. (1.17)

As shown in Fig. 1.11, each quantization interval is divided into four equal parts.
To show how the two bits of ξ2κ are recorded, consider the interval between η and
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2η, i.e., Qκ = 1. The 2 bits of the parameter ξ2κ are recorded as follows:

ξ2κ =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 : η ≤ φκ < 1.25η

1 : 1.25η ≤ φκ < 1.50η

2 : 1.50η ≤ φκ < 1.75η

3 : 1.75η ≤ φκ < 2.0η.

(1.18)

5. All the quantization intervals are then concatenated and hashed using the SHA1
hash function. The sender calculates the hash, HI of the image I using the
following equation:

HI = HSHA1 (Q0||Q1||Q2||, . . ., ||Qκ) . (1.19)

1.4.4.2 Image Verification Using 4-Bit Quantization

To verify the integrity of the received image, I , the image verification module would
require the corresponding 160-bit hash and the perturbation information calculated
during the hash generation phase. The image Ī is first transformed using the RPM
technique to get, IRPM . Wavelet transform of IRPM is then taken to get the intermedi-
ate hash coefficients, φκ . Due to non-malicious operation, it is possible that a single
or multiple hash coefficients may drift from their original values such that one or
more quantization intervals are different from their original counterparts (Fig. 1.12).

According to Eq. 1.19, to positively authenticate an image, it is necessary that
Qκ = Qκ∀ κ . Therefore, before the receiver calculates Qκ , ∀ κ φκ is adjusted
such that Qκ = Qκ if

∣∣φκ − φκ

∣∣ ≤ η. For a specific φκ , its corresponding recorded
values ξ1κ and ξ2κ are used by the receiver to adjust φκ before calculating Qκ . The
parameters ξ1κ and ξ2κ enable the receiver to decide whether shifting in φκ is required
or not. Further, if shifting is required, whether the shifting should be in the positive or
the negative direction. Following are the steps to check the integrity of the received
image:

1. The receiver will adjust φκ coefficients to cater for non-malicious operation to
get the adjusted coefficients, φ∗

κ . Let ςκ be a parameter that enables the receiver
to know if φκ has drifted one quantization interval in either direction. In case if
any φκ coefficient is drifted more than one quantization interval, then it will be
considered as a drift due to malicious tampering, hence no adjustment in φκ will
be done. This implies Qκ �= Qκ . This is the reason that a single quantization
interval is made equal to η. The receiver calculates ςκ as follows:

ςκ =

⎧
⎪⎪⎨

⎪⎪⎩

0 : ξ1κ = (ξ1κ − 1) mod 4

1 : ξ1κ = (ξ1κ + 1) mod 4

2 : otherwise.

(1.20)
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Fig. 1.12 Image verification module with quantization

2. Before calculating Qκ , the receiver will adjust φκ according to the following rule:

φ∗
κ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φκ + η : (ςκ = 0) & (ξ2κ = 0)

φκ + η : (ςκ = 0) & (ξ2κ = 1) & (ξ2κ = 1 | ξ1κ = 2 | ξ1κ = 3)

φκ + η : (ςκ = 0) & (ξ2κ = 2) & (ξ2κ = 2 | ξ1κ = 3)

φκ + η : (ςκ = 0) & (ξ2κ = 3) & (ξ2κ = 3)

φκ − η : (ςκ = 1) & (ξ2κ = 0) & (ξ2κ = 0)

φκ − η : (ςκ = 1) & (ξ2κ = 1) & (ξ2κ = 0 | ξ2κ = 1)

φκ − η : (ςκ = 1) & (ξ2κ = 2) & (ξ2κ = 0 | ξ2κ = 1 | ξ2κ = 2)

φκ − η : (ςκ = 1) & (ρ2κ = 3)

φκ : otherwise.

(1.21)

3. After obtaining φ∗
κ coefficients, the receiver calculates the quantization intervals

and the image hash

Qκ =
⌊

φ∗
κ

η

⌋

(1.22)

HI = HSHA1
(
Q0||Q1||Q2||, . . ., ||Qκ

)
. (1.23)

4. The received image I will be positively authenticated if:

HI = HI . (1.24)
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Since the final hash is calculated using the cryptographic hash function, therefore, if
tampering in an image area is such that

∣∣φκ − φκ

∣∣ > η, then Qκ �= Qκ which implies
that HI and HI will be completely different.

1.4.4.3 Reduction in Hash Size Due to 4-Bit Quantization

If quantization procedure is not used, the hash of an image would consists of wavelet
coefficients in the matrices HI1 and HI2 . As discussed later in Sect. 1.5.6, after per-
forming experiments on a large database of 256 × 256 images, it has been observed
that each hash coefficient takes 14 bits of storage if a fourth-level wavelet decom-
position is used. The total entries in HI1 and HI2 for a 256 × 256 image will be
2 × 16 × 16. With each entry taking 14 bits, the size of the hash will be 896 bytes. If
quantization is used, the information contained in λκ requires 2 × 16 × 16 × 4 bits,
plus additional 160 bits for the SHA1 hash. Therefore, instead of 896 bytes, the
receiver will now require only 276 bytes to perform the authentication. By using the
quantization process, the overhead is reduced by 3.24 times thus saving the band-
width or storage space. An additional benefit of quantization is that it also enhances
the security of the system as discussed later in Sect. 1.6.

1.4.4.4 Effect on Robustness and Tamper Detection Due to 4-Bit Quantization

In this section, the effect of quantization on the robustness and tamper detection
capability of the system is discussed. As mentioned in Sect. 1.3.2, if any entry of the
maximum error matrix Em is greater than the system threshold η, the corresponding
spatial area shall be considered as tampered and the received image I will not be
positively authenticated. Hence, the threshold η defines a boundary between robust-
ness and tamper detection. The situation is a bit different when quantization is used.
The following sections explain the robustness and tamper detection boundaries with
numerical examples. The threshold value η is taken as 10.

Effect on Robustness

At the sender’s side, assume that the value of a hash coefficient φκ is 48, for which
the quantization bin, Qκ = 4. As a result, the parameters, ξ1κ = 4 mod 4 = 0 and
ξ2κ = 3. Due to channel distortion like noise, compression, etc., suppose the same
coefficient at the receiver’s side is drifted from 46 to 39, i.e., φκ = 39, therefore the
quantization bin calculated at the receiver will be Qκ = 3, instead of Qκ = 4. If no
adjustment is made, then HI �= HI , hence I will not be positively authenticated. To
make adjustment in φκ , the receiver calculates ξ1κ , ξ2κ , and ςκ using Eqs. 1.17, 1.18,
and 1.20, respectively, yielding ξ1κ = 3, ξ2κ = 3, and ςκ = 0. Using Eq. 1.21, the
receiver will adjust φκ such that φ∗

κ = φκ +10 = 49. Using Eq. 1.22, Qκ = 4 = Qκ .
It is easy to check that for any κ , as long as

∣∣φκ − φκ

∣∣ ≤ η, Qκ = Qκ which implies
HI = HI .
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Condition for Tamper Detection

In light of the above discussion, can we say that tampering will be detected if∣∣φκ − φκ

∣∣ > η? Let us consider the case of tampering when
∣∣φκ − φκ

∣∣ > η, where
η = 10. Assume the same condition at the sender’s side, i.e., φκ = 48, which
implies ξ1κ = 0 and ξ2κ = 3. At the receiver’s side, let φκ = 36, which im-
plies

∣∣φκ − φκ

∣∣ > 10. In this case, ξ1κ = 3, ξ2κ = 2, and ςκ = 0, therefore,
φ∗

κ = φκ +10 = 46. This implies that Qκ = Qκ , despite the fact that
∣∣φκ − φκ

∣∣ > η.
This is a contradiction from the fact that Qκ �= Qκ if

∣
∣φκ − φκ

∣
∣ > η. The reason for

this discrepancy is the resolution of the quantization interval. Since each interval is
divided into four equal parts, therefore ξ2κ will not change if the drift in φκ < 0.25η.
However, it is guaranteed that Qκ �= Qκ if

∣
∣φκ − φκ

∣
∣ ≥ 1.25η.

Let us take another example in which for the same drift of 11 in φκ , tampering will
be detected.At the sender’s side, let φκ = 30, this impliesQκ = 3, ξ1κ = 3, and ξ2κ =
0. At the receiver’s side, let φκ = 19, which implies that ξ1κ = 1 �= (ξ1κ −1) mod 4,
ξ2κ = 3 and ςκ = 2. There will be no change in φκ , hence, φ∗

κ = φκ . Therefore,
Qκ = 1 �= Qκ . Therefore, HI �= HI . To generalize this discussion, tampering will
be detected if

∣∣φκ − φκ

∣∣ > ηκ , where η ≤ ηκ ≤ 1.25η. Let x be the distance between
any two divisions of a quantization interval, where 0 ≤ x ≤ 0.25η

xκ =
[(

φκ

η

)
mod 0.25

]
η. (1.25)

Depending upon the position of φκ in a quantization interval, the value of ηκ at which
tampering will be detected is given by the following equation:

ηκ = η + xκ . (1.26)

Hence, in case of quantization, for any κ if
∣∣φκ − φκ

∣∣ ≥ 1.25ηκ , it is guaranteed that
HI �= HI .

Condition for Detection of Tampered Blocks

If tampering is detected in I , then HI �= HI . This indicates that I is not authentic.
The quantization algorithm, however, cannot detect the location of tampering in
the received image. Interestingly, the perturbation information stored in λκ can be
used by the receiver to detect the location of tampering provided ξ ∗

1κ �= ξ1κ , where
ξ ∗

1κ = Qκ mod 4. Once the index κ is determined, the corresponding location in the
received image I can be identified.

1.5 Performance Evaluation

An image hashing scheme is required to be resilient against channel distortions,
for example, noise, lossy compression, filtering, contrast enhancement, etc., and
should be sensitive enough to detect tampering. It is also expected that the hashing
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Fig. 1.13 Image selected to check hash collision. a Sailboat image. b Car image

scheme should be secure like a cryptographic hash function. In reality, this is very
difficult to achieve because introducing robustness in the system effects sensitivity to
detect tampering and the level of security that is desired. In this section, a number of
parameters that can be used to gauge the effectiveness of an image hashing scheme are
discussed. Several experimental results related to these parameters are presented to
show the tradeoff between robustness and tamper detection capability of the scheme
presented in Sect. 1.3.

1.5.1 The Effect of Beta (β) on Hash Collision

The parameter β in Eq. 1.1 is used for enforcing security by generating a hash that
depends not only on the image pixels but also on the secret key. Increasing the value
of β increases randomness in the hash values. For the security of an authentication
system, it is necessary that collision in the hash values should be as small as possible.
Interestingly, the parameter β can be set to control the amount of collision. Increasing
β increases randomness in the hash values thus decreasing collision between two
wavelet coefficients. We define collision when the difference between two wavelet
coefficients corresponding to two different image blocks is less than or equal to the
threshold η. With the help of experimental results, the effect of β on hash collision is
now presented. Figure 1.13 shows two different images that are used to demonstrate
the effectiveness of β on the hash values. Both the images are of size 256×256 pixels.
The hash is calculated using fourth-level wavelet decomposition which means that
each wavelet hash coefficient corresponds to an image block of size 16 × 16 pixels.
There will be a total of 65,536 comparisons between the two images whose hashes are
to be compared. Figure 1.14a shows the collision in the hash values as the parameter
β is increased from 0 to 70. When β = 0, there is no randomized pixel modulation
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Fig. 1.14 Result of hash collision. a Hash collision between sailboat and car image. b Hash collision
between the sailboat and baboon images

and hence the collision is maximum. Increasing the value of β means making the
IRPM image more random. This significantly helps to break the correlation between
the original image and its corresponding randomized pixel modulated image. As a
result, the hash collision significantly reduces. For the purpose of demonstration, the
value of β is taken as 20.

Figure 1.15 demonstrate the effect of randomized pixel modulation. Figure 1.15a
shows the original Cameraman image while Fig. 1.15b–d show the RPM-transformed
version of the image shown in Fig. 1.15a with β = 1.5, 20, and 50, respectively. It is
evident that increasing β increases the randomness in the RPM-transformed image,
thus making the wavelet hash coefficient random.

1.5.2 Robustness to Channel Noise and JPEG Compression

Interestingly, robustness characteristics of an authentication system are not always
the same and depend on the type of channel distortion. Further, the texture of an image
also has an influence on the amount of change a hash coefficient might undergo due to
a specific kind of channel distortion. To demonstrate the robustness against channel
noise, the sailboat image is used as a test case and is subjected to zero-mean Gaussian
noise with different variance levels. Figure 1.16a shows how the Sailboat image
looks like when subjected to zero-mean Gaussian noise having a variance of 0.01.
Figure 1.16b shows the maximum deviation in the wavelet hash coefficients, i.e., the
difference between the transmitted and received hash values when the received image
is subjected to zero-mean Gaussian noise of different levels of noise variance. As the
noise level increases, the deviation in the hash coefficient increases. The deviation is
around 120 for a variance of 0.01. We further discuss the robustness characteristics of
the system against JPEG compression. Figure 1.17a shows the deviation in the hash
values when the image to be verified was JPEG compressed with a quality factor
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Fig. 1.15 Result of RPM-transformation. a Orignal image. b RPM-transformed version of the
image shown in (a): β = 1.5. c RPM-transformed version of the image shown in (a): β = 20. d
RPM-transformed version of the image shown in (a): β = 50

(QF ) of 20. The results are shown for 100 different images in our database. The
average deviation in the hash value is around 40. Figure 1.17b shows the deviation
in wavelet hash coefficient for the sailboat image when the JPEG QF is changed
from 1 to 100. Knowledge about the deviation in the wavelet coefficients helps to
determine a threshold value. If the deviation in the hash coefficient is less than the
threshold, it would be considered as a non-malicious operation thus authenticating
the image positively. On the other hand, a deviation greater than the threshold is
considered as malicious tampering.
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Fig. 1.16 Noisy image and hash coefficient deviation. a Sailboat image subjected to zero-mean
Gaussian noise (variance = 0.01). b Maximum deviation in the hash coefficients due to change in
variance

0

a b

20 40 60 80 100
0

20

40

60

80

100

Images JPEG Compressed with QF = 20

M
ax

im
um

 D
iff

er
en

ce
 in

 
H

as
h 

C
oe

ffi
ci

en
t

0 20 40 60 80 100
0

50

100

150

200

250

JPEG Quality Factor

M
ax

im
um

 D
iff

er
en

ce
 in

 
H

as
h 

C
oe

ffi
ci

en
t

Fig. 1.17 Robustness to JPEG compression. a Maximum deviation in the hash coefficients for
different images (JPEG QF = 20) b Maximum deviation in the hash coefficients for different JPEG
quality factors

1.5.3 Threshold Selection

Can we select a single global threshold under all channel distortions? In view of
the results shown in Sect. 1.5.2, it appears that defining a global threshold under
all channel distortions will not prove efficient. For example, if the receiver has
the information that the incoming image would only be subjected to a zero-mean
Gaussian noise whose variance can be as large as 0.005, then there is no point in
keeping a threshold that can accommodate a variance effect of 0.01. Keeping a higher
threshold would make the receiver less sensitive to detect tampering. As another
example, consider the case of JPEG compression in which the average deviation in
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Fig. 1.18 Tamper detection capability of the hashing scheme. a Original bridge image. b Tampered
version; tampering is shown inside the circle. c Result of tamper detection

the hash coefficient is less as compared to noise variance of 0.01. In such a case, a
threshold of 60 would suffice. Keeping in view this fact, it is suggested that when a
sender is sending an image to a receiver for the purpose of authentication, the sender
can estimate the desired threshold in case the channel distortion is known. The
threshold parameter can be included in the digital signature. For a specific image,
the sender can have some estimate about the authentication system’s response to
different thresholds. The sender can then select a specific threshold that gives a
reasonable trade-off between robustness, tamper detection, and security.

1.5.4 Detection of Tampering

In this section, we show the authentication system capability to detect tampering
using the bridge image as an example. Figure 1.18a shows the original bridge im-
age while Fig. 1.18b shows its tampered version with tampered area marked inside
a circle. Figure 1.18c shows successful detection of tampering. The deviation in
the wavelet coefficient of the tampered area was 142. This result suggests that the
system’s threshold can be kept around 130–140 if such a tampering is required to
be detected. For example, keeping a threshold of 140 means that the system will
have the robustness capability to withstand channel noise and JPEG compression to
a reasonable extent as evident from the robustness results obtained in Sect. 1.5.2.

This discussion reveals that in robust image hashing, selection of a threshold is
a complex issue, as the sender may exactly not know in advance what may be the
magnitude of channel distortion and tampering to an image while it will be in transit.
However, with the empirical analysis shown above, one has some idea about robust-
ness versus tamper detection capability of the system. As a future research direction,
algorithms based on artificial intelligence or other techniques can be devised that
can ask the user to specify important image area that need more protection and the
type of non-malicious operation that the image may undergo during transmission.
Based on this information, the algorithm can give some optimum threshold value
that a sender can bound a receiver to use while authenticating the received image.
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1.5.5 The Receiver Operating Characteristic Curve

The receiver operating characteristic curve or the ROC curve is a plot of the probabil-
ity of false positive, PFP versus the probability of false negative, PFN as the system
threshold is varied. As mentioned in Sect. 1.3.1, the image hash is formed by using
the dth level wavelet coefficients. Due to time–frequency localization of the wavelet
transform, each wavelet hash coefficient represents an

(
M/2d × M/2d

)
size spatial

image area. With this preamble, the probabilities PFP and PFN are defined as:

PFP = Number of tampered blocks detected as genuine

Total number of tampered blocks
. (1.27)

PFN = Number of genuine blocks detected as tampered

Total number of genuine blocks
. (1.28)

To estimate PFP , we need to pass a set of tampered blocks through the authenti-
cation system and observe whether the system detects them as tampered or genuine
as the system’s threshold is changed from 0 up to a certain value. It is trivial to note
that if the threshold is small, the system will be more sensitive to detect tampered
blocks. However, as we increase the threshold, the capability of the system to detect
tampered blocks will reduce. Increasing the threshold means adding robustness to
the system thus making the system less sensitive to detect tampering. To estimate
PFN , a perceptually similar but distorted version of an image is used. Distortion
can be made by adding noise, JPEG compression, filtering, etc. The hash between
an image and its perceptually similar but distorted version is compared under dif-
ferent thresholds to see how many blocks are detected as tampered as the system’s
threshold is varied. Ideally for any threshold value, no block should be detected as
tampered. However, practically, for very low values of threshold, a slight distortion
due to content preserving manipulation like JPEG compression, etc., would cause a
genuine image block to be detected as tampered. A plot of PFP versus PFN enables
us to know the performance of the authentication system under varying thresholds.

To get an estimate of PFP , an experiment was conducted using the sailboat and
baboon images. The sailboat image is considered as a genuine image while the
baboon image is considered as a tampered image. The hash comparison is done by
comparing each block of the sailboat image with all blocks of the baboon image
and identifying deviation in wavelet coefficients which are less than the defined
threshold, i.e., Em (u, v) < η. For each η, the total number of comparisons are
65,536. A tampered image block shall be considered as genuine if the respective
Em (u, v) for that block is less than η. The PFP is then calculated using Eq. 1.27. To
estimate the false-negative probability PFN , JPEG compressed version (QF = 20)
of the sailboat image is used. The actual hash of the sailboat image is first calculated
which is then compared with the hash of the JPEG compressed version of the same
image. The comparison though genuine, shall be considered as tampered if for any
block, the deviation in the wavelet coefficient is greater than the defined threshold,
i.e., Em (u, v) > η. The probability PFN is calculated using Eq. 1.28 using the same
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Fig. 1.19 The receiver operating characteristic curve. a The ROC curve calculated using Eqs. 1.27
and 1.28. b A portion of the ROC curve

values of thresholds that were used to calculatePFP . While estimating the ROC curve,
the parameter η was varied from 0 to 100. The result of this experiment is presented
in Fig. 1.19a. Figure 1.19b shows an amplified portion of the ROC curve. Even at low
values of PFP , the system gives a reasonably low PFN . This is basically a trade-off
between robustness, tamper detection capability and security of an authentication
system. For example, if PFP is kept at 0.000232, the corresponding PFN is 0.027.

1.5.6 Hash Size

The size of the hash depends upon the size of the image. If quantization is not used,
the size of the hash depends upon the size of the wavelet coefficients. Figure 1.20a
shows the maximum value of the wavelet coefficients for each image in our database
of 100 images. The maximum value of the wavelet coefficient is around 51,000 which
require 16 bits of storage. In such a case, the size of the hash for a 256 × 256 image
with a fourth-level wavelet decomposition will be 16 × 16 × 2 × 16 = 8192 bits
or 1024 bytes. The size of the wavelet coefficient depends upon the parameter β

as shown in Fig. 1.20b. Since we are using β = 20, each wavelet coefficient will
require 16 bits for storage or transmission.

1.6 Security Analysis

This section presents a number of issues that need to be investigated while analyzing
the security of an image hashing scheme. To make the hash secure against attacks,
two secret keys Ka and Kb are used in the hash generation and verification stages.
The purpose of Ka is to change the gray levels of all the pixels of the original image
using the random pixel modulation technique given by Eq. 1.1. For each image pixel,
this transformation is random and makes the intermediate hash wavelet coefficients
dependent on the input image and the secret key Ka . In addition to this, a permutation
stage is also added using the second secret key Kb that is used to randomly permute



34 F. Ahmed and A. Anees

0 20 40 60 80 100
4.75

a b

4.8

4.85

4.9

4.95

5

5.05

5.1

5.15 x 10
4

Image Number

M
ax

im
um

 V
al

ue
 o

f 
W

av
el

et
 C

oe
ffi

ci
en

t

0 10 20 30 40 50
0

2

4

6

8

10

12 x 10
4

Beta

M
ax

im
um

 V
al

ue
 o

f 
W

av
el

et
 C

oe
ffi

ci
en

t

Fig. 1.20 Size of hash. a Maximum value of wavelet coefficient for different images. b Change in
the size of wavelet coefficient as the parameter β changes

the intermediate hash coefficients. By looking at the permuted hash coefficients, an
attacker will not be able to relate a hash coefficient to its respective image area. This
shall prevent the attacker from launching a brute force attack to estimate Ka . In case
if quantization is used, the secret key Kb is not required. This point is discussed in
Sect. 1.6.5. In the following subsections, the impact of randomized pixel modulation
on the security of the hashing scheme is discussed.

1.6.1 The Impact of Randomized Pixel Modulation on System’s
Security

A number of image hashing schemes, for example, [14, 21] uses secret key to select
the subset of the feature space to generate the image hash. Using this strategy, an
attacker does not know which features are selected to form the hash. However, since
the original image does not passes through any transformation, the attacker knows
the entire feature space. As mentioned in [7], this strategy can have security loop
holes that may be exploited by an attacker. For example, the DCT scheme proposed
by Sun and Chang [14] forms the hash features by dividing an image into 8 × 8
nonoverlapping blocks. From each block, the DCT DC coefficient and 3 DCT AC
coefficients are selected. The selection of AC coefficients is done using a secret key.
To illustrate the issue of feature space in this scheme, consider the 8×8 block marked
in the low textured area of the bridge image as shown in Fig. 1.21a. Figure 1.21b
shows the DCT coefficients of this block in which most of the DCT AC coefficients
have a very small value. If the block marked in Fig. 1.21a is JPEG compressed with
a small QF , for example, 60, nearly all the DCT AC coefficients will become zero.
This is shown in Fig. 1.21c and is due to the fact that the selected image block belongs
to the background with smooth texture. In such a scenario, the impact of the secret
key that is used to randomly select the DCT AC coefficients is significantly reduced.
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Fig. 1.21 Effect of RPM transformation. a an 8 × 8 block marked on the bridge image. b DCT
coefficient of the 8 × 8 block shown in Fig. 1.21a. c DCT coefficient obtained after the 8 × 8
block shown in Fig. 1.21a is JPEG compressed with QF = 60. d DCT coefficient of the RPM
transformed version of the 8 × 8 block shown in Fig. 1.21a. e DCT coefficient obtained after
the RPM transformed version of the 8 × 8 block shown in Fig. 1.21a is JPEG compressed with
QF = 60

Generally speaking, any hashing scheme that has weak secrecy in the feature
selection stage can have such security issues. The scheme presented in this chapter
uses a different approach. Instead of using a secret key to randomly select features
from a fixed and known feature space, the feature space is first made random using the
randomized pixel modulation technique. This enables the RPM transformed image
to look like a random noise pattern in which the information of the original image is
hidden. The RPM technique further increases the entropy thus making the DCT or
other transform domain features both random and available even for an image area
that has smooth texture. For example, Fig. 1.21d shows the DCT coefficients for the
8×8 image block marked in Fig. 1.21a while Fig. 1.21e shows the DCT coefficients
when the same block is JPEG compressed with a QF = 60. As evident from these
two figures, the DCT coefficients that may be used to form the feature space are
random and available even for low texture image area. The same idea applies for
the LL, LH, and HL wavelet coefficients that are used in this chapter to generate the
hash of an image.
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Table 1.1 Statistical analysis
of the original and the RPM
transformed images for
β = 20

Analysis Original image RPM transformed
image

Entropy 7.1028 7.9595

Energy 0.1677 0.0191

Contrast 0.4848 7.9178

Homogeneity 0.8956 0.4160

Overall correlation 0.9283 − 0.0058

Horizontal correlation 0.9392 0.0085

Vertical correlation 0.9603 0.0072

Diagonal correlation 0.9110 0.0274

1.6.2 Statistical Analysis

To further show the effect of randomized pixel modulation on the original and the
RPM transformed images, statistical analysis is performed using correlation, corre-
lation coefficient, entropy, contrast, homogeneity, and energy. Since the hash of the
image is formed using the RPM transformed image, hence it is necessary that there
should be minimum correlation between this image and the original input image.
For the purpose of experiment, the parameter β is taken as 20 and the corresponding
results obtained are tabulated in Table 1.1. For example, the entropy of the RPM
transformed image is 7.9595, higher than the entropy of original image showing
greater randomness. Further, there is less correlation among the image pixels of the
RPM transformed image as compared to the original image. Similarly, the contrast
value of the RPM transformed image is huge as compared to the value of the orig-
inal image showing greater variation in image pixels. The correlation coefficient of
horizontal, vertical, and diagonal for the original image is shown in Fig. 1.22 and the
RPM transformed image in Fig. 1.23, respectively. It is very obvious that the RPM
transformation breaks the correlation thus making the hash values random.

Although, we have taken the value of β as 20, increasing the value of β will further
improve the randomness in the hash values. This, however, also increases the size of
the hash, as discussed later. To show how the parameter β controls the randomness,
a graph of the entropy values of the RPM transformed image for different values of
β is shown in Fig. 1.24a. It can be seen that by increasing the value of β, the value
of entropy also increases thus increasing the randomness. As mentioned above, the
RPM transformation significantly helps to make the hash random thus making it
extremely difficult for an attacker to make a guess by merely looking at the original
image. To validate this phenomenon, the graph of correlation values between an
original image hash and its RPM transformed hash is plotted against different values
of β from 0 to 100 and is shown in Fig. 1.24b. It can be seen that the correlation
between the hash values decreases by increasing the value of β.
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Fig. 1.24 Effect of β on entropy and correlation. a Entropy versus β. b Correlation versus β

1.6.3 Effect of Secret Key on the Hash

One of the security parameters of an image hashing scheme is the sensitivity of
the hash on the secret key. A slightest change in the secret key should significantly
change the hash values. As for the hashing scheme under discussion, the secret key
is derived using the RC4 algorithm. To observe the effect of the secret key Ka on
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Fig. 1.25 Effect of the change of secret key Ka on the intermediate hash coefficients. a Percentage
of blocks identified as malicious when β = 20. b Percentage of blocks identified as malicious when
β = 1.5

the intermediate hash coefficients, the hash of the sailboat image was generated
and compared with 1000 hashes of the same image generated with 1000 randomly
generated keys. The system threshold was kept at 100. Figure 1.25a shows the result
of this experiment. Around 99.9 % of image blocks are detected as tampered if the
key is changed. This result shows that the RPM technique is very sensitive to change
in the secret key and helps to generate image hash which are not only random but
also different for different keys. It is important to note that the parameter β plays an
important role in key sensitivity. Decreasing β will decrease the key sensitivity as
evident from the result shown in Fig. 1.25b.

1.6.4 Probability of Hash Collision

Probability of hash collision means the possibility that a perceptually different image
block gets positively authenticated. Due to the RPM transformation, an attacker
would not know the feature space and the values of the hash coefficient that were
used to form the hash. It will be interesting to estimate the probability of hash collision
through an experiment. The sailboat image was used as a test case whose hash was
compared with hashes of 100 different images in our database. For each comparison,
hash coefficient of every single block of the sailboat image was compared with hash
coefficients of all blocks of the target image. A hash collision occurs if for any block
of the two images, the difference between the wavelet coefficient is less than the
defined threshold, i.e., Em(u, v) < η. The images used were of size 256 × 256
pixels with a fourth-level wavelet decomposition. This means that each wavelet
coefficient corresponds to a spatial block of size 16 × 16 pixels. Hence for each
target image, the total number of block comparisons are 65,536. The probability of
collision for a single block is calculated by dividing the total number of collisions
with the total comparisons. The threshold used was 100, i.e., the system can withstand
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Fig. 1.26 Probability of collision of hash values. a Probability of hash collision obtained by com-
paring the sailboat image with 100 different images for β = 20. b Probability of hash collision
obtained by comparing the sailboat image with 100 different images for β = 1.5

high compression ratios and channel noise. Figure 1.26a shows the result when the
parameter β was kept as 20. The average probability of collision for a single block
is 0.0008. Decreasing the value of β will increase the probability of collision. For
example, when β was taken as 1.5, the average probability of collision for a single
block increased from 0.0008 to 0.0075, as shown in Fig. 1.26b. It is to be noted
that the probability of hash collision is not that low as we find in cryptographic hash
functions. This is because of the robustness feature of an image hash function which
is not required in case of a cryptographic hash function.

It should be noted that an image hash function is required to bypass non-malicious
operations like compression, etc., which is not the case with cryptographic hash
functions. Interestingly, the chances of success of an attacker to randomly replace
all blocks of an image with visually different blocks such that all the replaced blocks
get positively authenticated is extremely low. If the average probability of collision
for a single block is taken as 0.0008, then the probability that all the replaced blocks
gets positively authenticated is 0.0008M , where M in this case is 256. This result
explains the importance of the secret key in an image authentication system. If a
secret key is not used, the attacker knows the hash coefficient. Therefore, it is easy
for an attacker to find collision in the hash values. The attacker will be successful
even if the hash is sent encrypted because the hashing algorithm is public.

1.6.5 Quantization and System’s Security

As mentioned in Sect. 1.4, the basic purpose of quantization is to reduce the size
of the hash. However, the quantization process also helps significantly to enhance
the security of the image authentication scheme. When quantization is used, the in-
termediate hash coefficients are quantized and the quantization intervals are hashed
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using a cryptographic hash function. The output of the quantization process is the
cryptographic hash and the perturbation information. The cryptographic hash is a
random string of values and does not reveal any information about the original image,
the RPM transformation key, the wavelet hash coefficients or the quantization inter-
val. Similarly, the perturbation information does not reveal the actual quantization
interval. Due to randomness in the cryptographic hash values, the secret key Kb is
not required when quantization is used. To launch a brute force attack to find the
cryptographic hash, an attacker has to search the key space such that all the quanti-
zation intervals are correctly found. Even if the attacker is close to finding the key
and a single quantization interval differs say by even a unit value, still the hashed
output will be entirely different. Hence, an attacker will have no idea whether he/she
is even close to the actual key or not. This is the advantage of using a cryptographic
hash function because a single bit change in the input significantly changes the hash.

1.7 Conclusion

In this chapter, a wavelet-based image hashing scheme is presented as an example
to discuss robustness, security, and tamper detection issues in hash-based image
authentication schemes. Unlike other schemes that apply randomness to select the
features, a randomized pixel modulation method has been discussed to show how a
feature space can be made random. As mentioned in Sect. 1.6, applying randomness
to select features does not reveal which features have been selected, however, the
feature space used to generate the hash remains open to an attacker. Depending upon
the structure of the underlying hashing scheme, this can create security loopholes,
especially if entropy in the feature space is not high. In contrast, the scheme presented
in this chapter uses RPM to first make the entire feature space random and then extract
some useful features to form the image hash. The RPM method is very sensitive to
change in the secret key and can effectively detect tampering. Hence by looking at
an image, an attacker cannot guess in advance the feature value a specific area of an
image would generate. This helps to make it extremely difficult for an attacker to
generate counterfeit images that would get positively authenticated.

When image hash is used for authentication, secret key should be used to enforce
security. Without a secret key, anyone with the knowledge of the hashing algorithm
can generate hash of an image. Once the hash and its corresponding image is known,
counterfeit attacks or attacks to fool an authentication system can easily be launched.
The scheme described in this chapter uses two secret keys Ka and Kb to randomize
the feature space and the sequence of hash values. The system is very sensitive to
the change in the secret key. If the final permuted hash is exposed, it will not leak
any information that can be used to estimate the secret keys Ka and Kb. In addition,
the permuted hash values do not reveal their respective image blocks. In addition, a
quantization scheme is also presented to show how the size of an hash can be reduced.
The parameters used by the quantization algorithm at the receiver’s end do not leak
any useful information that may help to estimate the hash or the secret key.
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Robustness is an important feature of an image hashing scheme. The scheme under
discussion has been shown to be robust to channel noise and JPEG compression that
are content preserving operations. Since the image hash is formed by taking into
account the LL sub-band wavelet coefficients, the scheme is not robust to other
parameters like rotation, scaling, change in brightness, contrast enhancement, etc.
This is a performance trade-off as practically it is very difficult to come up with
a hashing scheme that is robust to all non-malicious manipulations and still has a
high level of security and tamper detection capability. Discarding the LL sub-band
coefficients in the hash, for example, will help to improve the system’s robustness
to contrast enhancement, however, the system would then fail to detect tampering
that involves a change in gray values for constant texture images. This is the reason
that LL coefficients were used. Combinations of LL, LH, and HL sub-bands provide
useful information about image semantics thus exhibiting a better tamper detection
capability. The scheme takes the entire image into account for calculating the hash,
unlike some of the scheme proposed in the literature that extract features from some
specific image area, while leaving the others.
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Chapter 2
Watermarking for Image Authentication

Chen Ling and Obaid Ur-Rehman

Digital multimedia has become a ubiquitous part of the modern life with the rapid
advancement of network communications systems. Digital multimedia content, in
the form of images, audios, and videos, is widely used in electronic commerce, na-
tional security, forensics, networked communications, social networking websites,
and other fields. Through electronic devices, digital multimedia information can be
quickly and conveniently shared over the Internet. With the state-of-the-art powerful
signal and image processing techniques and the widely available multimedia editing
tools with perfect reconstruction capabilities, digital multimedia content is suscepti-
ble to malicious manipulations and alterations. It is difficult for users to establish the
authenticity of the multimedia content. As a consequence, the copyright owners may
suffer huge economic losses and reduced value of the actual multimedia resources. It
might also cause a social disorder if digital multimedia content, such as confidential
government documents, judicial evidences, or other significant information, were
maliciously tampered. Digital images are one of the most widely used types of mul-
timedia and a basis for video. Therefore, the content protection of multimedia, such
as images and videos, is becoming an important problem in the study of information
security.

Until now, there are two widely used image authentication techniques, i.e., digital
signatures and digital watermarking. Digital signatures based authentication is quite
mature and already in wide use. However, its shortcoming is that the signature needs
extra bandwidth or establishing a separate secure channel for transmission. As a
consequence of using secure hash functions, digital signatures are also susceptible
to failed authentication due to the avalanche effect. This might happen due to a
change of one or more bits of multimedia data, e.g., due to noise, quantization, or
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compression. Digital watermarking can perform content authentication without the
aforementioned shortcomings and they are difficult to be removed or tampered.

2.1 The Basis of Watermarking

In order to cope with the problem of establishing information authenticity, informa-
tion hiding or watermarking technology has been proposed. Information hiding aims
to encode hidden messages in such a way that no one, apart from the sender and the
intended recipient, suspects the sole existence of the message. It deals with intel-
ligent ways to embed secret information into unsuspected and rather uninteresting
data through clever embedding algorithms. The authenticity of data can be ensured
at the receiver based on the embedded secret information. Information hiding makes
use of the visual redundancy of the human visual system. It hides digital information
into the visual redundancy of other general data; however, the lone existence of this
information is invisible to the unintended recipients.

Information hiding can be broadly divided into steganography and digital wa-
termarking. Both steganography and digital watermarking embed data stealthily in
noisy signals. Whereas steganography aims for imperceptibility to human senses,
digital watermarking considers robustness as its top priority.

Digital watermarking is a covertly embedding technique of digital data with secret
information that can be extracted by the recipient. The term “digital watermark”
was first coined by Tirkel et al. [1]. The image in which the data to be hidden is
embedded, is called the cover image or host. The watermarking process has to be
resilient against tampering attacks, keeping the content of a watermark readable in
order to be recognizable when extracted by the recipient. Features like robustness
and fidelity are the essential features of a watermarking system; however the size
of the embedded information has to be considered as well since data becomes less
robust as its size increases. Therefore, a trade-off between these features must be
considered while developing a watermarking scheme.

Generally, a complete digital watermarking system has three stages: watermark
generation, watermark embedding, and watermark extraction for detection and
authentication. The general framework is shown in Fig. 2.1.

Watermark
Generation

Watermark
Embedding

Distribution

Attack

Detection and
Authenticaion

Fig. 2.1 General framework of watermarking
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In watermark generation stage, the watermark is created such that its content is
unique and complex, making it difficult to be extracted or damaged by the attackers.
The image feature f is initially extracted from original cover image Ic.

f = Feature (Ic) (2.1)

Feature (·) denotes the feature extraction function, where the feature f uniquely iden-
tifies the content of an image. The features can be very simple, such as the grayscale
or binary image, edge data of the objects in an image, Wavelet or Fourier coefficients,
etc. or they can be much more complicated than these. The image features are then
used to generate the watermark, wm, using a secret key K.

wm = Generation (f, K) (2.2)

where Generation(·) denotes the watermark generation function.
In cryptography, a secret key is a piece of information (a parameter to the crypto-

graphic algorithm) that determines the functional output of a cryptographic algorithm
or a cipher. Without a key, the algorithm would produce no useful results. By chang-
ing the key, a significantly different result will be produced. In encryption, a key
specifies the particular transformation of plaintext into ciphertext, or vice versa dur-
ing decryption. The image features generally do not constitute a watermark by itself.
Scrambling, random interleaving, and error correcting codes (ECC) are often used
for preprocessing to make the secret features more random and useful for watermark
generation. The insertion of redundancy (through ECC) in watermarks or in the cover
image can improve the extraction process or the reconstruction of watermark after
intentional or unintentional distortions. However, ECC can cause collateral effects
by increasing the amount of embedded data, which may, in turn, harm the water-
mark robustness or decrease its data payload, i.e., the capacity of watermark. The
most commonly used ECC are: Hamming codes, Bose–Chaudhuri–Hocquenghen
(BCH) codes, Reed Solomon (RS) codes, low density parity check (LDPC) codes,
and Turbo codes. The watermark is always a pseudo-random sequence or a Gaussian
noise sequence.

Embedding of a watermark wm into the cover image image Ic is given by:

Iwm = E (Ic, wm) (2.3)

where E (·) denotes the watermark embedding function and Iwm is the watermarked
image. The embedding algorithm should intelligently embed a watermark in the host
without destroying the features of the host and making it difficult for an attacker to
locate and extract or destroy the embedded watermark.

The transmission of a watermarked image to the receiver is subject to unpre-
dictable distortions and attacks over the communication channel. Some distortions
may be unintentional, like channel noise or image compression. Other distortions are
intentional, like object removal, replacement, and insertion attacks, etc. Attackers
would like to change the original image or remove the watermark to realize their
malicious intentions.
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At the receiver, the watermarked image I′wm is received, which might have been
tampered and therefore different than Iwm. A watermark detection and extraction
algorithm is usually an inverse process of the watermark embedding algorithm:

wm
′ = D (I

′
wm) or wm

′ = D (I ′
wm, Ic) (2.4)

The watermark wm′ is extracted by the extraction function D (·)from the received
watermarked image. There are two different types of watermark extraction methods.
The first type is called blind watermark extraction, which does not need the original
cover image for watermark extraction. The second type needs the cover image to
do the same. From the received watermarked image I′wm, the receiver generates a
watermark wm′′ which might not be the same as wm or wm′ due to noise or tampering.

f
′ = Feature (I

′
wm) (2.5)

wm
′′ = Generation(f

′
, K) (2.6)

By comparing wm′ and wm′′, it can be determined whether the watermarked image
has been tampered or not.

2.2 Classification

There is no uniform criterion for the classification of image watermarking schemes
[2]. However, a watermarking system has certain generic requirements which must
be met when implemented. According to these requirements, watermarking schemes
can be broadly classified into seven categories as shown in Fig. 2.2:

• Perceptibility: Watermarking schemes can be classified into visible and invisible
watermarking based on the perceptibility criterion.

• Extraction: Based on the type of extraction method, watermarking schemes are
divided into blind watermarking and non-blind watermarking.

• Platform: The watermarking schemes are divided into hardware based and
software based according to the system platform used for watermarking.

• Image compression: According to the image compression methods, the water-
marking schemes can be divided into lossy compression based watermarking and
lossless compression based watermarking.

• Embedding domain: According to the embedding domain classification, there are
spatial domain and transform domain watermarking schemes.

• Robustness: According to the robustness criterion, the watermarking schemes can
be divided into robust, fragile, and semi-fragile watermarking.

• Lossless: According to the quality of the watermarked image, there are irreversible
watermarking and reversible watermarking.
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Fig. 2.2 Classification of image watermarking algorithms

2.2.1 Perceptibility

Based on the perceptibility criterion, watermarking schemes are generally classified
into visible watermarking and invisible watermarking. The visible watermarking
technique is a classical approach, as shown in Fig. 2.3a. The word “WATERMARK”
is visible in the original Lena image. Everyone can see the embedded information
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Fig. 2.3 Visible watermark (a) and invisible watermark (b)

that the sender wants others to know. This kind of watermarking appeared in Italy
during the thirteenth century. It was used to identify the papermaker or the trading
company which manufactured the paper. The watermark shown here was created by
a wire sewn onto the paper mold. They are still being used in TV station logo and
paper currency, etc.

In invisible watermarking, the original cover image and the watermarked image
are indistinguishable, as shown in Fig. 2.3b. The shown image has an embed-
ded watermark in the least significant bit (LSB) of the red components. However,
this watermark cannot be detected with a human eye. In this chapter, the term
“watermarking” refers to the invisible watermarking.

2.2.2 Detection Types

This classification determines which resources are necessary for an analysis of the
extracted watermark from a cover image.

As shown in Eq. 2.4, blind watermarking is a detection type where the original
image and watermark data are not available to the receiver. For example, piracy
or copy control applications must send different watermarks for each user and the
receiver must be able to recognize and interpret these different watermarks.

However, in the non-blind watermarking, the receiver needs either the original
image or some information derived from it for the detection process. The same
information will also be used in the extraction algorithm. Non-blind watermarking
remained a hot research topic in the past few years.
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2.2.3 System Platform

According to the system platform, image watermarking can be divided into
software-based and hardware-based watermarking. The advantage of software-based
watermarking is that it can be easily implemented in the application, not limited by
the underlying operating system or hardware. It is also easy to implement any com-
plex algorithm but only limited by the physical computational resources. Generally,
software based watermarking is not suitable for real time applications. However,
the hardware based watermarking algorithms have relatively powerful processing
and computational capabilities. They can meet the requirements of the real-time ap-
plications and are especially useful for the limited computing power of small and
embedded devices, such as digital cameras.

2.2.4 Image Compression

Images are source coded using compression algorithms to reduce their size for tem-
poral and spatial transmissions. Watermarking can be divided into two types based on
the type of image compression schemes: lossless compression based watermarking
and lossy compression based watermarking.

Lossless compression is preferred for archival purposes, medical imaging, tech-
nical drawings, clip art, comics, etc. Lossy compression methods, especially when
used at low bit rates, introduce compression artifacts. Lossy methods are especially
suitable for natural images such as photographs in applications where minor loss
of fidelity is acceptable to achieve a substantial reduction of the bit rate. There
are currently many lossy compression standards in wide use, such as JPEG and
JPEG2000.

Watermark can be either directly inserted into the raw image data or integrated
during the encoding process after compression. For image compression, the water-
marking process can be integrated into image codec or provided as a separate module.
The first approach needs to modify the image codec to add watermark embedding
and extraction modules. The second one does not change the image codec, but it
needs to analyze the encoded stream. It embeds the watermark into the compressed
bit stream directly. This is used in the case when the codec cannot be changed and
the bit stream can be gained.

2.2.5 Embedding Domain

In the watermark embedding based classification method, two approaches are used
for embedding: spatial domain and transform domain. The method used to embed the
watermark influences both the robustness against attacks and the detection algorithm,
but some methods are very simple and cannot meet the application requirements.
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Designing a watermark should consider a trade-off amongst the basic features of
robustness, fidelity, and payload.

Spatial domain watermarks insert data in the cover image changing pixels values or
image characteristics. The algorithms should carefully weigh the number of changed
bits in the pixels against the possibility of the watermark becoming visible. These
watermarks have been used for document authentication and tamper detection. The
most used spatial domain methods are LSB and spread spectrum (SS).

Transform domain algorithms hide the watermarking data in transform coeffi-
cients, thus spreading the data through the frequency spectrum, making it hard to
detect. These algorithms are tolerant against many types of signal processing ma-
nipulations. The most widely used transforms are discrete cosine transform (DCT)
and discrete wavelet transform (DWT).

2.2.5.1 LSB

This is the simplest embedding domain watermarking approach, because the LSBs
carry less relevant information and the modification of these bits does not cause
perceptible changes. Amongst these approaches, some use only the salient points,
by encrypting the watermark before embedding it. In this case, the watermark is
embedded in the cover image using a key. The key determines which points will be
affected and modified by the embedding process.

A watermark extraction algorithm is the inverse of its embedding algorithm. The
least significant pixel bits of an image together with the secret key are used in the
decoding algorithm to recover the original watermark. Li et al. [3] proposed a multi-
block dependency based fragile watermarking scheme to overcome this shortcoming.
The images are split into 8 × 8 pixel blocks; a 64-bit watermark is generated for
each image block which is then equally partitioned into eight parts. Each part of the
watermark is embedded into the LSBs of a different image block which is selected
by the corresponding secret key.

Figure 2.4 shows the numerical values of Lena’s left eye as a block of 16 × 16
pixel. The cover image and the LSB based watermarked image have only few dif-
ferences. For example, the value of the first pixel in the cover image is 111, and
corresponding pixel has a value of 110 in the watermarked image, which will go
unnoticed with a bare human eye.

2.2.5.2 SS

Most of the image watermarking methods are based on the ideas known from SS
radio communications, namely additive embedding of a pseudo-noise watermark
pattern and watermark recovery by correlation [4].

Figure 2.5 illustrates a simple, straightforward example of SS watermarking. The
cover image is the red component of the original RGB color image. The binary wa-
termark bits (represented by + 1 for a binary 1 and − 1 for a binary 0) to be embedded
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Fig. 2.4 LSB watermarking

are repeated. The spread information bits are then modulated with a cryptographi-
cally secure pseudo noise signal, which is scaled according to the visibility criteria
and added to the image pixels.

Figure 2.6 illustrates the corresponding watermark detector based on the prin-
ciple of a correlation receiver. In order to reduce the cross-talk between an image
and a watermark, pre-filtering is done to remove low frequencies from the signal,
specifically to remove the local mean. If the original cover image is available to the
watermark detector, it is advantageous to replace the filtering by subtraction of the
original cover image. The filtered watermarked image is then demodulated using
exactly the same pseudo-noise signal previously used in watermark embedding. The
samples of a correlation signal and a threshold decision yield the output bits. Thus,
the result of the watermark decoding is the same watermark information bits that
have been embedded.

The SS watermark can also be embedded in the DCT domain. The 1D watermark
vector is rearranged into image structure and by transforming the image into the
8 × 8 DCT domain; the watermark can be added directly to a partially decoded bit
stream, making it more robust. However this case is a part of the transform domain
algorithm.
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Fig. 2.5 Spread spectrum (SS) watermark embedding

Fig. 2.6 Spread spectrum (SS) watermark extraction
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2.2.5.3 DCT

When a watermark is embedded into the cover image spectrum, it does not directly
influence the selected image quality. The DCT makes a spectral analysis of the signal
and orders the spectral regions from high to low energy. It can be applied globally or
in blocks. When applied globally, the transform is applied to all parts of the image,
separating the spectral regions according to their energy. When applied to blocks,
the process is analogous, only the transform is applied to each block separately.

In particular, DCT is a Fourier-related transform and is similar to the discrete
Fourier transform (DFT), but it uses only real numbers. DCTs are equivalent to
DFTs but roughly of twice the length, operating on real data with even symmetry
(since the Fourier transform of a real and even function is real and even), where in
some variants the input and/or output data are shifted by half a sample.

DCT is widely used in image and video compression because it concentrates
the high energy components into fewer transform coefficients. The two-dimensional
DCT of N × N blocks are computed and the results are quantized and entropy coded,
where N is the block size (typically 8). The result is an 8 × 8 transform coefficient
array in which the (0,0) element (top-left) is the DC (zero-frequency) component and
entries with increasing vertical and horizontal index values represent higher vertical
and horizontal spatial frequencies.

A typical watermark embedding algorithm based on this approach has the
following steps:

1. Segment the cover image into nonoverlapping blocks, say of 8 × 8 pixels each;
2. Apply forward DCT to each of these blocks;
3. Apply a block selection criterion. For example, the rich texture blocks may be

chosen to be embedded into the watermark;
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Where N is the block size, e.g., N = 8.

4. Apply a coefficient selection criterion, e.g., the mid- or high-frequency AC
coefficients maybe chosen;

5. Embed watermark by modifying the selected coefficients, e.g., according to the
watermark bit 1 or 0, the AC coefficients maybe modified;

6. Apply inverse DCT transform on each block.
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2.2.5.4 DWT

The wavelet transform decomposes an image into four channels (LL, HL, LH, and
HH) with the same bandwidth thus creating a multi-resolution perspective, as illus-
trated in Fig. 2.7. The advantage of a wavelet transform is to allow a dual analysis
taking into account both the frequency and spatial domains.

Wavelets are being widely studied due to their applications in image compression,
with the ability that compression resistant watermarks may be produced. Another
interesting feature of the DWT is the possibility to select among different types of
filter banks, tuning for the desired bandwidth. When the DWT is applied to an image,
the resolution is reduced by 2K , where K is the number of times the transform was
applied. For example, Fig. 2.7 uses K = 2.

The wavelet based watermark is inserted by substituting the coefficients of the
cover image by the watermark’s data. This process improves watermark robustness,
but depends on the frequency. The low frequency (LL) channel image will damage
the cover image if the coefficients change, which in turn challenges the fidelity
propriety. However when this region of the spectrum is marked, a robust watermark
against compressions like JPEG and JPEG2000 is achieved. When the middle and
high frequency (LH and HL) channels are marked, some benefits against noise and
several types of filtering show up. Therefore these algorithms tend to be adapted
for human visual system to avoid that smaller modifications in the cover image be
perceptible.

2.2.6 Robustness

This feature refers to the ability of watermark detection after several image processing
operations. Watermarks cannot survive all kinds of attacks; hence attack resilience
must be optimized according to the application. For example, to verify data integrity,
a correlation between the received image and the signal is carried out when the
watermark is extracted. If differences are found, then manipulations must have been
occurred. Therefore, the following classification can be made:

• Robust watermarks
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Fig. 2.7 DWT four channels

These watermarks are designed to resist different kind of legal and illegal manipula-
tions. They can be used in a copyright protection, e.g., DVD copy protection. Thabit
and Khoo [5] proposed a novel robust reversible watermarking scheme based on
using the Slantlet transform matrix to transform small blocks of the original image
and hide the watermark by modifying the mean values of the carrier sub-bands. The
problem of overflow/underflow has been avoided by using histogram modification.

• Fragile watermarks

These watermarks can be destructed by small manipulations of the watermarked
image and therefore they act like digital signatures. Such watermarks have been
used for authentication and integrity verification.



56 C. Ling and O. Ur-Rehman

The fragile watermark is proposed in order to solve the problem of tampering
evidence, namely the information integrity verification. Because digital images are
very easy to be altered, the digital camera image does not have a high law significance.
Therefore, a trustworthy digital camera concept is proposed, such that when an image
is captured, a watermark is embedded in the image. Once the image is manipulated,
the image can be authenticated and tampered areas can be located according to the
watermark. Thus, the integrity of the picture is protected and the application of
digital cameras is enhanced, providing effective technical support for digital rights
management. Arsalan et al. [6] proposed a fragile watermarking approach “GA-
RevWM” for medical images. GA-RevWM is based on the concept of block-based
embedding using genetic algorithm (GA) and integer wavelet transform (IWT). GA
based intelligent threshold selection is used to improve the imperceptibility for a
fixed payload.

• Semi-fragile watermarking

The semi-fragile watermarking method is a trade-off between robust and fragile
watermarking. In case of images, semi-fragile watermarks will be continuously ma-
nipulated as a result of compression and conversion. Although these modifications of
the image are a result of standard image processing operations, they would be consid-
ered as a forgery in case of fragility check. A few bit errors might not have any visual
impact on such images due to the nature of such data and human visual perceptual
system. Therefore, semi-fragile watermarking is proposed. Semi-fragile watermark-
ing behaves as fragile watermarking against intentional illegal modifications and
as robust watermarking against casual legal manipulations like noise. Semi-fragile
watermarking is used in image authentication and tamper control. Jiménez-Salinas
et al. [7] proposed a novel watermarking algorithm based on the contourlet transform.
The embedded watermark is retrieved by computing the correlation between the wa-
termarked coefficients and the pseudorandom sequences. The detection threshold
is optimized via Neyman-Pearson criterion; hence the watermark detection can be
performed without knowing the value of the watermark strength, which can thus
be accurately adapted to each image. The proposed algorithm is robust to common
signal processing operations, which could be both intentional and unintentional.
Zhang et al. [8] proposed a novel design for image content authentication based on
the semi-fragile digital watermarking using side information. It is which combines
the RSA public key encryption technique with communication techniques, like SS
technology.

2.2.7 Lossless

According to the quality of a watermarked image, watermarking can be classified into
reversible and irreversible watermarking. All of the above mentioned watermarking
schemes fall in the category of irreversible watermarking, i.e., the watermark em-
bedding is not reversible; causing permanent changes in the original host image
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after a watermark has been embedded. In applications of high significance, such as
military, government, law, and medical images, these changes are hard to be ac-
cepted; therefore reversible watermarking was proposed in the patents by Barton
[9] and Honsigner et al. [10]. Reversible watermarking method is a technique which
enables images to be authenticated and then restored in their original form by remov-
ing the digital watermark and replacing the image data that had been overwritten.
This makes images acceptable for legal purposes. Reversible watermarking is a new
research interest in watermark authentication. This technique for authentication of
reconnaissance images is also of interest in military applications. Ni et al. [11] uses
the zero or the minimum points of the histogram of an image and slightly modifies
the pixel grayscale values to embed data into the image. It can embed more data
than many of the existing reversible data hiding algorithms. Tian [12] presented
a novel reversible data embedding method for digital images. The differences of
neighboring pixel values are calculated, and some difference values are selected for
the difference expansion. Poonkuntran and Rajesh [13] proposed a new reversible
semi-fragile watermarking scheme for the authentication of digital fundus images
that satisfies eight mandatory requirements. The proposed scheme generates a water-
mark dynamically using chaotic system and it is embedded using integer transform
in reversible way. It precisely locates the tampered areas in the images and detects
the watermark in a completely blind approach without using the knowledge of both
the original image and the watermark. A semi-fragile lossless data hiding scheme
based on histogram distribution shift in IWT domain is proposed by Alavianmehr
et al. [14]. In the proposed scheme, the transform approximation image is divided
into nonoverlapping blocks. In each block, the differences between the neighboring
elements are computed and a histogram is made on the difference values. The water-
mark is embedded into the blocks based on a multi-level shifting mechanism of the
histogram. It enables the exact recovery of an original host signal upon extracting
the embedded information, if the watermarked image is not affected by any other
process.

2.3 Requirements of Watermarking

When a watermarking algorithm is designed and implemented, many requirements
should be considered. These requirements are independent of each other and need
to be weighed to accomplish the desired purpose, e.g., certain aspects can be de-
creased to increase the robustness. In this section, some important requirements of a
watermarking system are introduced.

2.3.1 Fidelity

This requirement can also be called invisibility. It preserves the similarity between a
watermarked image and the original image according to human perception. The wa-
termark must remain invisible notwithstanding the occurrence of small degradations
in image brightness or contrast, like the picture in Fig. 2.3b.
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As a metric of invisibility, the subjective tests and objective quality measures
can be used. Obviously, human eye is the most direct and fastest method to test the
fidelity (e.g., “ITU-R BT.500-11” recommendation). The objective quality measure
covers many measurements, such as signal to noise ratio (SNR) and peak signal to
noise ratio (PSNR).

2.3.2 Capacity

Capacity, also known as the data payload, is the number of message bits that can be
inserted into the image through watermarking. Capacity varies with each application.
In case of images, a watermark is a static set of bits.

For example, an LSB based watermarking can have a high payload because 1–3
bits of a message can be embedded in every pixel’s LSBs for an 8 bit gray image,
there is a 64–192 bit capacity just for one 8 × 8 block without being caught by the
human perceptual system. However, the SS method has a low capacity, since it needs
many redundant pseudo-random signals to ensure the robustness. DCT and DWT
watermarking cannot insert many message bits and are limited by the capacity.

2.3.3 Robustness

The robustness of watermarking means that the watermark can be detected even
after the standard image processing operations. The image processing methods in-
clude lossy compression, spatial filtering, geometric distortion (rotation, scaling,
translation, zooming), etc. Different applications have different requirements for
robustness. For fragile watermarking, robustness is just used for complete authenti-
cation. Fragile watermarking does not need to be robust against signal processing,
but to emphasize sensitive changes. Bit error rate (BER) and normal correlation (NC)
are usually used to measure robustness.

2.3.4 Security

The security of watermarking algorithms refers to their ability to resist attacks. During
transmission, channel noise might degrade the image quality or damage its content.
Such modifications are unintentional or accidental and are inevitable because the
common image processing operations or transmission noise introduces these dis-
tortions. On the other hand, intentional (or malicious) modifications are attacks on
security that use all the available resources to change the image content and at the
same time destroy or modify the watermark, making it impossible to be extracted.
The methods usually used are signal processing techniques and cryptanalysis. The
most common attacks on images are listed below.
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Fig. 2.8 a Original airplane image. b The airplane serial number “01568” removed on the after-body

2.3.4.1 Malicious Attacks

The most usual malicious attack on images is spatial tampering. In spatial tampering,
malicious alterations are performed on the data or on the content of an image. Some of
the operations that are used in spatial tampering attack are cropping and replacement,
morphing, object addition, modification and removal, etc. These attacks can be
efficiently performed with the help of image editing and reconstruction software,
such as Photoshop.

Object Removal Attack

In object removal attack, one or more objects in an image are eliminated, e.g., a
person may be removed from a photo to destroy the evidence of his or her presence
in a scene. This kind of an attack is commonly performed when a person wants to
hide something present in the original image. An example is shown in Fig. 2.8, where
the serial number “01568” of an airplane, shown in Fig. 2.8a, is removed as shown
in Fig. 2.8b.

Object Addition (Insertion) Attack

Object addition or insertion attack involves adding one more objects in an image,
whereas they were not present in the original image, e.g., adding something which
was not in the original scene. Mostly in the images useful for evidence, an addi-
tional object can be inserted into the image, with the help of sophisticated image
editing software to mislead the investigation agencies as well as a court. As shown
in Fig. 2.9a, an additional airplane is added to the original image.
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Fig. 2.9 a Another airplane is added in the original image. b The airplane serial number “01568”
is modified to “01555” on the afterbody

Object Modification Attack

By the object modification attack, an existing object in the image can be modified in
such a way that the original identity of that object is lost and a new object appears
which is totally different from the original object. Object modification attacks can
be done in many forms.

For instance, the size, shape, or color of the existing objects may be changed or
the nature of an object and its relation to other objects in an image may be changed
with the help of additional manipulations. It is a challenging task, for authentication
systems, to detect this kind of attacks since these attacks are performed at the pixel
level. The authentication systems should be robust enough to differentiate this kind
of attacks from the normal image processing operations, such as compression, etc.
Figure 2.9b shows a case that the airplane serial number “01568” is modified to
“01555.”

Collusion Attack

Another type of malicious attack on images is the collusion attack. Many adversarial
attackers share their watermarked images to generate an illegal content (e.g., an
image without watermarks).

Suppose f is a cover image and wm is the embedded watermark. The ith watermark
wmi can be seen as the noise to be added to the cover f. This means that the noise
watermark is smaller than the cover image f.
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If adversaries collected many different watermarked images, they can average
these watermarked images to gain a version without watermark, as illustrated in Eq.
2.10.

fwm = f + wmi (2.9)
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2.3.4.2 Incidental Attack

Incidental attacks change the data of the cover image without attempting to target
the watermark location. They are non-malicious attacks and include noise addition
and image processing without any malicious intent from an adversary. When a wa-
termarked image is transmitted, distortions may be introduced, e.g., as a prevalent
noise such as additive white Gaussian noise (AWGN). Two of the incidental attacks
or modifications are discussed as follows.

Image Compression

Image compression is the reduction of data size of an image or the number of bits re-
quired to represent the image. Applications of compression are in TV broadcasting,
remote sensing via satellite, military communication via aircraft, radar, telecon-
ferencing, facsimile transmission of educational and business documents, medical
images that arise in computer tomography, magnetic resonance imaging and digital
radiology, motion, pictures, satellite images, weather maps, geological surveys, etc.
Image compression changes the data of the image (the actual bits) but the content
remains unchanged.

Image Enhancement

Image enhancements refer to the accentuation or sharpening of image features, such
as boundaries or contrast, to make a graphic display more useful for visualization
and analysis. It includes gray level and contrast manipulation, noise reduction, edge
sharpening, filtering, interpolation and magnification, pseudo coloring, etc. Like
image compression, image enhancement methods also do not change the inherent
information content in an image.

2.3.4.3 Secret Key

In cryptography, Kerckhoffs’s principle states that a cryptosystem should be secure
even if everything about the system, except the key, is publically known. This means
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that the security of an image authentication system should closely rely on the secret
key. Unfortunately, less attention has been paid to openness and transparency of
watermarking algorithms. In other words, most authentication methods have an
assumption that the attackers do not know that the image has been watermarked. For
a good watermarking system, the embedding and extraction algorithms should be
public. An adversary will be able to find the watermarked image, extract the original
watermark, tamper the image and finally re-embed the extracted original watermark
into the tampered image. Therefore, the secret key plays an important role in such a
watermarking system.

2.3.5 Tamper Detection, Location, and Recovery

Fragile watermarking is generally used for image content authentication watermark-
ing algorithms. Once the image is attacked, its watermark will be destroyed. Thus,
though the attack on image integrity is detectable but due to the traditional fragile
watermarking algorithms, based on digital signatures using a hash function, the im-
age authentication will fail due to avalanche effect. Therefore, semi-fragile approach
is proposed to solve this problem.

Figure 2.10 shows an example of watermarking. In Fig. 2.10a, 2.10b, the wa-
termark is invisible, whereas a white ball is added and the mouth is removed in
Fig. 2.10c. The detection result can accurately locate the block-wise tampered areas.

In practice, it is not enough to only detect whether an image is attacked but it
should also be possible to locate the tampered areas and, if possible, recover the
original data. Through the location of tampered areas, the attacker’s intention can be
known and recovery of the tampered parts will follow. The recovered image of the
tampered image is shown in Fig. 2.10e where the hat and the mouth of the original
image are recovered.

Some state-of-the-art watermarking methods with recovery are listed as follows.
Fridrich and Goljan [15] introduced two techniques for self-embedding of an image.
The first method is based on transforming 8 × 8 blocks of an image using DCT
quantization coefficients. Thenceforth watermarks are embedded in the LSBs. This
approach gives a high quality of reconstructed image but it is very fragile. Another
method uses a principal similar to differential encoding to embed a circular shift of
the original image with a decreased color depth into the original image. Although
the reconstructed image gradually degrades with the increasing amount of noise, it
is more robust. An adjacent-block based statistical detection approach to accurately
identify the tampered block was proposed by He et al. [16]. It is a fragile water-
marking algorithm in tamper detection under collage attack and content-tampering
attack. Lee and Lin [17] proposed a dual watermarking scheme for image tampering
detection and recovery. Each block in the image contains a watermark of an addi-
tional two blocks. This means that there are two copies of the watermark for each
nonoverlapping block in the image. Therefore, the scheme maintains two copies of
the watermark of an entire image and provides a second chance for block recovery
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Fig. 2.10 An example of watermarking image authentication with error location

in case one copy is destroyed. This method is robust against large tampered area
but as the watermark is embedded in the LSB it is fragile for legitimate operations.
Data about the principal content in a region is always embedded into another region
for content recovery at the receiver. When both the certain region and the region
containing its original information are tampered, the content recovery fails. To deal
with this problem, a hierarchical mechanism combined with an exhaustive search
method for retrieving the original most significant bits (MSB) was introduced by
Zhang and Wang [18].

Nevertheless, this approach is effective only if the tampered area is smaller than
6.6 % of the whole image. Zhang et al. [19] proposed a method, in which the wa-
termarking data produced by exclusive-or operations on the original MSB of a pair
of pixels is embedded into the LSB planes. The receiver may estimate the pixel
values based on the original or recovered neighboring pixel values. If the tamper-
ing percentage is high, recovery will still fail. Zhang et al. [20] proposed a novel
self-recovery watermarking scheme. The watermarking data for content recovery
is calculated from the original DCT coefficients of the host image. When a part of
the watermarked image is tampered, the un-tampered watermarking data can still be
extracted using compressive sensing (CS) technique or compositive reconstruction.



64 C. Ling and O. Ur-Rehman

2.4 A Watermarking Algorithm for Image Authentication

As stated before, there are two main image authentication methods, i.e., digital
signatures and digital watermarking. Both of them have their own pros and cons.
Using digital signatures for data authentication is quite mature and is already in wide
use but it needs extra bandwidth. Due to the use of a hash function, they are susceptible
to failed authentication because of the avalanche effect. Digital watermarking can
realize authentication without the aforementioned shortcomings. Since it is difficult
to be discarded or tampered, watermarking technology is gaining wide interest in
recent researches.

Just like digital signatures, the fragile watermarking approach is proposed to
verify the integrity and authenticity of digital content and location of tampered or
modified areas using the embedded data.

In practice, an image will always be processed using some common image pro-
cessing operations such as compression and filtering. The fragile watermarking is
not suitable for these situations, so the semi-fragile watermarking technique has been
proposed. Lin and Chang [21] proposed a novel image authentication system based
on semi-fragile watermarking technique. It is the first system which has the capa-
bility of distinguishing malicious attacks from acceptable operations. It is sensitive
to detection and location of malicious manipulations but is robust to a certain ex-
tent against JPEG lossy compression. Cheddad et al. [22] presented a semi-fragile
watermarking method using a halftone version. It uses imperceptible information
hiding technique to add another security layer which is resistant to noise and JPEG
compression. Chamlawi et al. [23] proposed a wavelet domain based semi-fragile
watermarking scheme. It exhibits robustness to JPEG compression. However, the
tolerable tampering percentage is not high. Zhu et al. [24] presented a semi-fragile
watermarking approach for automatic authentication and restoration of the content
of digital images. They formulate the restoration problem as an irregular sampling
problem where tampered blocks are detected. Their method is robust to common
image processing operations such as lossy transcoding and image filtering but their
acceptable tampered areas are small.

In this section, designing watermarking for image authentication is introduced
and an example of semi-fragile watermarking is given.

2.4.1 Watermark Design

As mentioned above, a watermark is always generated using the features of the cover
image, which will be embedded into the host image. If some parts of the watermarked
image are manipulated, they can be detected via the extracted watermark.

In this section, a recent watermarking approach is briefly introduced (see
Fig. 2.11).

Suppose that the cover image is divided into 10 × 10 blocks. First, the features
for the cover image are calculated and then the watermark is generated. Here, wmA,
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Fig. 2.11 Watermarking
embedding
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wmB , wmC , wmD , wmX denotes the corresponding watermarks of block A, block
B, block C, block D and block X (yellow blocks). Scrambling/permutation is used
to encrypt the original watermark using a secret key. As shown in Fig. 2.12, the
extracted watermark wmA from Block A is not embedded in the Block A itself,
rather it is embedded into the Block B. The watermark wmB is inserted into Block C
and so on. Finally, the watermark wmX will be embedded into Block A. The reasons
for using scrambling are: (1) it introduces de-correlation into the watermarking, thus
making it more secure; (2) the image feature and its watermark are not destroyed at
the same time.

Since the features of an image are correlated in space, the de-correlation in wa-
termarking makes it hard for attackers to find the original watermark and to change
it. For example, if the Block A is tampered (red block) its feature may change. If
the watermark wmA was also embedded in Block A, wmA would unfortunately be
destroyed due to the changes. However, if watermark wmA is inserted into Block
B, which is un-tampered, wmA will survive. It will detect that the Block A is tam-
pered. Accordingly, the Block X is not falsified, but its watermark wmX which is
embedded into Block A is. Comparing the wmX with the regenerated wmX

′ from the
un-tampered Block X, Block A can also be authenticated.

Because the tampered areas are always concentrated, scrambling disperses the
corresponding watermarks into the whole image and increases the tamper detection
capability.

In general, the watermarking scheme discussed in this section can be divided into
two parts. The first part is feature extraction and watermark generation. The second
part is watermark embedding and later on its extraction for authentication.
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Fig. 2.12 Image in different binary representations. a Original image, b gray threshold version, c
edge version, and d dithered version

2.4.1.1 Feature Extraction

There are many kinds of interesting image features, such as gray threshold, edge,
dithered, statistical, DCT, DWT, etc.

Binary Representations

Image features are essential, as they are embedded into the cover image and therefore
the features should be very precise and concise to make them good for embedding.
There is a trade-off between perceptual visualization and space demand for embed-
ding. Without taking compression into account, the payload can be consistent with
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the cover image. If the host image is stored as an 8-bit unsigned integer type, then
one pixel will require an 8-bit payload, as shown in Fig. 2.12a. An approximation
of the cover image can be achieved by applying the gray threshold technique which
results in a binary image demanding only 1-bit per pixel for storage, as shown in
Fig. 2.12b. As illustrated in Fig. 2.12c, the edges of objects in an image are very
important features, since they reflect the principal contour of the objects in the im-
age. Another approach is dithering as shown in Fig. 2.12d. Dithering is a process
by which a digital image with a finite number of gray levels is made to appear as a
continuous-tone image.

Statistical Feature

There are many features based on the statistical values of the image data, e.g., his-
togram of pixel values. In statistics, a histogram is a graphical representation of the
distribution of data. It is an estimate of the probability distribution of a continuous
variable.

The height of a rectangle is also equal to the frequency density of the interval,
i.e., the frequency divided by the width of the interval. A histogram may sometimes
be normalized for displaying the relative frequencies. It then shows the proportion
of cases that fall into each of several categories, with the total area equaling 1.
Figure 2.13 shows histograms of the “house” and “boat” images.

Transform Coefficients

Transform coefficient is another method to obtain the image features. A time domain
image shows how a signal changes over time. A frequency domain graph shows how
much of the signal lies within each given frequency band over a range of frequencies.
The transform coefficients, such as FT, DCT, and DWT, are relatively stable. Usually,
the image is divided into nonoverlapping 8 × 8 blocks. Then, for each block, the
DCT coefficients are calculated. Afterwards the DC coefficients are used to generate
the watermark, since the DC coefficient in an image block is more stable as compared
to the AC ones.

Other Features

There are plenty of other features, for example, pseudo-random sequences and prin-
cipal component analysis (PCA). Pseudo-random sequence watermark has a random
seed that is used to generate the watermarked matrix. This seed must be stored like a
secret key and is used in the detection process to for watermark reconstruction. The
use of binary watermarks with this algorithm is rather common. Chaotic sequence
is a common pseudo random sequence generation method.
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Fig. 2.13 Histograms of different images

An image can be seen as a high dimensional data. If there are m × n pixels in an
image, then each image yields a data point in Rm × n. However, human senses do not
consider the high-dimensional pixels, and will rather deal with the m × n pixels to
generate a low-dimensional natural structure. The watermark can be generated using
the low dimensional data, for which PCA is the most common method. It uses orthog-
onal transformation to convert a set of observations of possibly correlated variables
into a set of values of linearly uncorrelated variables called principal components.
The number of principal components is less than or equal to the number of original
variables. This transformation is defined in such a way that the first principal compo-
nent has the largest possible variance (that is, it represents as much variability in the
data as possible), and each succeeding component in turn has the highest variance
possible under the constraint that it be orthogonal to (i.e., uncorrelated with) the
preceding components. PCA can generate a robust feature, thus it is always used in
robust watermarking.
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2.4.1.2 Watermark Embedding Approach

The watermark embedding approach needs to be considered according to the design
goals. In order to design a robust watermarking scheme, a robust method should be
used. For example, SS is a good choice for robust embedding. More redundancy
needs to be inserted in the watermark for robustness. ECC make a watermark more
robust against attacks.

In order to design a fragile watermarking, LSB method can be a good choice.
Because of the large capacity and sensitivity, the embedded watermark changes
after most manipulations. For the watermark embedding procedure, research has
shown that transform domain methods have a robust performance for semi-fragile
watermarking methods. Using the transform coefficients, the embedding approach
is robust against lossy compression, noise, and many signal processing operations.

2.4.2 An Example Design Case

2.4.2.1 Goals

Some design goals of the proposed algorithm are,

1. Semi-fragile watermarking

This method should be robust to most image processing operations, such as lossy
compression, noise, and filtering, but it still needs to be fragile to malicious attacks.

2. Kerckhoffs’s principle

The security of an image authentication system should closely rely on the secret
key. Suppose that the watermark embedding method is public and the attackers
know already that the image has been watermarked. The adversary may extract the
original watermark, tamper the image, and then re-embed the original watermark
into the tampered image.

2.4.2.2 Hybrid Feature Watermark Generation

Assume that the luminance component of the image is Y and the image has N1

columns and N2 rows of pixels (both N1 and N2 are multiples of 8). Thus the total
number of pixels is N = N1 × N2. Y (x, y) denotes the pixel, where 1 ≤ x ≤ N1

and 1 ≤ y ≤ N2. Each pixel Y (x, y) has the range of gray levels as [0, 255]. For a
watermarking content authentication algorithm, effective feature is very important.
If the extracted feature represents the main semantic information, it is capable to be
resistant against the legitimate signal operations. The feature will be constant if the
semantic information does not change. In this example, the hybrid feature focuses on
the main semantic information of the images. The first part is a gray threshold feature
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GT, where the threshold is an adaptive median med. The gray threshold feature can
be calculated as follows:

GT =
⎧
⎨

⎩
1 if Y (x, y) ≥ med

0 if Y (x, y) < med

med = median(Y ) (2.11)

where median(Y ) is the function of finding the median of Y.
The other part is the edge detection based feature extraction, where the edge

feature EG can be obtained using known edge detectors, such as the Canny edge
detector. The edge based feature represents one of the most important and widely
used feature of an image.

When the original hybrid feature is generated, the amount of data is too large to
be embedded into the cover image. In this example case, only 8 × 8 DCT blocks
are considered, so two features GT and EG should be divided into blocks. 2 bits are
used to represent GT and EG. The blocking functions are as follows:

GT(i,j ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if
8×8∑

k=1
GT k

(i,j ) ≥ τgt

0 if
8×8∑

k=1
GT k

(i,j ) < τgt

(2.12)

EG(i,j ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 if
8×8∑

k=1
EGk

(i,j ) ≥ τeg

0 if
8×8∑

k=1
EGk

(i,j ) < τeg

(2.13)

where (i, j) denotes the indices of non overlapping 8 × 8 blocks. GT k
(i,j ) and EGk

(i,j )
are the k-th GT and EG coefficients of the (i, j) 8 × 8 blocks respectively. GT(i,j )
and EG(i,j ) denote the output GT and EG feature for each 8 × 8 block. τgt and
τeg are predefined thresholds. In other words, blocking functions convert the hybrid
feature into 2-bits. After blocking, the size of GT and EG becomes N respectively.
GT and EG will compose the hybrid feature HF, which is the 2 bit hybrid feature
for each 8 × 8 DCT block. The LSB is a gray threshold feature GT, and the MSB
is the edge feature EG. In order to increase the security, the torus automorphism is
used for permutation using a secret key, written as

⎡

⎣i ′

j ′

⎤

⎦ =
⎡

⎣1 1

k k + 1

⎤

⎦

⎡

⎣i

j

⎤

⎦ (mod S) (2.14)

where (i, j) is the original position and (i′, j′) the new position. S is a positive integer
about the range of transformation. k is the random variable generated by a secret key.
Finally, the original feature will be transformed and the watermark is generated.
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2.4.2.3 Watermark Embedding

The input original cover image Y is segmented into non overlapping 8 × 8 blocks
Yb(i, j). After DCT transform, the principal diagonal coefficients are chosen to embed
the watermark. In other words, the embedding position is between 30 and 41 after
the zigzag scan. In this way, the block has good chances of withstanding most of the
attacks. The watermark embedding method is described as follows:

If wm = 1, then
⎧
⎨

⎩
Ck(u) = Ck(v), Ck(v) = Ck(u)

Ck(u) = Ck(u) + s, Ck(v) = Ck(v) − s

if Ck(u) < Ck(v)

if Ck(u) = Ck(v)
(2.15)

If wm = 0, then
⎧
⎨

⎩
Ck(u) = Ck(v), Ck(v) = Ck(u)

Ck(u) = Ck(u) − s, Ck(v) = Ck(v) + s

if Ck(u) > Ck(v)

if Ck(u) = Ck(v)
(2.16)

Ck denotes the principal diagonal coefficients; u and v represent the embedding
position indices of the diagonal DCT coefficients and s is a small constant.

In order to increase the robustness of a watermarking system, an error correcting
code is used. According to the embedding position u and v, the proposed method can
embed a 6 bit watermark in each 8 × 8 block. However, only 2 bits represent the
hybrid feature, so 4 error correcting bits can be embedded. Here a (6, 2) repetition
code is used. For example, if the watermark is {01}, then the encoded watermark
is {01| 01| 01}. Thus, at the receiver side, the watermark extraction is more robust
using majority logic decoding. After embedding a watermark, the watermarked DCT
block is inverse transformed.

The original image and watermarked image are shown in Fig. 2.14a, 2.14c. The
hybrid feature is described in Fig. 2.14b. It shows that the proposed algorithm satisfies
perceptual invisibility.

2.4.2.4 Watermark Extraction and Authentication Procedure

Suppose that an adversary has tampered some regions in a watermarked image with
fake information as shown in Fig. 2.14d. At the receiver, the luminance component is
extracted from the watermarked image Yt . The input is divided into non overlapping
8 × 8 blocks and the watermark wm′ is extracted as follows:

⎧
⎪⎪⎨

⎪⎪⎩

wm′ = 1

wm′ = 0

wm′ = −1

if Ck(u) > Ck(v)

if Ck(u) < Ck(v)

if Ck(u) = Ck(v)

(2.17)

wm′ = − 1 means the bit has an error. Because the original watermark has 4 bit re-
dundancies, the wm’can be corrected by the duplicated information. The watermark
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Fig. 2.14 a Original hall image. b Hybrid feature. c Watermarked hall image (PSNR = 34.57).
d Tampered watermarked image. e Tampered area location map

is inverse permutated and then the extracted hybrid feature HF′ is obtained. The
watermarked image Yt generates the hybrid feature HFÊº as the watermark embed-
ding procedure. After subtraction, the original tampered area location map TM is
created. The original tampered area location map often has some isolated points, so
it needs post-processing. After the connected domain computation and some small
areas removal, the final tampered area location map is generated in Fig. 2.14e.
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Chapter 3
Perceptual Image Hashing Technique for Image
Authentication in WMSNs

Jinse Shin and Christoph Ruland

3.1 Introduction

The rapid development of mobile communication infrastructure and the recent ad-
vances in consumer electronic devices such as a smartphone and a tablet PC have
allowed individuals to easily produce, distribute, and enjoy multimedia contents
in digital form from anywhere at any time. Additionally, due to the availability of
low-cost hardware such as a complementary metal-oxide-semiconductor (CMOS)
camera and a digital microphone, wireless multimedia sensor networks (WMSNs)
which enable to deliver multimedia data in wireless sensor networks (WSNs) have
been grown and widely used for a variety of application (e.g., surveillance system,
traffic enforcement system, personal health monitoring system) in recent years [2].
However, the same technologies that have brought about profound changes and new
opportunities in our lives have also enabled people to easily manipulate and duplicate
multimedia data without any trace. In this context, a secure multimedia communica-
tion becomes increasingly more important than before since visual data may contain
sensitive information which should be always authentic. Otherwise, tampered data
or malicious data may lead to a wrong decision and cause serious problems for the
public and each individual in many ways.

The simplest way to provide data authentication mechanism is to directly employ
a traditional security solution based on cryptography. A data authentication scheme
using a cryptographic approach can be largely categorized into two types according
to the data integrity criteria: hard authentication and soft authentication [30].
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A hard authentication approach does not allow any bit changes on the input
data, like a standardized cryptographic scheme such as message authentication code
(MAC) or digital signature standard (DSS) [13, 25]. To do this, a hard authentication
scheme generates an authentication code from the input data and delivers it along
with the data. During the verification process, the authentication code recalculated
from the received data are expected to exactly match with the received authentica-
tion code as long as the received data or authentication code are not corrupted or
manipulated in transit.

On the other hand, a soft authentication approach is more flexible to small changes
on the input data in such a way that it can tolerate a certain level of noise and error
caused by an error-prone wireless channel. This noise and error resilience property
can be achieved by measuring the distance between the recalculated authentication
code and the received one, and then comparing the difference with a preset threshold.
As a consequence, a soft authentication scheme can conclude that the received data is
authentic when the difference is smaller than the threshold. Otherwise, it is declared
as non-authentic. In recent years, researchers have proposed several different ideas,
such as approximate message authentication code (AMAC), noise tolerant message
authentication code (NTMAC), and fuzzy authentication, in order to deal with the
challenging problems of data authentication in the presence of noise [3, 7, 30].

Although a soft authentication approach can have the error resilience property,
there are still some limitations for secure multimedia communication. The main
challenge is caused by the perceptual redundancy of multimedia data which cannot
be noticed by human. For instance, a sensor node in WMSNs may apply image com-
pression before data transmission because it is the most effective way to decrease the
required energy consumption and network bandwidth by reducing the size of image
data to be transferred [2, 6]. However, a general image compression process mainly
aims at removing the perceptual redundancies of an image so that it does not affect
image content itself while reducing the size of image data and having completely dif-
ferent pixel values compared to the original image. Besides image compression, there
are several acceptable image processing operations which keep the same perceptual
meaning of the original image, but generate a totally different binary representa-
tion. Accordingly, a soft authentication scheme cannot provide enough robustness
against such an incidental distortion caused by an acceptable image processing op-
eration (e.g., lossy compression) nor locate a tampered region when image content
is maliciously manipulated, because soft authentication is also basically designed
to authenticate the binary representation of the input data. Therefore, the existing
data authentication schemes based on cryptography are not practically suited for se-
cure multimedia communication even though they have been provided an adequate
solution for legacy networks.

To cope with the above mentioned challenges of WMSNs, a digital watermarking
based image authentication approach has emerged as an alternative data authentica-
tion scheme due to the robustness and the imperceptibility of the digital watermarking
technique [11]. Although the digital watermarking technique can deal with those
challenges, the extra source coding to embed a watermark into an image imposes
significant overheads on a sensor node which has constraints on the limited energy
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and computational resources. For this reason, this chapter introduces a content based
image authentication approach using perceptual image hashing technique which is
receiving an increased attention in multimedia security domain. Moreover, this chap-
ter also investigates the feasibility of the use of perceptual image hashing technique
as another alternative for image authentication in WMSNs.

The rest of this chapter is organized as follows: Sects. 3.2 and 3.3 respectively
cover the high level requirements for image authentication in WMSNs and the previ-
ous works regarding data authentication schemes for WMSNs. Section 3.4 explains
the basic concept and three desirable properties of perceptual image hashing. In ad-
dition, the detailed descriptions of the existing perceptual image hashing algorithms
are reviewed in Sect. 3.5, followed by Sect. 3.6 presenting the experimental results
for the selected algorithms with respect to robustness, discriminability, and security.
Finally, the last section concludes this chapter with a brief summary.

3.2 High Level Requirements for Image Authentication
in WMSNs

Image authentication has been studied for more than a decade to handle the problems
of image transmission over unsecured wireless networks and to protect the authen-
ticity of an image. However, requirements for image authentication in WMSNs
are different in many ways from those of traditional data communication systems.
Therefore, high level requirements for image authentication in WMSNs are dis-
cussed in this section. Figure 3.1 briefly shows the high level requirements for image
authentication in WMSNs.

From a security perspective, the definition of data integrity is the main differ-
ence in requirements between WMSNs and traditional data communications. In this
regard, the robustness, error resilience, and discriminability requirements should
be satisfied in order to provide data integrity which requires a different criterion

Robustness

Error resilience

Discriminability

Data origin authentication Complexity

High level requirements 
for image authentication in WMSNs

Data integrity

Fig. 3.1 High level requirements for image authentication in WMSNs
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Fig. 3.2 Original Lena image and three distorted versions of Lena image with the binarized absolute
difference map between the pixel values of the original and the distorted image. a Original image.
b JPEG compression, QF = 90 (PSNR = 40.82 dB). c AWGN, σ 2 = 0.005 (PSNR = 22.99 dB).
d Tampered image (PSNR = 25.60 dB)

for image authentication in WMSNs. Besides, data origin authentication and low
complexity are required as well. Those requirements are described below.

Data Integrity Data integrity is generally defined as the completeness and the con-
sistency of the received data which ensure that data have not been corrupted or
modified in its binary representation during a data communication procedure. For
image authentication in WMSNs, however, it is desirable to authenticate the percep-
tual content of an image rather than its binary representation. Thus, no matter what
the binary representation of the image has been received, it should be considered
as authentic as long as the underlying perceptual content of the image has not been
changed. For instance, Fig. 3.2 illustrates three different distorted versions of the
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Lena image and the corresponding absolute difference maps between the pixel val-
ues of the original image and the distorted ones. As can be shown in Fig. 3.2b and
c, both of the distorted images should be declared as authentic since their perceptual
content is exactly identical to the original Lena image even though more than 80 and
97 % of the pixel values of the image have been changed respectively. Compared to
those content preserving modifications, the tampered image shown in Fig. 3.2d is
more similar to the original image in terms of its binary representation since only
3.2 % (8346 pixels out of 512 × 512 total pixels) has been changed in the image.

Robustness In WMSNs, performing multimedia in-network processing (e.g., in-
network compression) on the acquired raw data has been considered as one of the
solutions to reduce the energy consumption and the amount of data to be transmitted
[2]. Furthermore, WMSNs even allow dividing a computationally demanding func-
tionality into several small tasks, and then those tasks can be assigned to a set of
sensor nodes in order to efficiently utilize the constrained resources of WMSNs [14].
For a simple example in a video surveillance application, a single captured image
can be transferred to the sink node instead of video streaming when any intrusion
is detected by the result of object recognition and tracking algorithm. The captured
image can be also compressed at any intermediate node. From a security perspective,
however, it should be irrelevant what and where multimedia in-network processing
has occurred in the end-to-end communication, as long as those operations preserve
the perceptual content of an image. Accordingly, image authentication in WMSNs
should be robust against acceptable image processing operations preserving the se-
mantic meaning of image content. Thus, the authenticity and the integrity of an image
which underwent acceptable image processing operations can be transparent to the
end-to-end secure communication, and finally verified as authentic.

Error Resilience Unlike wired networks, packet loss or transmission error may
often occur in WMSNs because the wireless link quality is frequently unstable.
More importantly, a resource constraint sensor node may cause more packet loss due
to the buffer overflow [39]. Although those packet loss and transmission error result
in perceptual degradation or damages on the delivered image without any malicious
attacks, the received image may still keep the perceptual content of the original
image. Therefore, the error resilience property is required for image authentication
in WMSNs. Error resilience can be classified as the robustness requirement, but it is
separated from the robustness on purpose because of the loss- and error-prone nature
of WMSNs.

Discriminability To detect any malicious modifications in an image, it is necessary
to provide discriminability which can distinguish content changing modifications
from content preserving modifications. The discriminability requirement is often re-
ferred as sensitivity in the literature [18]. However, a strong statistical and perceptual
redundancy on an image makes it difficult to distinguish malicious manipulations
especially when the size of a manipulated area is relatively small. For example, the
peak signal-to-noise ratio (PSNR) of the tampered Lena image shown in Fig. 3.2d
is even larger than the Lena image with additive white Gaussian noise (AWGN) of
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σ 2 = 0.005. It means that the distortion of the tampered image in this example
is smaller than the noisy image that contains perceptually identical image content.
Moreover, the discriminability requirement is in conflict with the robustness and
error resilience requirements. Thus, the tradeoff between those conflicting require-
ments should be carefully taken into account in order to design a practical image
authentication system in WMSNs depending on the purpose of the application.

Data Origin Authentication One of the main obstacles in WMSNs is that sensor
nodes are generally deployed in an unattended environment and managed remotely.
In other words, all the sensor nodes are exposed to a physical attack so that an attacker
can take over a sensor node or even deploy his/her own sensor nodes in WMSNs.
Accordingly, it is highly possible for an attacker to fool the network into accept-
ing manipulated messages or malicious messages injected from his/her own sensor
nodes [32, 33]. For this reason, image authentication in WMSNs should provide a
mechanism which a recipient can make sure that the received image originates from
the claimed source node [27].

Low Complexity Processing image data requires typically more resources in terms of
CPU usage, memory, and network bandwidth than processing scalar data. Addition-
ally, the image authentication functionality also imposes a computational overhead
on a resource constrained sensor node [2, 37]. Thus, the computational complexity
of image authentication should be considered to realize low energy consumption and
a low cost device in WMSNs.

3.3 Previous Works on Data Authentication in WMSNs

As a traditional way to ensure data integrity and data origin authentication, WSNs
employ a cryptographic approach. In particular, wireless scalar sensor networks
(WSSNs) commonly utilize a symmetric cryptographic algorithm rather than an
asymmetric cryptographic algorithm since an asymmetric cryptographic algorithm
is known to require more processing power and memory resources than what typical
sensor nodes can offer. Accordingly, data authentication schemes using an asym-
metric cryptographic algorithm are considered as not suitable for WSNs due to the
resource constraints of sensor nodes.

Compared to typical sensor nodes in WSSNs, multimedia sensor nodes are gen-
erally equipped with sufficient computational resources in order to properly process
multimedia data. Thus, the use of an asymmetric cryptographic algorithm can be
considered as a feasible solution for WMSNs [8]. However, both symmetric and
asymmetric algorithms still leave some issues because of the distinct requirements
already explored in Sect. 3.2. The primary challenge is the robustness and error
resilience requirements which cannot be supported by cryptographic algorithms.
Additionally, since image data are generally very large in size, applying a crypto-
graphic algorithm on a large amount of data incurs a significant overhead even though
sensor nodes for WMSNs become powerful enough to satisfy the high resource re-
quirements [8, 17]. For those reasons, a digital watermarking based approach has
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been investigated in recent years as an alternative solution to provide multimedia
data authentication in WMSNs [12, 29].

In [38], Zhang et al. proposed a compression supportive authentication scheme
based on the digital watermarking technique to provide the end-to-end authentica-
tion as well as in-network compression. To do this, each sensor node embeds a part
of the whole watermark into its sensory data by performing a simple mathematical
operation, whereas a sink node carries out the watermark verification process which
requires a heavy computational load. In this manner, both end-to-end authentication
and in-network compression can be achieved by validating the presence of the water-
mark which may tolerate a certain level of distortion thanks to the robustness property
of the digital watermarking technique. Meanwhile, Wang et al. [34, 35] proposed
an adaptive energy-aware watermarking scheme to provide a secure image transmis-
sion mechanism with energy efficiency in WMSNs. In this scheme, watermarking
positions are dynamically chosen by two adaptive thresholds in order to embed a wa-
termark according to the network conditions measured by the packet loss ratio. To
increase robustness against packet loss in an error-prone wireless environment, this
scheme embeds watermark redundancies into an image and improves the quality of
the watermarked image transmission by allocating extra network resources. Hence, it
can achieve the energy efficiency and security at the same time. The use of the digital
watermarking technique to design a secure communication framework for WMSNs
has been also investigated in [11, 21]. Additionally, Harjito et al. [12] presented the
evaluation of the existing state-of-the-art watermarking algorithms developed for
WMSNs.

A digital watermarking based approach has been proposed as a way to satisfy
the robustness requirement for image authentication in WMSNs. However, the main
drawback of the use of digital watermarking technique is the fact that it requires
extra source coding which incurs a significant overhead on sensor nodes despite
of their sufficient computational resources. The low watermark information hiding
capacity can be a serious problem as well. In this regard, the next sections will take
a look at another approach which utilizes the perceptual image hashing technique to
authenticate an image based on the perceptual image content.

3.4 Perceptual Image Hashing

In this section, the basic concept and the desirable properties of perceptual image
hashing which can meet the requirements discussed in Sect. 3.2 are discussed.

3.4.1 Basic Concept

Similar to a cryptographic hash function, a perceptual image hash function is de-
signed to take an image as an input and produce a fixed-length output, which is called
a hash value or message digest. Unlike a cryptographic hash function, however, the
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basic idea behind perceptual image hashing is to compute a hash value from the per-
ceptual image content rather than its binary representation. To do this, a perceptual
image hash function requires extracting the invariant perceptual features of a given
image, and then constructing a hash value from the extracted features. Another main
difference between a classical cryptographic hash function and a perceptual image
hash function is the verification criterion. A perceptual image hash function mea-
sures the distance between two hash values and compares the difference with a preset
threshold in order to provide the robustness property, whereas a cryptographic hash
function requires an exact matching to ensure the input data has not been altered.

By generating a hash value from perceptual features and employing the threshold
based verification, perceptual image hashing can achieve a certain level of robustness
against acceptable image processing operations and transmission error. Accord-
ingly, the perceptual image hash technique is receiving an increased attention in
the multimedia domain for image identification as well as image authentication.

3.4.2 Desirable Properties

There are three desirable properties required for a perceptual image hash function to
possess for the purpose of image authentication [23]. Before discussing the properties
of a perceptual image hash function, the following notations should be defined for a
clear understanding: I denotes a particular image, and the original image of the given
image I is denoted by Iorigin. Similarly, Iident denotes a perceptually identical image
which looks same as the original image while Idiff represents a perceptually distinct
image. K denotes the key space of all possible keys ki . Let H (I , ki) represents a
perceptual image hash function with a secret key ki , which produces a l-bit hash value
h for the given image I . Additionally, D (h1, h2) is a distance function to measure
the similarity or distance metric between two hash values, h1 and h2. The measured
distance metric requires to be compared with a threshold θ to consider how similar
or dissimilar they are.

3.4.2.1 Perceptual Robustness

To satisfy both the robustness and error resilience requirements mentioned in
Sect. 3.2, a perceptual image hash function requires producing approximately the
same hash value when two perceptually identical images are taken as an input with
the same secret key. The following Eq. 3.1 represents the criterion of the perceptual
robustness property.

Pr
[
D
(
H
(
Iorigin, Ki

)
, H (Iident , Ki)

) ≤ θ
] ≈ 1 (3.1)

As shown in the above equation, the perceptual robustness property requires that a
pair of perceptually identical images should have a distance smaller than a threshold
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θ with a high probability. In this manner, a perceptual image hash function can
provide tolerance to acceptable image processing operations or transmission errors
as long as two compared images keep the same perceptual content.

3.4.2.2 Fragility to Visual Distinct Image

Similar to a cryptographic hash function, a perceptual image hash function also
requires generating a different hash value from the different input data. However, a
perceptual change on the input data is only considered as a difference for a perceptual
image hash function. The following Eq. 3.2 represents the criterion of the fragility
property, which means a pair of perceptually distinct images should have a distance
larger than a threshold θ with a high probability.

Pr
[
D
(
H
(
Iorigin, Ki

)
, H

(
Idiff , Ki

)) ≥ θ
] ≈ 1 (3.2)

Thus, a perceptual image hash function can distinguish any perceptually distinct
image from perceptually identical images so that it can satisfy the discriminability
requirement mentioned in Sect. 3.2.

3.4.2.3 Unpredictability of the Hash

The unpredictability of the hash refers to the similar definition as the confusion
property in cryptography, which makes it difficult for an attacker to estimate the
relationship between a secret key and a hash value even if the algorithm used is
known. To provide the unpredictability of the hash, a perceptual image hash function
requires that the collision probability resulting in the same output hash value should
be approximately 1

2l , which means a very low collision probability. The following
Eq. 3.3 represents the criterion for the unpredictability of the hash.

Pr
[
H
(
Iorigin, K1

) = H
(
Iorigin, K2

) = α
] ≈ 1

2l
, ∀α ∈ {0, 1}l (3.3)

Thus, perceptual image hashing can use the randomness obtained from the
unpredictability of the hash as its security aspect.

3.5 Content Based Image Authentication Using Perceptual
Image Hashing Technique

Content based image authentication is one of the most promising image authentica-
tion techniques to authenticate an image in a semantic level. Since a perceptual image
hash function should be designed to possess three desirable properties mentioned in
Sect. 3.4.2 by obtaining a hash value from the invariant features of an image, it can
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Fig. 3.3 General procedure of content-based image authentication using perceptual image hashing
technique

be utilized as a key component of content based image authentication. Figure 3.3
illustrates briefly how a perceptual image hash function works as a component of
content based image authentication.

As for the hash generation stage, the invariant features of an original image (forigin)
are firstly extracted from Iorign. Afterwards, the hash value of the original image
(horigin) is calculated based on forigin by applying a perceptual image hash function.
Additionally, this stage may include some optional processes to generate a final
T ag depending on the algorithm used. For instance, a compression process can be
applied to reduce the amount of feature information or the size of the hash value
while encryption or random quantization can be processed to protect the hash value
or to give a high level of randomness with respect to security. As a result, the final
T ag constructed from horigin needs to be transferred along with the image data to a
recipient in order to facilitate the verification procedure for the image authenticity
and integrity.

Similar to the hash generation stage at a sender side, a recipient requires comput-
ing a hash value (hrecv) from the received image (Irecv). To check the authenticity and
integrity of Irecv, hrecv is compared with the original hash value horigin obtained by
applying decryption or decompression on T ag received along with Irecv. By measur-
ing the distance between those two hash values and comparing the difference with a
preset threshold θ , it may conclude if Irecv is authentic or not. Optionally, a tamper
detection and localization process may be performed to identify the manipulated area
when Irecv is considered as non-authentic.

Monga et al. classified the perceptual image hashing technique into four differ-
ent categories in [23] according to the feature extraction method: Image statistics,
relations, coarse image representations, and low-level image representations based
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feature extraction. Several representative algorithms have been selected from dif-
ferent categories and reviewed in this section. Additionally, some of the selected
algorithms are evaluated in Sect. 3.6. For more information on state-of-the-art
perceptual image hashing algorithms, the reader may also be referred to [9, 10].

3.5.1 Image Statistics Based Approach

An image statistics-based approach extracts feature vectors from the statistics such as
mean, variance, and higher moments of intensity values of an image. In this subsec-
tion, the perceptual image hashing algorithm using the statistics of discrete wavelet
transform (DWT) coefficients and approximate image message authentication code
(IMAC) using the most significant bit (MSB) of 8 × 8 block average are looked at
in detail.

Image Hashing Algorithm Using the Statistics of DWT Coefficients [31]
Venkatesan et al. proposed a robust image hashing algorithm that utilized image
statistics—either averages or variances depending on the sub-band—from small rect-
angles created by a random tiling of each sub-band in the wavelet decomposition
of an image. The main steps of this algorithm to generate a final image hash value
are presented in the following. Additionally, Fig. 3.4 illustrates how to compute the
image statistics of DWT coefficients in this algorithm.

1. Compute the DWT of an input image.
2. Divide randomly each sub-band into small rectangles.
3. Calculate the statistics of each rectangle as the invariant features of a given image.

a) Calculate the average of coefficients ai (1 ≤ i ≤ M , where M is the number
of rectangles) in each rectangle from the approximation sub-band, and obtain
FLL by concatenating the results.

b) Calculate the variance of coefficients, vi (1 ≤ i ≤ M , where M is the number
of rectangles) in each rectangle from the other sub-bands, and obtain FLH ,
FHL, FHH respectively.

4. Concatenate all the image statistics vectors, and quantize them randomly using a
randomized quantizer.

The proposed algorithm was able to achieve better robustness against several content
preserving modifications by using the statistics of DWT coefficients rather than
using the image intensity directly. However, it is still not robust enough against some
modifications that change the contrast and brightness of an image. Furthermore, this
algorithm possesses a security weakness that images can be easily modified without
altering their image statistics.

IMAC Using the MSB of 8×8 Block Average [36] Unlike other perceptual image
hashing algorithms, IMAC employed a cryptographic primitive called AMAC [7].
Besides, IMAC utilized the MSB of 8 × 8 block average as the invariant features to
overcome the limitation of AMAC for image authentication. The main steps of the
IMAC generation procedure are shown in the following.
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Fig. 3.4 Image statistics vectors from the wavelet decomposition of Lena image. a Approximation
sub-band (LL). b Horizontal detail sub-band (HL). c Vertical detail sub-band (LH). d Diagonal
detail sub-band (HH)

1. Compute 8 × 8 block average of an input image.
2. Extract the MSB from each 8 × 8 block average, and then construct the binary

map from the result.
3. Calculate a single IMAC bit by applying AMAC on each row and column of the

binary map, and concatenate all the IMAC bits.
4. Permute the result, and then perform XOR operation with pseudorandom bits to

prevent an attacker from being able to identify any bit of the final IMAC with a
specific row or column of binary map.
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Since IMAC utilizes the MSB of 8 × 8 block average as the invariant features, it is
very sensitive to small perturbations around the average image intensity of 127.5,
where the MSB of the block average may change by even a small intensity change on
the image. To solve this problem, the authors introduced a guarding zone and image
histogram transformation, which improves the error tolerance of IMAC. A guarding
zone in conjunction with image histogram transformation can prevent average inten-
sity values from being around 127.5 by splitting the interval of intensity values into
two separate regions, [0, 127 − Td ] and [127 + Td , 255], where Td is the acceptable
maximum absolute difference between the original image and the modified image.
In this manner, IMAC can increase its robustness performance. However, this error
tolerance enhancement scheme requires modifying the original image before trans-
mission. Moreover, IMAC is still vulnerable to the intensity changes even though
the error tolerance enhancement is applied.

3.5.2 Relation Based Approach

A relation-based approach utilizes the invariant relationship between a pair of trans-
form coefficients. In this subsection, the perceptual image hashing algorithm using
invariant relationship between discrete cosine transform (DCT) coefficients proposed
by Lin and Chang is described in detail.

Image Hashing Algorithm Using Invariant Relationship Between DCT Coeffi-
cients [19] Lin and Chang proposed a robust image authentication method based
on the invariance of the relationship between DCT coefficients at the same position
in separate blocks of an image. This invariant property is derived from the fact that
all DCT coefficients at the same position in DCT blocks are divided by the same
quantization table for the JPEG lossy compression process. Thus, the proposed algo-
rithm is able to differentiate JPEG compression from malicious manipulations. The
following presents how this algorithm generates an image hash value.

1. Compute DCT coefficients for all 8 × 8 blocks of an input image.
2. Form DCT blocks into pairs in order to analyze the relationship of each pair.
3. Analyze the relationship between DCT coefficients in each pair of DCT blocks.

a) Compute the difference between DCT coefficients at the position v in a pair
of DCT blocks p and q.

b) Generate one bit result according to the following condition.

Z (v) =
⎧
⎨

⎩
1, if Fp (v) − Fq (v) ≥ k

0, if Fp (v) − Fq (v) < k
,

where k presents a threshold, v is the index of DCT coefficients (in the zigzag
order) in a DCT block. Fp and Fq are the DCT coefficient vectors of DCT
blocks p and q respectively.

c) Iterate steps (3a) and (3b) over all the pre-selected positions of DCT
coefficients and all the pairs of DCT blocks.
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Although this method showed excellent robustness against JPEG compression, some
limitations still exist. For instance, most of the AC coefficients in DCT blocks will
be zero after JPEG lossy compression, especially in the area where an image has a
smooth texture. This result makes the proposed method difficult to extract the valid
discriminant features so that it will degrade the performance and lead to a wrong
decision. More importantly, this algorithm is vulnerable to defeat-the-scheme attack
(DSA) which slightly changes the values of the low and middle frequency DCT
coefficients of DCT blocks in the zigzag order while resulting in a significant change
in the visual appearance of the image [1]. Other variants of this algorithm published
in the literature have not completely solved the above mentioned problems [1, 5].

3.5.3 Coarse Image Representation Based Approach

As for the approach based on preserving coarse image representations, feature vectors
are extracted from the invariance in the transform domain or coarse image represen-
tations. This subsection reviews the perceptual image hashing algorithm using an
iterative geometric technique proposed by Mihcak and Venkatesan. Another inter-
esting image hashing algorithm using singular value decomposition (SVD) is also
described in this subsection.

Image Hashing Algorithm Using an Iterative Geometric Method [22] Mihcak
and Venkatesan proposed to apply a simple iterative filtering operation on the binary
map of the DWT approximation sub-band in order to obtain a certain level of robust-
ness. The proposed iterative filtering operation enables to minimize the presence of
geometrically weak components and enhance the geometrically strong components
by means of region growing. The following shows how this algorithm generates an
image hash value.

1. Compute the DWT of an input image.
2. Apply a thresholding operation on the DWT approximation sub-band to produce

a binary image M . Note that a threshold value for the thresholding operation re-
quires to be chosen to meet W (M) ≈ q, where W (·) is the normalized Hamming
weight of any binary input, and q is a predefined algorithm parameter indicating
the ratio of the usual Hamming weight and the size of the binary input.

3. Apply the geometric region growing algorithm. Let M1 = M .
a) Apply an order-statistics filtering on M , and obtain M2

b) Apply a low-pass linear shift invariant filtering on M3 via filter f and obtain
M4, where M3 (i, j) = AM2 (i, j) and A is a constant parameter.

c) Apply a thresholding operation on M4, and obtain M5 which meets the
condition W (M5) ≈ q.

4. Check the following conditions to construct a final image hash value.
a) Iterate the above procedures (1 – 3) after setting M = M5, until the maximum

iteration count is reached or the distance between M5 and M1 is less than the
threshold ε.

b) Otherwise, set M5 as a final image hash value.
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This algorithm is designed to use no secret key since it aims to achieve robustness
against small modifications. In order to provide a security aspect, the authors pro-
posed to individually apply the above algorithm on randomly partitioned sub-blocks
of an input image. By concatenating all the results from each sub-block, a secure
image hash value can be constructed. However, the iteration of this algorithm re-
quires a high computational complexity. Likewise, other image hashing algorithms
using coarse image representations, the proposed algorithm cannot easily distinguish
content changing manipulations from acceptable modifications.

Image HashingAlgorithm Using SVD [16] Kozat et al. proposed an image hashing
algorithm, which applies the SVD computation to pseudo-randomly chosen semi-
global regions of an image, and then selects the strongest singular vectors to extract
robust features. By utilizing the dimensionality reduction technique using SVD, the
proposed method was able to achieve the excellent robustness performance against
most of content preserving modifications. The step-by-step procedure to construct a
final image hash value is outlined in the following and Fig. 3.5.

1. Divide an input image randomly into p possibly overlapping rectangles of the
size m × m.

2. Construct the secondary image.
a) Compute the SVD of each sub-block, and generate m × 2 feature vectors by

taking the strongest singular vectors from the results.
b) Concatenating the results, and construct the secondary image of the size m ×

2p by using a pseudo-random combination of the results.
3. Divide the secondary image randomly into r possibly overlapping rectangles of

the size d × d.
4. Compute the SVD of each sub-block of the secondary image again, and generate

d × 2 feature vectors by taking the strongest singular vectors from the results.
5. Construct the image hash value by concatenating the results.

By selecting the strongest singular vectors in the SVD of the image, the proposed
method was able to increase robustness. However, it may also become a problem
since it can lead to misclassification with a high probability for image authentication.
More importantly, iterating the SVD computation over each sub-block of both the
input image and the secondary image requires a high computational cost. As a variant
of this algorithm, the authors also proposed to apply DCT or DWT instead of SVD
for generating the secondary image.

3.5.4 Low-level Image Representation Based Approach

A low-level image representation based approach uses low-level image features such
as edges or feature points. In general, those low-level image features are highly
distinctive in such a way that they have been widely used for the object or scene
recognition. Perceptual image hashing algorithms using image edges and feature
points are reviewed respectively in the following subsection.
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Fig. 3.5 Image hashing algorithm using SVD. a Randomly partitioned Lena image. b Construction
of the secondary image from the strongest singular vectors after SVD computation on each sub-
block. c Randomly partitioned secondary image of Lena image. d Construction of the image hash
value

Image HashingAlgorithm Using Image Edges [28] Queluz proposed to utilize im-
age edges for evaluating the integrity of image content as well as detecting malicious
manipulations. In the following, the image hash generation procedure is explained.

1. Obtain the binary image of an input image.
a) Compute the gradient of an input image using the Sobel or Canny operator.
b) Binarize the results by applying a thresholding operation.

2. Apply a sub-sampling operation to reduce the spatial resolution and simplify
image edges.

3. Apply a lossless compression algorithm, and obtain a final image hash.

The main problem of the use of image edges is the fact that edges can be easily dis-
torted by some content preserving modifications. In this regard, the author pointed
out that applying JPEG compression with a high compression ratio may cause the



3 Perceptual Image Hashing Technique for Image Authentication in WMSNs 91

smoothing of edges and the mosquito noise, which may create a fake contour. There-
fore, the proposed algorithm has some limitations on the robustness performance.
Additionally, color manipulations cannot be detected since color manipulations do
not change any image edges while changing the image content.

Image Hashing Algorithm Using Feature Points [23, 24] Monga et al. proposed
to extract significant image features by using the end-stopped wavelet based feature
detection algorithm, which responds strongly to corners and high curvature points
in a given image. Afterwards, an iterative procedure is used to lock onto a set of
image feature points with a good invariance property to perceptually insignificant
perturbations. The step-by-step procedure for this algorithm is described next.

1. Obtain a set of feature points using the end-stopped wavelet based feature point
detector, and collect the magnitudes of the wavelet coefficients at the selected
feature points to form a feature vector f .

2. Binarize f by applying a probabilistic quantization scheme, and obtain a binary
string f 1

b .
3. Apply a geometric region growing algorithm to minimize the presence of

geometrically weak components and enhance geometrically strong components.
a) Perform an order-statistics filtering on the input image, and obtain Ios .
b) Perform a low-pass linear shift invariant filtering on Ios , and obtain Ilp.

4. Repeat steps (1) and (2) with Ilp, and obtain a binary string f 2
b .

5. Check the following conditions to construct an image hash value.
a) Iterate the above procedures (1 – 4) after setting I = Ilp, until the maximum

iteration count is reached or the distance between f 1
b and f 2

b is less than a
threshold ρ.

b) Otherwise, set f 2
b as an image hash value.

By employing the iterative feature point detection algorithm based on preserving
significant image geometry, the proposed method achieved robustness while having
the discriminability property to content changing manipulations. However, this algo-
rithm may not be able to capture some small details on the image since it only utilizes
the limited number of feature points retaining the strongest coefficients to construct
the image hash. Therefore, small malicious manipulations cannot be detected well.
Moreover, its hash generation scheme mainly relies on the invariant positions of
feature points. Thus, it is highly possible for an attacker to add or remove a set
of feature points for malicious manipulations while maintaining the same strongest
feature points of an image, so that it may lead to a false positive authentication.

3.6 Experiment Results

As the representative algorithms of each category, five perceptual image hashing
algorithms are selected to evaluate their performance in this section. The followings
are the algorithms used for experiments: [16, 19, 24, 31, 36].
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Based on three desirable properties discussed in Sect. 3.4.2, robustness, discrim-
inability, and security are considered as the performance criteria in order to evaluate
the selected algorithms. Robustness and discriminability are assessed by measuring
the distances between the hash values of all the original test images and their distorted
versions of images, followed by applying the receiver operating characteristic (ROC)
curve analysis. The area under the ROC curve (AUC) demonstrates the accuracy of
the selected algorithms concerning robustness and discriminability. An AUC value
of ≥ 0.9 is generally considered as “excellent”, 0.8 ∼ 0.9 as “good”, 0.7 ∼ 0.8 as
“fair”, and < 0.7 as “poor”. As for the security, it is evaluated by measuring the
randomness property of a perceptual image hashing algorithm since most perceptual
image hashing algorithms use the randomness as their security aspect. Accordingly,
the irrelevance between the final hash value and secret key is investigated in this
experiment.

The performance of the selected algorithms are evaluated by experiments with 50
original images (512 × 512 grayscale with 8-bit per pixel) including some classical
benchmarking images and image sequences of toy vehicle from USC-SIPI image
database1 and several distorted versions of the given original images. In experiments,
five different types of content preserving modifications are considered as acceptable
modifications to assess the robustness of a perceptual image hashing algorithm: JPEG
compression (Quality factor between 5 and 90 %), scaling (Scaling factor between
10 and 200 %), Gaussian blurring (Standard deviation between 1 and 5 with the
filter size 9 × 9), AWGN (Variance between 0.02 and 0.10), and gamma correction
(Gamma value between 0.2 and 2.0). Additionally, one modification which combines
parts of another image with the given original test image is regarded as a content
changing manipulation in order to evaluate discriminability. The size of manipulated
region is varied in the range of 16 × 16 and 128 × 128. The types of modifications
and the corresponding detail parameters are summarized in Table 3.1.

3.6.1 Robustness

The robustness of the selected algorithms is presented by investigating the impact of
five different content preserving modifications. The following experiments measure
AUC values for each type of modifications while the corresponding parameters vary
as described in Table 3.1.

Figure 3.6 shows the impact of JPEG compression with the quality factor ranging
from 5 and 90 %. As can be observed, all the selected algorithms are tolerate enough
to JPEG compression with the quality factor down to 5 % since all the AUC values
for the entire range of quality factor parameters are higher than 0.972. In particular,

1 Available from the website of USC-SIPI (University of Southern California—Signal and Image
Processing Institute image database), “http://sipi.usc.edu/database/”.

http://sipi.usc.edu/database/
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Table 3.1 Types of modification and corresponding parameters

Types of modification Parameters

Content preserving
modification

JPEG compression Quality factor: 5 %, 10 %, 15 %, 25 %,
50 %, 60 %, 70 %, 80 %, 90 %

Scaling Scale factor: 10 %, 20 %, 50 %, 150 %,
200 %

Gaussian blurring Filter kernel size: 9×9
Standard deviation (σ ): 1, 2, 3, 4, 5

Additive Gaussian noise Variance (σ 2): 0.02, 0.04, 0.06, 0.08, 0.10

Gamma correction Gamma (γ ): 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4,
1.6, 1.8, 2.0

Content changing
modification

Manipulation Size of manipulated area: 16 × 16, 24 × 24,
32 × 32, 40 × 40, 48 × 48, 56 × 56, 64 × 64,
80 × 80, 96 × 96, 112 × 112, 128 × 128
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Fig. 3.6 Impact of JPEG compression

Venkatesan [31] and Kozat [16] even reach the AUC value of over 0.997 at the quality
factor of 5 %.

A similar impact is observed for scaling and Gaussian blurring in Figs. 3.7 and 3.8
respectively. TheAUC values measured from a scaling operation with the scale factor
ranging between 10 and 200 % remain over 0.95 even though decreasing the size of
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Fig. 3.7 Impact of scaling

the scale factor slightly drops the AUC value for all the algorithms. As for a Gaussian
blurring operation, AUC values also decrease as the standard deviation increases, and
then finally drop to 0.983, 0.999, 0.991, 0.997, and 0.979 at the standard deviation of
5. Therefore, it can be concluded that all the selected algorithms are robust enough
against scaling and Gaussian blurring as well.

Unlike the previous experiments, AWGN and gamma correction affect the ro-
bustness of the selected algorithms. As presented in Fig. 3.9, AWGN with the noise
variance in the range between 0.02 and 0.1 has a severe impact on the robustness
of Venkatesan [31], Lin [19], and Monaga [24]. In the case of Venkatesan [31], it
achieves a fair performance by maintaining the AUC value between 0.7 and 0.8 for
the entire range of the noise variance. Lin [19], and Monaga [24] begin with 0.961
and 0.934 respectively, and then gradually decrease by up to 0.487 and 0.250. On the
other hand, Xie [36] and Kozat [16] stay close to 1 for all the cases which indicates
excellent robustness.

Figure 3.10 presents the impact of gamma correction with a gamma value ranging
from 0.4 to 2.0. Lin [19], Kozat [16], and Monga [24] achieve excellent robustness
against gamma correction whereas Venkatesan [31] and Xie [36] have an impact
on illumination changes caused by gamma correction. As regards Venkatesan [31],
it becomes more sensitive to the gamma values of less than 0.6 while still having
excellent robustness at the rest of its range. Compared to the other algorithms, Xie



3 Perceptual Image Hashing Technique for Image Authentication in WMSNs 95

1 2 3 4 5
0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

Standard deviation of the filter

A
re

a 
U

nd
er

 th
e 

R
O

C
 C

ur
ve

 (
A

U
C

)

R.Venkatesan [31]

L.Xie [36]

C.Y.Lin [19]

S.S.Kozat [16]

V.Monga [24]

Fig. 3.8 Impact of Gaussian blurring

[36] is very sensitive to gamma correction since it is designed to utilize the MSB of
8 × 8 block’s average intensity of an image as the invariant features.

To summarize, Kozat [16] demonstrates excellent robustness against all the con-
tent preserving modifications considered in this chapter. On the other hand, both Lin
[19] and Monaga [24] are sensitive to AWGN while Xie [36] is sensitive to gamma
correction. Furthermore, Venkatesan [31] shows a certain limitation on both AWGN
and gamma correction.

3.6.2 Discriminability

As explained in Sects. 3.2 and 3.4, discriminability is one of the crucial requirements
for content based image authentication using perceptual image hashing technique.
In particular, malicious manipulations generally tend to be localized distortion, so
that it is difficult to distinguish malicious manipulations since content preserving
modifications globally distort the entire image like low-pass filtering and JPEG
compression [4]. Accordingly, the experiment is designed to measure how well the
selected algorithms can distinguish content changing manipulations from acceptable
modifications which can preserve the content of an image. Concerning acceptable
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Fig. 3.9 Impact of additive Gaussian noise

modifications for this experiment, JPEG compression, scaling, and Gaussian blur-
ring are used since all the selected algorithms have already demonstrated excellent
robustness against those three modifications in Sect. 3.6.1. Figure 3.11 demonstrates
the discriminability of the selected algorithms under the content changing manipu-
lation as varying the size of a tampered region in the range between 16 × 16 and
128 × 128.

As shown in Fig. 3.11, the discriminability performance of all the selected algo-
rithms significantly decreases as the size of a tampered region is decreased. Therefore,
practically they cannot well discriminate the content changing manipulation from
acceptable modifications in most cases. For instance, although Kozat [16] achieves
0.897 at the size of 128 × 128, the AUC value dramatically decreases and reaches
0.004 at the size of 16 × 16. Similarly, Venkatesan [31] and Xie [36] start with 0.800
and 0.792, and end with 0.2492 and 0.366. Those three algorithms manage to fairly
distinguish the content changing manipulation at the size of larger than 96 × 96, but
they can hardly differentiate the malicious tampering at the rest of its range. As for
Lin [19] and Monaga [24], they are also not capable of discriminating the content
changing manipulation when the size of a tampered region is smaller than 112×112
and 128 × 128 respectively. As a result, it is observed that all the selected algorithms
cannot distinguish a small malicious manipulation from acceptable modifications in
this experiment.
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Fig. 3.10 Impact of gamma correction

3.6.3 Security

In general, a hash function itself is known to be insecure [26]. For instance, it
may possible for an attacker to manipulate an image without changing a hash value
based on his/her knowledge about the hash algorithm used. In this regard, many
perceptual image hashing algorithms employ the randomness for their security aspect
while others may simply encrypt a final hash value. To obtain the randomness,
most perceptual image hashing algorithms utilize a secret key as the seed value
of a random number generator, followed by randomly partitioning the image or
the transformed image into several sub-blocks. The invariant features are extracted
from each partitioned sub-block image, and then a final hash value is constructed
by concatenating the results of corresponding sub-block images. Depending on the
algorithm, random quantization may be employed as well in order to give a higher
level of randomness to the final hash value. In such a way, a perceptual image hashing
algorithm can achieve the security by making it difficult for an attacker to estimate
or manipulate the final hash value without knowing the secret key even though the
algorithm used is known.

To measure the randomness of the selected algorithms, the statistical irrelevance
between a secret key and the corresponding hash value is investigated. In this experi-
ment, the normalized Hamming distance between the hash value computed using an
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Fig. 3.11 Impact of content changing manipulation

initial secret key and other hash values generated using 1000 different secret keys is
measured. As for the secret keys, the initial key is randomly selected using a random
number generator, and then increased one by one to produce 1000 different secret
keys. Figure 3.12 presents the experimental results for Venkatesan [31], Xie [36],
and Kozat [16]. Note that, this experment is not applicable for Lin [19] and Monga
[24] since they are designed to apply the existing digital signature algorithms on the
final hash value instead supporting their own security mechanism.

As can be observed in Fig. 3.12, the normalized Hamming distance of Venkatesan
[31], Xie [36], and Kozat [16] stay around 0.5—Mean distances are 0.428, 0.500,
and 0.483 respectively—indicating the statistical irrelevance between the hash value
and the secret key. Although three of them can achieve the sufficient randomness,
it is potentially possible for an attacker to compromise a perceptual image hashing
algorithm by exploiting the strong statistical and perceptual redundancy on the image
content [9, 15, 20, 40].

3.7 Conclusion

Although a traditional data authentication scheme has provided a practical solution
for legacy networks, image authentication for WMSNs is still a challenging prob-
lem since new requirements are emerged as mentioned in Sect. 3.2. As one of the
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Fig. 3.12 Normalized hamming distance between the hash values computed with initial secret key
and different secret keys

alternative solutions to cope with new requirements and challenges, content based im-
age authentication using the perceptual image hashing technique has been introduced
in this chapter. To investigate the feasibility of content based image authentication us-
ing the perceptual image hashing technique, several representative perceptual image
hashing algorithms have been reviewed. Afterwards, five algorithms are selected to
evaluate their performance with respect to robustness, discriminability, and security.
Table 3.2 summarizes the results investigated in this chapter.

As for robustness, Kozat [16] which utilizes the dimensionality reduction tech-
nique demonstrates the best performance while the rest of algorithms have a certain
limitation on AWGN and gamma correction. Unlike the robustness performance,
any of five selected algorithms cannot properly discriminate content changing ma-
nipulations from content preserving modifications even though the size of a tamper
region is large enough to effect perceptual changes in an image. From a security per-
spective, Xie [36] which employs the cryptographic primitive of AMAC possesses
a good security property. Venkatesan [31] and Kozat [16] also achieve a moderate
security by randomly partitioning an image into several sub-blocks and applying
random quantization on the hash value.
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Table 3.2 Comparison summary of the selected perceptual image hashing algorithms

Category/Algorithm Comparison

Image statistics
based approach

Venkatesan
[31]

Feature Image statistics (either averages or
variances depending on the sub-band) of
DWT coefficients calculated from the
randomly partitioned rectangles of each
sub-band in the wavelet decomposition of
an image

Robustness Excellent robustness against JPEG
compression, scaling, and Gaussian
blurring, but having a certain limitation
on AWGN and gamma correction

Discriminability Poor discriminability (< 96 × 96)

Security Moderate security by randomly
partitioning an image into several
sub-blocks and applying random
quantization on the hash value

Weakness: Possible attacks that can
modify an image without altering its
image statistics

Xie [36] Feature MSB of 8 × 8 image block average with
image histogram transformation

Robustness Excellent robustness against JPEG
compression, scaling, Gaussian blurring,
and AWGN, but very sensitive to gamma
correction. However, the original image
should be modified by applying image
histogram transformation before image
transmission in order to obtain the good
robustness

Discriminability Poor discriminability (< 80 × 80)

Security Good security with a tamper detection
capability by employing a cryptographic
primitive AMAC and bit-level
permutation

Weakness: Possible attacks that can
modify an image without altering its
MSB of 8 × 8 image block average

Relation based
approach

Lin [19] Feature Invariant relationship between DCT
coefficients at the same position in a pair
of 8 × 8 DCT blocks of an image

Robustness Excellent robustness against JPEG
compression, scaling, Gaussian blurring
and gamma correction, but having a
certain limitation on AWGN
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Table 3.2 (continued)

Category/Algorithm Comparison

Discriminability Poor discriminability (< 112 × 112)

Security Support a tamper detection capability, but
no security mechanism on the hash
algorithm

Weakness: Possible attack that can
produce a perceptually different image by
slightly changing the low and middle
frequency DCT coefficients of DCT
blocks

Coarse image
representation
based approach

Kozat [16] Feature Strongest singular vectors of the SVD
computed from the pseudo-randomly
chosen semi-global regions of an image

Robustness Excellent robustness against JPEG
compression, scaling, Gaussian blurring,
AWGN, and gamma correction. However,
the high computational complexity is
required for iterating the SVD
computation over each sub-block to
capture the significant characteristics of
an image

Discriminability Poor discriminability (< 96 × 96)

Security Moderate security by randomly
partitioning an image into several
sub-blocks and applying random
quantization on the hash value

Weakness: False positive authentication
with a high probability led by excellent
robustness based on the dimensionality
reduction technique

Low-level
image
representation
based approach

Monga [24] Feature Salient feature points by using the
end-stopped wavelet based feature
detection algorithm

Robustness Excellent robustness against JPEG
compression, scaling, Gaussian blurring,
and gamma correction, but having a
certain limitation on AWGN

Discriminability Poor discriminability (< 128 × 128)

Security No security mechanism on the hash
algorithm

Weakness: Possible attacks that can add
or remove a set of feature points for
malicious manipulations while keeping
the same set of the strongest feature
points of an image due to the use of the
limited number of feature points for the
invariant features
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As a result, content based image authentication using the perceptual image hash-
ing technique still needs more improvements on robustness, discriminability and
security to be an alternative solution for image authentication in WMSNs even if it
has a huge technical potential. To enhance its performance regarding robustness and
discriminability, the feature extraction method should be taken into account since
the extracted features play the main role not only in obtaining robustness but also
in detecting any malicious manipulations. However, there is a tradeoff between ro-
bustness and the discriminability since those requirements are in conflict with each
other. As for security, there are still some possible attacks by exploiting the strong
statistical and perceptual redundancy on the image content so that it is necessary to
design a proper security mechanism according to the system requirements.

Acknowledgement This work was funded by the German Research Foundation (DFG) as part of
the research training group GRK 1564 “Image New Modalities”.
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Chapter 4
A Review of Approximate Message
Authentication Codes

S. Amir Hossein Tabatabaei and Nataša Živić

4.1 Introduction

Fuzzy or approximate message authentication codes (AMACs) are cryptographic
primitives which are not sensitive to minor changes in the received message. The
acceptable changes in a message are reflected by the recognizable modifications
in its authentication tag in such a scenario [1]. This essentially means that the au-
thentication tag of an approximately-equal message to the original one should pass
the verification test. These primitives have been explored significantly for the last
two decades. The main applications arise in multimedia (image, video, etc.) and
biometric authentication fields where the non-binary data might be tolerant against
some content-preserving modifications caused by channel noise or partial faults in
sensor reading. There exist valuable resources of the research works for these two
main application fields, e.g., [2–8] based on the different classifications. When the
message is not in a binary or a symbolic form, the different approaches for authen-
tication are followed for feature vector extraction. An image feature vector can be
extracted from block intensity histograms [9], edges [10], statistical features of the
image [11], discrete cosine tranform (DCT), discrete wavelet transform (DWT) or
Fourier transform (FT) coefficients [12–14]. When a message is binary, extracting
a random substring after permutation is the main formal method for feature vector
extraction in this case [14].

This chapter mainly considers a brief literature study on fuzzy message authentica-
tion codes, general concepts and notations and, accuracy and security requirements.
Then, some improvements on the existing schemes are given and finally some ap-
plications in image authentication will conclude the chapter. We unify using the
acronym AMAC for approximate message authentication codes which also point
fuzzy message authentication codes to put the readers at ease.
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4.1.1 Definitions and Notations

Here, we introduce the required concepts and used notations which are essential for
better explanation and analysis of the schemes. Unlike standard message authentica-
tion codes (MACs), in AMACs the acceptable changes in a message are reflected by
the recognizable modifications in its authentication tag [1]. To measure the modifi-
cation and also evaluate the authenticity, a distance function d and a threshold value
δ are required. They are used to introduce approximate authentication by verifying
the correctness of the received message having up to the acceptable differences from
the original message [15]:

Definition 1 Let M be a finite metric space. A distance function on M is a function
d such that d : M × M → R and for ∀x, x ′ ∈ M, d satisfies the followings:

1. d(x, x) = 0
2. d(x, x ′) = d(x ′, x) ≥ 0

Several different definitions of the AMAC exist in the literature [1, 14]. Let K be the
key set, M be the message set, and T be the tag set. The following definition which
is a represented form of the AMAC definitions appearing in [1, 14, 15] addresses all
requirements for an approximate message authentication code.

Definition 2 A (d, p, δ)-approximate correct and (d, γ , t , q, ε)-approximate secure
message authentication code is a tuple (K, M, T , d, Kg,Tag,VF) such that the
following requirements are satisfied:

1. d, Kg,Tag and VF are four polynomial-time algorithms.
2. Kg(., d) : {0, 1}l → {0, 1}l is a key generator algorithm which generates an l-bit

key on l-bit input.
3. Tag : K × M → T is the tag generator algorithm which generates an

authentication tag on an input message and a key.
4. VF : K × M × T → {0, 1} is a verification algorithm such that:

∀k ∈ K, ∀m ∈ M,Tag(k, m) = t ⇐⇒ VF(k, m, t) = 1.

5. "(d, p, δ)-Approximate correctness" [1]: ∀m, m′ ∈ M, ∀k ∈
K, Prob{VF(k, m′, t) = 1 | d(m, m′) ≤ δ,Tag(k, m) = t} ≥ p.

6. "(d, γ , t , q, ε)-Approximate security" [1]: ∀(mi , ti) ∈ M × T , i = 1...q :
Tag(k, mi) = ti , Prob{VF(k, m, t) = 1 | d(m, mi) ≥ γ } ≤ ε.

Some equivalent terms have been used in the literature to address the above prop-
erties in an AMAC scenario like robustness and sensitivity [6, 16]. The last two
properties address the unique features of anAMAC. In fact (d, p, δ)-approximate cor-
rectness introduces robustness into the mechanism while (d, γ , t , q, ε)-approximate
security indicates its sensitivity. Also some additional conditions may be considered
for security analysis, like the following from [1]:

Definition 3 A (d, p, δ)-approximate correct and (d, γ , t , q, ε)-approximate secure
message authentication code is weak preimage resistant if an adversary with sufficient
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number of valid pairs (mi ,Tag(k, mi)) has a negligible chance to find a message m′
which passes the verification test, i.e., VF(k, m′, ti) = 1.

If the additional assumption of accessibility of adversary to the secret key k is given
in the above definition, the latter property is called “strong preimage-resistance” [1].
It is worth mentioning that (m, t) is called a valid pair when VF(k, m, t) = 1 for
a received message m [1]. The security issues for an AMAC is not limited to the
above definitions. It should be computationally difficult to recover the secret key
with sufficient number of valid message-tag pairs.

4.2 Dedicated AMAC Schemes

In this section, the main dedicated AMAC mechanisms are introduced and criticized.
From designing point of view, the AMACs either can engage standard cryptographic
primitives as their building blocks or use some non-cryptographic robust functions.

4.2.1 Majority-Based AMACs

Graveman and Fu were the first authors who proposed a generic AMAC scheme for
binary messages in 1999 [17]. Their design was quite simple and creative. The cor-
responding tag generation algorithm works as follows: the binary message is firstly
zero-padded if required. Then it is reshaped by splitting into blocks and then per-
muted. The permuted message is randomized by XORing with a generated random
number sequence based on a shared secret key between the sender and the receiver.
The final AMAC tag is a probabilistic checksum calculated by a MAJORITY selec-
tion round. In an extension, Ge et al. [18] generalized the proposed AMAC scheme
to the non-binary alphabets which is called N-ary AMAC (N ≥ 2). The application
of the generalized scheme has been shown for image authentication purposes as well.
This application will be addressed in the last section of this chapter. When N = 2
(binary alphabet) in the N-ary AMAC, it is converted to the initial AMAC obviously.
Thus, here we just explain the specification of the N-ary AMAC which is the gener-
alized form of the initial scheme. The tag generation algorithm of the N-ary AMAC
generates the message probabilistic checksum using the MAJORITY selection func-
tion like in the initial AMAC scheme [17]. A pseudo random number generator and
a random permutation function is used for randomizing the N-ary elements based on
the shared secret key. The algorithm specification comes in the following.
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R, L

Algorithm 1 calculates the tag of a message of length R × L elements from the
message set Z

m
N . For messages with arbitrary length, the message is split into smaller

blocks of length R × L after zero-padding (if required). Then the tag generation
algorithm specified above in Algorithm 1 is performed on each block. The final tag
is generated by applying the stepts 5-12 of Algorithm 1 on the derived intermediate
tag array of the message blocks. The final tag is a probabilistic MAJORITY-based
checksum consisting of L N-ary elements from ZN . The verification algorithm of
N-ary AMAC measures the distance between the reference authentication tag and
the one calculated from the received message using Hamming distance function.
The verification is successful and the message is declared as authentic if the calcu-
lated distance between the reference tag and the recalculated one (from the received
message) is not beyond the predefined threshold.

4.2.1.1 Shifting Attack

The generalized N-ary AMAC has a very simple structure based on the pioneered
scheme. However, it has a weak performance and a proven security flaw which will
be mentioned. The provided robustness is based on the noise stability of the MAJOR-
ITY function [19]. This property also increases inaccuracy of the mechanism in the
verification algorithm, i.e., the N-ary tag generation algorithm can produce very sim-
ilar tags for non-enough close messages which cancels the approximate security and
approximate correctness properties supposed to be provided by an AMAC scenario.
Nevertheless, it remained secure for more than a decade and no generic deterministic
attack has been proposed against it till late 2011 [20]. Based on an implementation ob-
servation for N = 2, an AMAC tag of a complemented message can be extracted just
by complementing the tag of the original message. This correlation weakness could
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appear later as a special case of a generic attack on N-ary AMAC in [16]. Tonien et
al. [16] presented the first (and the only) substitution passive attack based on just one
observed authenticated message-tag pair. The attack uses two potential weaknesses
of the original AMAC located in its padding scheme and the MAJORITY selection
parts. This linear distance preserving property of the MAJORITY selection func-
tion was a trigger for proposing a generic forgery attack on this AMAC. This hidden
property is called shift-invariance property which indicates the prefect linearity char-
acteristic of the MAJORITY selection function. Shift-invariance property indicates
that for any message x of length L with elements in ZN and any constant c ∈ ZN ,
MAJORITY(x + c) = MAJORITY(x) + c. The addition is computed in modulus
N , obviously. This linear property of the MAJORITY function along with the lin-
ear property of the other parts of the tag generation algorithm (including padding
step) results in N − aryAMAC − Tag(k, x + c) = N − aryAMAC − Tag(k, x) + c.
The attack is called shifting attack [16] due to the latter equation. The attacker who
launches a shifting attack, has observed an authenticated message-tag pair (x, T ).
Then the attacker chooses an arbitrary constant value c from the corresponding mes-
sage set. The (m+c, T +c) will be a new authentic message-tag pair. The authenticity
of the new pair can easily be proven from the latter shift-invariance property.

4.2.1.2 Security Enhancement

To enhance the security against shifting attack and to remove this serious weakness
from the AMAC scheme, some suggestions have been given by the authors in [16].
According to the proposed solution in [16], the old padding procedure is substituted
by the SHA-1 padding scheme and the nonlinearity is introduced to the random-
ization step. In the randomization step, two random bits rij and r ′

ij are generated
for each bit Qij and the linear operation Qij = Qij ⊕ rij is substituted by the new
nonlinear operation Qij = rijQij ⊕ r ′

ij . Also the ambiguity of the MAJORITY se-
lection part is removed. The details can be studied in [16]. The proposed solution
removes the vulnerability of the N-ary AMAC against shifting attack by introducing
the nonlinearity into the corresponding tag generation algorithm and destroying the
existing shift-invariance property.

In a recently proposed AMAC, a statistical feature of a random sequence together
with a Boolean function is used to generate an authentication tag. The introduced
AMAC scheme in [20] uses an ITE Boolean function, number of runs of ones and
a MAJORITY selection function for a tag generation. The ITE Boolean function
outputs a binary value for three input binary variables as ITE(a, b, c) = ab⊕ac⊕ c.
The cryptographic properties of the ITE have been analyzed in [21] in detail. It is
mentioned that the special case of N=2 is considered here. A run of ones is a se-
quence of consecutive ones preceded and succeeded by zeros or by nothing [22]. The
statistical distribution of the runs of ones in a binary sequence has been significantly
useful in lots of important applications. The application domains contain a diverse
range of fields like bioinformatic, computational biology, encoding, and compression
[20, 23–25]. Also, the number of runs of ones and their maximum are considered
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as the statistical features of a random binary sequence which are used in pseudo-
randomness tests for binary sequences [20, 26]. The robustness of the algorithm for
similar messages is preserved. The algorithm specification for generating the inter-
mediate tag is given by Algorithm 2 and is called Boolean function-based AMAC
or simply BAMAC. The final tag size of the proposed scheme is relatively larger
than the similar approach [20]: To calculate the final tag for an arbitrary size mes-
sage, after dividing the message into M equal size blocks and applying Algorithm 2,
the generated integer matrix is represented in the binary form and is subjected to the
light version ofAlgorithm 2 where the run calculation is substituted by a MAJORITY
selection function to generate the final tag.

BAMAC

R, L

m

4.2.1.3 Analysis of the Majority-Based AMACs

Here, the analysis based on the first introduced approach is given. The extension to
the generalized schemes are straight forward.

Let the sender and the receiver agree on the AMAC scenario. Here, we calculate
the changes which are reflected into the generated tags corresponding to the mod-
ified messages. Suppose that two authentic pairs (m, t) and (m′, t ′) are given such
that HD(m, m′) = d . We calculate the expected Hamming distance between the
authentication tags t and t ′. Following the above notation, suppose that the message
is padded and split into P blocks each of size R × L-bit. It is known that due to
the randomness of the blocks (the randomness is because of XORing with a random
binary block) the distribution of the Hamming distance among each column follows
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a binomial distribution. Let D denote the random variable of differences between
the messages in each column then its probability is computed as follows.

PD(l) =
(
R

l

)

2R
(4.1)

Now, the distribution function for the number of columns with k bits differences
among of all blocks is calculated. Let fK denote the corresponding distribution
function, then it is calculated according to a classical occupancy problem [17, 27]:

fK (k) =
(
PL+d−k−2

d−k

)

(
PL+d−1

d

) (4.2)

Using Eq. 4.1, we can calculate the probability PL of changing the column
MAJORITY function with e bits differences in the corresponding column as follows.

PR,e = 2
e∑

i=1

⌊
e−i

2

⌋

∑

j=0

(⌈ R
2

⌉
+i−1

e−j

)(R−
⌈

R
2

⌉
−i+1

j

)

(
R

e

) PD(

⌈
R

2

⌉
+ i − 1) (4.3)

The expected value of differences between the MAJORITY selection row of each
block is calculated as EL = ∑

K LPR,kfK (k). Finally, by reapplying the classical
occupancy problem the probability distribution of the EL among all P MAJORITY
selection block arrays is calculated as below:

fEL,d ′ (eL) =
(
P+d ′−eL−2

d−eL

)

(
P+d ′−1

d ′
) (4.4)

where d ′ indicates the differences between two corresponding rows of the MAJOR-
ITY selection block arrays. The expected difference values between two final tags t

and t ′ considering HD(m, m′) = d is calculated as follows.

EHD(t ,t ′) =
d∑

i=1

LfEL,i(eL)PR,i (4.5)

According to the Eq. 4.5 one can find the expected Hamming weight between two
authentication tags corresponding to different messages which gives an indication of
the threshold setting to verify the authenticity. To keep the scheme reliable for big size
messages and avoid security vulnerabilities it is recommended [16] to use normalized
Hamming distance (NHD) instead. The normalized Hamming distance is calculated
by dividing the computed Hamming distance on the message or the tag length. Using
the derived Eq. 4.5 the user can set a threshold value for a false acceptance and a false
rejection according to the acceptable changes in the original message. The detailed
security analysis based on the false acceptance and false rejection events are given
in [17, 16].

The Fig. 4.1 shows the observed distance between the BAMAC tags versus dis-
tance between the input messages for N = 33, R = 127 and L = 256, 512. The
comparison between the sensitivity of the initial AMAC, repaired one [16] and the
proposed AMAC in [20] is depicted in Fig. 4.2.



112 S. A. H. Tabatabaei and N. Živić

Fig. 4.1 Sensitivity of the BAMAC tag against input changes [20]

Fig. 4.2 Comparison between the nonlinearity behavior of three AMACs (the proposed algorithm
refers to the BMAC tag generation scheme) [20]

4.2.2 Noise Tolerant Message Authentication Codes (NTMACs)

Noise tolerant message authentication code which is briefly called NTMAC is an
AMAC scheme which has been proposed by Boncelet [28] in 2006. Unlike the latter
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approach, the NTMAC uses cryptographic MAC in its structure. The tag generation
algorithm of the NTMAC first divides the message into blocks repeatedly and then
calculates the truncated ordinary MAC of each block called subMAC. The final tag is
the concatenation of these subMACs. The main advantage of this approach is ability
to locate the erroneous message blocks. This point can be used further to avoid
resubmitting the whole message when the authentication fails. The specification of
the algorithm is given below in Algorithm 3.

The tag generation algorithm of the NTMAC computes the MAC of each message
block which imposes high computational cost for implementation. However, it is the
first generic fuzzy message authentication with error localization property which
can be used to look for errors in non-authentic blocks or to resubmit them. Some
extensions have been made based on the NTMAC. To decrease the overall collision
rate, the cyclic redundancy check (CRC) is used following with a block cipher
encryption algorithm in CRC-NTMAC [29] to provide the security(seeAlgorithm 4).
Although the probability of finding a collision is reduced generally in the latter
scheme, the choice of CRC is very important and a wrong selection of CRC makes
it extremely vulnerable against key recovery attack.

(k1, k2, x)
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In another extension of the NTMAC, the CRC is replaced by the BCH code as
a class of the CRC codes. This improves the performance in the sense of better
estimation of errors number [30].

The NTMAC scheme has been used in an image authentication scheme later on.
The NTMACs are using a classic MAC as their building blocks so they convey their
security properties but at the cost of computational load. To tackle with this drawback,
one approach is to assign some weight coefficients to the message parts to increase
the efficiency. Also, these schemes provide partial error correction capability which
was not given in the previous schemes.

Error correcting NTMAC (EC-NTMAC) and error correcting weighted NTMAC
(EC-WNTMAC) are two authentication and verification mechanisms which have
been proposed in [31] based on the NTMAC. The first approach provides error de-
tection and correction and the second approach assigns some weights to the message
blocks according to their importance level. So, the high importance message blocks
are supported by longer authentication tag in comparison to the message blocks
with lower importance. The EC-NTMAC tag generation algorithm is given below
(Algorithm 5).

The error correction capability is provided by soft information of the channel
output. It uses bit-flipping of the bits with lowest absolute reliability values (LLRs)
to correct the suspicious message blocks [31]. The specification of the verification
algorithm of the EC-WNTMAC follows in Algorithm 6.
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The following section gives the performance and security analysis of the NTMAC
based schemes.

4.2.2.1 Analysis of the NTMAC-Based AMACs

Here, the analysis of the AMACs which use the NTMAC core is given. To have
a generic analysis, we consider the analysis of the EC-WNTMAC [31] which also
includes the simpler versions of the NTMAC. To formalize the concept concerning
Algorithm 6 the basic random binary variables Bi,j , Fi,j and their cumulative versions
are defined as follows to indicate the erroneous message and MAC blocks respectively
[28, 31].

Bij =
{

1, xij �= x ′
ij

0, xij = x ′
ij

, Bi =
n∑

j=1

Bij , (4.6)

B =
t∑

i=1

Bi

Fij =
{

1, Hij �= H ′
ij

0, Hij = H ′
ij

, Fi =
n∑

j=1

Fij , (4.7)

F =
t∑

i=1

Fi
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Also, we suppose that Eij and E indicate the number of bit errors in a message
block and the whole message respectively. Using above setup and assuming that an
ideal standard MAC is used to generate the MAC blocks we have: Pr(Fij = 1|Bij

= 1) = 1 − 2−|Hij |. Let the received message contain η erroneous bits then,
we estimate the number of erroneous message blocks using Maxwell–Boltzmann
statistics [27] and the classical occupancy problem when the errors are distributed
independently. In this regard, we have the following [31]:

Pr{each message-block contains at least one error}

= (−1)i
∑n

i=0 (−1)i
(
n

i

)
(n − i)η

nη
(4.8)

The probability of false rejection of a message depends on the bit error rate
(BER) of the communication channel. Let θ denote the BER, the probability of a
false rejection is calculated as follows [31]:

PFR = Pr(Fij = 1|Bij = 0) = (4.9)

1 − (1 − θ )|Hij | (4.10)

A false acceptance event happens when the error bits in the message are not notified
by the verification algorithm. This event reduces the security of the scheme and can
be used by the attacker in several scenarios. The probability of a false acceptance
can be denoted by PFA = Pr(F = 0|E = η). Using basic probability theory, PFA

is calculated as follows [31].

PFA =
m∏

i=1

n∑

j=0

Pr(Fi = 0|Bi = j ).P r(Bi = j |E = η) (4.11)

The components of the above equation are evaluated as follows [31]:

Pr(Fi = 0|Bi = j ) =
∑(n

j)
k=1 2−Tk

(
n

j

) (4.12)

Pr(Bi = j |E = η) =
(

n

j

) j∑

t=0

(−1)t
(
j

t

)
(j − t)η

nη
(4.13)

Tk indicates the summation of j -th sub-MAC lengths (as they can have different
lengths depending on the weights w1, ..., wn) out of n per each selection in all possible
combinations. Combining the above equations together results in the expanded form
for the PFA as follows [31]:

PFA = (
η∑

j=0

(n
j)∑

k=1

2−Tk

j∑

t=0

(−1)t
(
j

t

)
(j − t)η

nη
)t (4.14)
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The EC-WNTMAC scheme has an enhanced error localization ability which allows
the corresponding verification algorithm to identify the erroneous block high likely.
Also the expected number of errors are estimated more accurately in comparison to
the basic NTMAC. Further information are given in [31]. The number of expected
errors decreases by using NTMAC, CRC-NTMAC, and BCH-NTMAC schemes re-
spectively. It is worth mentioning that the introduced error localization property in
the NTMAC-based family of AMACs can reduce the security as well. An intelligent
choice of the chosen plaintexts can be used to find the permutation used in the corre-
sponding tag generation algorithms. To overcome this weakness, it is recommended
to change the secret keys after reasonable usage times.

4.2.3 AMACs Based on Computational Security

Crescenzo et al. have introduced two rigorous AMAC schemes in [1]. The proposed
schemes use the symmetric encryption algorithm, the target collision resistant (TCR)
hash functions and the error-correcting code. The formal security analysis in the
computational Security viewpoint shows that the proposed schemes do not have
the security flaws of the previous generic schemes since the standard cryptographic
primitives are used as their building blocks ingeniously [15].

In the first approach, which is a weak preimage resistant scheme [1], the au-
thentication tag is created based on a symmetric encryption algorithm (Ek , Dk), a
systematic error-correcting code (Enc, Dec) and a standard MAC, MAC(k, .). Ek

(Dk) indicates encryption (decryption) algorithm and Enc (Dec) indicates encoding
(decoding) algorithm respectively. The error correction capability of (Enc, Dec) is δ.
This scheme is a (d, p, δ)-approximate correct and (d, γ , t , q, ε)-approximate secure
message authentication code with optimal parameters p = 1 and γ = δ + 1 [1, 15].
The tag generation algorithm is given as follows in Algorithm 7.

(k1, k2, x)

The verification algorithm of AMAC1 attempts to correct the decoded decrypted
message by the error-correcting code if the number of detected errors are beyond its
capability until the MAC matches (Algorithm 8) [1].
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k1, k2, x', T 

The proposed authentication scheme AMAC1 meets weak pre-image resistance
property and enables partial error correction. It does not tolerate any mismatch
between the MACs. Also error localization property is not provided.

In the second proposed scheme in [1], a strong preimage resistant scheme, the
authentication tag is generated based on the construction of probabilistic universal
one-way hash functions [15, 32]. The corresponding authentication mechanism uses
a pseudo-random function for extracting a random permutation and a random number
sequence. In the description of the tag generation algorithm 9, PRFk(.) andπ indicate
a pseudo-random function and a random permutation respectively. Also the finite
target collision resistant hash function is denoted by UHFu(.).

The output tag length of Algorithm 9 is t2.b bits where |hi | = b bits. The cor-
responding verification algorithm differs from standard MACs due to approximate
correctness property. In this scheme, the verification algorithm checks for equality
between the received and the computed hash-block sequences in a defined number
of positions T r . Unlike the first scheme, the AMAC2 tolerates errors in the authen-
tication tag up to a certain limit. Also error localization property can be achieved via
an intelligent selections of the blocks. However, error correction is not possible in
the current scheme. The specification of the corresponding verification algorithm is
given in Algorithm 10.

Algorithm 9 AMAC2 tag generation [1]
Input: shared secret key k generated by Kg(.,d), initial value IV , m-bit message x, block size c,
number of blocks n, approximate correctness parameters p and δ , approximate security parameter
γ
1: t1 = m/2cδ , t2 = 10log(1− p)
2: procedure AMAC2 −Tag(k,x)
3: (u||π ||ρ) = PRFk(IV ) u ∈ {0,1}k, π is a permutation and ρ is a random selection

function.
4: x1||...||xn ← π(x)
5: for i = 1, t2 do
6: Nρ

i ← xi1 ||...||xit1
i1, ..., it1 ∈ {1, ..., t}

7: hi ← UHFu(N
ρ
i )

8: end for
9: T = IV ||h1||...||ht2

10: return T
11: end procedure
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, threshold value Tr

The above two mentioned AMACs are the first approximate message authentica-
tion schemes where the threshold value or block size can be approximated based on
the desired approximate correction and approximate security level theoretically. Also
the detailed security analysis and possible attack scenarios have been given in [1].
The main application of the latter mechanisms is biometric entity authentication [1].

4.2.3.1 Analysis of the Computational Security Based AMACs

The above mentioned AMAC approaches have been designed based on the compu-
tational power of the attacker and desired performance. The first AMAC (AMAC1)
uses a standard MAC in the tag generation and verification algorithms. If an ideal
MAC with N -bit output is engaged, it is easy to see that the AMAC1 satisfies
(1, δ + 1)-approximate correctness property, (HD, 1, t − O(q|pc|), q, 1 − exp ( −
q2

2N
))-approximate security property and preimage resistance property [1].
The approximate correctness and approximate security properties ofAMAC2 have

been proven by theorem 2 in [1]. According to that, if the PRFk(.) is a (t1, q1, ε1)-
secure pseudo-random function and the UHF is a (t2, q2, ε2)-secure target collision
resistant hash function, then AMAC2 satisfies (p, δ)-approximate correctness and
(HD, 2δ, t3, q1, ε1 + ε2q1 + 1 − p)-approximate security properties in which t3 =
min(t ′1, t ′2) where t ′1 and t ′2 are defined as follows [1].

t ′1 = t1 − O(q1(m log (m) − log (1 − p)) − log (1 − p)

t ′2 = t2 − O((m log (m) − log (1 − p)) − log (1 − p)

The main interesting property of the AMAC2 is ability to find a lower bound for
the threshold based on the requested accuracy and security level. In this regard, we
define the following random variables [1, 15].

Bij =
{

1, hi �= h′
i

0, hi = h′
i ,

(4.15)

NB =
t2∑

i=1

NBi
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Using classical occupancy problem [27], the probability of appearing one non-
matched block, PNB , AMAC2-Tag is calculated as follows [15].

PNB = P (NBi = 1)

= 1 − (1 −
(
n−t1+δ2−1

δ2

)

(
n+δ2−1

δ2

) )2−b +
(
n−t1+δ2−1

δ2

)

(
n+δ2−1

δ2

) (4.16)

To obtain a desirable level of security and accuracy, the probability of appearing
less number of non-matched blocks than a threshold value(�T r.t2�) must be calcu-
lated. The corresponding random variable NB follows the Binomial distribution with
parameters t2 and PNB . After applying Chernoff inequality [1, 33] and approximate
accuracy requirement, a lower bound for number of required hash blocks [1] or the
threshold ratio can be extracted smoothly [1, 15]:

T r ≥ PNB +
√

1

2t2
ln

1

1 − p
(4.17)

4.2.4 Unconditionally Secure AMAC

Safavi-Naini et al., were the first who formalized the theory of approximate au-
thentication and fuzzy universal hashing in unconditionally secure framework [34]
based on the earlier work in 2005 [35]. The adversary model has been investigated
by finding tight bounds for impersonation and substitution attacks. In this frame-
work no assumption on the computational power of the adversary is made. They
generalized the concept of classic universal hashing systems to the fuzzy authen-
tication systems where the partially different messages are indistinguishable from
each other. The corresponding security analysis was provided as well. Following
this idea [34], Tonion et al. [14] gave the formal definition of unconditionally secure
approximate message authentication schemes and their analysis. The proposed ab-
stract construction method based on extracting a random substring from the permuted
message was shown to match with unconditional secure settings [14]. This method
is known as a formal method for compressing the binary data in fuzzy authenti-
cation systems. The mechanism will be called here unconditionally secure AMAC
(USAMAC)(Algorithm 11).
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The verification algorithm verifies the authenticity of the message if the received
message is close enough to the original message indicated from the threshold value
of the distance between two tags. The description of the verification algorithm is
given in Algorithm 12.

4.2.4.1 Analysis of Unconditionally Secure AMAC

The analysis of USAMC is given in [14] in detail. The security analysis of the
scheme has been given from unconditional security viewpoint where no assumptions
on the adversary’s computational power are given. According to Definition 2, the
formal model of USMAC is a (HD, pm, δ)-approximate correct and (HD, δ, t , 1, ε)-
approximate secure MAC where the probability pm is defined as follows [14].

pm = minx∈X,k∈KPr{VF(k, x ′, t) = 1, HD(x, x ′) < δ} (4.18)

The bounds for deception probability of the attacker in a passive and an active
adversary model have been extracted in [14].

4.2.5 Comparison

The introduced approximate message authentication schemes have been categorized
upon their design methods. They are used according to the desired application types
which can demand different requirements. Different criteria are concerned for these
schemes. The most important of them are robustness, security, error correction, and
error localization. The latter one is more desired for application in image authentica-
tion but, as mentioned before some schemes may satisfy it as well. The following table
summarizes a comparison among the introduced schemes. According to Table 4.1
the N-ary AMAC scheme provides the most robustness among all schemes which de-
teriorates the security (by increasing the false acceptance rate). Also AMAC1 [1]and
EC-WNTMAC [31] are the only schemes providing error correction capability but
the AMAC1 does not tolerate any error. Finally, the only scheme whose security has
been analyzed from unconditional security viewpoint is USAMAC [14].
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Table 4.1 Comparison among approximate message authentication categories

Scheme Robustness Security Error correction Error localization

N-ary AMAC [18] Highly tolerant Low No No

Repaired N-ary AMAC
[16]

Good Good No No

BAMAC [15] Good Good No No

NTMAC [28] Good Computational
secure

No Yes

CRC-NTMAC [29] Good Computational
secure

No Yes

EC-WNTMAC [31] Good Computational
secure

Yes Yes

AMAC1 [1] No Computational
secure

Yes No

AMAC2 [1] Adjustable Computational
secure

No No

USAMAC [14] Adjustable Unconditionally
secure

No No

4.3 Applications of Dedicated AMACs in Image Authentication
Techniques

4.3.1 Extension of the MAJORITY-Based AMACs and the
NTMACs

Some of the above introduced AMAC mechanisms have been applied in image au-
thentication methods creatively. The first AMAC mechanism, 2-ary AMAC which
is called image message authentication code (IMAC) in [36] is used to authenticate
by dividing the image into non-overlapping rectangular blocks. To generate the tag,
the first most significant bits (msb) of the mean of the coefficients of each block is
calculated which results in a binary image. Then the 2-ary AMAC-Tag is applied
on the rows and columns which enables partial error localization at the receiver side.
However, the erroneous block can not be identified uniquely. An error tolerance
zone is estimated to introduce more robustness into the image authentication mech-
anism. Let T r be the maximum allowed absolute difference between the original
and modified pixel value of a gray scale image. The interval [0, 255] is split into two
subintervals I1 = [0, 127 − T r] and I2 = [128 + T r , 255] and then all pixel values
in intervals [0, 127] and [128, 255] are linearly mapped into I1 and I2 respectively.
The created symmetric gap of length 2T r + 1 results in more robustness in average
values of the pixels. The original image firstly is subjected to this linear mapping
prior submitting.
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IMAC tolerates the JPEG compression and additive Gaussian noise image mod-
ifications [36]. So, the robustness against non-malicious image modifications like
partial rotation or scaling is very limited. Also the security of the scheme against
image tampering is not strong as only the limited number of pixel bits are used to
generate the image feature. However, the authors suggested to use more msbs to
enhance the security [36].

Like the first AMAC, the NTMAC-family AMACs have been also used in image
authentication methods directly. In [37], the NTMAC is applied on the image after
different image partitioning. NTMAC-Tag calculates the tag of the image on the
deterministically or randomly partitioned image. The introduced scheme is called
image NTMAC or simply INTMAC. The advantage of different partitions is increas-
ing the error localization capability. Very similar approach has been proposed in [38]
in which CRC-NTMAC-Tag is used instead.

4.3.2 Extension of AMAC1 and AMAC2

In a very recent approach, the schemes defined based on the computational security
approach in 4.2.3.1 have been used in a combination form for the sake of image
authentication [15]. The scheme is based on the DCT coefficients of the image
blocks and is called approximate authentication and correction of images (AACI).
Unlike the IMAC, the tag generation algorithm of the AACI is identical for both
sender and receiver [15]. The image I which is supposed to be transmitted over a
non-secure channel is divided into M ×N disjoint rectangular blocks each of m×m

pixels size (here m = 8). The DCT is applied to each pixel block and the DC element
of each matrix is selected. The selected DCs result in an lMN -bit sequence where
l is the length of each represented quantized DC element. The AMAC1-Tag is used
for the tag generation corresponding to DCs bit-sequence.

The tag generated by AMAC1-Tag is denoted by T 1. To generate a final tag, the
first ten AC coefficients of the DCT matrix of each block are selected according
to zigzag order used in the JPEG compression. The resulted 10l-bit sequence is
considered as a message block (out of MN blocks) according to AMAC2-Tag which
is used to generate the authenticate tag of the 10lMN -bit message which results in
subtag T 2. The final tag is concatenation of the two subtags, i.e., T = T 1||T 2.

In this scheme, the corresponding adjustable parameters are set according to
desired accuracy and security level and image application sensitivity. Protecting
the first ten AC coefficients along with the DC coefficient which have sufficient
information of an image block ensures acceptable security against common types of
image tampering attacks [15, 39].

The verification process of the AACI is as follows [15]. The receiver gets the
compressed image with the attached AACI tag. The image is decompressed and the
AACI tag is computed on the image based on the shared secret keys and compared
to the received one. If the verification succeeds on the first subtag T 1, then the
verification on the second part T 2 starts. Otherwise, the detected errors are tried
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to be corrected by the error-correcting code. The verification procedure on T 2 is
successful when at least T r.t2 positions have equal hash blocks.

The tag generation algorithm and the verification algorithm are presented in
Algorithm 13 and Algorithm 14 respectively.

DCT applies to each image block.
DC of each image block is extracted.

ACs of each image block are extracted.

Let M1 =   DC1 1 , ..., DCM, N

The security and performance of the AACI are discussed in [15] and Subsec-
tion 4.2.3.1 in detail. However, an existing potential threat in the hybrid scheme
AACI is the impact of image tampering. The verification could be successful on a
valid tampered image which is not authentic if the tampered pixels are not reflected
by the protected DCT components. Protecting 11 DCT matrix elements of each im-
age block makes this attack scenario very hard. However, this is not proven for the
AACI and comprehensive analysis as the impact of image tampering is required [15].

Another security flaw is that the a collision between the MAC blocks may happen
as a result of error correction. This problem can be avoided if the MAC by AMAC1

is calculated on the DCs while, some least significant bits (lsb) are protected by the
error-correcting code instead of the whole DC part as in the original scheme.
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T1 using k1 e.

4.4 Conclusion

In this chapter, a concrete overview of the generic approximate message authentica-
tion codes has been given. They have been categorized into different groups according
to their design methods. The security analysis and robustness study is dedicated for
each group so different performance is achieved. The theory of approximate mes-
sage authentication codes which lies in the field of robust message authentication is
a new theory and much time is needed to achieve its maturity. The importance of
these AMACs is emphasized mainly because of its broad range application fields.
Multimedia objects or biometric data have a fuzzy nature and their authentication
method should be focused on their contents rather than the whole representation.
Otherwise, a reasonable performance can not be gained.

There are too many approaches to AMAC designs introduced so far. However,
it is not possible yet to analyze their security in a systematic way like the known
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cryptographic primitives. The extension of the security analysis from cryptography
to this field is of a great importance as it fills a big gap in their theory. Future efforts
will be concentrated toward this goal.

References

1. Crescenzo GD, Graveman RF, Arce GR. Approximate message authentication and biometric
entity authentication. In: Proc. Financial Cryptography, LNCS. 2005; vol. 3570, pp. 240–54.

2. Xie L, Arce GR, Graveman RF. Approximate image message authentication codes. IEEE Trans
Multimed. 2001;3(2):242–52.

3. Lin CY, Chang SF. SARI: self authentication and recovery image watermarking system. ACM
Multimed. 2001;4518:628–9.

4. Swaminathan A, Mao Y, Wu M. Robust and secure image hashing. IEEE Trans Inf Forensics
Secur. 2006;1(2):215–30.

5. Lin CY, Chang SF. A robust image authentication method surviving JPEG lossy compression.
In: Proc. SPIE Storage and Retrieval of Image/Video Database, San Jose; 1998.

6. Haouzia A, Noumeir R. Methods for image authentication: a survey. Multimed Tools Appl.
2008;39:1–46.

7. Ur-Rehman O, Zivic N. Noise tolerant image authentication with error localization and correc-
tion. In: Proc. 50th Annual Allerton Conference on Communication, Control and Computing,
Illinois, USA; 2012.

8. Ur-Rehman O, Tabatabaei SAE, Zivic N, Ruland C. Soft authentication and correction of
images. In: Proc. 9th International ITG Conference on Systems, Communications and Coding
(SCC 2013), Munich, Germany; 2013.

9. Jing F, Li M, Zhang HJ, Zhang B. An efficient and effective region-based image retrieval
framework. IEEE Trans Image Process. 13(5):699–709; 2004.

10. Queluz MP. Toward robust, content based techniques for image authentication. In: Proc. Second
Workshop on Multimedia Signal Processing. 1998; pp. 297–302.

11. Kailasanathan C, Safavi-Naini R, Ogunbona P. Image authentication surviving acceptable
modifications. In: IEEE-EURASIP, Workshop on Nonlinear Signal and Image Processing;
2001.

12. Chang IC, Hsu BW, Laih CS. A DCT quantization-based image authentication system for
digital forensics. In: Proc. First Int. Workshop on Systematic Approaches to Digital Forensic
Engineering. 2005; pp. 223–5.

13. Chang HT, Hsu C-C, Yeh C-H, Shen D-F. Image authentication with tampering localization
based on watermark embedding in wavelet domain. Optical Eng. 2009;48(5):057002.

14. Tonien D, Safavi-Naini R, Nickolas P, DesmedtY. Unconditional secure approximate message
authentication. In: Proc. 2nd International Workshop on Coding and Cryptology, LNCS. 2009;
vol. 5557, pp. 233–47.

15. Tabatabaei SAE, Ur-Rehman O, Zivic N. AACI: a mechanism for approximate authentication
and correction of images. In: Proc. International Conference on Communication (ICC 2013),
Budapest, Hungary. 2013; pp. 727–32.

16. Tonien D, Safavi-Naini R, Nickolas P. Breaking and repairing an approximate message
authentication scheme. Discret Math Algorithms Appl. 2011;3(3):393–412.

17. Graveman RF, Fu K. Approximate message authentication codes. In: Proc. 3rd Annual Sym-
posium on Advanced Telecommunication and information Distribution Research Program
(ATIRP), USA; 1999.

18. Ge R,Arce GR, Crescenzo GD.Approximate message authentication codes for N-ary alphabets.
IEEE Trans Inf Forensics Secur. 2006;1(1):56–67.

19. DeA, Mossel E, Neeman J. Majority is stablest. http://arxiv.org/pdf/1211.1001v2.pdf.Accessed
2 Nov 2012.



4 A Review of Approximate Message Authentication Codes 127

20. Tabatabaei SAE, Zivic N. Revisiting a primitive: analysis of approximate message authen-
tication codes. In: Proc. International Conference on Communication (ICC 2014), Sydney,
Australia. 2014; pp. 743–748.

21. Daum M. Cryptanalysis of Hash functions of the MD4-family. Ph.D. thesis. Ruhr-Universität
Bochum, persistent identifier: urn:nbn:de:hbz:294-14245; 2005.

22. Makri FS, Psillakis ZM. On success runs of a fixed length in Bernoulli sequences: exact and
asymptotic results. Comput Math Appl. 2011;61:761–72.

23. Makri FS, Psillakis ZM, Kollas N. Counting runs of ones and ones in runs of ones in binary
strings. Open J Appl Sci. 2012;2(4B):44–7.

24. Benson G. Tandem repeat finder: a program to analyze DNA sequence. Nucl Acid Res.
1999;27:573–80.

25. Nuel G, Regad L, Martin J, Camprous AC. Exact distribution of a pattern in a set of random
sequences generated by a Markov source: applications to biological data. Algorithms Mol Biol.
2010;5:1–18.

26. http://csrc.nist.gov/publications/nistpubs/800-22-rev1a/SP800-22rev1a.pdf.
27. Feller N. An Introduction to probability theory and its applications. 3rd ed. New York: Wiley;

1968.
28. Boncelet CG Jr. The NTMAC for authentication of noisy messages. IEEE Trans Inf Forensics

Secur. 2006;1(1):35–42.
29. Liu Y, Boncelet CG Jr. The CRC-NTMAC for noisy message authentication. IEEE Trans Inf

Forensics Secur. 2006;1(4):517–23.
30. Liu Y, Boncelet CG Jr. The BCH-NTMAC for noisy message authentication. In: Proc. 40th

Annual Conference on Information Sciences and Systems; Mar. 2006, pp. 246–51.
31. Ur-Rehman O, Zivic N, Tabatabaei AE, Ruland C. Error correcting and weighted noise tolerant

message authentication codes. In: Proc. 5th International Conference on Signal Processing and
Communication Systems (ICSPCS), USA; 2011.

32. Naor M, Yung M. Universal one-way hash functions and their cryptographic applications. In:
Proc. ACM-STOC; 1989.

33. Mitzenmacher M, Upfal U. Probability and computing—randomized algorithms and proba-
bilistic analysis. USA: Cambridge University Press; 2005.

34. Safavi-Naini R, Tonien D. Fuzzy universal hashing and approximate authentication. Discret
Math Algorithms Appl. 2011;3(4):587–607.

35. http://eprint.iacr.org/2005/256.
36. Arce GR, Graveman RF. Approximate image message authentication codes. IEEE Trans

Multimed. 2001;3(2):242–52.
37. Boncelet C. Image authentication and tamper proofing for noisy channels. In: Proc. ICIP. 2005;

vol. 1, pp. 677–80.
38. Liu Y, Boncelet C. The CRC-NTMAC for image tamper proofing and authentication. Proc.

IEEE international Conference on image Processing. 2006; vol. 1, pp. 1985–8.
39. Zhu BB, Swanson MD, Tewfik AH. When seeing is not believing. IEEE Signal Mag.

2004;21(2):40–9.



Chapter 5
Fuzzy Image Authentication with Error
Localization and Correction

Obaid Ur-Rehman and Nataša Živić

5.1 Introduction

During the transmission of multimedia data from source to sink, multiple elements
may contribute to data alteration. These elements typically include quantization
mechanisms inside the source encoder (or decoder), compression mechanisms, such
as lossy compression, and the channel noise, such as the one induced by a wireless
medium. In order to cope with such forms of data modifications, communication
systems typically employ error correcting codes, which add protection (parity) bits
to the original data in such a manner that some or all of the modifications (or errors)
in the data can be corrected. Some of the most widely used error correcting codes
include Reed–Solomon (RS) codes [1], turbo codes [2] and low density parity check
(LDPC) codes [3]. These error correcting codes are good at correcting a certain pre-
defined number of bit modifications. However, if the number of errors exceeds the
error correction capability of the codes, they are not correctable. In such a situation,
different mechanisms are employed by the data transmission protocols for data re-
covery. Automatic Repeat reQuest (ARQ) [4] (or its variant called Hybrid-ARQ) is
an example of such protocols, where the erroneous data is retransmitted up to a few
times, until either the data is received as intended or a threshold number of retrans-
missions have been done. Most of these communication protocols use error detection
codes, such as cyclic redundancy code (CRC) [5] or a message authentication code
(MAC) [6, 7], to verify the integrity of data. Hashed message authentication code
(HMAC) [8], such as SHA-2, is used as a means to authenticate the origin of the
data in addition to its integrity.

Standard MAC and HMAC algorithms are designed such that even a single bit
modification in the data changes its MAC by almost 50 %. These authentication
algorithms are “hard authentication” algorithms, where the authentication decision
is a strict “NO” when the data or its MAC has changed even by a single bit. In such
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a case, the transmitted image (or a videoframe) will not be accepted as authentic
at the receiver. In case of multimedia, such as an image or a videoframe, a few bit
modifications might not have any visual impact on the content of the multimedia due
to the nature of multimedia and the human visual perceptual system. For example, a
few modifications in the least significant bits of an image data might not change the
content and a bare human eye might not be able to differentiate between the original
and modified image. If it is not possible to perform retransmissions using (H-)ARQ,
e.g., either there is no feedback channel or a real-time communication is intended, or
if the number of errors exceeds the error correction capability of the channel codes,
the erroneous multimedia content will usually be discarded if hard authentication
algorithms are used. In such a case, the receiver might interpolate or extrapolate the
data, e.g., in a video stream the previous frame might be re-played or a blank frame
might be inserted between the previous and the next frame. This is due to the fact
that in some applications, it is be better to have partial data than no data at all.

In order to solve this issue, fuzzy authentication algorithms [9] have been in-
troduced in literature. Primarily, these algorithms include approximate message
authentication code (AMAC) [10], image message authentication code (IMAC) [11]
and noise tolerant message authentication code (NTMAC) [12]. Some fuzzy as well
as standard hard authentication algorithms, tailored specifically for multimedia data,
have also been proposed [13–16]. In most of the cases, these algorithms work in
little or no coordination with the other modules of the communication systems. This
means normally the source coding module has little to do with the cryptographic mod-
ule and the cryptographic module performs in little coordination with the channel
coding. Recently, it has been shown that a better coordination between the differ-
ent components of communication system improves the channel coding results as
well as the authentication results [17]. Some recent fuzzy authentication algorithms,
where different components of a communication system interact for authentication
as well as error localization and recovery from some errors, are weighted noise tol-
erant authentication code (WNTMAC) [15], error correcting noise tolerant message
authentication code (EC-NTMAC) [18, 19]. In WNTMAC, a different weight is
assigned to important and non-important parts of a message. Important parts are
provided more protection than the non-important parts. More efforts are spent on the
important blocks to identify and correct errors, whereas lesser efforts are spent on
the data parts of lesser importance. In EC-NTMAC, the NTMAC algorithm for fuzzy
authentication is extended and error correction capability is integrated into the fuzzy
authentication algorithm to do error correction in addition to fuzzy authentication.
Applications in image authentication together with simulation results are given in
[18, 19].

This chapter is organized as follows. In Sect. 5.2, a brief overview of the building
blocks used in the fuzzy image authentication algorithms is given. This includes
the frequency domain transformation, such as discrete cosine transform and error
correcting codes such as turbo codes. In Sect. 5.3, applications of error correcting
codes in image authentication are discussed. In Sect. 5.4, two fuzzy authentication
algorithms for image authentication based on the integration of error correcting codes
are discussed. The performance and security analysis of these algorithms is given in
Sect. 5.5. Finally, simulation results are shown in Sect. 5.6 to show the performance.
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5.2 Building Blocks of the Fuzzy Image Authentication
Algorithms

5.2.1 Content Based Authentication

In order to have the capability to authenticate multimedia data, such as images
or videoframes (this chapter discusses only image authentication from this point
onward), despite certain changes in the original data, it is advantageous to base the
authentication on the content rather than the actual data. The actual data of an image,
such as the bit or byte values might change due to quantization, compression, etc.
The features of an image are, however, not changed by small modifications. Image
authentication based on its content or distinct features, rather than the actual data,
is called content-based authentication. Different feature extraction techniques have
been proposed in literature by the image processing community. The features can
be as simple as the image contour, edges, Fourier, wavelet, or cosine transform
coefficients or more complex features such as those based on the image textures. The
fuzzy authentication algorithms discussed in this chapter are based on the frequency
domain features obtained using the discrete cosine transform (DCT) [22] of an image.

5.2.2 Discrete Cosine Transform

DCT [22] is one of the most widely used techniques in image processing. Other
widely used transforms are the discrete Fourier transform (DFT) and the discrete
Wavelet transform (DWT). Chen and Pratt [20] pioneered the application of DCT
in image processing. DCT removes correlation from image data, after which each
transform coefficient can be encoded independently without devitalizing compres-
sion efficiency [21]. Since DCT combines most of the energy in a few transform
elements, it is preferred as compared to DFT.

DCT of a matrix (called a block in image processing terminology) is defined as
follows [22, 23]:

X(l, k) = α(l)α(k)
2

N

N−1∑

m=0

N−1∑

n=0

x(m, n) cos

[
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]
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[
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2N

]
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where,

α(i) =
⎧
⎨

⎩
1/

√
2 , i = 0

1 , 1 ≤ i ≤ N − 1

It can be observed from (5.1) that the element at the index (0, 0) of the DCT (called
DC element) represents the average intensity of the corresponding block and contains
most of the energy and perceptual information. Elements at the indexes other than
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(0, 0) are known as AC elements. AC elements in the upper minor diagonals have
more information as compared to the AC elements in the lower minor diagonals.
If the DC components together with a reasonable number of AC components are
retained, e.g., by passing the DCT elements through a low-pass filter, the inverse
transform of the DCT (IDCT) can reconstruct the original block with some or no
loss in quality. By increasing the number of AC components, the loss in the quality
of reconstruction decreases.

The inverse of a 2-D DCT for l, k = 0, 1, . . . , N − 1 can be calculated as follows,

x(l, k) = α(l)α(k)
2

N

N−1∑
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n=0

X(m, n) cos

[
π (2m + 1)

2N

]
cos

[
π (2n + 1)
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]
(5.2)

5.2.3 Error Correcting Codes

5.2.3.1 Error Correcting Codes in Image Authentication

Error correcting codes, such as RS codes, turbo codes, or LDPC codes, are used to
detect and correct the errors introduced in the data by different means, such as by the
transmission noise over a communication channel or during storage over a storage
medium. The choice of error correcting codes depends on the noise environment and
the desired error correction capability. RS codes are good at correcting burst errors
in addition to the sporadic errors and work more naturally on symbols. LDPC codes
and turbo codes operate on large data sets such as multimedia data and their error
correction capability has been demonstrated to be very closer to the Shannon limit
[24]. Error correcting codes, when combined with image authentication, increase the
tolerance of the authentication algorithm. They also help in identification of the error
location and correcting the errors if they are within the error correction capability.
Mostly such errors are due to unintentional modifications and therefore in a small
number. In this section, a short introduction of some of most widely used error
correcting codes is given. These codes are also used in the algorithms discussed next
and therefore, they are introduced here before their application is discussed.

5.2.3.2 Reed–Solomon Codes

RS codes were proposed by Reed and Solomon in their legendry paper [1]. RS codes
are nonbinary cyclic codes. RS codes work on symbols rather than bits, where each
symbols is a Galois Field (GF) element. Each symbol is made up of m-bits, such
that m is an integer and usually 2 ≤ m ≤ 8. The m-bit elements are defined over the
Galois Field GF(q), where q = pm and p is a prime number typically chosen to be
2. RS codes are linear block codes, which mean that they encode data in blocks.
An RS(n, k) code takes a data block of k symbols and protect it by appending n − k
parity symbols to produce a block of n symbols.
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Here,

0 < k < n < pm + 2 (5.3)

The error correcting capability of RS codes is measured in symbols instead of bits.
Thus, a burst of bit errors can be grouped in to fewer symbols and then corrected
as symbols. The choice of the number of parity symbols dictates how many errors
should be corrected by the RS(n, k) codes. If t symbol errors are desired to be
corrected by the RS(n, k) code, then n − k must be chosen such that 2t ≤ n − k.

RS codes are also good at correcting erasures, where erasures are the errors
whose positions are known in advance via some a priori knowledge. The joint error
and erasure correction capability of RS codes is expressed as,

2Ne + Nr ≤ n − k (5.4)

where Ne is the number of errors and Nr is the number of erasures. (5.4) means
that if t symbol errors are to be corrected (i.e., Ne = t and Nr = 0), then 2t parity
symbols are needed. If only erasure correction is desired, then erasures equal to
twice the number of errors are correctable, i.e., up to 2t erasures can be corrected.

The decoding algorithm for RS codes can either be a hard or a soft decision
decoder. Hard decision decoders are the ones that operate on discrete values. Most
widely used hard decision decoding algorithms for RS codes are Berlekamp–Massey
[25] algorithm and the Euclidean algorithm [26]. Soft decision decoders, on the other
hand, operate on continuous values or floating point numbers. They usually take soft
values at the input and generate soft values at the output (soft input soft output
(SISO) decoders). However, in general they can also generate only hard output.
Well-known soft decision decoding algorithms for RS codes are Guruswami–Sudan
[27] decoding algorithm and the Koetter-Vardy [28] decoding algorithm. A more
generalized approach is to output a list of codewords when it is not possible to
decide on one codeword, e.g., multiple codewords are equiprobable to have been
transmitted, given the received word. This approach is called list decoding [29].

Since the hard decision decoders operate on the quantized data, where some
information is lost during quantization, their decoding performance is typically not
as good as that of the corresponding soft decision decoder [9].

5.2.3.3 Turbo Codes

Turbo codes, proposed by Berrou, Glavieux, and Thitimajshima in 1993, were the
first practical codes shown to approach the channel capacity [2]. Turbo codes are
theoretically a concatenation of two codes connected by an interleaver. In practice,
the constituent codes are usually convolutional codes connected in parallel. For
encoding, the input data is interleaved and passed through the encoders. Without
loss of generality, it can be said that the input data is passed through an identity
interleaver and then through the first encoder and in parallel the input data is passed
through another (nonidentity) interleaver before the second encoder. The result is the
original data and two encoded sequences or the parity bits.
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The decoder for turbo codes is usually a soft decision iterative decoder. The
decoder’s task is to find the most probable codeword based on the demodulated
received sequences and a priori knowledge or probabilities about the messages and
their occurrence. The decoding in turbo codes is performed by two decoders, each
one capable of working on soft input and producing soft output—or the likelihood
information about the output bits. The most common SISO decoding algorithms
are soft output viterbi algorithm (SOVA) and the maximum a posteriori probability
(MAP) decoding algorithm. The decoding is performed in turns by the constituent
decoders. It starts with one decoder and the output of the decoder is an estimate
of the first codeword. This estimate is used as a priori information in improving
the decoding results of the second decoder, which works on the second encoded
sequence and the interleaved output of the first decoder. The used interleaver is the
same as the one used in the encoding. This decoding process is repeated iteratively,
each time improving the confidence level in the decoded sequence and increasing
the reliability of the decoded bits. Repeating the iterations many times would result
in a convergence to a final decision about the most probable codeword.

The likelihood of the input and the output bits in the decoders are normally rep-
resented as log likelihood ratios (LLRs). The LLR of each bit is based on the a priori
probability of the bit and the current observation of the bit. If the sequence to be
decoded is x = (x1, x2, x3, . . . , xn), then the LLR of each bit xi can be represented as,

LLR(xi) = log
Pr (xi = 1, observation)

Pr (xi = 0, observation)
(5.5)

It can be noticed from (5.5) that the LLR of a bit is based on the a priori probabilities
of that bit and the current observation of the bit value.

5.3 Applications of Error Correcting Codes in Image
Authentication

In practice, it is important to not only authenticate an image and verify its integrity
but also to locate any modifications in the image. Existence of modifications can be
detected using cyclic redundancy check (CRC) [5], MACs [6, 7], digital signatures or
digital watermarking [30]. Additionally, it is also very important to locate the exact
positions of modifications, to as fine grained level as possible, to find out which
objects in the image have changed. However, recently it is getting important to look
for methods to do error correction in addition to error detection and localization. Error
correcting codes, such as RS and turbo codes, have been used in image authentication
algorithms to get an additional error localization and correction capability. They have
been widely used in detecting errors in the image, isolating the (potentially) erroneous
locations and if possible correcting those (potentially) erroneous parts of the image.
When combined with the authentication mechanisms, the error correcting codes can
help in partial image recovery even if complete image recovery is not possible. This
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is particularly helpful in multimedia streams, where a partially authentic image (or
part wise authentic image) might be more useful than having no image at all.

In [11], approximate image message authentication codes (A-IMACs) approach
for fuzzy image authentication is proposed. The proposed A-IMAC is tolerant to
small image modifications but at the same time it is capable of detecting and locating
intentional tampering. A-IMAC is based on different composite techniques such as
block smoothing, block averaging, parallel AMAC and image histogram enhance-
ment. The performance of A-IMAC in discussed in [11] for three image modification
scenarios, i.e., JPEG compression, image forgery, and additive Gaussian noise.

Digital watermarking methods for image authentication with error detection and
reconstruction, based on error correcting codes, have also been proposed in literature
[31–33]. In [31], RS codes are used to generate parity symbols for each row and
column of an image. The resultant parity symbols (as bits) are then embedded as a
watermark in the two least significant bit planes of the image. If the watermarked
image changes, such that the RS decoder can correct the changes, they are corrected
to restore the original image data. A scrambling method is used such that a burst of
data modifications is transformed into random noise.

In [32], a watermarking approach is proposed in which the image is divided into
blocks and the block hash is encoded with a systematic error correcting code. The
parity symbols are then embedded into the blocks. During verification, the hash of
each block is recovered with the embedded parity symbols, if the number of tampered
blocks does not exceed a threshold value. The size of parity symbols is smaller than
the total size of block hashes.

In [33], two techniques for self-embedding an image in itself are introduced
with the aim to protect the image content. The self-embedding helps in recovering
portions of the image which are cropped, replaced, damaged, or tampered in general.
In the first method, the 8 × 8 blocks of an image are transformed into frequency
domain using DCT and after quantizing the coefficients they are embedded in the
least significant bits of other, distant blocks. This method provides a good quality
of reconstruction but it is very fragile and can be classified as fragile watermarking
technique [30]. The second method is based on the principle similar to differential
encoding where a circular shift of the original image with decreased color depth is
embedded into the original image. It is shown that the quality of the reconstructed
image degrades with the increasing level of noise in the tampered image. This method
can be classified as a semi-robust watermark [30].

5.4 Fuzzy Image Authentication Codes with Error Localization
and Correction

5.4.1 Fuzzy Authentication Based on Image Features

The algorithms introduced in this section (for error correction and soft authentica-
tion) are based on image features extracted in the transform domain. The aim is to
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authenticate the images in the presence of minor modifications and to be able to locate
and correct those modifications before declaring the image authentic or unauthentic.
Another aim is to be able to locate major modifications in the images protected with
the proposed fuzzy authentication algorithms. The features extracted from images
are protected by error correcting codes so that minor changes in the features can be
reconstructed in case of noise or distortions. This means that as long as the features
are correct or correctable, the image is considered authentic, but if the features are
distorted to an extent that the reconstruction is not possible, then the image is declared
unauthentic. There are many other ways of capturing the features of an image, such
as those based on edge detection to capture the contours of image objects, corner
detection, blob detection, affine invariant features, image gradient-based features,
etc. [34].

The features based on the frequency domain transform, such as DFT, DWT, or
DCT are usually extracted by splitting the image into equal sized smaller blocks.
Typical dimensions of a block used in practice are 8 × 8 pixels, such as in JPEG
and JPEG2000 [35, 36]. Then the desired transform is applied on image block by
block. DCT is used in this chapter for frequency domain transformation. The high
energy components in the DCT of a block capture the most essential features. Thus,
if a “reasonable number” of high energy components are retained, the block can be
reconstructed through the inverse DCT (IDCT). This reasonable number determines
the quality of reconstruction. If the number of retained components is too small, the
quality of reconstruction is not satisfactory. If the number of retained components is
increased, the quality of reconstruction is improved. This number also determines the
quality of compression and decompression and is represented through the different
quantization matrices in JPEG2000.

5.4.2 Image Error Correcting Column-Wise Message
Authentication Code (IECC-MAC)

The algorithms for error correction and fuzzy authentication of images introduced
in this chapter are based on DCT. The first algorithm is called IECC-MAC [18]. It
protects the DC coefficients (as they are the most important) of an image by standard
MACs and performs fuzzy authentication with error tolerance on the received (noisy)
images. The algorithm is able to localize errors to a smaller part of the modified image
and to correct a certain number of these modifications. The algorithms for sender
and the receiver side are explained below. Definition 1 is essential to understand the
concept of the proposed algorithms,

Definition 1 Suppose that a message M is transmitted over a noisy medium along
with its n-bit MAC, denoted as H. Let M′ be the received message and H′ be the
received MAC. Let H′′ be the MAC recalculated on M′ and let d be a small positive
integer (d « n). M′ is called d-fuzzy-authenticated if HD(H′, H′′) ≤ d, where HD is
the Hamming distance.
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This method of fuzzy authentication, where the Hamming distance between H′
and H′′ does not have to be equal to zero for message acceptance, is based on the
fact that the MACs of two different messages cannot be the same or even close to
each other, in order to avoid near collision attacks [16, 37].

For the sake of simplicity, let’s assume that an N × N pixel image has to be
transmitted. For other dimensions, padding or row/column repetitions etc. can be
used. Let the image be divided into m × m pixel blocks such that m|N, where both
N and m are positive integers and m is typically equal to 8. DCT is calculated for
each block and the DC components are chosen for protection, by storing them in a
DC matrix corresponding to the DC elements of the whole image. This process is
described in Fig. 5.1.

Algorithm: IECC-MAC Tag Generation

Standard MAC is computed column-wise on the DC matrix (one MAC for each
column of DC elements) to get a total of N/m MACs. These MACs are combined
together to get a column-wise MAC (C-MAC) and transmitted together with the
compressed image. A compression is achieved by keeping the DC coefficient and
the first few minor diagonals of each DCT matrix, which can be chosen according
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Fig. 5.1 Perform DCT block-wise and keep the DC element.

to the desired image quality as is done in JPEG [35]. An inverse DCT (IDCT) of
each DCT matrix (with the DC element and reduced number of AC elements) gives a
compressed image. The process of calculation of C-MACs and then combining them
to get IECC-MAC is shown in Fig. 5.2.

The receiver receives the (potentially noisy) compressed image I′ and its (poten-
tially noisy) C-MAC′. The receiver recalculates a C-MAC (denoted as C-MAC′′) on
the image I′using the same steps as above. C-MAC′ is then compared with C-MAC′′
for each of the component MACs. If the Hamming distance between the recalculated
MAC (denoted as H′′) and the received MAC (called H′) of a column of DC elements
is lower than d, i.e., if M′ is not d-fuzzy-authenticated according to definition 1, the
corresponding column of blocks in the image I′is marked as suspicious, otherwise
the column is declared to be authentic. The marked columns are called suspicious
as they might potentially have errors. After the suspicious columns are marked, they
are tried to be corrected using the bit reliability values or the LLRs of each bit.

The LLRs can be obtained from the SISO channel decoder, for example the
MAP decoder for turbo codes. If no channel decoder is used, then the channel
measurements are taken as the LLRs of each bit. Based on these LLRs and the
received signal values, error correction is attempted. The process of error correction
works as follows: The bits of the marked suspicious columns are sorted based on
their absolute values of LLRs. A combination of least reliable bits is then flipped,
followed by recalculation of the MAC (H′′) on the DC components of the (bit-flipped)
column and calculating its Hamming distance with H′. If the bit-flipped form of
marked column is d-fuzzy-authenticated, the corresponding column of blocks in the
received image (I′) is accepted as authentic; otherwise, the iterations are continued
till a maximum (threshold) number of iterations have been performed. The error
localization and correction is shown in Fig. 5.3.
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Fig. 5.2 IECC-MAC tag
calculation on the DC
elements of columns of
blocks.

The threshold on the maximum number of iterations (Titr) is predefined and is
given by,

Titr = 2η (5.6)

where η is a small positive integer (typically, 0 ≤ η ≤ 24). Titr can be made adaptive,
by choosing the value of η depending on the bit error rate (BER) and also based on
the application demand.

The error localization property of IEC-MAC algorithm needs to be further opti-
mized because IEC-MAC localizes errors to the column level. It would be better to
localize errors, correct them, and perform fuzzy authentication at the block level. Due
to the errors being localized at the column level, extra processing for iterative error
correction is required. To improve the error localization, another algorithm called the
image error correcting-noise tolerant message authentication code (IEC-NTMAC)
is introduced. IEC-NTMAC is based on the EC-NTMAC algorithm [15] and marks
the image blocks as suspicious, as opposed to the columns of image blocks, which
is done by IEC-MAC.
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Fig. 5.3 Error localization and correction using IECC-MAC

5.4.3 Image Error Correction Noise Tolerant Message
Authentication Code (IEC-NTMAC)

For error localization to a more fine grained level, an algorithm based on the EC-
NTMAC [15] is proposed. It has an enhanced error localization and image recovery
capability as compared to IEC-MAC.

The IEC-NTMAC algorithm works by calculating an NTMAC for each of the DC
component in the DCT sub-matrix. Although a complete standard MAC is calculated
for each DC component, only a small portion (called sub-MAC) is retained, e.g., the
last s-bits of the MAC (see NTMAC and W-NTMAC [15]). All of these sub-MACs
are appended together to constitute a complete NTMAC for each column of the DC
matrix. Now the same step is repeated for all the columns, giving N/m NTMACs.
Using an NTMAC not only improves the error localization to block level but also
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improves the error correction. The reason is that smaller blocks can be corrected more
efficiently (in terms of processing power and memory consumption) as compared to
the whole column of blocks.

IEC-NTMAC generation for an image I is shown in Fig. 5.4.

The receiver receives a compressed image (denoted as I′) as well as its IEC-NTMAC
(denoted as IEC-NTMAC′). The receiver recalculates the IEC-NTMAC on I′ by using
the same algorithm as explained above (let the recalculated IEC-NTMAC be denoted
as IEC-NTMAC′′). IEC-NTMAC′ is compared with IEC-NTMAC′′ through a com-
parison of the corresponding sub-MACs. If the sub-MACs are d-fuzzy-authenticated
according to definition 1, then the DC component is accepted as authentic and the
image block corresponding to the DC component is declared authentic. Otherwise, if
the sub-MACs are not d-fuzzy-authenticated, the block is marked as suspicious. All
the blocks marked as suspicious identify the potential modifications in the image and
are tried to be corrected using the iterative error correction algorithm explained in
Sect. 2.2 on IEC-MAC. The major difference is that in Sect. 2.2, the whole suspicious
column of image blocks is considered. Thus, it is good to identify the error locations
to a column level but depending on the image resolution, it might be computation-
ally very expensive to do the error recovery. In IEC-NTMAC, only the suspicious
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Fig. 5.4 Calculation of IEC-NTMAC at the sender side.

blocks are tried for error recovery, therefore the error recovery is computationally
less expensive as compared to IECC-MAC. The pseudo-code of the IEC-NTMAC
verification and error localization with error recovery at the receiver is given below
and also depicted in Fig. 5.5.
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Fig. 5.5 Error localization and correction using IEC-NTMAC at the receiver side
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5.5 Performance and Security Analysis of the Proposed Fuzzy
Authentication Algorithms

5.5.1 Performance Study

To analyze the algorithms, it is assumed that an ideal n-bit MAC (n ≥ 256) is used for
each column of the DC coefficients. The image is divided into m × m nonoverlapping
blocks to get a total of m2, k-bit DC coefficients.

At the receiver, the fuzzy authentication is considered to be successful if the
Hamming distance between the received and the recalculated MACs does not exceed
a threshold value. For such a fuzzy authentication algorithm, there is a possibility of
the following two types of errors,

False Rejection A correct image (or a complete column of blocks or individual
blocks) is discarded, though it should have been declared authentic.

False Acceptance An incorrect image (or a complete column of blocks or
individual blocks) is accepted, though it should have been declared unauthentic.

If the BER is too high, false rejection will reduce the efficiency of the proposed
schemes. When channel is in good state, i.e., the BER is low, false rejection will
happen rarely. The probability of a false rejection for hard verification, i.e., with
d = 0, is given by,

1 − (1 − BER)n (5.7)

The false rejection probability for fuzzy authentication is given by,

Pr (FALSE REJECTION)

= (1 − BER)mk

mn∑

i=d+1

⎛

⎝mn

i

⎞

⎠BERi(1 − BER)mn−i (5.8)

which is much smaller than that for hard authentication.
To calculate the probability of a false acceptance, suppose that R is the number

of non-authentic column-wise MACs and E is the number of erroneous bits. The
probability of a false acceptance in the presence of e erroneous bits in DC coefficient
is given by,

Pr (FALSE ACCEPTANCE)

= Pr (R = 0 | E = e)

=
e∑

i=1

piqi (5.9)

where pi is the probability of a false acceptance in each column when i DC co-
efficients are erroneous and qi is the conditional probability of i erroneous DC
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coefficients when e bits are in error. pi is approximated by binomial distribution
while qi can be estimated using classical occupancy problem [12–15]:
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5.5.2 Security Analysis

Algorithms introduced in this chapter are based on the ideal standard MAC, so the
generic attacks on the standard MACs are considered as potential threats. In the given
approaches, MACs may tolerate a modest number of errors; therefore, the security
strength is reduced in general as compared to hard authentication MACs. In IECC-
MAC, each DC element is protected by one MAC and the attacker has to forge the
DC coefficients in such a way that column MACs can be d-fuzzy-authenticated. In
IEC-NTMAC, the attacker even has more difficult task due to random partitioning
[15].

A common approach to approximate the required complexity (data/time) for
forgery attack on the MACs is given by “birthday paradox” which is based on finding
collisions. For the fuzzy authentication, an attacker has to perform a near collision
attack [37]. Near collision refers to a message pair, such that their MACs differ a
little from each other. By extending the ordinary birthday paradox to the introduced
fuzzy authentication scheme with a threshold d, it is expected to have a near collision
with at most d-bit differences with the data complexity of,

√√√√√√

2n

d∑

d=0

(
n

d

) (5.11)

The value of n is usually chosen to be 256 (bits). The threshold value is set in such a
way that the false acceptance and false rejection rates are minimized. There are other
experimental methods to find a conveniently safe threshold zone by image processing
techniques [10]. It can be observed that with the smaller threshold values, the security
strength can be compensated by selecting longer MAC lengths [38]. The security
of IEC-NTMAC is even higher due to secret partitioning. The attacker requires
knowledge of partitioning methods before launching any attack.
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Fig. 5.6 IECC-MAC at 12.5 dB without channel coding.

5.6 Simulation Results

5.6.1 Simulation Parameters

Simulation results, for both of the proposed algorithms, are based on image trans-
mission over additive white Gaussian noise (AWGN) channel with binary phase shift
keying (BPSK) modulation. Results are given in the presence of as well as in the
absence of channel coding (Turbo codes of rate-1/3). The LLRs produced by the de-
coder for convolutional turbo codes (CTC) are used for bit reliabilities, whereas the
channel measurements are used as bit reliabilities in the absence of channel coding.

The source image is chosen as a grayscale image of 128 × 128 pixels, where
each pixel requires 1 byte. The image is split into 8 × 8 pixel nonoverlapping blocks
resulting in a total of 16 × 16 blocks for the chosen image resolution. DCT for
each of these blocks is calculated and the DC components of the DCT matrices
are protected using the algorithms explained earlier in Sect. 5.2. The DC and AC
elements in the DCT matrix are of 16 bits each (and therefore need 2 bytes).
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Fig. 5.7 IECC-MAC at 2.0 dB with CTC of rate-1/3

Fig. 5.8 a An airplane. b The number removed. c Modifications identified using IECC-MAC

5.6.2 Data Rate Analysis

SHA-256 is used as the standard MAC in the simulations. For a grayscale 128 × 128
pixels image protected using SHA-256, in total 128 × 128 × 8 bits of image data
plus 256 bits of MAC (SHA-256) need to be transmitted. This is equal to 131,328
bits.

By protecting the DC elements using an IECC-MAC, 16 × 256 bits (= 4096
bits) of MACs are computed column-wise. The first 5 minor diagonals of the
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Fig. 5.9 IEC-NTMAC at 12 dB without channel coding

DCT matrices are transmitted (as compressed image in the simulations), which is
15 × 16 × 16 × 16 = 61,440 bits of data, where 15 is the number of elements
from the 5 diagonals of each DCT matrix, 16 × 16 is the number of DCT matri-
ces and the last 16 is the size (in bits) of each element in the DCT matrix. Thus,
61440 + 4096 = 65536 bits are transmitted in total, which is approximately 50 % of
the data that was transmitted by protecting the image using a standard MAC. Us-
ing IEC-NTMAC based error protection, the number of data bits transmitted is the
same as in IECC-MAC. Each EC-NTMAC is 256 bits long. Thus, again approxi-
mately 50 % of the whole data is transmitted as compared to the conventional data
transmission.

5.6.3 Simulation Results for IECC-MAC

Figure 5.6 shows the simulations results for IECC-MAC in the absence of channel
coding at Eb/N0 of 12.5 dB. Figure 5.6a shows the source image that is to be trans-
mitted after protection with IECC-MAC. Figure 5.6b shows the image received at the
receiver side. Figure 5.6c shows how the suspicious block positions are highlighted
in red (columns of suspicious blocks) followed by the suspicious blocks mapped
into the received image. Finally, the resultant image is shown, which is obtained by
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Fig. 5.10 IEC-NTMAC at 2.75 dB with CTC of rate-1/3

Fig. 5.11 a An airplane. b The number removed (forgery). c Modifications identified using IEC-
NTMAC

performing the error correction of IECC-MAC algorithms over the suspicious image
based on the localized errors.

Figure 5.7 shows the simulation results for IECC-MAC in the presence of channel
coding (Turbo codes of rate-1/3) at Eb/N0 of 2.0 dB. It can be observed that due to
the presence of turbo codes, lesser number of erroneous blocks is obtained at a much
lower Eb/N0.

Figure 5.8 shows the results of IECC-MAC after forgery attack. Figure 5.8a
shows an airplane image. Figure 5.8b shows a forged image, where the serial number
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Fig. 5.12 IER over the AWGN channel with BPSK modulation and turbo codes of rate-1/3.

“01568” of the airplane has been removed. IECC-NTMAC is able to localize these
modifications, as shown in Fig. 5.8c but is not able to correct them.

5.6.4 Simulation Results Using IEC-NTMAC

Images protected using IEC-NTMACs have better error localization capabilities and
so they can be reconstructed more efficiently as compared to IECC-MAC. Simulation
results in the presence and absence of channel coding, similar to the previous subsec-
tion, are presented in Fig. 5.9 and 5.10. Figure 5.11 shows the forgery attack on the
airplane image. The error localization of IEC-NTMAC is refined to the block level,
so it can be seen that the exact area of forgery has been marked by the IEC-NTMAC.

5.6.5 Image Error Rate (IER)

IER is defined as the number of times the whole image is declared as unauthentic
divided by the number of times the image was received at the receiver, i.e.,

IER = Nunmer of times the image is declared unauthentic

Number of times the image is received
(5.12)
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IER for both the algorithms is shown in Fig. 5.5 at different values of Eb/N0. Three
different curves are plotted for comparison. These curves show the IER in the pres-
ence of a standard MAC based protection, then in the presence of IECC-MAC and
finally in the presence of IEC-NTMAC. Figure 5.5 shows that IEC-NTMAC provides
the lowest IER and performs the best amongst the proposed algorithms (Fig. 5.12).
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Chapter 6
Robustness of Biometrics by Image Processing
Technology

Robin Fay and Christoph Ruland

6.1 Introduction

Authentication is a crucial process to authorize users, computers, or other entities in
an interconnected society. Passwords or tokens are often used to authenticate users.
However, passwords can be forgotten and tokens get lost. Biometric traits like finger-
prints or vein patterns are always present, differ from one person to another, and can
also be used for user authentication. Moreover, they cannot be forgotten or lost. Bio-
metric authentication has found its way into everyday life through smartphones and
notebooks. Especially due to the wide use of biometric authentication the protection
of biometric user information has become inevitable because, unlike passwords, this
information cannot be changed in case of compromising.

One major subject of a computer aided biometric system is the extraction of mean-
ingful features from captured images. These features should represent the uniqueness
of the object to ensure a correct classification. Differences between the images, for
instance caused by rotation or translation of the finger during fingerprint acquisition
or noisy image data, are leading to classification errors. Therefore, suitable prepro-
cessing techniques are needed. In general, noise will be reduced using appropriate
image enhancement, and image transformations can be corrected through image
alignment. However, alignment is a computational expensive operation, and its ro-
bustness is crucial in regards to classification performance. Furthermore, the private
biometric user information could be attacked by exploiting the additional alignment
information. Therefore, this chapter focuses on alignment-free feature extraction
methods for the usage in biometric systems with template protection.
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This chapter is organized as follows: Sect. 6.2.1 gives a brief introduction to the
general pattern recognition process. Here, a special focus lies on affine invariant pat-
tern recognition and alignment-free features. In Sect. 6.2.3 biometric authentication
systems and template protection is described followed by fingerprint and vein pattern
recognition. The basic ideas of different feature extraction approaches are presented
in Sect. 6.3, before some proposed systems which are described in Sect. 6.4. An
evaluation strategy for local feature extraction methods based on criteria from the
field of digital image processing is shown in Sect. 6.5. Finally, a conclusion and
some ideas for further research are depicted in Sect. 6.6.

6.2 Pattern Recognition and Biometric Authentication

6.2.1 Pattern Recognition Systems

Assume that V is the set of all possible patterns f , which are commonly images. Each
pattern f should have a desired classification c ∈ Ω where Ω is the set of all classes.
The goal of a pattern recognition system is to determine a function h : V → Ω

that finds the desired classification c for all f ∈ V [1]. A pattern recognition system
consists of five stages as shown in Fig. 6.1.

Acquisition Patterns are captured by a sensor, for example, a camera taking an
image. The main properties of the captured pattern arise from technical characteristics
of the sensor, like the type (e.g., optical or capacitive), resolution, or color scheme.

Preprocessing After the acquisition, the pattern needs to be preprocessed. In case
of an image, for example, appropriate preprocessing techniques can be image en-
hancement for noise reduction or alignment to deal with perspective transformations.
Proper preprocessing depends strongly on the pattern itself and the chosen feature
extraction technique. Different kinds of preprocessing methods from the domain of
computer vision are presented in [2].

Feature Extraction During feature extraction, the objective is to reduce the pattern
to meaningful feature x for classification instead of processing the whole pattern. In
machine-based pattern recognition, a feature x ∈ R is a measurement constructed

Fig. 6.1 The general pattern recognition pipeline consisting of five stages
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from a particular pattern that makes this pattern comparable or distinguishable. In
other words, the features should represent the significant information of the pattern
with the aim to characterize it uniquely. This approach is similar to the human
visual perception, since perception depends only on a small amount of relevant
characteristics [3].

The result of feature extraction is a n-dimensional feature vector x =
[x1, x2, . . ., xn]t that contains all features from the pattern and therefore clearly
describes it. Automatic feature extraction is the most important part in a pattern
recognition system, since the classification depends only on the extracted features.
Features can also be extracted manually, but this approach is not suitable for huge
pattern databases. Feature extraction methods for fingerprint and vein biometrics are
considered in Sects. 6.3 and 6.4.

Feature Selection Assuming that the extracted feature vector contains spurious fea-
tures, feature selection can be used to reduce the amount of these unintentionally
extracted features, which also reduces the dimension of the feature vector. Spurious
features can be redundant features, which carry no additional information with re-
spect to particular other features, and insignificant features carrying little or no useful
information at all. Both should be avoided, because these features are not suitable
to distinguish between the patterns. See a detailed description of feature selection
techniques in [4] and [5].

Classification Classification is the last stage of pattern recognition. The classifica-
tion process is a kind of supervised learning, where the classifier is trained according
to a labeled training set to determine the desired classification. A lot of classification
techniques were proposed, for example, artificial neural network [6], support vector
machines [7], or others [8].

6.2.2 Affine Invariant Pattern Recognition

6.2.2.1 The Problem of Affine Invariant Pattern Recognition

As already illustrated, a serious problem of computer vision is the recognition of
shifted or rotated images. If a pattern inside the training set belongs to class c, the
same pattern, with a change in orientation, should also be assigned to class c. This
leads to the problem of affine invariant pattern recognition. First consider that a
function is called invariant under a group of transformations, if a transformation
of this group can be applied to the argument of the function without changing the
functions value. Now let G be the group of all affine transformations, so that g ∈ G

is an affine transformation. A pattern recognition system is invariant under g if

h(gf ) = h(f ) ⇔ h(gx) = h(x) (6.1)

applies to all patterns f ∈ V with the corresponding feature vector x [1].
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Affine invariance can be achieved by finding the affine transformation g that aligns
the patterns. In order to find the affine transformation g, the affine transformation
matrix must be identified by either manual selection or automatic detection of corre-
sponding points. Another approach is called alignment-free feature extraction, which
is the extraction of invariant features, that directly leads to invariant classification. If x
is invariant under g this also implies that h(gx) = h(x). Therefore, the characteristics
and types of the features must be considered in detail.

6.2.2.2 Alignment-Free Features

Features can be separated into two types, namely global and local features. Global
features describe the whole pattern like, for example, image moments which describe
the whole image including background. Image moments are features that represent
global image properties such as the centroid or the sum of all color values of each
pixel.

For a better understanding of global features and how they can be constructed
to become invariant against particular affine transformations, the theory of image
moments will be considered briefly.

Image Moments
Let f (x, y) be an image function of a discrete (N × M) gray value image with
x = 0, 1, 2, . . . (N − 1) and y = 0, 1, 2, . . . (M − 1) limiting the pixel position.
Discrete geometric moments {mpq} of order (p + q) are defined by [9]:

mpq =
M−1∑

y=0

N−1∑

x=0

xpyqf (x, y) with p, q = 0, 1, 2, . . . n (6.2)

Take, for example, the discrete geometric moment of order zero to illustrate, what it
describes in the image.

m00 =
M−1∑

y=0

N−1∑

x=0

x0y0f (x, y) =
M−1∑

y=0

N−1∑

x=0

f (x, y) (6.3)

Considering the assumption that f (x, y) is a discrete image function of a gray value
image, it is easy to see that {m00} is the sum of all gray values of this image. With the
help of zero and first order moments, the image centroid (x̄, ȳ) can be determined
by [10]:

x̄ = m10

m00
, ȳ = m01

m00
(6.4)

Translation invariant moments can be defined with respect to the image centroid,
since the image centroid is not changed by application of translations. This leads to
the definition of translation invariant central moments {μpq} [11]:

μpq =
M−1∑

y=0

N−1∑

x=0

(x − x̄)p(y − ȳ)qf (x, y) (6.5)
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To obtain the invariance against scale changes, one could normalize the images to
the same size, because global features are constructed to describe the whole image.
This idea can be adapted to get normalized central moments {ηpq}, which are defined
by [11]:

ηpq = μpq

μ
γ

00

, with γ = (p + q)

2
+ 1 (6.6)

Hu [12] constructed a set of seven invariant moments {hi} from the normalized central
moments, that are not affected by changes in translation, scale, and rotation. These
seven invariant moments are defined by [11]:

h1 = (η20 + η02), (6.7)

h2 = (η20 − η02)2 + 4η2
11,

h3 = (η30 − 3η12)2 + (3η21 − η03)2,

h4 = (η30 + η12)2 + (η21 + η03)2,

h5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]

+ (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2],

h6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2]

+ 4η11(η30 + η12)(η21 + η03),

h7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]

− (η30 + 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2].

An example of these moments is illustrated in Fig. 6.2 which also shows the invari-
ance. A logarithmic representation is often suggested due to the low numerical value
of the invariant moments [13]:

hlog,i = |log(|hi |)| (6.8)

This is only one example of global features. Other examples are, for instance,
Legendre moments [14], Zernike moments [15], and pseudo-Zernike moments [9].

One disadvantage of global features is that local image changes affect all features
and therefore the whole feature vector, which leads to misclassification. To counteract
this problem, subdividing (also called segmentation) methods can be used, which
divide the image into a certain number of sub-images. After that, global features can
be generated for all particular images which increase the number of features, and
reduce the influence of local image changes to a subset of the feature vector. The
term subdividing should be used to describe the process of dividing images, since
segmentation in the field of biometrics often means to separate the region of interest
from the background, for example, the finger in a finger vein image.

An additional disadvantage of global features is that they cannot differentiate
between the image background and other parts of the scene, so that the information
is merged.
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Fig. 6.2 (left) Original image. Invariant moments: hlog,1 = 0.5222, hlog,2 = 2.1652, hlog,3 =
4.5434, hlog,4 = 3.5669, hlog,5 = 7.6222, hlog,6 = −4.8822, hlog,7 = −9.1521. (right) Image
rotated by 45◦. Invariant moments: hlog,1 = 0.5212, hlog,2 = 2.1569, hlog,3 = 4.5542, hlog,4 =
3.5682, hlog,5 = 7.6305, hlog,6 = −4.8631, hlog,7 = −8.7831

Local Features
In comparison, local features describe the pattern locally through interesting key-
points or regions with respect to their direct neighborhood. Based on Schmid and
Mohr [16] local feature extraction can be divided in two processes, namely detection
and description, as shown in Fig. 6.3.

A feature detector identifies keypoints or regions at characteristic image positions.
Typically, keypoints are points where the image signal changes intently, like corners
or edges. The usage of interesting points should reduce the amount of data, that need
to be examined, to the most significant information. For each interesting keypoint
or region, a vector of local attributes—called descriptor—is computed to uniquely
describe its local neighborhood. The feature vector consists of the descriptors of all
keypoints. Consequently, a local feature is defined as a tuple of a point or region and
a characteristic description of its surrounding, which can assume any desired shape
(usually circles or ellipses are used).

Based on this definition, reliable local features should satisfy some additional
properties. The first property arises from the advantage of local features against
global features and is called locality [17]. Local image changes should affect only
a part of the extracted features so that the resulting feature vector becomes more
robust against local distortion. Local features should also represent only semanti-
cally significant regions with a high information content that clearly distinguish the
represented pattern from any other.

In addition, features which are present in two images of the same scene or object
should be detected in both images to obtain a similar feature vector. This property
is called repeatability and is mainly influenced by the invariance of the feature
detector against the occurring transformations [17]. Beyond this, repeatability is also
influenced by robustness, for example, against noise, which can be either achieved
by robust feature detection or by using appropriate preprocessing techniques.
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Fig. 6.3 Local
features—Detection and
description. (Referring to
[16]). First, interesting
keypoints need to be detected
before their neighborhood can
be described

Summing up, it can be said that alignment-free local features can be achieved by
invariant detection with high repeatability and also invariant description of interesting
regions with a high information content. Examples of invariant feature detection can
be found in [17] or [18], and different feature descriptors are described in [19].
Local alignment-free feature extraction methods proposed for fingerprint and vein
authentication systems are considered in detail in Sect. 6.4.

6.2.3 Biometric Authentication

6.2.3.1 Biometric Systems

A biometric system is, in general, a pattern recognition system that operates on the
basis of biometric data—precisely behavioral and physiological traits. A common
process, similar to the pattern recognition pipeline from Fig. 6.1, can be used to
describe biometric systems. The main components are sensor, preprocessing, fea-
ture extraction, feature selection, matching, and a system database (see Fig. 6.4).
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Fig. 6.4 Biometric systems as pattern recognition systems. (Referring to [20])

Furthermore, these systems can be divided into three modes, namely: enroll-
ment, verification, and identification, which are displayed in Fig. 6.4 and explained
hereinafter.

• Enrollment: The process, at which a user registers his traits in a biometric sys-
tem, is called enrollment. First, a pattern is acquired using a biometric sensor.
The quality of the pattern is conditioned and checked during the preprocessing
step, so that recordings with poor quality can be repeated. A method for feature
extraction is used to generate a feature vector, whose dimension is reduced by
feature selection as mentioned in Sect. 6.2.1. The feature vector is stored in the
system database together with personal information about the user and a personal
identification number (PIN) as the user’s template [21]. This template serves
the biometric system as a basis for the verification and identification process. In
addition, some systems offer to record different biometric traits for one user.

• Verification: A user demands a verification by entering his PIN or showing his
identification card. In the verification mode, the system extracts the user’s infor-
mation first and compares it with the information stored in the biometric template,
which belongs to the PIN or identification card. The system then takes the deci-
sion, if the user is the one he claims to be or not. The aim of verification is to
prevent multiple users to share one identity [22].

• Identification: During identification, the acquired biometric features will be com-
pared with all templates inside the database to find the current user under all known
identities. Therefore, there is no need for the user to prove his/her identity by a PIN
or identification card. One user with multiple identities or the authorization of a
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non registered user will be prevented through the identification process. Biometric
user identification is also used in forensic science.

Biometric systems are based on different biometric traits; an overview can be found in
[22]. It is important to differentiate between the term feature as a significant measure,
which distinguishes patterns, and the term biometric trait as a characteristic of an
individual. This chapter focuses on fingerprint and vein pattern analysis, which will
be considered in detail in the Sects. 6.2.3.3 and 6.2.3.4.

6.2.3.2 Template Protection

The usage of biometric authentication systems offers both advantages and further
challenges. On the one hand, biometric traits are associated closely to the user and can
not be forgotten or lost like, for instance, passwords. They are unique differentiators
that always allow authentication. On the other hand, this close coupling is the reason
for additional challenges. Beside dummy or violent attacks, there is another problem
in the immutability of biometric traits. Once biometric traits are stored as a template,
they are known to the system and cannot be changed. This raises the question what
should happen if this data is compromised successfully. Passwords, for example, can
be reset, but biometric traits are unchangeable.

If an unsecured channel is used to transfer the biometric data after acquisition, this
offers a possibility for an eavesdropper to obtain the user’s template. Since these data
cannot be changed, an attacker has permanent access by injecting the monitored data,
bypassing the sensor, as long as the affected user is not blocked by the system. After
blocking, however, it is no longer possible for the user to authenticate himself. There-
fore, biometric systems must be additionally protected against these attacks, and the
biometric user templates must be protected particularly. It can be concluded that bio-
metric templates may not be transmitted, stored, and processed without additional
protection. To ensure the security of the biometric template, protected templates are
used that should comply with the following properties [23]:

• Irreversibility: It should be impossible to obtain the originally recorded biometric
data or any information derived from them with the help of the protected template.

• Cancelable: Protected templates should provide the opportunity to be revoked in
case of a possible compromising.

• Diversification: It should be easily possible to produce different protected
templates of the same or very similar biometric data.

• Universal: Protected templates are supposed to be generated for all kinds of
biometric traits and also to be interoperable between different biometric systems.
This needs uniform interchange standards for features, which describe biometric
traits, like defined in ISO/IEC 19794 [24].

Biometric systems with template protection are often called cancelable biometrics
[25]. Examples for cancelable biometrics can be found in [26, 27].

A very simple approach could be to apply a secret function on a feature vector to
obtain a transformed feature vector, which does not contain the original information.
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Fig. 6.5 A fingerprint image
as a pattern of ridge lines
(dark) and valleys (lighter)

In the case of a possible compromise of the data, one could easily change the func-
tion used for transformation. This basic idea shows a significant problem if image
alignment is used. It is no longer possible to align the acquired image with respect to
the protected template, because the only information of the original biometric traits
is transformed features. To be able to use alignment anyway, additional alignment
information is needed, and it is not clear, if this can be exploited to obtain the original
template data. Hence, alignment-free features are required to get rid of the vulnerable
alignment information.

6.2.3.3 Fingerprint Recognition

Fingerprints are probably the most commonly used biometric traits. A fingerprint is
a pattern that is formed by the friction ridges of a fingertip skin [28]. This pattern
consists of ridges and valleys, which may have various forms, for instance, arches,
loops, or whorls. These characteristics, together with the interruptions of the friction
ridges, called minutiae, make a fingerprint undoubtedly distinguishable [28]. At this
point it is important to mention that the acquired image from the fingerprint is a gray
value image as shown in Fig. 6.5. In order to see how features can be extracted from
the fingerprint images, it should be considered which features are suitable for the
usage in fingerprint recognition, and how they can be described.

Like in Sect. 6.2.2.2, features of fingerprints can be divided in global and local
features.

Global Features Global fingerprint features are features that describe the whole
pattern, like the five singularities: left loop, right loop, whorl, arch, and tented arch
described by Henry [29]. These features are not applicable for computer aided fin-
gerprint recognition because of their very limited information content. Global image
features, such as moments, can also be considered as global features of fingerprints,
since fingerprints are recorded as images.
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Local Features On the local level, the most common features used in fingerprint
recognition are minutiae points. Minutiae are small elements in the fingerprint, which
are located at different types of interruptions or endings of ridge lines [30]. Exam-
ples of minutiae types are ridge endings, bifurcations, or intersections. Minutiae are
extracted in the two steps (detection and description) as mentioned in Sect. 6.2.2.2,
since minutiae are local features. Other than minutiae, fingerprints contain other
significant attributes like ridge width and shape or pores, which can also be used to
construct features [31]. Minutiae points and other significant fingerprint character-
istics can be seen as a special case of keypoints like described in Sect. 6.2.2.2, as the
image signal changes intently. Beside minutiae-based approaches, which specifically
search for minutiae points and describe them, for instance, based on their position
or type, image based methods are also used.

Image-based approaches are derived from the field of digital image processing and
are originally used for object detection or general image classification. Interesting re-
gions with a high information content are detected by finding keypoints and described
using image based information. These techniques are also applied in biometric sys-
tems for fingerprint or vein recognition, see [32, 33] for examples. Image-based
detectors also find minutiae points or pores to some extent, since minutiae are in
general keypoints [34].

Furthermore, the number of general interesting points that arise from image-based
detectors is between 500 and 3000, depending on image quality, preprocessing and
other parameters [35]. However, the quantity of minutiae points is often smaller than
100 [32], and this number may decrease to less than 50 in the presence of noise or scars
[35]. On the one hand, this means that in some cases it may not be possible to extract
a sufficient number of features using minutiae points. On the other hand, if nearly the
whole image is covered by keypoints the locality property and the advantages of local
features are destroyed. Features from fingerprints should satisfy the properties of
Sect. 6.2.2.2 such as locality, repeatability, and high information content. Therefore,
invariance against translation and rotation of the finger during fingerprint acquisition
is desired. Scale invariance may also be requested, if recordings from sensors with
different resolutions are used.

6.2.3.4 Vein Pattern Recognition

Another biometric trait used for biometric authentication is vein patterns. These
patterns are commonly acquired using near infrared light sources. This makes use
of the fact that, near infrared radiation permeates tissue, but gets absorbed by the
deoxygenated hemoglobin inside the blood [39]. The result is a gray value image of
dark vein patterns as shown in Fig. 6.6.

Basically, all veins inside the human body can be used for authentication, but with
respect to usability mostly hand, palm, or finger veins are utilized [40].Vein patterns
are suitable for biometric authentication, because they are universal, unique, and
permanent. In addition, they cannot be revealed unintentionally, like for instance
fingerprints left on a glass. Furthermore, vein patterns offer the possibility to detect,
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Fig. 6.6 An illustration of a
finger vein image (top). The
other images show examples
for vein pattern extraction
using the methods of [36]
(middle) and [37] (bottom).
(Referring to [38])

whether the user is alive during acquisition or not, which offers security against
dummy attacks [39]. An interchange standard for vein images is defined in ISO
19794-9 [24].

Fingerprints and finger veins offer a possibility for multiple biometrics, which
means the fusion of several biometric traits to improve authentication security and
accuracy, since they can be gathered concurrently.

In vein image analysis preprocessing is indispensable. As displayed in Fig. 6.6,
the acquired image contains not only the vein pattern but also other tissue, shadows,
and noise. Therefore, different approaches for vein pattern extraction were proposed,
which most frequently extract the vein pattern as a binary image, see, for example,
[36, 37, 41, 42].

For vein pattern recognition, both global and local features are used as well.
Usually the courses of the veins or image moments are used as global features
[40, 41]. The intersections and endings of veins can be used as local features and
are also called minutiae. Features of veins are very similar to features of fingerprints
but further detailed features are not suggested, especially because this information
gets lost during vein pattern extraction. Also, the adaptation of methods originally
used for feature extraction of fingerprints is possible, as shown in [43]. The number
of minutiae depends highly on the body part applied for acquisition. As shown in
[44], the average number of minutiae found in vein patterns from the back of hand
is about 50–70 and in wrist vein patterns approximately 150. This suggests that the
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number of minutiae in finger vein images is even less than in fingerprints and may
not be sufficient in some cases.

Image-based methods are used in vein recognition as well [33]. In order to ap-
ply image-based methods, suitable preprocessing methods are needed because a lot
of textural information gets lost during binarization. However, this information is
essential for image based descriptors.

As the features are similar between fingerprints and veins, the desired properties
are similar too. In addition to the two-dimensional translation and rotation, another
serious transformation applies through twists of the finger along the longitudinal
axis. This transformation also happens during fingerprint acquisition but it is not
so critical since fingerprints are to some extend two-dimensional patterns. For vein
patterns, the rotation along the longitudinal axis changes the three-dimensional (3D)
perspectives from which the patterns are acquired. Hence, the pattern changes entirely
and veins could be covered by each other. Because of that, the features should either
be robust against this distortion or the sensor construction should prevent excessive
transformations of this kind.

6.3 Feature Extraction in Fingerprint Biometrics

6.3.1 Global Features

Global features have a lack in locality, which leads to disadvantages as already
discussed in Sect. 6.2.2.2. Hence, image subdividing is applied to improve this
deficiency. Naive image subdividing, or in other words dividing the image without
respect to the occurred transformations, will harm the invariance properties. Even
invariant features like the seven moments from Eq. (6.7) will be dissimilar, since
the features are constructed from regions with different content. In order to achieve
a translation invariant image subdividing, the sampling grid could be aligned to a
center point as illustrated in Fig. 6.7. The additional scale normalization and rotation
could guarantee even more robustness against affine transformation. The usage of
invariant subdividing resembles local feature extraction, but the subimages contain
not meaningful information also. Compared to that, local features are constructed
directly from keypoints and regions, so that they represent the significant image parts.
Admittedly, global features can also be used as local feature descriptors.

Local techniques for feature extraction used in fingerprint or vein biometrics can
be separated into minutiae-based and image-based approaches, based on the kind of
features utilized. In the following subsections these approaches are described.
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Fig. 6.7 Naive subdividing of
two fingerprint images using
a 2 × 3 quadratic grid
centered on the fingerprint
core point as an example. It
can be seen that the content of
square (a) and (b) is not equal

6.3.2 Minutiae Based Feature Extraction

6.3.2.1 General

Minutiae-based approaches are commonly used for feature extraction in fingerprint
and vein biometrics. Minutiae-based methods need to find minutiae points initially,
and afterward a feature vector is created based on these points and additional in-
formation of the minutiae neighborhood. Also, the term minutiae representation is
known as a synonym for minutiae descriptor.

As a difference to image based methods, it is assumed that a minutiae template
(e.g., according to ISO/IEC 19794-2 [24] or ANSI/NIST-ITL-1 [30]) is already
extracted and can be used for the determination of descriptors. The usage of minu-
tiae templates limits the descriptor information to minutiae, which means that no
additional information from the image, like gray values, are considered during the de-
scriptor generation. Therefore, minutiae descriptors focus on topological information
of the minutiae to describe uniquely the underlying pattern.

6.3.2.2 Minutiae Detection

A minutia, mi = {xi , yi , θ}, is defined by its coordinates (xi , yi) and the orientation θ

specified by the tangent angle with the horizontal axis as shown in Fig. 6.8. According
to [21] methods for automatic minutiae detection from fingerprints can be classified
into two groups: methods that extract minutiae using binarization and direct gray
value based approaches. A literature survey of different minutiae detection methods
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Fig. 6.8 A termination
minutia with coordinates
(x0, y0) and tangent angle θ .
(Referring to [46])

for fingerprint biometrics can be found in [45]. In the following paragraphs the
focus is on fingerprint minutiae detection, since the methods used for vein minutiae
detection are very similar [39].

Binarization Based Methods At first, these methods convert the recorded gray
value image into a binary image. A threshold is used to determine whether a pixel
is set to black or white. Some approaches apply a thinning procedure on the binary
image, which generates a skeleton with only one pixel line width. Thus, minutiae
can be detected by observation of each pixel and the surrounding neighborhood of
pixels. The procedure is shown in Fig. 6.9.

A disadvantage of this approach is the loss of information during binarization and
thinning. Furthermore, a lot of spurious minutiae are detected by this method due to
binarization, especially in the presence of noise. This can also be seen in Fig. 6.9.

Direct Gray Value Based Methods Maio and Maltoni [46] suggested direct gray
value minutiae detection because of these drawbacks. Here, the idea is to follow the
ridge lines directly on the gray value image. A set of starting points is determined,
and the endings and bifurcations of the ridge lines are detected by ridge line following
using the directional image. An additional labeling algorithm is needed to prevent the
algorithm from considering lines twice. Some modifications of this algorithm can
be found in [21]. These methods are very application oriented, since they make use

Fig. 6.9 Minutiae detection based on binarization. (Referring to [46], [47])
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of the knowledge about the underlying pattern. Ridge line following is not the only
way of direct gray value minutiae detection. Other methods use window functions
and try to determine whether the windows content is a minutia or not, for example,
by fuzzy or neural network based classifiers [48].

These methods are more related to general image based feature detection
approaches as they will be described in Sect. 6.3.3.1.

6.3.2.3 Minutiae Description

The next step after minutiae detection, or with a provided minutiae template, is minu-
tiae description using topological or semantic relations between minutiae points.
A lot of methods were proposed for local minutiae description. Maltoni et al.
[21] distinguish between nearest neighbor-based andfixed radius-based minutiae
descriptors.

Nearest Neighbor-Based Minutiae Descriptors This kind of descriptor character-
izes the minutiae environment by help of k nearest neighbor minutiae. In order to
obtain invariant feature vectors, attributes like the distance between minutiae, angle
of connection lines or the number of ridges between the minutiae are used. Here,
it should be noticed that, for example, distances are not invariant under scale trans-
formations. This can be neglected in fingerprint biometrics due to the fact that scale
changes are not common, if sensors of the same resolution are used.

The order of the neighbor minutiae is a critical point of this kind of descriptor.
Local image distortions may lead to different feature vectors and therefore to classi-
fication errors, if the order is based on the distances from the neighbors to the central
minutia and these distances are small or the same for two neighbors.

Fixed Radius-Based Minutiae Descriptors A neighborhood can be obtained by
the use of a fixed radius r around a central minutia, which includes all minutiae whose
distance to the central minutia is smaller than r . Subsequently, this neighborhood
can be described using invariant attributes of the minutiae relations. A problem of
this method is the treatment of minutiae on the regions edge. This minutiae could be
inside the region in the first sample and outside in the next one due to local distortion
or noise, which leads to defective feature vectors. This problem can be counteracted
by multiple analyses with slightly enlarged radius, but the basic problem remains.
The usage of a weighting function that weights the influence of the minutiae based
on their position inside the region could be another possible solution.
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Fig. 6.10 The idea of the Harris corner detector. On edges the image signal changes in one dimension
(left circle), at corners it changes two dimensional (right circle). The image signal does not change
on uniform areas (centered circle)

6.3.3 Image Based Feature Extraction

6.3.3.1 Image Based Feature Detection

A feature detector finds interesting points or regions in images. A keypoint is defined
as a point where the image signal changes intently, like corners, T-junctions, Y-
junctions and much more [16, 49]. These regions need to be determined before
description, since local features are defined as a tuple of a keypoint or region and a
characteristic description of the neighborhood (see Sect. 6.2.2.2).

The same keypoints need to be detected independently in two images and the
determined regions should be invariant with respect to the occurring transformations
in order to get alignment-free features. Because of that, these regions are often
described by circles, or in case of general perspective transformations by ellipses or
parallelograms.

Image-based feature detectors can be divided into three classes by the kind of
keypoints or regions they detect.

Corner Detectors Keypoint detectors are most likely named corner detectors due to
the definition of keypoints. Corner detectors are explored extensively, and a lot of dif-
ferent approaches were proposed. The Harris corner detector proposed by Harris and
Stephens [50] is probably the most prominent detector of this kind. Other examples
are Features from accelerated segment test (FAST) [51], adaptive and generic accel-
erated segment test (AGAST) [52], or Oriented FAST and Rotated BRIEF (ORB)
[53]. A detailed review of different methods can be found in [49, 54].

Take, for example, the Harris detector to get a better understanding about corner
detection. The idea of this detector is to examine every pixel within the image to
find out if the image signal in a small window around this pixel is changing in both
directions, as it is displayed in Fig. 6.10.

The second moment matrix is used to determine the properties of the signal in-
side of the pixel’s window. This is possible, since the central image moments (see
Eq. (6.5)) can be used to determine the direction of the strongest respective weakest
signal changes [9]. More precisely, the eigenvalues of the second moment matrix
are used. Thus, the keypoints obtained are invariant with respect to translation and
rotation, so that this transformation do not affect the detection algorithm.
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Fig. 6.11 Example of the
SIFT-detector used on a
fingerprint image. The
different size and direction of
the circles result from the
detected extrema in scale
space

Regions for feature description are required in order to use this keypoints as local
features. For example, circles with a fixed size centered on the detected keypoints
can be utilized. The regions detected this way are not scale invariant, since the region
size is not related to the image scale. Mikolajczyk and Schmid [18] proposed a scale
invariant corner detector based on the Harris detector, which is called Harris-Laplace
detector.

Blob Detectors A blob detector, in contrast to corner detectors, tries to identify
blob like structures with a high amount of information directly. The most prominent
blob detector was proposed by Lowe [55, 56] and is called scale-invariant feature
transform (SIFT ). An example is shown in Fig. 6.11.

The SIFT detector identifies interesting blobs by determination of scale space
extrema using the Difference of Gaussians (DoG) operator. The scale space theory
is broadly described in [57]. In scale space, the image is presented in different scales
(using Gaussian filter), which makes the estimation of the DoG very simple, as
illustrated in Fig. 6.12. Regions extracted by the SIFT detector are invariant under
changes of translation, rotation and scale.

Some blob detectors with the same properties of invariance are for instance the
Hessian-Laplace detector [18] or the speeded up robust features-detector (SURF)
[58]. Other blob detectors are also invariant under general affine transformations
like the Harris- and Hessian-affine detectors proposed in [18].

Region Detectors Some feature detectors are able to extract affine invariant regions
of different forms like the maximally stable extremal regions (MSER) proposed by
Matas et al. [59]. This kind of detectors was not used for fingerprint or vein biometrics,
since the locality and distinctiveness of these regions may not be suitable for these
particular patterns and therefore they are not considered further. A wide overview of
different feature detectors can be found in [17].
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Fig. 6.12 Illustration of the difference of Gaussian’s operator

6.3.3.2 Image-Based Feature Description

The image-based feature descriptors are constructed from the available image in-
formation inside of the detected regions. The usage of these intensively researched
techniques is obvious, since the biometric traits are acquired as images. As already
mentioned in Sect. 6.3.1, the image moments can be used as local image based de-
scriptors. In addition, a wide range of image based descriptors exists and a couple
of them are based on the ideas of Lowe’s [55, 56] SIFT descriptor (see for instance
[19, 60]). The SIFT descriptor uses gradient histograms, calculated from an interest-
ing points neighborhood with respect to rotation and scale. The gradient histogram
represents the frequency distribution of the gradient of an image section in relation to
its magnitude, where the gradient describes the direction of the strongest gray value
amendment and its magnitude represents the amendment’s intensity.

It is to investigate whether due to the characteristics of these patterns image based
descriptors provide satisfying results. Perhaps description based on the relations of
keypoints, like minutiae description, is more suitable in this context than using the
image-based information.

6.4 A Comparison of Alignment-Free Biometric Systems

6.4.1 Global Methods

Some difficult problems and interesting improvements are derived from the usage of
global features, even though global methods cannot be considered as state of the art
in fingerprint and vein biometrics.

Vein Pattern Recognition Using Invariant Moments
A feature extraction method for vein pattern recognition based on invariant moments
is described in the work of Xueyan et al. [41]. At first, the image is preprocessed using
wavelet transforms,and then the vein pattern is extracted. Subsequently, Xueyan et
al. [41] utilized Hu’s [12] invariant moments and additional five invariant moments
derived from [61] as features. Based on their experiments, Xueyan et al. [41] decided
not to use Hu’s moments [12] of order 5 and 7, since they were too different. Because
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of that, the authors rely only on the others moments, which leads to a ten-dimensional
feature vector.

However, this raises the question whether a ten-dimensional feature vector is
sufficient for classifications of large databases. Depending on the used classifier,
a specific feature vector dimension ratio must be maintained in order to achieve
satisfactory classification results [3]. Therefore, the image subdividing can be used
to improve the number of features.

Pseudo-Zernike Moments and Image-Subdividing
Deepika et al. [62] suggest a fingerprint recognition system based on pseudo-Zernike
moments. First, the region of interest is extracted, and the pseudo-Zernike moments
of this region from order 1–5 are calculated. The image is subdivided to increase the
quantity of features. The pseudo-Zernike moments of order 5 perform the best for
the whole image, whereas order 3 moments with 10 × 10 sub-images perform even
better, according to their experiments.

However, Deepika et al. [62] do not suggest how to determine the sub-images.
If simple image partitioning is used, it will lead to serious drawbacks in regards of
feature invariance as mentioned at the beginning of Sect. 6.3.1. In order to obtain
alignment-free features, the analyzed sub-images must be stated invariant.

Invariant Moments and Invariant Subdividing
Yang and Park [63] describe a method for fingerprint analysis, which uses invariant
moments and invariant image subdividing. At first, the image is preprocessed using
the short-time Fourier transform according to [64]. A reference point is extracted
by the use of complex filters and its location is determined by the application of
least mean square orientation estimation (LMS) adapted from [65]. The reference
point location is subsequently used to achieve an invariant image subdividing. Yang
and Park [63] divide the fingerprint recording around the reference point into four
squares and thus receive 28 invariant features by using the seven Hu-moments [12].

Looking at the methods presented so far, it is clear that the drawbacks of global
features can only be counteracted by appropriate auxiliary techniques.

6.4.2 Image Based Methods

Fingerprint Analysis with Alignment-Free Local SIFT-Features
Park et al. [32] were the first who have used Lowe’s SIFT algorithm [55, 56] for
fingerprint analysis. They aimed at good results in fingerprint recognition too, since
SIFT has proven itself in many applications for object recognition. The images are
preprocessed by adjustment of the gray-level distribution before interesting regions
are identified using the SIFT detector, as it was discussed in Sect. 6.3.3.1. An ad-
vantage of the SIFT detector is that it finds more keypoints than a minutiae detector
[35] and these keypoints include also minutiae and pores [34].

The corresponding SIFT descriptor is computed for each detected SIFT keypoint.
Park et al. [32] used a point wise comparison of the SIFT keypoints based on the
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descriptors using the Euclidean distance. False matches that arise from the compar-
ison must be removed. The SIFT algorithm performs worse in comparison to a not
further specified minutiae based approach on the FVC 2002 (Fingerprint Verifica-
tion Competition) DB 1 and 2 [66], with an equal error rate of 8.44 % respectively
10.76 %, against 1.79 % and 2.13 %. That is why Park et al. [32] proposed a fusion
of both algorithms according to [67], that achieves an equal error rate of 0.99 % and
1.07 %. In addition, they assume that the results can be improved by appropriate
preprocessing and matching techniques.

Fingerprint Indexing with Reduced SIFT-Features
Shuai et al. [68] used the SIFT algorithm for fingerprint indexing. The number
of features are reduced by appropriate thresholds and only the N most significant
features are used for indexing. The index is computed using locality-sensitive hashing
(LSH) according to [69].

Finger Vein Analysis Using SIFT-Features
Pang et al. [33] suggested SIFT for the analysis of finger vein patterns. Since prepro-
cessing is very important in vein recognition (see Sect. 6.2.3.4), the vein pattern has
to be extracted before further processing. At first, the background is removed, and
after that the contrast between the veins and the rest of the image is increased using a
histogram equalization. The features of the vein pattern can be extracted using SIFT
after preprocessing.

The aim of Pang et al. [33] was the extraction of rotation invariant features that
makes a biometric system based on finger veins particularly user friendly. They have
tested the proposed system on a database, developed by themselves, including 95
individuals with 11 recordings of each individual. Also they compared their system
with the not rotation invariant local line binary pattern (LBP) proposed by [70]. The
results by Pang et al. [33] show that their system performs better under rotation then
the LBP. However, an evaluation on a common database is needed in order to obtain
an adequate comparison.

Other Local Feature Extraction Methods
He et al. [34] demonstrated, by the example of SURF, that not only SIFT is generally
suitable for the usage in biometric systems. Different image-based feature detectors,
like Harris [50], Hessian [18], FAST [51, 71], SURF [58] and many more, can be
applied in order to obtain invariant feature points. These methods can increase the
feature vectors distinctiveness, especially for biometric traits with a little amount of
minutiae, since these methods detect more keypoints then minutiae detectors. It is to
investigate, which detectors respectively which keypoints are the most suitable for a
specific biometric system as minutiae are known to have a high information content.
The suitability depends on the required invariance, as well as the keypoint type and
the corresponding region information.

The variety of proposed invariant image based feature descriptors (e.g., moments
[9, 10, 12, 15], SIFT [55, 56], SURF [58], Gradient Location and Orientation
Histogram (GLOH) [19], Histogram of Oriented Gradients (HoG) [60]) offers pos-
sibilities for further research. The example [68] shows that the required properties
of a descriptor differ depending on the application.
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6.4.3 Minutiae-Based Methods

As mentioned in Sect. 6.3.2.1, most proposals of minutiae based biometric systems
assume that a minutiae template (e.g., ANSI/NIST-ITL-1 [30] or ISO/IEC 19794-
2 [24]) is already extracted and can be used for minutiae descriptor generation.
Therefore, this section describes systems which apply alignment-free minutiae based
feature description.

Minutiae Description by Local Coordinate Systems
Chikkerur et al. [72] propose a translation and rotation invariant minutiae descriptor,
called K-plet. It is a nearest neighbor descriptor, which uses a central minutiae
mi = (xi , yi , θi) (according to ISO/IEC 19794-2 [24]) and K neighboring minutiae
{m1, m2, . . ., mk}. The authors suggest two possibilities of how the neighborhood
is chosen. According to their first suggestion, simply the K nearest neighbors are
chosen, which leads to the drawbacks mentioned in Sect. 6.3.2.3. In addition, they
suggested a sequential selection of the neighborhood of the four quadrants around the
central minutiae. This methods should guarantee that a wide range of the fingerprint
is considered, and the global structure is also taken into account.

Each neighbor minutiae is defined by mj = (φij , θij , rij ) where j = 1, 2, . . . K .
Where rij represents the Euclidean distance between the minutia mj and the central
minutia mi , which can be seen as a edge connecting the minutiae with a length of rij .
φij describes the orientation of this edge and θij is defined as the relative orientation of
mj with respect to mi. The angles are measured as the orientation of mi representing
the x-axis.

An advantage of the K-plet representation is that it can be easily transformed into
a graph. This representation allows a global consolidation by an extended breadth
first search, which is referred as Coupled BFS by the authors. The proposed system
was evaluated by the authors using the FVC 2002 DB1 [66] and they achieved an
equal error rate of 1.5 %. However the used parameter K or an advice for a suitable
value is not mentioned.

Minutiae-Description Based on Spatial and Directional Contributions
Another minutiae descriptor was proposed by Cappelli et al. [73]. They describe
a very detailed fixed-radius descriptor, which characterizes the local structure by
different spatial and directional contributions of the minutiae. Each minutia is rep-
resented by a Cylinder, i.e., a 3D data-structure, which is generated on the basis
of invariant angles and distances of their neighborhood minutiae. For this reason,
the descriptor is called Minutia Cylinder-Code (MCC). The prerequisite is a minu-
tiae template according to ISO/IEC 19794-2 [24]. The cylinder can be illustrated as
horizontal slices, which reflect the spatial and directional contributions of the neigh-
borhood minutiae with respect to the orientation of a central minutia. The considered
orientation is changed as the cylinder grows vertical, which results in other spatial
and directional contributions. Together, all horizontal slices with different orienta-
tions form the cylinder and consequently the minutia descriptor. It is referred to [35]
or [73] for more information about the computation of cylinder sets.
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The feature vectors generated using this method can be compared with simple
metrics. Cappelli et al. [73] also suggest different possibilities for the computation
of a global score for classification. A detailed evaluation of this method applied on the
FVC 2006 DB2 [74] can be found in the original paper. Also, different unspecified
algorithms used for minutiae detection and the proposed matching techniques are
evaluated by the authors. The MCC is a highly parameterized descriptor, but Cappelli
et al. [73] proposed a list of parameter assignments, which they improved in [75]. In
addition, this descriptor can be used for template-protection [76], indexing [77] and
it is adaptable for chip cards.

Analysis of Vein Patterns Using Local Minutiae and Mellin Transform
The method proposed by Hartung et al. [39, 44] uses local minutiae in vein patterns
to generate translation, rotation, and scale invariant features. At first, the contrast
is increased by adaptive non-local means,and afterwards a nonlinear diffusion al-
gorithmis applied to improve the structure and decrease the noise. A multi-scale
filter is used to separate the vein pattern from the background. At next, the image is
binarized, and the minutiae are extracted, like in the binarization based approaches
for fingerprint minutiae detection mentioned in Sect. 6.3.2.2. The spectral minutiae
representation is used as descriptor, which is based on the Mellin transform. The
invariance properties can be achieved easier due to the transformation to the fre-
quency domain. Spectral minutiae representation was originally proposed by Xu et
al. [78, 79] to be applied as fingerprint minutiae descriptor. This example shows how
similar the approaches are in fingerprint and vein biometrics.

Vein Minutia Cylinder-Code
Hartung et al. [43] also adapted the MCC [73] for the usage in vein recognition
systems. Their paper describes the selection of appropriate parameters for a Vein
Minutia Cylinder-Code (VMCC). In the original paper of Cappelli et al. [73] there
is a lack of explanation how and why the parameters for the MCC are chosen,
even though they have specified the parameters. Hartung et al. [43] assume that
the originally proposed parameter set is not optimal for vein patterns due to the
trait related differences. Moreover, they hypothesize that even different parameters
provide optimal results for vein patterns from different body regions.

A genetic algorithm was used to optimize the 26 parameters from the original
method. This kind of algorithm is inspired by the natural evolution and can be used
as optimization method for hard problems and unknown coherence, if no iterative so-
lution is known. Overall, the authors have trained their system on the three databases:
SNIR(back of the hand veins), SFIR(back of the hand veins), UC3M(wrist veins).
They reached the conclusion that various parameter sets are optimal in the case of
different body regions. In addition, the parameters determined by the genetic al-
gorithm provide better classification results (EERSNIR = 1, 45%, EERSFIR =
1, 88%, EERUC3M = 0, 31%) for vein patterns than the original proposed ones
(EERSNIR = 2, 06%, EERSFIR = 3, 15%, EERUC3M = 0, 31%). The optimized
parameter set can be found in [43].

The papers of Hartung et al. [43, 44] show clearly that minutiae based feature
extraction methods for fingerprint recognition can be successfully adapted for vein
pattern analysis.
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6.4.4 Summary

The feature extraction methods presented in this Section are summarized in the fol-
lowing Table 6.1, which allows a comparison of the methods based on: Feature types,
biometric traits and the used preprocessing techniques as well as the experimental
error rates stated by the authors and the corresponding databases.

6.5 An Evaluation Strategy for Local Features

6.5.1 Evaluation of Local Feature Extractors

Each kind of local feature has different advantages and disadvantages, as already
discussed. Appropriate criteria are needed to compare the different feature extraction
methods for a particular application. In general, the system error rates are used for
comparison if one attempts to choose a feature extraction method. However, the error
rates are rating the entire system and they are not an explicit criterion for the quality
of the used feature extractor. Biometric systems consist of different stages and the
error rates are influenced by each phase as described in Sect. 6.2. Thus, the error
rates can be used as a suitable evaluation of the quality and interaction of all system
components. An evaluation of the particular detector and descriptor is necessary in
order to analyze which feature extraction method is generally suitable for the use in
biometric systems or how already introduced methods can be improved.

Biometric systems are essentially pattern recognition systems, and the different
approaches like image based and minutiae based methods are similar to some extent,
although they arose from different disciplines. Therefore it is reasonable to adapt
an evaluation strategy for local feature extraction from the field of digital image
processing.

6.5.2 Repeatability

The important properties of reliable local features have been described in
Sect. 6.2.2.2. Given two images of the same object, a feature detector should de-
tect a high amount of features that are visible in both images, even under changes of
the objects position or in presence of noise. This property is called repeatability,and
can be used as a criterion for the robustness and invariance of a feature detector. At
this point, it makes no difference whether minutiae or other keypoints are detected.
However, repeatability is not a criterion of the information quality with respect to
the classification results.

The repeatability criterion was originally proposed by Schmid et al. [49] and is
defined as follows (according to [49]):
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Fig. 6.13 Illustration of the homography between to fingerprint images. (With reference to [49])

Let X be a 3D point and P1, Pi two projection matrices. The projection of X onto
the images I1 and Ii is defined as x1 = P1X respectively xi = PiX. If one can find
a corresponding point xi for a given point x1, the point x1 is called repeated in Ii .
In case of planar 3D scenes, this can be determined by a unique relation between x1

and xi :

xi = H1ix1 whereH1i = PiP
−1
1 . (6.9)

The homogeneous 3×3 Matrix H is called homography. For illustration see Fig. 6.13.
As shown in Fig. 6.13, the homography is used to perform an image alignment,

which brings the problem of affine invariant pattern recognition back to image align-
ment. An accurate alignment is possible, if the homography is known exactly, for
example, due to a special experimental construction, which results in a precise
evaluation.

The repeatability criterion should only consider the points that are actually present
in both images. In order to achieve this, a common image area is determined with
the help of the homography (according to [49]):

{x̃1} = {x1 | H1ix1 ∈ Ii} and{x̃i} = {xi | Hi1xi ∈ I1}, (6.10)

where {x1}, {xi} are the detected points in I1, Ii . Hij is defined as the homography
between Ii , Ij and {x̃1}, {x̃i} are the points inside of the common image area.
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A neighborhood property is applied, because the point positions are probably not
exactly the same. A pair of corresponding points (x̃1, x̃i) is defined by (according to
[49]):

Ri(ε) = {(x̃1, x̃i) | dist(H1i x̃1, x̃i) < ε}, (6.11)

where ε is defined as the relative point position error. According to [18], ε = 1, 5
pixels should be applied.

Thus, the repeatability score ri(ε) can be defined as the number of corresponding
points with respect to all points inside of the corresponding region. However, the
number of points can be different from one image to the other and for this reason the
minimum value is used (according to [49]):

ri(ε) = |Ri(ε)|
min(n1, ni)

, (6.12)

where n1 = |{x̃1}| and ni = |{x̃i}| are the number of points inside the common area
of the images I1 and Ii .

So far the criterion just considers point positions, which is only suitable for inter-
esting point detectors (e.g., minutiae, corners). Mikolajczyk and Schmid [18] extend
this criterion for the usage with general affine region detectors, by considering the
corresponding regions overlap.

A pair of corresponding points (x̃1, x̃i) is now defined as (according to [18]):

Ri(ε, εs) = {(x̃1, x̃i) | dist(H1i x̃1, x̃i) < ε ∧ εs < 0, 4} (6.13)

The overlap error εs is defined as (according to [18]):

εs = 1 − μ1 ∩ (AT μiA)

(μ1 ∪ AT μiA)
, (6.14)

where μ1, μi are the elliptic regions around the points x̃1, x̃i . The locally linearized
homography in point x̃i is defined as A, and μ1 ∩ (AT μiA) is the intersection of the
two regions, respectively (μ1 ∪ AT μiA) is the union.

6.5.3 1-Precision-Recall

Another important property of local features is the information content. Features
should make patterns distinguishable, but this can only be achieved if the pattern is
described uniquely. However, information content is not easy measurable compared
to repeatability. On the one hand, the detector affects the regions and on the other hand
the information must be suitably represented by the descriptor for further processing
by the classifier.

Mikolajczyk and Schmid [19] suggested the measures 1-precision and recall for
the comparison of different descriptors. Precision and recall are used in general
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for the evaluation of classifiers, therefore 1 − precision and recall can be used for
distinction between classifier and feature descriptor evaluation. These criteria are
based on the number of correct and false matched features during the classification
and they are defined as follows (according to [19]):

1 − precision = #f alse matches

#all matches
(6.15)

recall = #correct matches

#correspondences
(6.16)

Two regions are considered as match if the distance between their descriptors is under
a threshold t . The number of correct respectively false matches can be determined
with help of the overlap error (Eq. 6.14), where εs < 0, 5 should apply. The number
of corresponding points (i.e., #correspondences) can be determined like for the
repeatability criterion. One can achieve 1 − precision, recall curves through vari-
ation of the classification threshold t . These curves can further be used to compare
different feature extraction methods.

The measurements 1 − precision, recall represent the quality of the used fea-
ture descriptor as well as feature detector and classifier. The interaction of all these
components can be assessed by the use of this evaluation technique. If the feature
extraction methods are changed, but the same classifier is used, a feature based
evaluation is achieved, and the methods can be compared directly.

Different local feature extraction methods in biometrics can be compared explic-
itly with the help of this evaluation strategy. It can be applied on every kind of local
feature detector and -descriptor, although it was proposed for image based feature
extraction. Hence, it helps to find appropriate methods for a given application.

6.6 Conclusion

In this chapter methods for alignment-free feature extraction in finger and vein bio-
metrics were presented. The basics of image-based pattern recognition and biometrics
were combined to create a common understanding of features and feature extraction.
Therefore, the attention was drawn to the similarities and differences of the various
approaches. All techniques have advantages and disadvantages. Minutiae-based ap-
proaches are sensitive to images with a low amount of minutiae, for example, due to
noise or scares, although minutiae based approaches are the most researched ones,
and the proposed systems show good error rates. However, minutiae based descrip-
tors are complex and designed to describe the available information by minutiae
relations. Against minutiae-based approaches, the number of keypoints detected by
image-based feature detectors is higher, but it is to investigate, whether image-based
descriptors are suitable to describe the biometric trait uniquely.

The proposed evaluation strategy can be applied to compare and assess different
feature extraction methods and especially their robustness and invariance in detail,
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which will help to find a suitable method for a particular application. In addition,
the used sub-algorithms, for example, different preprocessing techniques, and their
influence on the feature extraction can also be examined to further optimize the
overall system.

In addition, hybrid approaches are feasible due to the advantages and disad-
vantages of minutiae- and image-based methods , respectively. Thus, more feature
points can be obtained by image-based detection, which can then be described
by minutiae-based descriptors. These approaches can also be evaluated using the
proposed criteria.
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