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Preface

About the Subject

Modeling, analysis, and control of dynamical systems have interested scientists and
engineers for a long time. With the invention of digital computers, modeling and
control have taken great importance with numerous applications in various fields.
The basic steps involved in a control process are: (1) model the system mathe-
matically (with some assumptions), (2) analyze the mathematical model and study
its properties, (3) design a feedback control mechanism to meet the performance
requirements, and (4) implement the control system and test its performance.

Mathematical modeling, analysis, and design of control systems are important
research areas. The modern trend in engineering systems deals with complex sys-
tems having multiple-inputs and multiple-outputs and modern control theory with
state space modeling is used to deal with such complex systems. Some classical
examples of control systems are Watt governor, speed control system, temperature
control system, DC motor, etc.

Nonlinear control systems have some exotic properties like chaos and fractals,
and special control strategies are devised for control and synchronization of chaotic
systems such as active control, adaptive control, sliding mode control, back step-
ping control, etc.

About the Book

The new Springer book, Chaos Modeling and Control Systems Design, consists of
15 contributed chapters by subject experts who are specialized in the various topics
addressed in this book. The special chapters have been brought out in this book
after a rigorous review process in the broad areas of Control Systems, Power
Electronics, Computer Science, Information Technology, modeling, and engineer-
ing applications. Special importance was given to chapters offering practical
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solutions and novel methods for the recent research problems in the main areas of
this book, viz., Control Systems, Modeling, Computer Science, IT, and engineering
applications.

This book discusses trends and applications of chaos modeling and control
systems design in science and engineering.

Objectives of the Book

The objective of this book takes a modest attempt to cover the framework of chaos
modeling and control systems design in a single volume. The book is not only a
valuable title on the publishing market, but is also a successful synthesis of com-
putational intelligence techniques in world literature. Several multidisciplinary
applications in Control, Engineering, and Information Technology are discussed
inside this book where control engineering methods have excellent potentials for
use.

Organization of the Book

This well-structured book consists of 15 full chapters. They are organized into two
parts.

Part I Chaos Modeling and Applications
Part II Control Systems and Applications

Book Features

• The book chapters deal with recent research problems in the areas of chaos
theory, control systems, computer science, information technology, and
engineering.

• The chapters contain a good literature survey with a long list of references.
• The chapters are well written with a good exposition of the research problem,
methodology, and block diagrams.

• The chapters are lucidly illustrated with numerical examples and simulations.
• The chapters discuss details of engineering applications and future research areas.
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Audience

The book is primarily meant for researchers from academia and industry working in
the research areas—Chaos Theory, Control Engineering, Computer Science, and
Information Technology. The book can also be used at the graduate or advanced
undergraduate level as a textbook or major reference for courses such as control
systems, process control and instrumentation, mathematical modeling, computa-
tional science, numerical simulation, applied artificial intelligence, fuzzy logic
control, and many others.

Acknowledgments
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further research in chaos and control systems and utilize them in real-world
applications. We would like to thank all the reviewers for their diligence in
reviewing the chapters.

We hope sincerely that this book, covering so many different topics, will be
useful for all readers.
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chapters.
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Analysis and Control of a 4-D Novel
Hyperchaotic System

Sundarapandian Vaidyanathan and Ahmad Taher Azar

Abstract Hyperchaotic systems are defined as chaotic systems with more than one
positive Lyapunov exponent. Combined with one null Lyapunov exponent along
the flow and one negative Lyapunov exponent to ensure boundedness of the
solution, the minimal dimension for a continuous hyperchaotic system is four. The
hyperchaotic systems are known to have important applications in secure com-
munications and cryptosystems. First, this work describes an eleven-term 4-D novel
hyperchaotic system with four quadratic nonlinearities. The qualitative properties of
the novel hyperchaotic system are described in detail. The Lyapunov exponents of
the system are obtained as L1 ¼ 0:7781; L2 ¼ 0:2299; L3 ¼ 0 and L4 ¼ �12:5062.
The maximal Lyapunov exponent of the system (MLE) is L1 ¼ 0:7781. The
Lyapunov dimension of the novel hyperchaotic system is obtained as DL ¼ 3:0806.
Next, the work describes an adaptive controller design for the global chaos control
of the novel hyperchaotic system. The main result for the adaptive controller design
has been proved using Lyapunov stability theory. MATLAB simulations are
described in detail for all the main results derived in this work for the eleven-term
4-D novel hyperchaotic system with four quadratic nonlinearities.

Keywords Chaos � Chaotic system � Hyperchaos � Hyperchaotic system �
Adaptive control
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1 Introduction

A chaotic system is a nonlinear dynamical system having a positive Lyapunov
exponent. Since the discovery chaos in a 3-D weather model [29], there has been an
active research on the modelling and analysis of new chaotic systems in the last
4 decades.

Some well-known paradigms of 3-D chaotic systems in the literature are [1, 3, 5,
6, 23, 28, 30, 39, 44, 49, 50, 56–58, 70, 72].

Chaotic systems have several important applications in science and engineering
such as oscillators [18, 41], lasers [24, 66], chemical reactions [10, 34], crypto-
systems [38, 51], secure communications [9, 32, 68], biology [7, 20], ecology [11,
46], robotics [31, 33, 59], cardiology [36, 62], neural networks [15, 17, 27], finance
[13, 45], etc.

A hyperchaotic system is a chaotic system having more than one positive
Lyapunov exponent. For continuous-time dynamical systems, the minimal dimen-
sion for a hyperchaotic system is four. The first hyperchaotic system was found by
Rössler [40]. This was followed by the discovery of many hyperchaotic systems
such as hyperchaotic Lorenz system [16], hyperchaotic Lü system [4], hyperchaotic
Chen system [26], hyperchaotic Wang system [60], etc.

Hyperchaotic systems have attractive features like high security, high capacity
and high efficiency and they find miscellaneous applications in several research
areas like neural networks [14, 25, 37], oscillators [12, 73], circuits [2, 8, 35, 67],
secure communications [21, 63], encryption [69], synchronization [22, 43, 53, 64,
65, 71], etc.

The problem of control of a chaotic system is to find a state feedback control law
to stabilize a chaotic system around its unstable equilibrium [42, 61]. Some popular
methods for chaos control are active control [48, 54], adaptive control [47, 52],
sliding mode control [55], etc.

This research work is organized as follows. Section 2 introduces the eleven-term
4-D novel hyperchaotic system with four quadratic nonlinearities. In this section,
the phase portraits of the novel chaotic system are also displayed using MATLAB.
Section 3 details the qualitative properties of the 4-D novel hyperchaotic system.
Section 4 describes new results for the adaptive controller design for stabilizing the
4-D novel hyperchaotic system with unknown parameters. MATLAB simulations
are shown to validate and illustrate all the main adaptive control results for the
hyperchaos control of the 4-D novel hyperchaotic system. Section 5 contains a
summary of the main results derived in this research work.

4 S. Vaidyanathan and A.T. Azar



2 An Eleven-Term 4-D Novel Hyperchaotic System

This section describes the equations and phase portraits of the eleven-term 4-D
novel hyperchaotic system with four quadratic nonlinearities.

The novel hyperchaotic system is described by the 4-D dynamics

_x1 ¼ aðx2 � x1Þ þ x4
_x2 ¼ �x1x3 þ bx1 � x2
_x3 ¼ x1x2 � cx3

_x4 ¼ dx4 þ 0:5x22 � x1x3

ð1Þ

where x1; x2; x3; x4 are the states and a; b; c; d are constant, positive, parameters.
The system (1) depicts a strange hyperchaotic attractor when the constant

parameter values are taken as

a ¼ 10; b ¼ 28; c ¼ 2:7; d ¼ 2:2 ð2Þ

For simulations, the initial values of the novel chaotic system (1) are taken as

x1ð0Þ ¼ 1:2; x2ð0Þ ¼ 0:8; x3ð0Þ ¼ 1:2; x4ð0Þ ¼ 2:4 ð3Þ

Figure 1 describes the 3-D projection of the strange hyperchaotic attractor of the
novel hyperchaotic system (1) in ðx1; x2; x3Þ-space. From the phase portrait given in
Fig. 1, it is clear the strange attractor obtained is a two-scroll hyperchaotic attractor.
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Fig. 1 Strange attractor of the novel hyperchaotic system in ðx1; x2; x3Þ-space
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Figure 2 describes the 3-D projection of the strange hyperchaotic attractor of the
novel hyperchaotic system (1) in ðx1; x2; x4Þ-space. From the phase portrait given in
Fig. 2, it is clear the strange attractor obtained is a two-scroll hyperchaotic attractor.

Figure 3 describes the 3-D projection of the strange hyperchaotic attractor of the
novel hyperchaotic system (1) in ðx1; x3; x4Þ-space. From the phase portrait given in
Fig. 3, it is clear the strange attractor obtained is a two-scroll hyperchaotic attractor.

−30
−20

−10
0

10
20

30
40

−30

−20

−10

0

10

20

30
−300

−200

−100

0

100

200

300

400

x
1

x
2

x 4

Fig. 2 Strange attractor of the novel hyperchaotic system in ðx1; x2; x4Þ-space
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Fig. 3 Strange attractor of the novel hyperchaotic system in ðx1; x3; x4Þ-space
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Figure 4 describes the 3-D projection of the strange hyperchaotic attractor of the
novel hyperchaotic system (1) in ðx2; x3; x4Þ-space. From the phase portrait given in
Fig. 4, it is clear the strange attractor obtained is a two-scroll hyperchaotic attractor.

3 Analysis of the Novel Hyperchaotic System

This section gives the qualitative properties of the nine-term novel 4-D hypercha-
otic system proposed in this research work.

3.1 Dissipativity

We write the system (1) in vector notation as

_x ¼ f ðxÞ ¼
f1ðxÞ
f2ðxÞ
f3ðxÞ
f4ðxÞ

2
664

3
775; ð4Þ
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Fig. 4 Strange attractor of the novel hyperchaotic system in ðx2; x3; x4Þ-space
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where

f1ðxÞ ¼ aðx2 � x1Þ þ x4
f2ðxÞ ¼ �x1x3 þ bx1 � x2
f3ðxÞ ¼ x1x2 � cx3

f4ðxÞ ¼ 0:5x22 � x1x3 þ dx4

ð5Þ

We take the parameter values as

a ¼ 10; b ¼ 28; c ¼ 2:7; d ¼ 2:2 ð6Þ

The divergence of the vector field f on R
4 is obtained as

div f ¼ of1ðxÞ
ox1

þ of2ðxÞ
ox2

þ of3ðxÞ
ox3

þ of4ðxÞ
ox4

¼ �ðaþ 1þ c� dÞ ¼ �l ð7Þ

where

l ¼ aþ 1þ c� d ¼ 10þ 1þ 2:7� 2:2 ¼ 11:5[ 0 ð8Þ

Let X be any region in R
4 with a smooth boundary. Let XðtÞ ¼ UtðXÞ, where Ut

is the flow of the vector field f.
Let VðtÞ denote the hyper-volume of XðtÞ.
By Liouville’s theorem, it follows that

dVðtÞ
dt

¼
Z

XðtÞ

ðdiv f Þdx1dx2dx3dx4 ð9Þ

Substituting the value of divf in (9) leads to

dVðtÞ
dt

¼ �l
Z

XðtÞ

dx1dx2dx3dx4 ¼ �lVðtÞ ð10Þ

Integrating the linear differential Eq. (10), VðtÞ is obtained as

VðtÞ ¼ Vð0Þ expð�ltÞ; where l ¼ 11:5[ 0: ð11Þ

From Eq. (11), it follows that the volume VðtÞ shrinks to zero exponentially as
t ! 1. Thus, the novel hyperchaotic system (1) is dissipative. Hence, any
asymptotic motion of the system (1) settles onto a set of measure zero, i.e. a strange
hyperchaotic attractor.

8 S. Vaidyanathan and A.T. Azar



3.2 Invariance

It is easily seen that the x3-axis is invariant for the flow of the novel hyperchaotic
system (1). Hence, all orbits of the system (1) starting from the x3 axis stay in the x3
axis for all values of time.

3.3 Equilibria

The equilibrium points of the novel hyperchaotic system (1) are obtained by solving
the nonlinear equations

f1ðxÞ ¼ aðx2 � x1Þ þ x4 ¼ 0

f2ðxÞ ¼ �x1x3 þ bx1 � x2 ¼ 0

f3ðxÞ ¼ x1x2 � cx3 ¼ 0

f4ðxÞ ¼ 0:5x22 � x1x3 þ dx4 ¼ 0

ð12Þ

We take the parameter values as in the hyperchaotic case, viz.

a ¼ 10; b ¼ 28; c ¼ 2:7; d ¼ 2:2 ð13Þ

It is clear that the novel system (1) has a unique equilibrium point at x ¼ 0.
The Jacobian matrix of the novel hyperchaotic system (1) at x ¼ 0 is obtained as

J ¼
�a a 0 1
b �1 0 0
0 0 �c 0
0 0 0 d

2
664

3
775 ¼

�10 10 0 1
28 �1 0 0
0 0 �2:7 0
0 0 0 1:2

2
664

3
775 ð14Þ

The matrix J has the eigenvalues

k1 ¼ �22:8277; k2 ¼ �2:7; k3 ¼ 11:8277; k4 ¼ 2:2 ð15Þ

This shows that the equilibrium point E0 is a saddle-point, which is unstable.

3.4 Lyapunov Exponents and Lyapunov Dimension

We take the initial values of the novel hyperchaotic system as

x1ð0Þ ¼ 1:2; x2ð0Þ ¼ 0:8; x3ð0Þ ¼ 1:2; x4ð0Þ ¼ 2:4 ð16Þ

Analysis and Control of a 4-D Novel Hyperchaotic System 9



We take the parameter values as in the hyperchaotic case, viz.

a ¼ 10; b ¼ 28; c ¼ 2:7; d ¼ 2:2 ð17Þ

Then the Lyapunov exponents of the novel 4-D system (1) are numerically
obtained as

L1 ¼ 0:7781; L2 ¼ 0:2299; L3 ¼ 0 and L4 ¼ �12:5062 ð18Þ

Since L1 and L2 are both positive, it is clear that (1) is hyperchaotic.
Since L1 þ L2 þ L3 þ L4 ¼ �11:4982\0, the system (1) is dissipative.
Also, the Lyapunov dimension of the system (1) is obtained as

DL ¼ 3þ L1 þ L2 þ L3
jL4j ¼ 3:0806 ð19Þ

Figure 5 depicts the dynamics of the Lyapunov exponents of the novel chaotic
system (1). From Fig. 5, it is seen that the maximal Lyapunov exponent (MLE) of
the novel hyperchaotic system (1) is L1 ¼ 0:7781.

0 100 200 300 400 500 600 700 800 900 1000

−10

−5

0

5

10

Time (sec)

Ly
ap

un
ov

 e
xp

on
en

ts

L
1

L
2

L
3

L
4

Fig. 5 Dynamics of the Lyapunov exponents of the novel hyperchaotic system
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4 Adaptive Control of the Novel Hyperchaotic System

This section derives new results for the adaptive controller to stabilize the unstable
novel hyperchaotic system with unknown parameters for all initial conditions in R4.

The controlled novel 4-D hyperchaotic system is given by

_x1 ¼ aðx2 � x1Þ þ x4 þ u1
_x2 ¼ �x1x3 þ bx1 � x2 þ u2
_x3 ¼ x1x2 � cx3 þ u3

_x4 ¼ dx4 þ 0:5x22 � x1x3 þ u4

ð20Þ

where x1; x2; x3; x4 are state variables, a; b; c; d are constant, unknown, parameters
of the system and u1; u2; u3; u4 are adaptive controls to be designed.

An adaptive control law is taken as

u1 ¼ �AðtÞðx2 � x1Þ � x4 � k1x1
u2 ¼ x1x3 � BðtÞx1 þ x2 � k2x2
u3 ¼ �x1x2 þ CðtÞx3 � k3x3

u4 ¼ �DðtÞx4 � 0:5x22 þ x1x3 � k4x4

ð21Þ

where AðtÞ;BðtÞ;CðtÞ;DðtÞ are estimates for the unknown parameters a; b; c; d,
respectively, and k1; k2; k3; k4 are positive gain constants.

The closed-loop control system is obtained by substituting (21) into (20) as

_x1 ¼ ða� AðtÞÞðx2 � x1Þ � k1x1
_x2 ¼ ðb� BðtÞÞx1 � k2x2
_x3 ¼ �ðc� CðtÞÞx3 � k3x3
_x4 ¼ ðd � DðtÞÞx4 � k4x4

ð22Þ

To simplify (22), we define the parameter estimation error as

eaðtÞ ¼ a� AðtÞ
ebðtÞ ¼ b� BðtÞ
ecðtÞ ¼ c� CðtÞ
edðtÞ ¼ d � DðtÞ

ð23Þ

Analysis and Control of a 4-D Novel Hyperchaotic System 11



Using (23), the closed-loop system (22) can be simplified as

_x1 ¼ eaðx2 � x1Þ � k1x1
_x2 ¼ ebx1 � k2x2
_x3 ¼ �ecx3 � k3x3
_x4 ¼ edx4 � k4x4

ð24Þ

Differentiating the parameter estimation error (23) with respect to t, we get

_ea ¼ � _A

_eb ¼ � _B

_ec ¼ � _C

_ed ¼ � _D

ð25Þ

Next, we find an update law for parameter estimates using Lyapunov stability
theory.

Consider the quadratic Lyapunov function defined by

Vðx1; x2; x3; x4; ea; eb; ec; edÞ ¼ 1
2

x21 þ x22 þ x23 þ x24 þ e2a þ e2b þ e2c þ e2d
� �

; ð26Þ

which is positive definite on R
8.

Differentiating V along the trajectories of (24) and (25), we get

_V ¼ �k1x
2
1 � k2x

2
2 � k3x

2
3 � k4x

2
4 þ ea x1ðx2 � x1Þ � _A

� �
eb x1x2 � _B
� �þ ec �x23 � _C

� �þ ed �x24 � _D
� � ð27Þ

In view of Eq. (27), an update law for the parameter estimates is taken as

_A ¼ x1ðx2 � x1Þ
_B ¼ x1x2
_C ¼ �x23
_D ¼ �x24

ð28Þ

Theorem The novel hyperchaotic system (20) with unknown system parameters is
globally and exponentially stabilized for all initial conditions xð0Þ 2 R

4 by the
adaptive control law (21) and the parameter update law (28), where ki; ði ¼
1; 2; 3; 4Þ are positive constants.

Proof The result is proved using Lyapunov stability theory [19]. We consider the
quadratic Lyapunov function V defined by (26), which is positive definite on R

8.
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Substitution of the parameter update law (28) into (27) yields

_V ¼ �k1x
2
1 � k2x

2
2 � k3x

2
3 � k4x

2
4; ð29Þ

which is a negative semi-definite function on R
8.

Therefore, it can be concluded that the state vector xðtÞ and the parameter
estimation error are globally bounded, i.e.

x1ðtÞx2ðtÞx3ðtÞx4ðtÞeaðtÞebðtÞecðtÞedðtÞ½ �T2 L1: ð30Þ

Define

k ¼ min k1; k2; k3; k4f g ð31Þ

Then it follows from (29) that

_V � � kkxk2 or kkxk2 � � _V ð32Þ

Integrating the inequality (32) from 0 to t, we get

k
Z t

0

kxðsÞk2 ds � �
Z t

0

_VðsÞds ¼ Vð0Þ � VðtÞ ð33Þ

From (33), it follows that xðtÞ 2 L2.
Using (24), it can be deduced that _xðtÞ 2 L1.
Hence, using Barbalat’s lemma, we can conclude that xðtÞ ! 0 exponentially as

t ! 1 for all initial conditions xð0Þ 2 R
4.

This completes the proof. h

For numerical simulations, the parameter values of the novel system (20) are
taken as in the chaotic case, viz.

a ¼ 10; b ¼ 28; c ¼ 2:7; d ¼ 2:2 ð34Þ

The gain constants are taken as

k1 ¼ 5; k2 ¼ 5; k3 ¼ 5; k4 ¼ 5 ð35Þ

The initial values of the parameter estimates are taken as

Að0Þ ¼ 18; Bð0Þ ¼ 27; Cð0Þ ¼ 18; Dð0Þ ¼ 22 ð36Þ

Analysis and Control of a 4-D Novel Hyperchaotic System 13



The initial values of the novel system (20) are taken as

x1ð0Þ ¼ 12:7; x2ð0Þ ¼ �25:6; x3ð0Þ ¼ 3:5; x4ð0Þ ¼ �12:6 ð37Þ

Figure 6 shows the time-history of the controlled states x1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞ.
From Fig. 6, it is seen that the states x1ðtÞ; x2ðtÞ; x3ðtÞ and x4ðtÞ are stabilized in

2 s (MATLAB). This shows the efficiency of the adaptive controller defined by (21).

5 Conclusions

In this research work, an eleven-term 4-D novel hyperchaotic system with four
quadratic nonlinearities has been proposed and its qualitative properties have been
derived. The Lyapunov exponents of the eleven-term novel hyperchaotic system
have been obtained as L1 ¼ 0:7781; L2 ¼ 0:2299; L3 ¼ 0 and L4 ¼ �12:5062.
Since the sum of the Lyapunov exponents is negative, the novel hyperchaotic
system is dissipative. The Lyapunov dimension of the novel hyperchaotic system
has been obtained a DL ¼ 3:0806. The novel hyperchaotic system has an unstable
equilibrium point at the origin. Next, an adaptive controller has been derived for
globally stabilizing the novel hyperchaotic system with unknown system parame-
ters. The adaptive control result was proved using Lyapunov stability theory.
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Fig. 6 Time-history of the states x1ðtÞ; x2ðtÞ; x3ðtÞ; x4ðtÞ
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MATLAB simulations were shown to demonstrate and validate all the main results
derived in this work for the eleven-term 4-D novel hyperchaotic system. As future
research directions, new control techniques like sliding mode control or back-
stepping control may be considered for stabilizing the novel hyperchaotic system
for all initial conditions.
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Analysis, Control and Synchronization
of a Nine-Term 3-D Novel Chaotic System

Sundarapandian Vaidyanathan and Ahmad Taher Azar

Abstract This research work describes a nine-term 3-D novel chaotic system with
four quadratic nonlinearities. First, this work describes the dynamic analysis of the
novel chaotic system and qualitative properties of the novel chaotic system are
derived. The Lyapunov exponents of the nine-term novel chaotic system are
obtained as L1 ¼ 9:45456; L2 ¼ 0 and L3 ¼ �30:50532. Since the maximal
Lyapunov exponent (MLE) of the novel chaotic system is L1 ¼ 9:45456, which is a
high value, the novel chaotic system exhibits strong chaotic properties. Next, this
work describes the adaptive control of the novel chaotic system with unknown
system parameters. Also, this work describes the adaptive synchronization of the
identical novel chaotic systems with unknown system parameters. The adaptive
control and synchronization results are proved using Lyapunov stability theory.
MATLAB simulations are given to demonstrate and validate all the main results
derived in this work for the nine-term 3-D novel chaotic system.

Keywords Chaos � Chaotic system � Chaos control � Chaos synchronization

1 Introduction

Chaotic systems are nonlinear dynamical systems which are sensitive to initial
conditions, topologically mixing and with dense periodic orbits. Sensitivity to
initial conditions of chaotic systems is popularly known as the butterfly effect [1].
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The Lyapunov exponent is a measure of the divergence of phase points that are
initially very close and can be used to quantify chaotic systems. A positive maximal
Lyapunov exponent and phase space compactness are usually taken as defining
conditions for a chaotic system.

In 1963, Lorenz modelled a 3-D chaotic system to study convection in the
atmosphere and experimentally verified that a very small difference in the initial
conditions resulted in very large changes in his deterministic weather model [28].

In the last four decades, there is a great deal of interest in the chaos literature in
modelling and analysis of new chaotic systems. Some well-known paradigms of
3-D chaotic systems in the literature are [2, 3, 5, 6, 21, 26, 29, 40, 48, 54, 56,
65–67, 79, 80].

Chaotic systems have several important applications in science and engineering
such as oscillators [18, 46], lasers [22, 75], chemical reactions [11, 35], crypto-
systems [39, 59], secure communications [9, 31, 76], biology [8, 20], ecology
[12, 50], robotics [30, 32, 69], cardiology [36, 72], neural networks [15, 17, 24],
finance [13, 49], etc.

The problem of control of a chaotic system is to find a state feedback control law
to stabilize a chaotic system around its unstable equilibrium [47, 71].

Some popular methods for chaos control are active control [53, 61], adaptive
control [52, 60], sliding mode control [62], etc.

Major works on synchronization of chaotic systems deal with the complete
synchronization [38, 55, 68] which has the goal of using the output of the master
system to control the slave system so that the output of the slave system tracks the
output of the master system asymptotically.

Pecora and Carroll pioneered the research on synchronization of chaotic systems
with their seminal papers in 1990s [4, 34]. The active control method [27, 37, 51,
58, 64, 70] is commonly used when the system parameters are available for mea-
surement and the adaptive control method [14, 25, 41–43, 73] is commonly used
when some or all the system parameters are not available for measurement and
estimates for unknown parameters of the systems.

Other popular methods for chaos synchronization are the sampled-data feedback
method [10, 23, 74, 77], time-delay feedback method [7, 16, 44, 45], backstepping
method [33, 57, 63, 78], etc.

This research work is organized as follows. Section 2 introduces the nine-term
3-D novel chaotic system with four quadratic nonlinearities. In this section, the
phase portraits of the novel chaotic system are also displayed using MATLAB.
Section 3 details the qualitative properties of the 3-D novel chaotic system. The
Lyapunov exponents of the novel chaotic system are obtained as L1 ¼
9:45456; L2 ¼ 0 and L3 ¼ �30:50532. The Lyapunov dimension of the novel
chaotic system is obtained as DL ¼ 2:30993. As the maximal Lyapunov exponent
(MLE) of the novel chaotic system is L1 ¼ 9:45456, which is a high value, it is
noted that the 3-D novel chaotic system exhibits strong chaotic properties. Section 4
describes new results for the adaptive controller design for stabilizing the 3-D novel
chaotic system with unknown parameters. Section 5 describes new results for the
design of adaptive synchronization of the identical 3-D novel chaotic systems with
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unknown parameters. MATLAB simulations are shown to validate and illustrate all
the main adaptive results derived for the control and synchronization of the 3-D
novel chaotic system. Section 6 contains a summary of the main results derived in
this research work.

2 A Nine-Term 3-D Novel Chaotic System

This section describes the equations and phase portraits of a nine-term 3-D novel
chaotic system. It is shown that the nine-term novel chaotic system exhibits an
attractor, which may be named as umbrella attractor.

The novel chaotic system is described by the 3-D dynamics

_x1 ¼ aðx2 � x1Þ þ 30x2x3;

_x2 ¼ bx1 þ cx2 � x1x3;

_x3 ¼ 0:5x1x3 � dx3 þ x21;

ð1Þ

where x1; x2; x3 are the states and a; b; c; d are constant, positive, parameters.
The system (1) is a nine-term polynomial chaotic system with four quadratic

nonlinearities.
The system (1) depicts a strange chaotic attractor when the constant parameter

values are taken as

a ¼ 25; b ¼ 33; c ¼ 11; d ¼ 6 ð2Þ
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For simulations, the initial values of the novel chaotic system (1) are taken as

x1ð0Þ ¼ 1:2; x2ð0Þ ¼ 0:6; x3ð0Þ ¼ 1:8 ð3Þ

Figure 1 describes the strange chaotic attractor of the novel chaotic system (1) in
3-D view. It is easily seen that the strange chaotic attractor is strongly chaotic and it
has the shape of an “umbrella”. In view of this observation, the strange chaotic
attractor obtained for the novel chaotic system (1) may be also called as an
“umbrella attractor”.

3 Analysis of the Novel Chaotic System

This section gives the qualitative properties of the nine-term novel 3-D chaotic
system proposed in this research work.

3.1 Dissipativity

We write the system (1) in vector notation as

_x ¼ f ðxÞ ¼
f1ðxÞ
f2ðxÞ
f3ðxÞ

2
4

3
5; ð4Þ

where

f1ðxÞ ¼ aðx2 � x1Þ þ 30x2x3
f2ðxÞ ¼ bx1 þ cx2 � x1x3

f3ðxÞ ¼ 0:5x1x3 � dx3 þ x21

ð5Þ

We take the parameter values as

a ¼ 8; b ¼ 55; c ¼ 4; d ¼ 5 ð6Þ

The divergence of the vector field f on R
3 is obtained as

div f ¼ of1ðxÞ
ox1

þ of2ðxÞ
ox2

þ of3ðxÞ
ox3

¼ c� ðaþ dÞ ¼ �l ð7Þ
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where

l ¼ aþ d � c ¼ 25þ 6� 11 ¼ 20[ 0 ð8Þ

Let X be any region in R
3 with a smooth boundary. Let XðtÞ ¼ UtðXÞ, where

Ut is the flow of the vector field f .
Let VðtÞ denote the volume of XðtÞ.
By Liouville’s theorem, it follows that

dVðtÞ
dt

¼
Z

XðtÞ

ðdiv f Þdx1dx2dx3 ð9Þ

Substituting the value of div f in (9) leads to

dVðtÞ
dt

¼ �l
Z

XðtÞ

dx1dx2dx3 ¼ �lVðtÞ ð10Þ

Integrating the linear differential Eq. (10), VðtÞ is obtained as

VðtÞ ¼ Vð0Þexpð�ltÞ; where l ¼ 20[ 0: ð11Þ

From Eq. (11), it follows that the volume VðtÞ shrinks to zero exponentially as
t ! 1.

Thus, the novel chaotic system (1) is dissipative. Hence, any asymptotic motion
of the system (1) settles onto a set of measure zero, i.e. a strange attractor.

3.2 Invariance

It is easily seen that the x3-axis is invariant for the flow of the novel chaotic system
(1). Hence, all orbits of the system (1) starting from the x3 axis stay in the x3 axis for
all values of time.

3.3 Equilibria

The equilibrium points of the novel chaotic system (1) are obtained by solving the
nonlinear equations

f1ðxÞ ¼ aðx2 � x1Þ þ 30x2x3 ¼ 0

f2ðxÞ ¼ bx1 þ cx2 � x1x3 ¼ 0

f3ðxÞ ¼ 0:5x1x3 � dx3 þ x21 ¼ 0

ð12Þ
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We take the parameter values as in the chaotic case, viz.

a ¼ 25; b ¼ 33; c ¼ 11; d ¼ 6 ð13Þ
Solving the nonlinear system of Eq. (12) with the parameter values (13), we

obtain three equilibrium points of the novel chaotic system (1) as

E0 ¼
0
0
0

2
4

3
5; E1 ¼

8:0776
0:1974
33:2688

2
4

3
5 and E3 ¼

�24:7120
�0:6039
33:2688

2
4

3
5: ð14Þ

The Jacobian matrix of the novel chaotic system (1) at ðxI1 ; xI2 ; xI3 Þ is obtained as

JðxIÞ ¼
�25 25þ 30xI3 30xI2
33� xI3 11 �xI1
0:5xI3 þ 2xI1 0 0:5xI1 � 6

2
4

3
5 ð15Þ

The Jacobian matrix at E0 is obtained as

J0 ¼ JðE0Þ ¼
�25 25 0
33 11 0
0 0 �6

2
4

3
5 ð16Þ

The matrix J0 has the eigenvalues

k1 ¼ �6; k2 ¼ �40:8969; k3 ¼ 26:8969 ð17Þ

This shows that the equilibrium point E0 is a saddle-point, which is unstable.
The Jacobian matrix at E1 is obtained as

J1 ¼ JðE1Þ ¼
�25:00 1023:06 5:92
�0:27 11:00 �8:08
32:79 0 �1:96

2
4

3
5 ð18Þ

The matrix J1 has the eigenvalues

k1 ¼ �71:5851; k2;3 ¼ 27:8120� 55:1509i ð19Þ

This shows that the equilibrium point E1 is a saddle-focus, which is unstable.
The Jacobian matrix at E2 is obtained as

J2 ¼ JðE2Þ ¼
�25:00 1023:06 �18:12
�0:27 11:00 24:71
�32:79 0 �18:36

2
4

3
5 ð20Þ
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The matrix J2 has the eigenvalues

k1 ¼ �107:62; k2;3 ¼ 37:63� 79:67i ð21Þ
This shows that the equilibrium point E2 is a saddle-focus, which is unstable.
Hence, E0;E1;E2 are all unstable equilibrium points of the 3-D novel chaotic

system (1), where E0 is a saddle point and E1;E2 are saddle-focus points.

3.4 Lyapunov Exponents and Lyapunov Dimension

We take the initial values of the novel chaotic system (1) as in (3) and the parameter
values of the novel chaotic system (1) as (2).

Then the Lyapunov exponents of the novel chaotic system (1) are numerically
obtained as

L1 ¼ 9:45456; L2 ¼ 0; L3 ¼ �30:50532 ð22Þ

Since L1 þ L2 þ L3 ¼ �21:05076\0, the system (1) is dissipative.
Also, the Lyapunov dimension of the system (1) is obtained as

DL ¼ 2þ L1 þ L2
jL3j ¼ 2:1095 ð23Þ
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Fig. 2 Dynamics of the Lyapunov exponents of the novel chaotic system
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Figure 2 depicts the dynamics of the Lyapunov exponents of the novel chaotic
system (1). From this figure, it is seen that the maximal Lyapunov exponent of the
novel chaotic system (1) is L1 ¼ 9:45456, which is a large value. Thus, the novel
chaotic system (1) exhibits strong chaotic properties.

4 Adaptive Control of the Novel Chaotic System

This section derives new results for the adaptive controller to stabilize the unstable
novel chaotic system with unknown parameters for all initial conditions.

The controlled novel 3-D chaotic system is given by

_x1 ¼ aðx2 � x1Þ þ 30x2x3 þ u1
_x2 ¼ bx1 þ cx2 � x1x3 þ u2

_x3 ¼ 0:5x1x3 � dx3 þ x21 þ u3

ð24Þ

where x1; x2; x3 are state variables, a; b; c; d are constant, unknown, parameters of
the system and u1; u2; u3 are adaptive controls to be designed.

An adaptive control law is taken as

u1 ¼ �AðtÞðx2 � x1Þ � 30x2x3 � k1x1
u2 ¼ �BðtÞx1 � CðtÞx2 þ x1x3 � k2x2

u3 ¼ �0:5x1x3 þ DðtÞx3 � x21 � k3x3

ð25Þ

where AðtÞ;BðtÞ;CðtÞ;DðtÞ are estimates for the unknown parameters a; b; c; d,
respectively, and k1; k2; k3 are positive gain constants.

The closed-loop control system is obtained by substituting (25) into (24) as

_x1 ¼ ða� AðtÞÞðx2 � x1Þ � k1x1
_x2 ¼ ðb� BðtÞÞx1 þ ðc� CðtÞÞx2 � k2x2
_x3 ¼ �ðd � DðtÞÞx3 � k3x3

ð26Þ

To simplify (26), we define the parameter estimation error as

eaðtÞ ¼ a� AðtÞ
ebðtÞ ¼ b� BðtÞ
ecðtÞ ¼ c� CðtÞ
edðtÞ ¼ d � DðtÞ

ð27Þ

Using (27), the closed-loop system (26) can be simplified as
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_x1 ¼ eaðx2 � x1Þ � k1x1
_x2 ¼ ebx1 þ ecx2 � k2x2
_x3 ¼ �edx3 � k3x3

ð28Þ

Differentiating the parameter estimation error (27) with respect to t, we get

_ea ¼ � _A

_eb ¼ � _B

_ec ¼ � _C

_ed ¼ � _D

ð29Þ

Next, we find an update law for parameter estimates using Lyapunov stability
theory.

Consider the quadratic Lyapunov function defined by

Vðx1; x2; x3; ea; eb; ec; edÞ ¼ 1
2

x21 þ x22 þ x23 þ e2a þ e2b þ e2c þ e2d
� �

; ð30Þ

which is positive definite on R
7.

Differentiating V along the trajectories of (28) and (29), we get

_V ¼ �k1x
2
1 � k2x

2
2 � k3x

2
3 þ ea x1ðx2 � x1Þ � _A

� �þ eb x1x2 � _B
� �

þ ec x22 � _C
� �þ ed �x23 � _D

� � ð31Þ

In view of Eq. (31), an update law for the parameter estimates is taken as

_A ¼ x1ðx2 � x1Þ
_B ¼ x1x2
_C ¼ x22
_D ¼ �x23

ð32Þ

Theorem 1 The novel chaotic system (24) with unknown system parameters is
globally and exponentially stabilized for all initial conditions xð0Þ 2 R

3 by the
adaptive control law (25) and the parameter update law (32), where ki; ði ¼ 1; 2; 3Þ
are positive constants.

Proof The result is proved using Lyapunov stability theory [19]. We consider the
quadratic Lyapunov function V defined by (30), which is positive definite on R

7.
Substitution of the parameter update law (32) into (31) yields

_V ¼ �k1x
2
1 � k2x

2
2 � k3x

2
3; ð33Þ

which is a negative semi-definite function on R
7:
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Therefore, it can be concluded that the state vector xðtÞ and the parameter
estimation error are globally bounded, i.e.

x1ðtÞ x2ðtÞ x3ðtÞ eaðtÞ ebðtÞ ecðtÞ edðtÞ½ �T2 L1: ð34Þ

Define

k ¼ min k1; k2; k3f g ð35Þ

Then it follows from (33) that

_V � � kkxk2 or kkxk2 � � _V ð36Þ

Integrating the inequality (36) from 0 to t, we get

k
Z t

0

kxðsÞk2 ds � �
Z t

0

_VðsÞds ¼ Vð0Þ � VðtÞ ð37Þ

From (37), it follows that xðtÞ 2 L2.
Using (28), it can be deduced that _xðtÞ 2 L1.
Hence, using Barbalat’s lemma, we can conclude that xðtÞ ! 0 exponentially as

t ! 1 for all initial conditions xð0Þ 2 R
3.

This completes the proof. h

For numerical simulations, the parameter values of the novel system (24) are
taken as in the chaotic case, viz.

a ¼ 25; b ¼ 33; c ¼ 11; d ¼ 6 ð38Þ

The gain constants are taken as

k1 ¼ 5; k2 ¼ 5; k3 ¼ 5 ð39Þ

The initial values of the parameter estimates are taken as

Að0Þ ¼ 7; Bð0Þ ¼ 12; Cð0Þ ¼ 25; Dð0Þ ¼ 15 ð40Þ

The initial values of the novel system (24) are taken as

x1ð0Þ ¼ 12:5; x2ð0Þ ¼ �5:6; x3ð0Þ ¼ 9:4 ð41Þ

Figure 3 shows the time-history of the controlled states x1ðtÞ; x2ðtÞ; x3ðtÞ.
From Fig. 3, it is seen that the states x1ðtÞ; x2ðtÞ and x3ðtÞ are stabilized in 2 s

(MATLAB). This shows the efficiency of the adaptive controller defined by (25).
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5 Adaptive Synchronization of the Identical Novel Chaotic
Systems

This section derives new results for the adaptive synchronization of the identical
novel chaotic systems with unknown parameters.

The master system is given by the novel chaotic system

_x1 ¼ aðx2 � x1Þ þ 30x2x3
_x2 ¼ bx1 þ cx2 � x1x3

_x3 ¼ 0:5x1x3 � dx3 þ x21

ð42Þ

where x1; x2; x3 are state variables and a; b; c; d are constant, unknown, parameters
of the system.

The slave system is given by the controlled novel chaotic system

_y1 ¼ aðy2 � y1Þ þ 30y2y3 þ u1
_y2 ¼ by1 þ cy2 � y1y3 þ u2

_y3 ¼ 0:5y1y3 � dy3 þ y21 þ u3

ð43Þ

where y1; y2; y3 are state variables and a; b; c; d are constant, unknown, parameters
of the system.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−6

−4

−2

0

2

4

6

8

10

12

14

Time (sec)

x 1, x
2, x

3

x
1

x
2

x
3

Fig. 3 Time-history of the states x1ðtÞ; x2ðtÞ; x3ðtÞ

Analysis, Control and Synchronization of a Nine-Term … 29



The synchronization error is defined as

e1 ¼ y1 � x1
e2 ¼ y2 � x2
e3 ¼ y3 � x3

ð44Þ

The error dynamics is easily obtained as

_e1 ¼ aðe2 � e1Þ þ 30ðy2y3 � x2x3Þ þ u1
_e2 ¼ be1 þ ce2 � y1y3 þ x1x3 þ u2

_e3 ¼ �de3 þ 0:5ðy1y3 � x1x3Þ þ y21 � x21 þ u3

ð45Þ

An adaptive control law is taken as

u1 ¼ �AðtÞðe2 � e1Þ � 30ðy2y3 � x2x3Þ � k1e1
u2 ¼ �BðtÞe1 � CðtÞe2 þ y1y3 � x1x3 � k2e2

u3 ¼ DðtÞe3 � 0:5ðy1y3 � x1x3Þ � y21 þ x21 � k3e3

ð46Þ

where AðtÞ;BðtÞ;CðtÞ;DðtÞ are estimates for the unknown parameters a; b; c; d,
respectively, and k1; k2; k3 are positive gain constants.

The closed-loop control system is obtained by substituting (46) into (45) as

_e1 ¼ ða� AðtÞÞðe2 � e1Þ � k1e1
_e2 ¼ ðb� BðtÞÞe1 þ ðc� CðtÞÞe2 � k2e2
_e3 ¼ �ðd � DðtÞÞe3 � k3e3

ð47Þ

To simplify (26), we define the parameter estimation error as

eaðtÞ ¼ a� AðtÞ
ebðtÞ ¼ b� BðtÞ
ecðtÞ ¼ c� CðtÞ
edðtÞ ¼ d � DðtÞ

ð48Þ

Using (48), the closed-loop system (47) can be simplified as

_e1 ¼ eaðe2 � e1Þ � k1e1
_e2 ¼ ebe1 þ ece2 � k2e2
_e3 ¼ �ede3 � k3e3

ð49Þ

Differentiating the parameter estimation error (48) with respect to t, we get
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_ea ¼ � _A

_eb ¼ � _B

_ec ¼ � _C

_ed ¼ � _D

ð50Þ

Next, we find an update law for parameter estimates using Lyapunov stability
theory.

Consider the quadratic Lyapunov function defined by

Vðe1; e2; e3; ea; eb; ec; edÞ ¼ 1
2

e21 þ e22 þ e23 þ e2a þ e2b þ e2c þ e2d
� �

; ð51Þ

which is positive definite on R
7.

Differentiating V along the trajectories of (49) and (50), we get

_V ¼ �k1e
2
1 � k2e

2
2 � k3e

2
3 þ ea e1ðe2 � e1Þ � _A

� �þ eb e1e2 � _B
� �

þ ec e22 � _C
� �þ ed �e23 � _D

� � ð52Þ

In view of Eq. (31), an update law for the parameter estimates is taken as

_A ¼ e1ðe2 � e1Þ
_B ¼ e1e2
_C ¼ e22
_D ¼ �e23

ð53Þ

Theorem 2 The identical novel chaotic systems (42) and (43) with unknown system
parameters are globally and exponentially synchronized for all initial conditions
xð0Þ; yð0Þ 2 R

3 by the adaptive control law (46) and the parameter update law
(53), where ki; ði ¼ 1; 2; 3Þ are positive constants.

Proof The result is proved using Lyapunov stability theory [19].
We consider the quadratic Lyapunov function V defined by (51), which is

positive definite on R
7.

Substitution of the parameter update law (53) into (52) yields

_V ¼ �k1e
2
1 � k2e

2
2 � k3e

2
3; ð54Þ

which is a negative semi-definite function on R
7.

Therefore, it can be concluded that the synchronization error vector eðtÞ and the
parameter estimation error are globally bounded, i.e.

e1ðtÞ e2ðtÞ e3ðtÞ eaðtÞ ebðtÞ ecðtÞ edðtÞ½ �T2 L1: ð55Þ
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Define

k ¼ min k1; k2; k3f g ð56Þ

Then it follows from (54) that

_V � � kkek2 or kkek2 � � _V ð57Þ

Integrating the inequality (36) from 0 to t, we get

k
Z t

0

keðsÞk2 ds� �
Z t

0

_VðsÞds ¼ Vð0Þ � VðtÞ ð58Þ

From (58), it follows that eðtÞ 2 L2.
Using (49), it can be deduced that _eðtÞ 2 L1.
Hence, using Barbalat’s lemma, we can conclude that eðtÞ ! 0 exponentially as

t ! 1 for all initial conditions eð0Þ 2 R
3.

This completes the proof. h

For numerical simulations, the parameter values of the novel systems (42) and
(43) are taken as in the chaotic case, viz.

a ¼ 25; b ¼ 33; c ¼ 11; d ¼ 6 ð59Þ

The gain constants are taken as ki ¼ 5 for i ¼ 1; 2; 3.
The initial values of the parameter estimates are taken as

Að0Þ ¼ 16; Bð0Þ ¼ 8; Cð0Þ ¼ 4; Dð0Þ ¼ 7 ð60Þ

The initial values of the master system (42) are taken as

x1ð0Þ ¼ 6:8; x2ð0Þ ¼ 3:7; x3ð0Þ ¼ �9:1 ð61Þ

The initial values of the slave system (43) are taken as

y1ð0Þ ¼ 3:4; y2ð0Þ ¼ �12:5; y3ð0Þ ¼ 1:8 ð62Þ

Figures 4, 5 and 6 show the complete synchronization of the identical chaotic
systems (42) and (43).

Figure 4 shows that the states x1ðtÞ and y1ðtÞ are synchronized in 2 s (MATLAB).
Figure 5 shows that the states x2ðtÞ and y2ðtÞ are synchronized in 2 s (MATLAB).
Figure 6 shows that the states x3ðtÞ and y3ðtÞ are synchronized in 2 s (MATLAB).

Figure 7 shows the time-history of the synchronization errors e1ðtÞ; e2ðtÞ; e3ðtÞ.
From Fig. 7, it is seen that the errors e1ðtÞ; e2ðtÞ and e3ðtÞ are stabilized in 2 s
(MATLAB).

32 S. Vaidyanathan and A.T. Azar



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−400

−300

−200

−100

0

100

200

300

400

Time (sec)

x 1, y
1

x
1

y
1

Fig. 4 Synchronization of the states x1 and y1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−60

−40

−20

0

20

40

60

Time (sec)

x 2, y
2

x
2

y
2

Fig. 5 Synchronization of the states x2 and y2

Analysis, Control and Synchronization of a Nine-Term … 33



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−200

0

200

400

600

800

1000

1200

1400

1600

1800

Time (sec)

x 3, y
3

x
3

y
3

Fig. 6 Synchronization of the states x3 and y3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−60

−50

−40

−30

−20

−10

0

10

20

30

40

Time (sec)

e 1
, e

2,
 e

3

e
1

e
2

e
3

Fig. 7 Time-history of the synchronization errors e1; e2; e3

34 S. Vaidyanathan and A.T. Azar



6 Conclusions

In this research work, a nine-term 3-D novel chaotic system with four quadratic
nonlinearities has been proposed and its qualitative properties have been derived.
The Lyapunov exponents of the nine-term novel chaotic system have been obtained
as L1 ¼ 9:45456; L2 ¼ 0 and L3 ¼ �30:50532. Since the maximal Lyapunov
exponent (MLE) of the novel chaotic system is L1 ¼ 9:45456, which is a high
value, the novel chaotic system exhibits strong chaotic properties. The novel
chaotic system has three unstable equilibrium points. Next, an adaptive controller
has been derived for globally stabilizing the novel chaotic system with unknown
system parameters. Furthermore, an adaptive synchronizer has been derived for
completely and globally synchronizing the identical novel chaotic systems with
unknown system parameters. The adaptive control and synchronization results were
proved using Lyapunov stability theory. MATLAB simulations were shown to
demonstrate and validate all the main results derived in this work for the nine-term
3-D novel chaotic system. As future research directions, new control techniques
like sliding mode control or backstepping control may be considered for stabilizing
the novel chaotic system with three unstable equilibrium points or synchronizing
the identical novel chaotic systems for all initial conditions.
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Backstepping Controller Design
for the Global Chaos Synchronization
of Sprott’s Jerk Systems

Sundarapandian Vaidyanathan, Babatunde A. Idowu
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Abstract This research work investigates the global chaos synchronization of
Sprott’s jerk chaotic system using backstepping control method. Sprott’s jerk system
(1997) is algebraically the simplest dissipative chaotic system consisting of five
terms and a quadratic nonlinearity. Sprott’s chaotic system involves only five terms
and one quadratic nonlinearity, while Rössler’s chaotic system (1976) involves
seven terms and one quadratic nonlinearity. This work first details the properties of
the Sprott’s jerk chaotic system. The phase portraits of the Sprott’s jerk system are
described. The Lyapunov exponents of the Sprott’s jerk system are obtained as
L1 = 0.0525, L2 = 0 and L3 = −2.0727. The Lyapunov dimension of the Sprott’s jerk
system is obtained as DL = 2.0253. Next, an active backstepping controller is
designed for the global chaos synchronization of identical Sprott’s jerk systems with
known parameters. The backstepping control method is a recursive procedure that
links the choice of a Lyapunov function with the design of a controller and guar-
antees global asymptotic stability of strict-feedback chaotic systems. Finally, an
adaptive backstepping controller is designed for the global chaos synchronization of
identical Sprott’s jerk systems with unknown parameters. MATLAB simulations are
provided to validate and demonstrate the effectiveness of the proposed active and
adaptive chaos synchronization schemes for the Sprott’s jerk systems.
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1 Introduction

Chaos is a nonlinear behavior which is a strange random aggregate of responses to
internal and external stimuli in dynamical systems. Chaos occurs, when the
dynamical system is highly sensitive towards initial conditions. That is, chaotic
systems starting off from very similar initial states can develop into radically
divergent trajectories. Such sensitive dependence of chaotic systems is popularly
known as the butterfly effect [1].

Mathematically, chaotic systems are classified as nonlinear dynamical systems
which are sensitive to initial conditions, topologically mixing and with dense
periodic orbits. The Lyapunov exponent is a measure of the divergence of phase
points that are initially very close and can be used to quantify chaotic systems.
A positive maximal Lyapunov exponent and phase space compactness are usually
taken as defining conditions for a chaotic system.

Since the discovery of a 3-D chaotic system in 1963 by Lorenz to study con-
vection in the atmosphere [27], there is a great deal of interest in the chaos literature
in modelling and analysis of new chaotic systems. Some well-known paradigms of
3-D chaotic systems in the literature are [2, 3, 5, 6, 21, 25, 28, 38, 45, 50, 52,
58–60, 71, 72].

Recently, there is a great interest in finding elegant chaos, especially algebrai-
cally simple chaotic flows [45]. In 1997, Sprott discovered algebraically the sim-
plest dissipative chaotic system consisting of only five terms and one quadratic
nonlinearity [46]. Sprott’s system (1997) has two terms fewer than the famous
Rössler chaotic system [38], which consists of seven terms and one quadratic
nonlinearity.

Sprott’s simplest dissipative chaotic system (1997) is a simple jerk system con-
sisting of five terms and one quadratic nonlinearity [46]. In this work, the phase
portraits of the Sprott’s jerk system are described. The Lyapunov exponents of the
Sprott’s jerk system are obtained as L1 = 0.0525; L2 = 0 and L3 = −2.0727. The
Lyapunov dimension of the Sprott’s jerk system is obtained as DL = 2.0253. Since
the maximal Lyapunov exponent (MLE) of the Sprott’s jerk system is L1 = 0.0525,
which is a small number, it follows that the Sprott’s system exhibits mild chaos only.

Chaotic systems have several important applications in science and engineering.
Some important applications can be mentioned as oscillators [18, 44], lasers
[22, 67], chemical reactions [11, 33], cryptosystems [37, 55], secure communica-
tions [9, 29, 68], biology [8, 20], ecology [12, 48], robotics [30, 62], cardiology
[34, 64], neural networks [15, 17], finance [13, 47], etc.

Synchronization of chaotic systems is a phenomenon that occurs when two or
more chaotic systems are coupled or when a chaotic system drives another chaotic
system [36, 51, 61].

Because of the butterfly effect which causes exponential divergence of the tra-
jectories of two identical chaotic systems started with nearly the same initial con-
ditions, the synchronization of chaotic systems is a challenging research problem in
the chaos literature.
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Major works on synchronization of chaotic systems deal with the complete
synchronization (CS) which has the goal of using the output of the master system to
control the slave system so that the output of the slave system tracks the output of
the master system asymptotically.

Pecora and Carroll pioneered the research on synchronization of chaotic systems
with their seminal papers in 1990s [4, 32]. The active control method [26, 35, 49,
54, 57, 63] is commonly used when the system parameters are available for mea-
surement and the adaptive control method [14, 24, 39–41, 65] is commonly used
when some or all the system parameters are not available for measurement and
estimates for unknown parameters of the systems.

Other important methods for chaos synchronization are the sampled-data feed-
back method [10, 23, 66, 69], time-delay feedback method [7, 16, 42, 43], back-
stepping method [31, 53, 56, 70], etc.

The backstepping control method is a recursive procedure that links the choice
of a Lyapunov function with the design of a controller and guarantees global
asymptotic stability of strict-feedback chaotic systems. The backstepping method is
based on the mathematical model of the examined system, introducing new vari-
ables into it in a form depending on the state variables, controlling parameters and
stabilizing functions. The use of backstepping method creates an additional non-
linearity and eliminates undesirable nonlinearities from the system.

This research work is organized as follows. Section 2 describes the Sprott’s jerk
system (1997). In this section, the phase portraits of the Sprott’s chaotic system are
also displayed using MATLAB. The Lyapunov exponents of the Sprott’s system are
also obtained in this system and the Lyapunov dimension of the Sprott’s system is
obtained using MATLAB. The dynamics of the Lyapunov exponents is plotted
using MATLAB. Section 3 describes new results for the active backstepping con-
troller design for the global chaos synchronization of identical Sprott’s systems with
known parameters. Section 4 describes new results for the adaptive backstepping
controller design for the global chaos synchronization of identical Sprott’s systems
with unknown parameters. MATLAB simulations are shown to validate and illus-
trate all the main synchronization results derived for the Sprott’s chaotic systems.
Section 5 contains a summary of the main results derived in this research work.

2 Sprott’s 3-D Jerk Chaotic System

This section describes the equations and phase portraits of the Sprott’s jerk chaotic
system (1997), which is algebraically the simplest dissipative chaotic system.

The Sprott chaotic system is described by the 3-D dynamics

_x1 ¼ x2;

_x2 ¼ x3;

_x3 ¼ �ax1 þ x22 � bx3

ð1Þ
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where x1, x2, x3 are the states and a, b are constant, positive, parameters.
The system (1) is a five-term polynomial chaotic system with just one quadratic

nonlinearity.
The system (1) depicts a strange chaotic attractor when the constant parameter

values are taken as

a ¼ 1; b ¼ 2:02 ð2Þ

For simulations, the initial values of the Sprott chaotic system (1) are taken as

x1ð0Þ ¼ 4:0; x2ð0Þ ¼ 2:0; x3ð0Þ ¼ 0:5: ð3Þ

Figure 1 describes the strange chaotic attractor of the Sprott chaotic system (1) in
3-D view. The phase portrait of the Sprott chaotic system also indicates that the
Sprott attractor is mildly chaotic. This will be also made clear the Lyapunov
exponents of the Sprott attractor are calculated.

The Lyapunov exponents of the Sprott chaotic system (1) are numerically
obtained as

L1 ¼ 0:0525; L2 ¼ 0; L3 ¼ �2:0727 ð4Þ
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Fig. 1 Strange attractor of the Sprott chaotic system (1997) in ℝ3
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Since L1 þ L2 þ L3 ¼ �2:0202\0, the system (1) is dissipative.
Also, the Lyapunov dimension of the system (1) is obtained as

DL ¼ 2þ L1 þ L2
jL3j ¼ 2:0523 ð5Þ

Figure 2 depicts the dynamics of the Lyapunov exponents of the novel chaotic
system (1). From this figure, it is seen that the maximal Lyapunov exponent of the
novel chaotic system (1) is L1 = 0.0525, which is a very small value. Thus, the
Sprott chaotic system (1) exhibits only mild chaotic properties.

3 Active Backstepping Design for the Synchronization
of Identical Sprott Jerk Chaotic Systems

This section derives new results for the active backstepping design for the global
chaos synchronization of the identical Sprott jerk systems with known parameters.
The main result of this section is proved using Lyapunov stability theory.
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The master system is described by the Sprott chaotic system

_x1 ¼ x2
_x2 ¼ x3

_x3 ¼ �ax1 þ x22 � bx3

ð6Þ

where x1, x2, x3 are state variables and a, b are positive, constant, parameters.
The slave system is described by the controlled Sprott chaotic system

_y1 ¼ y2
_y2 ¼ y3

_y3 ¼ �ay1 þ y22 � by3 þ u

ð7Þ

where y1, y2, y3 are state variables and u(t) is the active backstepping controller to
be designed.

The synchronization error between the master system (6) and the slave system
(7) is defined as

e1ðtÞ ¼ y1ðtÞ � x1ðtÞ
e2ðtÞ ¼ y2ðtÞ � x2ðtÞ
e3ðtÞ ¼ y3ðtÞ � x3ðtÞ

ð8Þ

The error dynamics is obtained as

_e1 ¼ e2
_e2 ¼ e3

_e3 ¼ �ae1 þ y22 � x22 � be3 þ u

ð9Þ

Next, we shall prove the main result of this section.

Theorem 1 The identical Sprott jerk chaotic systems (6) and (7) are globally and
exponentially synchronized for all initial conditions xð0Þ; yð0Þ 2 R

3 by the active
controller

uðtÞ ¼ ða� 3Þe1 � 5e2 þ ðb� 3Þe3 � y22 þ x22 ð10Þ

where the parameters a and b are known.

Proof We prove this main result by using Lyapunov stability theory Khalil. First,
we define a Lyapunov function candidate

V1ðz1Þ ¼ 1
2
z21 ð11Þ
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where
z1 ¼ e1 ð12Þ

Differentiating V1 along the dynamics (9), we get

_V1 ¼ z1 _z1 ¼ e1e2 ¼ �z21 þ z1ðe1 þ e2Þ ð13Þ

Next, we define

z2 ¼ e1 þ e2 ð14Þ

Then the Eq. (13) can be simplified as

_V1 ¼ �z21 þ z1z2 ð15Þ

Secondly, we choose the Lyapunov function candidate as

V2ðz1; z2Þ ¼ V1ðz1Þ þ 1
2
z22 ¼

1
2
ðz21 þ z22Þ ð16Þ

Differentiating V2 along the dynamics (9), we get

_V2 ¼ _V1 þ z2 _z2 ¼ �z21 � z22 þ z2ð2e1 þ 2e2 þ e3Þ ð17Þ

Next, we define

z3 ¼ 2e1 þ 2e2 þ e3 ð18Þ

Then the Eq. (17) can be simplified as

_V2 ¼ �z21 � z22 þ z2z3 ð19Þ

Finally, we choose the Lyapunov function candidate as

Vðz1; z2; z3Þ ¼ V2ðz1; z2Þ þ 1
2
z23 ¼

1
2
ðz21 þ z22 þ z23Þ ð20Þ

By definition, V is a quadratic, positive-definite function on ℝ3.
Differentiating V along the dynamics (9), we get

_V ¼ �z21 � z22 � z23 þ z3 ð3� aÞe1 þ 5e2 þ ð3� bÞe2 þ y22 � x22 þ u
� � ð21Þ

Substituting the active controller (10) into (21), we obtain

_V ¼ �z21 � z22 � z23 ð22Þ
which is a quadratic, negative-definite function on ℝ3.

Thus, by Lyapunov stability theory [19], ziðtÞ ! 0 ði ¼ 1; 2; 3Þ as t ! 1
exponentially for all initial conditions zð0Þ 2 R

3.
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Hence, it is immediate that eiðtÞ ! 0 (i = 1, 2, 3) as t ! 1 exponentially for all
initial conditions eð0Þ 2 R

3.
Hence, the identical Sprott jerk chaotic systems (6) and (7) are globally and

exponentially synchronized for all initial conditions xð0Þ; yð0Þ 2 R
3.

This completes the proof. h

For numerical simulations, the fourth-order classical Runge-Kutta method with
initial step h = 10−8 has been used to solve the two systems of differential Eqs. (6)
and (7) with the active backstepping controller defined by (10).

The parameter values are taken as in the chaotic case, i.e.

a ¼ 1; b ¼ 2:02 ð23Þ
The initial values of the master system are taken as

x1ð0Þ ¼ 2:7; x2ð0Þ ¼ �3:8; x3ð0Þ ¼ 0:9 ð24Þ
The initial values of the slave system are taken as

y1ð0Þ ¼ �1:5; y2ð0Þ ¼ 3:1; y3ð0Þ ¼ 1:7 ð25Þ
Figure 3 shows the complete synchronization of the states x1(t) and y1(t). From

Fig. 3, it is seen that the states x1(t) and y1(t) are synchronized in 7 S. This shows
the efficiency of the active backstepping controller defined by (10).
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Figure 4 shows the complete synchronization of the states x2(t) and y2(t). From
Fig. 4, it is seen that the states x2(t) and y2(t) are synchronized in 7 s. This shows the
efficiency of the active backstepping controller defined by (10).

Figure 5 shows the complete synchronization of the states x3(t) and y3(t). From
Fig. 5, it is seen that the states x3(t) and y3(t) are synchronized in 7 s. This shows the
efficiency of the active backstepping controller defined by (10).

Figure 6 shows the time-history of the synchronization errors e1(t), e2(t), e3(t).
From Fig. 6, it is seen that the errors e1(t), e2(t), e3(t) exponentially converge to zero in
7 s. This shows the efficiency of the active backstepping controller defined by (10).

4 Adaptive Backstepping Design for the Synchronization
of Identical Sprott Jerk Chaotic Systems

This section derives new results for the adaptive backstepping design for the global
chaos synchronization of the identical Sprott jerk systems with unknown parame-
ters. The main result of this section is proved using Lyapunov stability theory.
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The master system is described by the Sprott chaotic system

_x1 ¼ x2
_x2 ¼ x3

_x3 ¼ �ax1 þ x22 � bx3

ð26Þ

where x1, x2, x3 are state variables and a, b are unknown parameters.
The slave system is described by the controlled Sprott chaotic system

_y1 ¼ y2
_y2 ¼ y3

_y3 ¼ �ay1 þ y22 � by3 þ u

ð27Þ

where y1, y2, y3 are state variables and u(t) is the adaptive backstepping controller to
be designed.

The synchronization error between the master system (26) and the slave system
(27) is defined as

e1ðtÞ ¼ y1ðtÞ � x1ðtÞ
e2ðtÞ ¼ y2ðtÞ � x2ðtÞ
e3ðtÞ ¼ y3ðtÞ � x3ðtÞ

ð28Þ

The error dynamics is obtained as

_e1 ¼ e2
_e2 ¼ e3

_e3 ¼ �ae1 þ y22 � x22 � be3 þ u

ð29Þ

The design problem is to find u(t) so that the error converges to zero asymp-
totically, i.e. eiðtÞ ! 0 as t ! 1 for i ¼ 1; 2; 3.

Inspired by the control law defined by (10) in the active control case, we may
consider the adaptive control law

uðtÞ ¼ ðâðtÞ � 3Þe1 � 5e2 þ ðb̂ðtÞ � 3Þe3 � y22 þ x22 ð30Þ

where âðtÞ and b̂ðtÞ are estimates of the unknown parameters a and b, respectively.
We define the parameter estimation errors as

eaðtÞ ¼ a� âðtÞ
ebðtÞ ¼ b� b̂ðtÞ ð31Þ
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We note that

_eaðtÞ ¼ � _̂aðtÞ
_ebðtÞ ¼ � _̂bðtÞ

ð32Þ

Next, we shall prove the main result of this section.

Theorem 2 The identical Sprott jerk chaotic systems (26) and (27) with unknown
system parameters are globally and exponentially synchronized for all initial
conditions xð0Þ; yð0Þ 2 R

3 and âð0Þ; b̂ð0Þ 2 R by the adaptive controller law

uðtÞ ¼ ðâðtÞ � 3Þe1 � 5e2 þ ðb̂ðtÞ � 3Þe3 � y22 þ x22 ð33Þ

where the parameter update law is given by

_̂aðtÞ ¼ �ð2e1 þ 2e2 þ e3Þe1
_̂bðtÞ ¼ �ð2e1 þ 2e2 þ e3Þe2

ð34Þ

Proof We prove this main result by using Lyapunov stability theory Khalil. First,
we define a Lyapunov function candidate

V1ðz1Þ ¼ 1
2
z21 ð35Þ

where

z1 ¼ e1 ð36Þ

Differentiating V1 along the dynamics (29), we get

_V1 ¼ z1 _z1 ¼ e1e2 ¼ �z21 þ z1ðe1 þ e2Þ ð37Þ

Next, we define

z2 ¼ e1 þ e2 ð38Þ

Then the Eq. (37) can be simplified as

_V1 ¼ �z21 þ z1z2 ð39Þ

Secondly, we choose the Lyapunov function candidate as

V2ðz1; z2Þ ¼ V1ðz1Þ þ 1
2
z22 ¼

1
2
ðz21 þ z22Þ ð40Þ
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Differentiating V2 along the dynamics (29), we get

_V2 ¼ _V1 þ z2 _z2 ¼ �z21 � z22 þ z2ð2e1 þ 2e2 þ e3Þ ð41Þ

Next, we define

z3 ¼ 2e1 þ 2e2 þ e3 ð42Þ

Then the Eq. (41) can be simplified as

_V2 ¼ �z21 � z22 þ z2z3 ð43Þ

Finally, we choose the Lyapunov function candidate as

Vðz1; z2; z3; ea; ebÞ ¼ V2ðz1; z2Þ þ 1
2
z23 þ

1
2
e2a þ

1
2
e2b ð44Þ

That is, V is defined as

Vðz1; z2; z3; ea; ebÞ ¼ 1
2

z21 þ z22 þ z23 þ e2a þ e2b
� � ð45Þ

By definition, V is a quadratic, positive-definite function on ℝ5.
Differentiating V along the dynamics (29) and (32), we get

_V ¼ �z21 � z22 � z23 þ z3 ð3� aÞe1 þ 5e2 þ ð3� bÞe2 þ y22 � x22 þ u
� �

� eaâðtÞ � ebb̂ðtÞ
ð46Þ

Substituting the adaptive controller (33) into (46), we obtain

_V ¼ �z21 � z22 � z23 þ eað�z3e1 � _̂aÞ þ ebð�z3e2 � _̂bÞ ð47Þ

Substituting the parameter update law (32) into (47), we obtain

_V ¼ �z21 � z22 � z23 ð48Þ

which is a negative semi-definite function on ℝ5.
If we define

zðtÞ ¼
z1ðtÞ
z2ðtÞ
z3ðtÞ

2
4

3
5; ð49Þ
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then it can be concluded from (48) that the vector z(t) and the parameter estimation
error are globally bounded, i.e.

z1ðtÞ z2ðtÞ z3ðtÞ eaðtÞ ebðtÞ½ �T2 L1: ð50Þ

From (48), it follows that

_V � � kzk2 or kzk2 � � _V ð51Þ

Integrating the inequality (51) from 0 to t, we get

Z t

0

kzðsÞk2ds � �
Z t

0

_VðsÞds ¼ Vð0Þ � VðtÞ ð52Þ

From (52), it follows that zðtÞ 2 L2.
From (29), it can be deduced that _zðtÞ 2 L1.
Hence, using Barbalat’s lemma (19), it can be concluded that zðtÞ ! 0 expo-

nentially as t ! 1 for all initial conditions zð0Þ 2 R
3.

Hence, the identical Sprott jerk chaotic systems (26) and (27) with unknown
system parameters are globally and exponentially synchronized for all initial
conditions xð0Þ; yð0Þ 2 R

3 and âð0Þ; b̂ð0Þ 2 R.
This completes the proof. h

For numerical simulations, the fourth-order classical Runge-Kutta method with
initial step h = 10−8 has been used to solve the two systems of differential Eqs. (26)
and (27) with the adaptive backstepping controller defined by (33) and the
parameter update law (32).

The parameter values are taken as in the chaotic case, i.e.

a ¼ 1; b ¼ 2:02 ð53Þ

The parameter estimates are taken as

âð0Þ ¼ 4:7; b̂ ¼ 2:3 ð54Þ

The initial values of the master system are taken as

x1ð0Þ ¼ 1:0; x2ð0Þ ¼ 0:7; x3ð0Þ ¼ 0:4 ð55Þ

The initial values of the slave system are taken as

y1ð0Þ ¼ 0:3; y2ð0Þ ¼ 0:1; y3ð0Þ ¼ 0:2 ð56Þ

52 S. Vaidyanathan et al.



Figure 7 shows the complete synchronization of the states x1(t) and y1(t). From
Fig. 7, it is seen that the states x1(t) and y1(t) are synchronized in 10 s. This shows
the efficiency of the active backstepping controller defined by (33).

Figure 8 shows the complete synchronization of the states x2(t) and y2(t). From
Fig. 8, it is seen that the states x2(t) and y2(t) are synchronized in 10 s. This shows
the efficiency of the active backstepping controller defined by (33).

Figure 9 shows the complete synchronization of the states x3(t) and y3(t). From
Fig. 9, it is seen that the states x3(t) and y3(t) are synchronized in 10 s. This shows
the efficiency of the active backstepping controller defined by (33).

Figure 10 shows the time-history of the synchronization errors e1(t), e2(t), e3(t).
From Fig. 10, it is seen that the errors e1(t), e2(t), e3(t) exponentially converge to
zero in 10 s. This shows the efficiency of the active backstepping controller defined
by (33).
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5 Conclusions

In this research work, active and adaptive backstepping controllers were derived the
global chaos synchronization of Sprott’s jerk chaotic system and the main results
were proved using Lyapunov stability theory. This paper investigated synchroniza-
tion properties for the Sprott’s jerk system (1997), which is algebraically the simplest
dissipative chaotic system consisting of five terms and a quadratic nonlinearity.
Sprott’s chaotic system involves only five terms and one quadratic nonlinearity, while
Rössler’s chaotic system (1976) involves seven terms and one quadratic nonlinearity.
This work first detailed the properties of the Sprott’s jerk chaotic system. The phase
portraits of the Sprott’s jerk system were described. The Lyapunov exponents of the
Sprott’s jerk system were obtained as L1 = 0.0525, L2 = 0 and L3 = −2.0727. The
Lyapunov dimension of the Sprott’s jerk system was obtained as DL = 2.0253. An
active backstepping controller was derived for the global chaos synchronization of
identical Sprott’s jerk systems with known parameters. The backstepping control
method is a recursive procedure that links the choice of a Lyapunov function with the
design of a controller and guarantees global asymptotic stability of strict-feedback
chaotic systems. Finally, an adaptive backstepping controller was derived for the
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global chaos synchronization of identical Sprott’s jerk systems with unknown
parameters. MATLAB simulations are provided in detail to illustrate all the main
results presented in this work.
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Multi-scroll Chaotic Oscillator Based
on a First-Order Delay Differential
Equation

Viet-Thanh Pham, Christos K. Volos
and Sundarapandian Vaidyanathan

Abstract After the discovery of the well-known chaotic Lorenz’s system, the
study of chaos has received considerable attention due to its promising applications
in a variety of fields, ranging from physics, economics, biology to engineering.
Moreover, chaotic systems with multiple scrolls can exhibit more rich dynamics
than the general chaotic ones with few attractors. This expansion of dynamics leads
to multi-scroll chaotic oscillators showing better performance in several cha-
otic-based applications, such as secure communication, encrypting fingerprint
image, controlling motion directions of autonomous mobile robots, or generating
pseudo random numbers etc. As a result, investigating new chaotic oscillators with
multiple scrolls has been become an attractive research direction of both theoretical
and practical interest recently. Although numerous approaches for constructing
multi-scroll attractors from conventional three-dimension chaotic systems have
been reported intensively, there are few publications regarding the multi-scroll
attractors from infinite dimensional time-delay systems. This work presents a new
multi-scroll chaotic oscillator and its circuital design. This chaotic system is
described by a first-order delay differential equation with piecewise linear function.
It is shown through simulations that the proposed system can exhibit odd number of
scrolls of chaotic attractors such as three-, five-, seven-, and nine-scroll attractors. In
addition, the detailed implementation of the proposed multi-scroll oscillator using
the electronic simulation package Multisim is also presented to show the feasibility
of the oscillator. The Multisim results of the chaotic oscillator are well agree with
the numerical simulation results. It is noting that the new multi-scroll chaotic circuit
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has been designed with simple common components, like resistors, capacitors, and
operational amplifiers.

Keywords Chaos � Multi-scroll attractor � Time delay � Oscillator � Circuit �
Multisim

1 Introduction

Chaotic systems have been studied for recent decades after the discovery of the first
classical chaotic attractor in 1963 [1]. Despite the fact that there is not an universal
definition of chaos, three remarkable characteristics of a chaotic system are:
dynamical instability, topological mixing and dense periodic orbits [2]. Dynamical
instability is known as the “butterfly effect”, which means that a small change in
initial conditions of a system can create significant differences. In other word, this
vital characteristic makes the system highly sensitive to initial conditions [1, 3].
Topologically mixing is refers as stretching and folding of the phase space, which
means that the chaotic trajectory at the phase space will evolve in time so that each
given area of this trajectory will eventually cover part of any particular region.
Dense periodic orbits means that the trajectory can come arbitrarily close every
possible asymptotic state. Therefore, chaotic systems have been widely applied in
various practical fields [4, 5].

Interestingly, systems with multi-scroll attractors have become potential candi-
dates for using in chaos-based applications because of their complex dynamics
compared with conventional chaotic systems with few attractors. For example,
fingerprint images were encrypted via a two-dimensional chaotic sequence achieved
from multi-scroll chaotic attractors [6]. The entropy of a random number generator
was improved by increasing the number of scrolls in generalized Jerk circuit [7]. In
addition, encrypted audio and image information were transmitted when consid-
ering the synchronization of Chua’s circuits with multi-scroll attractor [8].
A parameter determination method for double-scroll chaotic systems was also
applied to chaotic cryptanalysis [9]. As a result, there are numerous researches on
generating multi-scroll chaotic attractor (see [10] and references cited there in).

The presence of time delay has been observed in various dynamical systems
[11, 12]. In order to describe exactly their special features, delay differential
equations (DDEs) have used because delay differential equations differ from
ordinary differential equations in that the evolution of dependent variables at a
certain time depend on their values at previous times. Infinite dimensional dynamics
of time-delay systems could make complex phenomena [13, 14] which do not exist
in original systems. As a result, chaotic oscillator can be constructed by using a
time-delay system. In particular, the oscillators described by first-order DDEs can
exhibit chaos [15]. These oscillators have attracted considerable attention due to
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their simplicities and feasibilities. It is worth noting that, multi-scroll attractors
could be obtained from time-delay chaotic systems [16].

In this work a novel multi-scroll oscillator, which is modelled by a first-order
delay differential equation, is proposed. This work is organized as follows. After
presenting the related works in Sect. 2, the mathematical model of the new
proposed oscillator is introduced in Sect. 3. Then, the circuital realization of a three-
scroll oscillator is described and illustrated in Sect. 4. In Sect. 5, the obtained results
are represented. Discussions relating to the implementation and the potential
applications of the new time-delayed oscillator are given in Sect. 6. Finally, some
conclusion remarks are drawn in the last Section.

2 Related Works

Chua’s circuit, an invention of L.O. Chua [17], is one of the most well-known non-
linear electronic circuits This simple electronic circuit satisfies three criteria to exhibit
chaotic behavior due to the fact that Chua’s circuit includes three energy storage
elements (two capacitors and an inductor), a locally active resistor and a nonlinear
element (Chua’s diode with a piecewise-linear characteristic). Despite of its simple
structure, Chua’s circuit can display complex dynamics. Therefore, Chua’s circuit is
considered as a platform for the study of nonlinear phenomena, like chaos [18].

It is interesting that Chua’s circuit can display the classical double scroll. Based on
this known circuit, Suykens and Vandewalle investigated a new family of n-double
scroll attractors by modifying the characteristic of the nonlinear resistor with addi-
tional break points [19]. The major breakthrough of Suykens and Vandewalle has
promoted a considerable number of studies on nonlinear systems with multi-scroll
attractors. Diverse noticeable design approaches to generate multi-scroll attractors
have been reported in the literature, i.e. quasi-linear function approach, nonlinear
modulating function approach, step function approach, hysteresis series approach,
saturated function series approach, or step series switching approach etc. [10, 20–24].
Recently, generating the multi-scroll attractors from infinite dimensional time-delay
systems have been a focal topic of interest because even one delay differential
equation is enough to generate multi-scroll chaos [7, 16, 25, 26].

While a large number of studies [27–30] focused mainly on time-delay oscil-
lators with mono- and double-scroll attractors, there are a few reported oscillators
can display multi-scroll attractors [7, 16]. In fact, designed multi-scroll oscillators
have built mainly based on suitable nonlinear functions. Some typical nonlinear
functions are summarized as follows.

A simple time-delay systems was introduced by Sprott [31] with a sinusoidal
nonlinearity

F xð Þ ¼ sin xð Þ: ð1Þ
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This system displayed 6-scroll chaotic attractor. Here, the sine function can be
implemented by using a trigonometric function integrated circuit AD639. Wang
[26] considered the activation function took a reflection symmetric piecewise linear
function of the form

F xð Þ ¼ Axþ 0:5 A� Bð Þ xþ mj j � x� mj jð Þ � xþ nj j � x� nj jð Þ½ �; ð2Þ

with A = 4.3, B = −5.8, m = 1.1 and n = 3.3. By adjusting the value of only a single
parameter, four-scroll attractor was obtained. This nonlinear function could be built
conveniently by operational amplifiers and constant voltage sources. A piecewise
linear function with a threshold controller [25] was applied in the following form

F xð Þ ¼ AF� � Bx; ð3Þ

where

F� ¼
�x� x\� x�

x �x� � x� x�

x� x[ x�;

8<
: ð4Þ

where A = 5.2, B = 3.5, and x* = 0.7 is the controllable threshold value. The
nonlinearity was implemented by using only two diodes and few operational
amplifiers. By adding more number of threshold values, two double-scroll attractors
could be produced. In addition, Yalcin [7] proposed a nonlinearity based on a hard
limited function

F xð Þ ¼
XMx

i¼1

g �2iþ1ð Þ=2 xð Þ þ
XNx

i¼1

g �2iþ1ð Þ=2 xð Þ; ð5Þ

where

gh fð Þ ¼
1 f� h; h[ 0
0 f\h; h[ 0
0 f� h; h\0
�1 f\h; h\0:

8>><
>>:

ð6Þ

The system exhibited n-scroll chaotic attractor for suitable values of Mx and Nx.
For example, three-, four-, five-, and six-scroll attractors obtained when
{Mx = 1, Nx = 1}, {Mx = 1, Nx = 2}, {Mx = 0, Nx = 4}, and {Mx = 1, Nx = 4},
respectively. Nonlinear block comprised voltage comparators whose total number
depending on the number of scrolls. Moreover, Kilinc [16] represented a oscillator
employed the nonlinearity as a function of hysteresis series
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FðxÞ ¼
XN
i¼1

h x� 2ið Þ � ið Þ þ
XM
j¼0

h xþ 2jð Þ þ jð Þ; ð7Þ

where h(x) is the basic hysteresis function

h xð Þ ¼ �1 x\ 0:5
1; x [ � 0:5

�
ð8Þ

Similar to the previous system (5), by choosing the appropriate values of M and
N, N + M + 2 scrolls could be generated. For instance, the three-, four-, and five-
scroll attractors could be observed when {N = 0, M = 1}, {N = 0, M = 2}, and
{N = 0, M = 3}, respectively. Hysteresis comparators were realized employing
positive feedback around the classical operational amplifiers. In order to generate
N-double scroll delayed chaotic attractors Wang [32] studied a piecewise-linear
activation function of the form

F2N xð Þ ¼ mNxþ 1
2

XN
i¼1

mi�1 � mið Þ xþ cij j � x� cij jð Þ; ð9Þ

where N represents number of double scroll. Here mi and ci are the parameters
which present the slopes and values in the abscissa corresponding inflexion of the
piecewise-linear activation function, respectively [32]. For example, a four-double
scroll chaotic attractor could be obtained when N = 4, m0 = m2 = m4 = 6.5,
m1 = m3 = 8.5, c1 = 0.8, c2 = 2.4, c3 = 4, and c4 = 5.6. The piecewise-linear
activation function (9) could be easily implemented by a combination of operational
amplifiers, resistors, and dc voltage sources. It is easy to see that novel time-delayed
systems could be proposed by discovering appropriate nonlinear functions.

3 Mathematical Model of New Multi-Scroll Oscillators

The first-order DDE describing the proposed oscillator can be written in the
following form

dx
dt

¼ �ax tð Þ � bF2Nþ1 xsð Þ; ð10Þ

where a and b are positive parameters, x is a dynamical variable, xτ = x(t − τ) with
τ is a constant time delay. F2N+1(xτ) is a piecewise linear function, which is given as

F2Nþ1 xsð Þ ¼ xs �
XN
k¼1

sgn xs þ 2k � 1ð Þð Þ þ sgn xs � 2k � 1ð Þð Þ½ �; ð11Þ
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where N and k are positive integers, while the signum function sgn(.) is defined by

sgn xsð Þ ¼
�1 xs\0

0 xs ¼ 0

1 xs [ 0:

8><
>: ð12Þ

In this work the parameters of system (10) are determined as: a = 0.1, b = 15 and
τ = 0.15. The piecewise linear function F2N+1(xτ) has the saw-tooth shape. Moreover
the break points can vary when increasing the value of N, i.e. the piecewise linear
functions corresponding to N = 1 and N = 2 are drawn in Fig. 1. According to the
mentioned effect methodology [10], multi-scroll attractors can be generated by
adding some additional break points into the piecewise linear functions.In the other
word, multi-scroll attractor can be created by changing the value of N. The number
of scrolls generated from the system (10) is equal to 2N + 1. Figure 2 shows the
attractors obtained from the system (10) with different values of N. Obviously, the
proposed chaotic oscillator can generate odd number of scrolls of chaotic attractors
such as three-, five-, seven, and nine-scroll attractors.

4 Circuitry Design of Multi-Scroll Chaotic Oscillator

The simple physical approach for investigating dynamics of a chaotic system is
design the electronic circuit which emulates the system [33, 34]. There are some
obvious advantages of this approach. Firstly this approach avoids the uncertainties
arise from systematic and statistical errors in numerical simulations [35], for
example the discretization and round-off errors in the numerical procedures or
finite-time approximation of a quantity that is properly described by an infinite-time
integral. Secondly signals generated from chaotic electronic oscillators can be
displayed on the oscilloscope and observed quickly, comparing to the long
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Fig. 1 The piecewise linear function F2N+1(xτ): a F3(xτ) when N = 1, b F5(xτ) when N = 2
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computer-based simulation time. In fact, the experimental bifurcation diagram can
be also obtained conveniently by changing the value of circuital components. As a
result, a wide range of dynamical behavior of the circuit can be compared with the
numerical simulations of the corresponding theoretical model. Moreover circuital
realization of chaotic system plays an important role in practical applications, i.e.
secure communications [36, 37], random generator [38, 39], image encryption [40]
or path planning for autonomous robots [18, 37].

Hence, in this Section, the proposed multi-scroll chaotic oscillator will be
realized by using a general circuital diagram as illustrated in Fig. 3. There are three
main blocks: the integrator (which includes the two resistors R1, R2, a capacitor C0

and an operational amplifier U1), the piecewise linear block and the time-delay
block. In the design and simulation, a lossless transmission line is utilized as a time-
delay block [41]. In practice the time-delay block can be implemented by either a
network of T-type LCL filters [15, 42] or a series of Bessel filters in cascade [43].

−5 0 5
−5

0

5(a) (b)

(c) (d)

x(t)

x(
t−

τ)

−10 −5 0 5 10
−10

−5

0

5

10

x(t)

x(
t−

τ)

−10 −5 0 5 10
−10

−5

0

5

10

x(t)

x(
t−

τ)

−10 −5 0 5 10
−10

−5

0

5

10

x(t)

x(
t−

τ)

Fig. 2 Multi-scroll attractors obtained from the new chaotic oscillator (10) when changing the
value of N: a three-scroll attractor (N = 1), b five-scroll attractor (N = 2), c seven-scroll attractor
(N = 3), and d nine-scroll attractor (N = 4)
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Here the power supplies are ±15 V. From the Sect. 3, it is obvious that the state
variables of the multi-scroll chaotic system (10) are in a range between −10 and
+10 V. So it does not require rescale the state variables.

The state variable x of the mathematical model (10) is the voltage across the
capacitor C0. The circuit equation has the following form

dVC0 tð Þ
dt

¼ � 1
R1C0

VC0 tð Þ � 1
R2C0

F2Nþ1 VC0 t � Tdelay
� �� �

; ð13Þ

where R1 = R0/a and R2 = R0/b with R0 = 15 kΩ.
The value of the time-delay implemented in delay block is Tdelay = 450 μs, so the

dimensionless delay τ is calculated as

s ¼ Tdelay
R0C0

¼ 0:15: ð14Þ

For the sake of simplicity, only the implementation of the piecewise function
F3(xτ) is introduced in this Section as an example (see Fig. 3). However the real-
ization of other functions F2N+1(xτ), i.e. F5(xτ) can be implemented in the same way.
It is worth noting that we only use common electronics components to realize the
function F3(xτ). Hence, the nonlinearity block can be realized in an easy and
compact way. Selected components are summarized in Table 1.

Fig. 3 Circuit diagram of the
multi-scroll oscillator. The
values of components are
chosen as R1 = 150 kΩ,
R2 = 1 kΩ, C0 = 0.2 μF

Table 1 Values of selected
circuital components in
Figs. 2 and 3

Circuit’s components Selected values

R 10 kΩ

R1 150 kΩ

R2 1 kΩ

R3 10 kΩ

R4, R5 142.5 kΩ

R6, R7, R8, R9 150 kΩ

C0 0.2 μF
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5 Obtained Results

The designed circuit is implemented by using Multisim. It is an electronic
schematic capture and simulation program of National Instruments (NI). Multisim
provides an advanced, industry-standard SPICE simulation environment and is used
widely in the world. The whole circuit is realized by only simple off-the-shelf
circuital components like resistors, a capacitor and operational amplifiers. In this
work, operational amplifiers TL084 have been used. The simulation of the circuit of
Fig. 4, which realizes the function in Multisim reveals the piecewise linear nature of
this function (Fig. 5a). It is clear that the circuit can produce three-scroll chaotic
attractor (Fig. 5b). Figure 5 also shows a good qualitative agreement between the
numerical simulation in Sect. 3 and the Multisim results of the designed circuit.

Furthermore, in order to illustrate the feasibility, practicality and flexibility of the
introduced model (10), obtained phase portraits with Multisim of another circuit
with piecewise linear function F5(xτ) are also presented in Fig. 6, which are con-
sistent with the numerical results in Figs. 1b and 2b. The results in Figs. 5 and 6
confirm that different multi-scroll attractors can be generated when changing the
piecewise linear function (11).

Fig. 4 Circuit diagram of piecewise linear function F3(xτ). The circuit parameters are set as
R3 = R = 10 kΩ, R4 = R5 = 142.5 kΩ and R6 = R7 = R8 = R9 = 150 kΩ
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6 Discussion

Dynamical systems with the presence of time delays have been observed in diverse
fields such as engineering [11, 13], neutral system [44], physics [14] or biology
[45, 46] and so on. The presence of time delay is unavoidable because of the limit

Fig. 5 Simulation results with Multisim of the circuit in Fig. 3 with piecewise linear function
F3(xτ): a measured characteristic curve of the piecewise linear function F3(xτ), b three-scroll
attractor presented in x(t) − x(t − τ) plane

Fig. 6 Simulation results with Multisim of the designed circuit with piecewise linear function
F5(xτ) (for the sake of simplicity, detailed design of this function is not reported in this work):
a measured characteristic curve of the piecewise linear function F5(xτ), b five-scroll attractor
displayed in x(t) − x(t − τ) plane
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calculation speed, memory effects, finite transmission velocity etc. Hence time-
delay systems have been described more accurately practical models, for example a
single vehicle induced by traffic light and speedup [47], broadband bandpass
electro-optic oscillator [48], road traffic [49], or food web systems [50].

On one hand, delay can be utilized to stabilize nonlinear systems. Time-delay
feedback control [51] is a highly effective control method which has applied in
different systems [13, 14, 52]. The most advantage of this method is that it does not
require the prior knowledge about the model. Different to the conventional feedback
control, the feedback signal is proportional to the difference of output signal and its
delayed version. Time-delay feedback control can stabilize the chaotic behavior to
one of unstable fixed points or unstable periodic orbits embedded within chaotic
attractor. There are two control parameters: the feedback gain and the feedback time
delay. It is worth noticing that the feedback time-delay is often different from the
intrinsic delay of time-delay system. Two parameters have been selected by trial-
and-error procedures or Lyapunov stability analysis approaches. In particular, for
stabilizing of the unstable periodic orbit, the controller time delay has to be chosen
as an integer multiple of the period of the desired unstable periodic orbit.

On the other hand, delay could lead to complex behaviors which do not exist in
original systems. For example, the systems described by first order delay differential
equations (DDE) can exhibit complex phenomena, like chaos [15]. Such systems
have attracted more attention because of their complex chaotic attractors as well as
their feasibilities, reliability and practicality. For these reasons, there are many
efforts to design chaotic time-delay systems, which can generate multiple scrolls.
Although some such systems can be found in the literature [7, 16], their nonlinear
functions are often extremely complicated to realize in electronic circuits. Therefore
two advanced features of the proposed system (10) can be taken into account: the
simplicity and the application potentiality. In the former feature, the implementation
of the whole system uses only common off-the-shelf circuital components. In other
words, the complexity of the implementation stage is reduced significantly. In
addition, different numbers of scroll attractors can be obtained easily by changing
the nonlinear function (11). Moreover, from the view point of on-chip realization,
the proposed system is a suitable candidate for a integrated circuit chaotic gener-
ator. Because of its richness of dynamics, the introduced multi-scroll chaotic
oscillator is more appropriate to chaos-based applications, especially chaos-based
secure communication [53, 54]. Obviously, the new oscillator (10) contains higher
dimensional chaotic behavior of delay differential equation and the ability to create
multi-scroll chaotic attractors. Hence, if it is involved in chaos-based secure
communication architecture, the eavesdropper cannot reconstruct the chaotic
attractor and retrieve the hidden message [55–57].
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7 Conclusion

In this work, a mathematical model of a multi-scroll oscillator has proposed.
Although the new oscillator is described by only a DDE, it can exhibit complex
behaviors. By changing the piecewise linear function of the oscillator, three-, five-,
seven-, and nine-scroll attractors have been observed. The proposed oscillator has
also implemented with analog electronic circuit using common electronic compo-
nents. The Multisim results of the circuit agree well with the numerical calculations.
Because the new oscillator generates complex multi-scroll chaotic attractor, it can
be used for secure communication applications or a random bit generator. However,
when being applied in secure communications, synchronization property of the new
oscillator should be considered carefully in future works. Furthermore, another
future direction of research is how to obtain even numbers of scrolls from this
oscillator.
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Projective Synchronization Scheme Based
on Fuzzy Controller for Uncertain
Multivariable Chaotic Systems

A. Boulkroune, A. Bouzeriba and S. Hamel

Abstract In this chapter, a projective synchronization problem of master–slave
chaotic systems is investigated. More specifically, a fuzzy adaptive controller is
designed to achieve a projective synchronization of uncertain multivariable chaotic
systems. The adaptive fuzzy systems are used to approximate the unknown non-
linear functions. A decomposition property of the control gain matrix is used in the
controller design and the stability analysis. A Lyapunov approach is employed to
derive the parameter adaptation laws and prove the boundedness of all signals of the
closed-loop system as well as the exponential convergence of the synchronization
errors to an adjustable region. Numerical simulations are performed to verify the
effectiveness of the proposed synchronization system.

Keywords Projective synchronization � Fuzzy adaptive control � Multivariable
chaotic systems

1 Introduction

Chaotic systems are commonly used in system engineering because of their
attractive features, such as: a noise-like waveform, a broadband spectrum, an
extreme sensitivity to initial conditions as well as parameter variations and an
unpredictable behavior [6, 7, 10, 17]. Of particular interest, a remarkable research
activity has been devoted to the chaos synchronization since the pioneer contri-
butions [17, 33]. The rationale behind this particular interest is the potential
applications of chaos synchronization in information processing, secure commu-
nications, chemical reactions, power convertors, laser systems, pattern recognition,
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ecological systems and biological systems, and so on [17]. The primary configu-
ration of chaos synchronization consists of two chaotic systems: a drive system
(a master system) and a response system (slave system). Note that the master and
slave systems can be identical (with different initial conditions) or quite different.
The drive system drives the response system via coupling signals so that the drive
system and the response system synchronize each other’s behavior. Several types of
synchronization have been already used in the available applications, namely the
complete synchronization [14, 16, 42], the phase synchronization [34, 39], the lag
synchronization [15], the generalized synchronization [30, 31], the generalized
projective synchronization [26–28], and so on.

Many control methods have also been applied for achieving an appropriate
synchronization of a particular class of chaotic master-slave systems (i.e. chaotic
master-slave systems with a simple input) such as: sliding mode control [22, 32, 45,
51], backstepping control [44], adaptive control [25, 40, 41, 49], active control [5]
and (non-adaptive) fuzzy control [20, 21, 23]. However, all these works suffer from
the following limitations: (1) These synchronization schemes are presented for a
typical or special class of chaotic systems. Note that the extension of these fun-
damental results to multivariable uncertain chaotic systems is not a trivial task.
(2) These works have not addressed the problem of dynamic disturbances. Note
that, in the presence of the latter, these synchronization systems may fail. (3) The
model of the master-slave systems are assumed to be partially known or known. To
solve the problem of uncertainties, the adaptive fuzzy control systems have been
incorporated in the synchronization schemes [19, 24, 29, 36–38, 46, 47].

Fuzzy adaptive controller is defined as an fuzzy logic system equipped with an
adaptation mechanism. Moreover, it is constructed from a collect of fuzzy IF-THEN
rules using fuzzy logic principles, and the adaptation mechanism associated can
adjust online the free parameters of the fuzzy systems. Like the conventional
adaptive control, the adaptive fuzzy control can be conceptually classed into 3
categories: direct adaptive control, indirect adaptive control and hybrid (direct and
indirect) adaptive control. In the direct adaptive fuzzy control schemes, the fuzzy
systems can directly approximate the so-called unknown optimal controller. Hence,
linguistic fuzzy control rules can be directly incorporated into the controller. But, in
the indirect adaptive fuzzy control schemes, the fuzzy systems are employed to
approximate online the model of the plant. Thereafter, fuzzy IF-THEN rules
describing the plant can be directly incorporated into the indirect adaptive fuzzy
controller. Based on the universal approximation feature [43], adaptive fuzzy
control systems [19, 24, 29, 36–38, 46, 47] have been developed for a particular
class of chaotic uncertain systems. The stability of the underlying control systems
has been investigated using a Lyapunov approach. The robustness issues with
respect to the fuzzy approximation error and the unavoidable disturbances have
been enhanced by appropriately modifying these available adaptive fuzzy con-
trollers. The corner stone of such a modification consists in a robust compensator,
which is conceived using a sliding mode control design [19, 29, 36, 37], an H∞
based robust control design [24, 46] and a variable structure control design [38, 47].
The key modeling assumptions in these above fuzzy adaptive control schemes are:
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(1) The systems considered are characterized by inputs appearing linearly in the
system equation, that is, the systems considered are affine-in-control. (2) These
chaotic systems are not assumed to be subject to dynamic disturbances depending
on the system states. To overcome these problems, an adaptive fuzzy backstepping
controller for a simple class of multivariable non-affine chaotic systems has been
recently developed in [48]. However, the fundamental results of this paper have not
been derived rigorously in mathematics, because the virtual control input is not
derivable. Hence, the contribution of this paper is questionable.

In this chapter, we aim at addressing the projective synchronization problem of a
class of multivariable nonaffine chaotic systems subject to dynamic disturbances
using a suitable fuzzy adaptive control approach. The latter is designed to perform a
practical projective synchronization of the master-slave systems. The main diffi-
culties are how to deal with unknown nonlinear functions, nonaffine multivariable
control, and the combined effect of the unknown non-linear dynamic disturbances,
fuzzy approximation errors together with the higher-order terms (HOT) issued from
the use of the Taylor series expansion (the principle difficulty lies in the fact that
these HOT depend explicitly on control inputs). In this chapter, these difficulties
can be, respectively, solved by fuzzy approximation, the Taylor series expansion
and robust dynamic compensation. A Lyapunov approach is adopted to carry out
the parameter adaptation design, the convergence and the stability analysis involved
in the proposed synchronization system. Compared to works in [19, 24, 29, 36–38,
46–48], the main contributions of this chapter lie in the following:

1. A practical projective synchronization scheme based on fuzzy adaptive con-
troller is proposed for uncertain perturbed multivariable non-affine chaotic
systems.

2. A dynamic robust adaptive control term is designed to compensate for the
combined effect of the fuzzy approximation error, the dynamic disturbances
together with the higher order terms (HOT) issued from the use of the Taylor
series expansion.

3. The model of these non-affine chaotic systems is assumed to be completely
unknown, except its relative degree.

2 Problem Statement, Preliminaries and Fuzzy Logic
Systems

2.1 Problem Statement and Preliminaries

As mentioned in the introduction, the main motivation of this paper consists in
investigating a projective synchronization system of master-slave chaotic multi-
variable systems. The practical projective synchronization between the master and
slave systems can be achieved by designing an adequate fuzzy adaptive control
system, as shown in Fig. 1.
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Consider the following class of uncertain chaotic master systems:

Y ðrÞ ¼ H1ðYÞ ð1Þ

with Y rð Þ ¼ y r1ð Þ
1 ; . . .; y

rpð Þ
p

� �
2 Rp, and Y ¼ ½YT

1 ; . . .; Y
T
p �T 2 Rr is the overall state

vector of the master system which is assumed to be measureable, where Yi ¼
½yi; . . .; y ri�1ð Þ

i �T 2 Rri ; 8i ¼ 1; . . .; p and r ¼ r1 þ � � � þ rp. And H1ðYÞ ¼
½h11ðYÞ; . . .; h1pðYÞ� 2 Rp is a vector of smooth unknown nonlinear functions.

The uncertain chaotic MIMO slave system affected by matched unknown per-
turbations can be given as:

XðrÞ ¼ H2 X; uð Þ þ Pðt;XÞ ð2Þ

where X rð Þ ¼ x r1ð Þ
1 ; . . .; x

rpð Þ
p

� �
2 Rp; and X ¼ ½XT

1 ; . . .;X
T
p �T 2 Rr; with Xi ¼

½xi; . . .; x ri�1ð Þ
i �T 2 Rri for i ¼ 1; . . .; p; is the overall state vector of the slave system

which is assumed to be available for measurement. r ¼ r1 þ � � � þ rp is the total
relative degree, H2 X; uð Þ ¼ ½h21ðX; uÞ; . . .; h2pðX; uÞ� 2 Rp is a vector of smooth
unknown nonlinear functions. u ¼ ½u1; . . .; uP�T 2 Rp is the control input vector and
P t;Xð Þ ¼ ½P1ðt;XÞ; . . .;Ppðt;XÞ� 2 Rp denotes the unknown external disturbance
vector.

Assumption 1 The matrix GðXÞ ¼ oH2ðX; uÞ=ou is with non-zero leading prin-
cipal minors and their signs are assumed to be known.

Remark 1 Assumption 1 ensures that the matrix GðXÞ is always regular. This
assumption can be seen as a controllability condition and is not restrictive as it is
satisfied by many physical systems: e.g. robotic systems and chaotic systems.

(t)X

u

+
(t)E

Fuzzy adaptive 
controller

Master
system

Slave
system

(t)Y −
(t)Yρ

ρ

Fig. 1 The proposed synchronization scheme
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Remark 2 The systems (1) and (2) represent a relatively large class of uncertain
MIMO chaotic systems: e.g. gyro systems, unified chaotic systems and the
centrifugal flywheel governor. They are of higher practical significance.

Our objective consists in designing continuous adaptive control laws ui (for all
i = 1,…,p) which achieve a practical projective synchronization between the master
system (1) and the slave system (2), while all the signals in the derived closed-loop
system remain bounded despite uncertainties and dynamic external disturbances. To
quantify this objective, the synchronization errors are defined as follows:

e1 ¼ x1 � qy1
..
.

eP ¼ xP � qyP

ð3Þ

where q is a nonzero constant, and is a scaling factor defining a proportional
relation between the synchronized systems. Hence, complete synchronizations and
anti-synchronizations are the special cases of projective synchronization when the
scaling factor q ¼ þ1 and q ¼ �1, respectively.

Let us define also the filtered tracking error as

S ¼ ½S1; . . .; Sp�T ð4Þ

with

Si ¼ ½d
dt

þ ki�ri�1ei; for ki [ 0; 8 i ¼ 1; . . .; p: ð5Þ

Remark 3 It has been shown in [50] that the definition (5) has the following
important features:

1. Si ¼ 0 defines a time-varying hyperplan in Rri on which the synchronization
error converges to zero asymptotically.

2. if eið0Þ ¼ 0 and SiðtÞj j\Ci; 8t� 0 with constant Ci [ 0, then eiðtÞ 2 Xci; 8t� 0
with:

Xci ¼ eij eij
�� ��� 2ri�1kj�ri

i Ci; j ¼ 1; 2; . . .; ri
� �

; with ki [ 0 ð6Þ

where eij ¼ eðj�1Þ
i ; j ¼ 1; 2; . . .; ri.

3. if eið0Þ 6¼ 0 and SiðtÞj j\Ci, then eiðtÞ converges to Xci, with a time-constant
ðri � 1Þ=ki.
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The dynamics of Si are described by:

_Si ¼ ½0 k ri�1
i ðri � 1Þk ri�2

i . . . ðri � 1Þki�Ei þ eðriÞi ¼ CT
riEi þ eðriÞi ;

for i ¼ 1; . . . ; p
ð7Þ

where CT
ri ¼ ½0 k ri�1

i ðri � 1Þk ri�2
i . . . ðri � 1Þki� and Ei ¼ ½ei _ei . . . eðri�2Þ

i eðri�1Þ
i �T .

Now, let’s note CT
r ¼ diag CT

r1;C
T
r2; . . . ;C

T
rp

h i
ðp�rÞ

;E ¼ ET
1E

T
2 . . .E

T
p

h iT
ðr�1Þ

.

Thus, we can write the dynamics of S as follows:

_S ¼ CT
r E � qH1 Yð Þ þ H2 X; uð Þ þ Pðt;XÞ ð8Þ

Now, to facilitate control system design, we transform the non-affine system (8)
into an affine system in control by performing a Taylor series expansion around an
unknown optimal control u ¼ u�ðXÞ as follows:

H2ðX; uÞ ¼ FðXÞ þ GðXÞuþ HOTðX; uÞ ð9Þ

with

FðXÞ ¼ F1ðXÞ; . . .;FpðXÞ
h iT

¼ H2ðX; u�ðXÞÞ � oH2ðX; uÞ=ou½ �u¼u�ðXÞu
�ðXÞ;

GðXÞ ¼ gijðXÞ
h i

¼ oH2ðX; uÞ=ou½ �u¼u�ðXÞ

where HOTðX; uÞ is the higher order terms (HOT) of the expansion, and u ¼ u�ðXÞ
is an unknown smooth function minimizing the HOT.

The following important lemma will be exploited in the controller design and
stability analysis [9, 12, 13, 18]:

Lemma 1 Any real matrix GðXÞ 2 Rp�p with non-zero leading principal minors
can be decomposed as follows:

G Xð Þ ¼ Gs Xð ÞDTðXÞ ð10Þ

where Gs Xð Þ 2 Rp�p is a symmetric positive-definite matrix, D 2 Rp�p is a diag-
onal matrix with +1 or −1 on the diagonal, and TðXÞ 2 Rp�p is a unity upper
triangular matrix. The diagonal elements of D are nothing else than the ratios of
the signs of the leading principal minors of G Xð Þ:

2.2 Dynamics of the Filtered Synchronization Errors

Using the matrix decomposition (10) and the expression (9), the dynamics (8) can
be rewritten as follows:
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_S ¼ CT
r E � qH1 Yð Þ þ F Xð Þ þ Gs Xð ÞDT Xð Þuþ Kðt;X; uÞ ð11Þ

where K t;X; uð Þ ¼ P t;Xð Þ þ HOTðX; uÞ.
Assumption 2 The matrix GðXÞ is of class C1 and satisfies the following property:

ogijðXÞ
oxðri�1Þ

i

¼ 0; 8 i ¼ 1; . . .; p and j ¼ 1; . . .p

Remark 4 The required property on the partial derivatives of the control gain
matrix ensures that the time derivative of G�1

s ðXÞ depends only on the state vector

X, i.e. it ensures that dG�1
s ðXÞ
dt does not depend on the system inputs [12, 13].

Equation (11) can be rewritten as

G1 Xð Þ _S ¼ G1 Xð Þ CT
r E � qH1 Yð Þ þ F Xð Þ� �þ DT Xð Þuþ G1 Xð ÞKðt;X; uÞ ð12Þ

where G1 Xð Þ ¼ G�1
s ðXÞ.

We can write (12) as follows:

G2 Xð Þ D�1 _S
� � ¼D�1G1 Xð Þ CT

r E � qH1 Yð Þ þ F Xð Þ� �þ T Xð Þu
þ D�1G1 Xð ÞKðt;X; uÞ ð13Þ

where G2 Xð Þ ¼ D�1G1 Xð ÞD.
Due to special form of D and G1ðXÞ, the matrix G2 Xð Þ preserve the nice

properties of the original matrix G1ðXÞ or GsðXÞ. Indeed, one can easily show that
G2 Xð Þ is also positive-definite and symmetric. This property is of fundamental
interest when investigating the control system and the stability.

We denote

F1 X; Yð Þ ¼ D�1G1 Xð Þ½CT
r E � qH1 Yð Þ þ FðXÞ�; ð14Þ

And by posing �S ¼ �S1; . . .; �Sp
� �T¼ D�1S and R t;X; uð Þ ¼ D�1G1 Xð ÞKðt;X; uÞ,

Eq. (13) becomes

1
2
_G2 Xð Þ�Sþ G2 Xð Þ �S

�
¼ 1

2
_G2 Xð Þ�Sþ F1 X; Yð Þ þ �Ip þ T Xð Þ	 


uþ uþ Rðt;X; uÞ
¼ a zð Þ þ uþ Rðt;X; uÞ

ð15Þ
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with

a zð Þ ¼ ½a1 z1ð Þ; . . .; ap zp
	 
�T ¼ 1

2
_G2 Xð Þ�Sþ F1 X; Yð Þ þ ð�Ip þ T Xð ÞÞu ð16Þ

where z ¼ ½zT1 ; zT2 ; . . .; zTp �T . By examining the expressions of aðzÞ; the vectors zi can
be determined as follows:

z1 ¼ XT ; u2; . . .; up
� �T

z2 ¼ XT ; u3; . . .; up
� �T

..

.

zP�1 ¼ XT ; up
� �T

zP ¼ X

ð17Þ

It is clear from the property of the matrix of �Ip þ TðXÞ, that z1 depends on
control inputs u2; . . .; up; z2 depends on u3; . . .; up, and so on. In fact, the structure of
the nonlinearities a zð Þ is known under the name “upper triangular control struc-
ture”. Recall that this useful structure allows for algebraic loop free sequential
synthesis of control signals ui, 8i ¼ 1; 2; . . .; p:

Define the operating compact sets as follows:

Xzi ¼ ½XT ; uiþ1; . . .; up�TnX 2 XX 	 Rr; Y 2 XY
� �

; i ¼ 1; . . .; p� 1;

Xzp ¼ XnX 2 XX 	 Rrf g: ð18Þ

Remark 5 Since the nonlinear functions aðzÞ and Rðt;X; uÞ are unknown nonlinear
functions, moreover R t;X; uð Þ depends explicitly on the input u, the design of a
control system to practically stabilize the dynamics (15) is not easy. Thereafter, to
overcome such problems, we will use

• an adaptive fuzzy system to approximate the unknown nonlinear functions aðzÞ,
• a dynamic adaptive robust control to dynamically compensate for the effect of

the uncertain nonlinearity Rðt;X; uÞ.

2.3 Description of the Fuzzy Logic System

The basic configuration of a fuzzy logic system consists of a fuzzifier, some fuzzy
IF–THEN rules, a fuzzy inference engine and a defuzzifier, as shown in Fig. 2. The
fuzzy inference engine uses the fuzzy IF–THEN rules to perform a mapping from
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an input vector xT ¼ ½x1; x2; . . .; xn� 2 Rn to an output f̂ 2 R: The ith fuzzy rule is
written as

RðiÞ:if x1 is Ai
1 and . . .and xn is A

i
n then f̂ is f i ð19Þ

where Ai
1;A

i
2; . . . and Ai

n are fuzzy sets and f i is the fuzzy singleton for the output in
the ith rule. By using the singleton fuzzifier, product inference, and center-average
defuzzifier, the output of the fuzzy system can be expressed as follows:

f̂ ðxÞ ¼
Pm

i¼1 f
iðQn

j¼1 lAi
j
ðxjÞÞPm

i¼1ð
Qn

j¼1 lAi
j
ðxjÞÞ ¼ hTwðxÞ ð20Þ

where lAi
j
ðxjÞ is the degree of membership of xj to Ai

j; m is the number of fuzzy

rules, hT ¼ ½f 1; f 2; . . .; f m� is the adjustable parameter vector (composed of conse-
quent parameters), and wT ¼ ½w1w2. . .wm� with

wi xð Þ ¼
ðPn

j¼1lAi
j
ðxjÞÞPm

i¼1ð
Qn

j¼1 lAi
j
ðxjÞÞ ð21Þ

being the fuzzy basis function (FBF). Throughout the paper, it is assumed that the
FBFs are selected so that there is always at least one active rule [43], i.e.Pm

i¼1ð
Qn

j¼1 lAi
j
ðxjÞÞ[ 0:

Note that the fuzzy system (20) is widely applied in modeling and control of
nonlinear systems because it has been proven by Wang [43] that this fuzzy system
can approximate an arbitrary nonlinear smooth function f ðxÞ defined on a compact
operating space to a given accuracy. Of particular importance, it is assumed that the
FBFs, wðxÞ, are properly specified beforehand by designer. But, the consequent
parameters h are determined by appropriate adaptation algorithms (which will be
designed later).

Fuzzy rule base

Fuzzifier Defuzzifier

Fuzzy inference
engine

x (x)f̂

Fig. 2 Basic configuration of a fuzzy logic system
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3 Design of Fuzzy Adaptive Controller

In the sequel, we need the following mild assumption to facilitate the design of the
controller and the stability analysis:

Assumption 3 There exists an unknown continuous positive function �aiðziÞ such
that:

aiðziÞ
�� ��� �aiðziÞ; 8zi 2 Xzi for i ¼ 1; . . .; p ð22Þ

The unknown nonlinear function �aiðziÞ can be approximated, on the compact set
Xzi , by the linearly parameterized fuzzy systems (20) as follows:

�̂aiðzi; hiÞ ¼ hTi wiðziÞ; with i ¼ 1; . . .; p ð23Þ

where wiðziÞ is the FBF vector, which is fixed a priori by the designer, and hi is the
adjustable parameter vector of the fuzzy system.

Let us define

h�i ¼ argmin
hi

sup
zi2Xzi

�aiðziÞ � �̂aiðzi; hiÞ
�� ��" #

ð24Þ

as the optimal value of hi which is mainly introduced for analysis purposes as its
value is not needed when implementing the controller.

Define

~hi ¼ hi � h�i ; and eiðziÞ ¼ �aiðziÞ � �̂aiðzi; h�i Þ ¼ �aiðziÞ � h�Ti wiðziÞ ð25Þ

as the parameter estimation error and the fuzzy approximation error, respectively.
As in the fuzzy control literature [2–4, 8, 11, 43], one assumes that the used

fuzzy systems do not violate the universal approximation property on the compact
set Xzi , which is assumed large enough so that the input vector of those fuzzy
systems remains in Xzi under the closed-loop control system. It is hence reasonable
to assume that the fuzzy approximation error is bounded for all zi 2 Xzi , i.e.
eiðziÞj j ��ei; 8zi 2 Xzi ; where �ei is an unknown constant.
Now, let us denote

�̂aðz; hÞ ¼ ½�̂a1ðz1; h1Þ; . . .; �̂apðzp; hpÞ�T ¼ ½hT1w1ðz1Þ; . . .; hTpwpðzpÞ�T ;
eðzÞ ¼ ½e1ðz1Þ; . . .; epðzpÞ�T ;

�e ¼ ½�e1; . . .;�ep�T :
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From the above analysis, we have

�̂aðz; hÞ � �aðzÞ ¼ �̂aðz; hÞ � �̂aðz; h�Þ þ �̂aðz; h�Þ � �aðzÞ;
¼ �̂aðz; hÞ � �̂aðz; h�Þ � eðzÞ;
¼ ~hTwðzÞ � eðzÞ

ð26Þ

where ~hTwðzÞ ¼ ½~hT1w1ðz1Þ; . . .; ~hTpwpðzpÞ�T and ~hi ¼ hi � h�i , for i ¼ 1; . . .; p.
For the master-slave system (1)–(2), we can consider the following fuzzy

adaptive controller:

u ¼ �Mth
Tw zð Þ � K�S� ur ð27Þ

with

Mt ¼ Diag½Tanh �S1h
T
1w1 z1ð Þ=et0

	 

; . . .;Tanh �Sph

T
pwp zp

	 

=et0

� �
� ð28Þ

where hTw zð Þ ¼ ½hT1w1 z1ð Þ; . . .; hTpwp zp
	 
�T ; K ¼ Diag½k1; . . .; kp�; where ki [ 0 for

i ¼ 1; . . .; p, are free positive design constants. et0 [ 0 is a small design constant,
and hi is the online estimate of h�i . ur ¼ ½ur1; . . .; urp�T is an adaptive control term
added in order to dynamically compensate for the effect of the uncertain term
Rðt;X; uÞ. It will be designed later.

The system (15) can be rewritten as follows:

d
dt

1
2
�STG2 Xð Þ�S

� �
¼ �STa zð Þ þ �STuþ �STRðt;X; uÞ ð29Þ

Using the expression (26) and control law (27), (29) becomes:

d
dt

1
2
�STG2 Xð Þ�S

� �
� �ST
�� ��h�Tw zð Þ þ �ST

�� �� e zð Þj j � �STK�S� �STur

þ �ST
�� �� R t;X; uð Þj j �

Xp
i¼1

�Sih
T
i wi zið ÞTanh �Sih

T
i wi zið Þ=et0

	 

:

� � �ST
�� ��~hTw zð Þ þ

Xp
i¼1

�Sij jhTi wi zið Þ � �STK�S� �STur

þ �ST
�� ��R1 t;X; uð Þ �

Xp
i¼1

�Sih
T
i wi zið ÞTanh �Sih

T
i wi zið Þ=et0

	 

ð30Þ
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with h�Tw zð Þ ¼ ½h�T1 w1 z1ð Þ; . . .; h�Tp wp zp
	 
�T and

R1 t;X; uð Þ ¼ eðzÞj j þ R t;X; uð Þj j ð31Þ

Assumption 4 We assume that:

R1ðt;X; uÞj j � j��Rðt;X; uÞ ð32Þ

with �R t;X; uð Þ ¼ 1þ Xk k þ uk k; where j� ¼ ½j�1; . . .; j�p�T is an unknown constant
vector.

Using Assumption (4), we get

d
dt

1
2
�STG2 Xð Þ�S

� �
�
Xp
i¼1

�Sih
T
i wi zið Þ�� ��

�
Xp
i¼1

�Sih
T
i wi zið ÞTanh �Sih

T
i wi zið Þ=et0

	 
�Xp
i¼1

~hTi wi zið Þ �Sij j

�
Xp
i¼1

ki�S
2
i �

Xp
i¼1

�Siuri þ �R t;X; uð Þ
Xp
i¼1

j�i �Sij j

ð33Þ

Because _hi is designed such as hi tð Þ[ 0, 8t[ 0, thus �Sih
T
i wi zið Þ�� �� ¼ �Sij jhTi wi zið Þ.

Using the following nice property with regard to function tanh [35]:

0� sj j � s Tanh s=e0ð Þ��e0 ¼ 0:2785 e0; ð34Þ

we can obtain the following inequality

d
dt

1
2
�STG2 Xð Þ�S

� �
� �

Xp
i¼1

�Sij j~hTi wi zið Þ þ p�et0 �
Xp
i¼1

ki�S
2
i �

Xp
i¼1

�Siuri

þ �Rðt;X; uÞ
Xp
i¼1

j�i �Sij j
ð35Þ

The dynamic robust control term uri is given by:

_uri ¼ �criuri þ cri
�Si � sign urið Þ

urij j þ d2i
�R t;X; uð Þji �Sij j

" #
; for i ¼ 1; . . .; p ð36Þ
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with

_di ¼ �cdi
di

urij j þ d2i
�R t;X; uð Þji �Sij j � cdirdidi; di 0ð Þ[ 0; for i ¼ 1; . . .; p ð37Þ

where ji is the estimate of j�i and cri , cdi and rdi are strictly positive design
parameters.

Adaptation laws associated to the proposed controller (27) are given by:

_hi ¼ �rhichihi þ chi
�Sij jwi zið Þ; with hij 0ð Þ[ 0 ð38Þ

_ji ¼ �cjirjiji þ cki�Rðt;X; uÞ �Sij j; with jið0Þ[ 0 ð39Þ

where chi; cji, rhi and rji are strictly positive design parameters.

Remark 6 Owing to special structure of the nonlinearities a zð Þ [defined by
Eqs. (16) and (17)] and dynamical feature of the control robust compensator ur
[given by Eqs. (36) and (37)], the proposed adaptive controller is free of the
algebraic loop.

Our main result is summarized by the following theorem.

Theorem 1 Consider the master-slave system (1) and (2) with Assumptions 1–4.
Then, the control law defined by (27) and (36)–(39) can guarantee the following
properties:

• All the variables in the closed-loop system are semi-globally uniformly ulti-
mately bounded (SUUB).

• The filtered synchronization errors Si exponentially converge to an adjustable
domain defined as:

XSi ¼ Sij Sij j � 2
rg2

p
l

 �1=2
( )

ð40Þ

where p; l and rg2 will be defined later.

Proof of Theorem 1 Let us consider the following Lyapunov function candidate:

V ¼ 1
2
�STG2 Xð Þ�Sþ

Xp
i¼1

1
2chi

~hTi
~hi þ

Xp
i¼1

1
2cji

~j2i þ
Xp
i¼1

1
2cdi

d2i þ
Xp
i¼1

1
2cri

u2ri ð41Þ

with ~ji ¼ ji � j�i ; for i ¼ 1; . . .; p:
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The time derivative of V can be given by

_V ¼ �STG2 Xð Þ �S
�
þ 1
2
�ST _G2 Xð Þ�Sþ

Xp
i¼1

1
chi

~hTi
_hi þ

Xp
i¼1

1
cji

~ji _ji þ
Xp
i¼1

1
cdi

di _di

þ
Xp
i¼1

1
cri

uri _uri

ð42Þ

Using (35)–(39), (42) can be written as follows

_V � �
XP
i¼1

ki�S
2
i �

Xp
i¼1

rhi~h
T
i hi �

Xp
i¼1

rji~jiji �
Xp
i¼1

u2ri �
Xp
i¼1

rdid
2
i þ p�et0 ð43Þ

We can easily verify that

�rhi~h
T
i hi � � rhi

2
k~hik2 þ rhi

2
h�i
�� ��2 ð44Þ

�rji~jiji � � rji
2

~jij j2þ rji
2

j�i
�� ��2 ð45Þ

Using the previous inequalities, (43) becomes

_V � �
Xp
i¼1

ki�S
2
i �

Xp
i¼1

u2ri �
Xp
i¼1

rdid
2
i �

Xp
i¼1

rhi
2
k~hik2 �

Xp
i¼1

rji
2

~jij j2

þ
Xp
i¼1

rhi
2

h�i
�� ��2þXp

i¼1

rji
2

j�i
�� ��2 þ p�et0

ð46Þ

Taking into account the nice property of GsðXÞ, there exists a positive scalar rgs
such that GsðXÞ� rgsIp and henceforth

�STG2ðxÞ�S ¼ STG1ðxÞS� 1
rgs

�Sk k2 ð47Þ

And using (46) and (47) yields

_V � � lV þ p ð48Þ

where p ¼Pp
i¼1

rhi
2 kh�i k2 þ

Pp
i¼1

rji
2 j�i
�� ��2þp�et0, and

l ¼ min min
i

2rgski
� �

;min
i

2cri
� �

;min
i

2cdirdi
� �

;min
i

chirhi
� �

;min
i

cjirji
� �� �
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Multiplying (48) by elt yields

d
dt

Veltð Þ� pelt ð49Þ

And integrating (49) over [0,t], one has

0�VðtÞ� p
l
þ Vð0Þ � p

l

 �
e�lt ð50Þ

Therefore, all signals in the closed-loop control system (i.e. Si; uri ; di, ~hi; hi,
Ei;Xi, ji and ~ji) are SUUB. And hence the input ui is bounded. Since G2ðxÞ is
symmetric and positive definite, i.e. there exists an unknown positive constant rg2
such that: G2ðxÞ� rg2Ip, it follows from (50) and (41) that

�Sij j ¼ Sij j � 2
rg2

p
l
þ Vð0Þ � p

l

 �
e�l t

 � �1=2

ð51Þ

Then, the solution of Si exponentially converges to a bounded adjustable domain

defined as follows XSi ¼ Sij Sij j � 2
rg2

p
l

� �1=2� �
. This ends the proof of the

theorem. h

Remark 7 According to the definition of l and p, it can be seen that the size of l
depends on the controller design parameters chi ; cji ; rhi ; rji ; cri ; cdi ; rdi and k1i
(which must be chosen strictly positive) and the size of p depends on the design
parameters et0;rhi and rji . It is clear that if we increase the parameters
(chi ; cji ; cri ; cdi and k1i) and decrease ðet0; rhi and rji ), it will help to reduce the term

2p
�
rg2l

	 
1=2. This implies that the filtered synchronization errors Si and the
synchronization error Ei can be made arbitrary small by appropriately choosing
those design parameters.

4 Simulation Results

In this section, we will verify the effectiveness of the proposed scheme for the
synchronization of two non-autonomous centrifugal flywheel governors (CFG). It
has been shown that the CFG system exhibits very rich and complex dynamics such
as chaos. For more details about the dynamics of this systems, one can refer to [1].
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The master system:

_y1 ¼ y2

_y2 ¼ Em þ n2my
2
3

	 

sin y1 cos y1 � Em þ gm=lm

	 

sin y1 � bmy2

_y3 ¼ am cos y1 � Fmð Þ
Im

� am sinxmt

8>>><
>>>:

ð52Þ

The slave system:

_x1 ¼ x2

_x1 ¼ ðEs þ n2s x
2
3Þ sin x1 cos x1 � ðEs þ gs=lsÞ sin x1 � bsx2 þ 0:01u31 þ u1 þ P1ðt;XÞ

_x1 ¼ ðas cos x1 � FsÞ
Is

� as sinxst þ 0:1 sinðu2Þ þ u2 þ P2ðt;XÞ

8>>>><
>>>>:

ð53Þ

where X ¼ ½x1; x2; x3�T is the state vector of this slave system. The parameters of the
master system are selected as follows: nm ¼ 4, lm ¼ 0:5; am ¼ 0:4, xm ¼ 2,
Em ¼ 0:5; bm ¼ 0:3; Im ¼ 0:5; am ¼ 0:432, Fm ¼ 0:35 and gm ¼ 9:8: But, those of
the slave system are chosen as: ns ¼ 3, ls ¼ 1:5; as ¼ 0:8, xs ¼ 1,
Es ¼ 0:3; bs ¼ 0:4; Is ¼ 1:2; as ¼ 0:611, Fs ¼ 0:3and gs ¼ 9:8:

The external dynamic disturbances are selected as follows: P1ðt;XÞ ¼
�0:2 sinð5x2Þþ0:25 cos(2tÞ, and P2ðt;XÞ ¼ �0:35 sinð6x3Þþ0:25 cos(3tÞ. Our
objective consists in allowing the slave states x1, x2, and x3 to respectively track the
corresponding master states y1, y2 and y3.

The initial conditions of the master and slave systems are randomly selected as:
Yð0Þ ¼ ½0:3; 0:2; 0:1�T and Xð0Þ ¼ ½0:01; 0:02; 0:03�T . The first fuzzy system
hT1w1ðz1Þ has the vector ½XT ; u2�T as input, but the second fuzzy system hT2w2ðz2Þ
has the state vector XT as input. The fuzzy membership functions are defined for
each variable xj, for j = 1,2,3 as follows:

lA1
j
ðxjÞ ¼ 1

1þ exp 3ðxj þ 0:25Þ	 
 ;
lA2

j
ðxjÞ ¼ exp � 1

2

x2j
0:6

 ! !

lA3
j
ðxjÞ ¼ 1

1þ exp �3ðxj � 0:25Þ	 
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But for the input variable u2, they are defined as follows:

lA1ðu2Þ ¼ 1
1þ exp u2 þ 4ð Þ ;

lA2ðu2Þ ¼ exp � 1
2

u22
0:6

 � �

lA3ðu2Þ ¼ 1
1þ exp �ðu2 � 4Þð Þ

The design parameters are chosen as follows: k1 ¼ k2 ¼ 2; k1 ¼ k2 ¼ 5; et0 ¼ 1;
ch1 ¼ ch2 ¼ 300; rh1 ¼ rh2 ¼ 10�3; cr1 ¼ cr2 ¼ 500; rd1 ¼ rd2 ¼ 10�7; cd1 ¼
cd2 ¼ 10�5; cj1 ¼ cj2 ¼ 500; rj1 ¼ rj2 ¼ 2� 10�3.
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Fig. 3 Complete synchronization: a x1 (solid line) and y1 (dotted line). b x2 (solid line) and y2
(dotted line). c x3 (solid line) and y3 (dotted line). d u1 (solid line) and u2 (dotted line)
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The initial conditions of the adaptive laws are selected as follows: ur1ð0Þ ¼
ur2ð0Þ ¼ 0; d1ð0Þ ¼ d2ð0Þ ¼ 1:5; j1ð0Þ ¼ j2ð0Þ ¼ 10; and h1jð0Þ ¼ h2jð0Þ ¼ 0:01:

Figure 3a–c and d respectively show the simulation results of a complete syn-
chronization (i.e. with a scaling factor q ¼ 1) and the corresponding control signals.
From these figures, it is obvious to see that the drive system practically synchro-
nizes with the response system and the control signals are bounded and smooth.
Figure 4a–c and d respectively illustrate the simulation results of an anti-phase
synchronization (i.e. with a scaling factor q ¼ �1) and the associated control
signals. From these figures, we can see that all signals are bounded and the control
signal is smooth and admissible.

In summary, we can conclude that all simulation results verify our theoretical
findings and demonstrate the effectiveness of the proposed synchronization scheme.
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5 Conclusion

In this chapter, we have presented a practical projective synchronization system for
a class of uncertain multivariable chaotic systems. The projective synchronization
has been achieved by a fuzzy adaptive controller. A decomposition property of the
control gain matrix has been exploited in the design of this control system. Of
fundamental interest, a suitable Lyapunov based analysis has been carried out to
conclude the stability as well as the synchronization error convergence. Simulation
results have been given to emphasize the effectiveness of the proposed synchro-
nization system.
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Part II
Control Systems and Applications



Deadbeat Control for Multivariable
Discrete Time Systems with Time
Varying Delays

Ahmad Taher Azar and Fernando E. Serrano

Abstract In this chapter a novel approach for the deadbeat control of multivariable
discrete time systems is proposed. Deadbeat control is a well known technique that
has been implemented during the last decades in SISO and MIMO discrete time
systems due to the ripple free characteristics and the designer selection of the output
response. Deadbeat control consist in establishing the minimum number of steps in
which the desired output response must be reached, this objective is achieved by
placing the appropriate number of closed loop poles at the origin and cancelling the
transmission zeros of the system. On the other side, constant time delays in the state
or the input of the system is a phenomena found in many continuous and discrete
time systems, produced by delays in the communication channels or other kind of
sources, yielding unwanted effects on the systems like performance deterioration, or
instability on the system. Even when the analysis and design of appropriate con-
trollers with constant time delays in the state or the input has been studied by several
researchers applying several control techniques such as state and output feedback, in
this chapter the development of a deadbeat control for discrete time systems with
constant delays is explained as a preamble of the main topic of this chapter related to
the deadbeat control of discrete time systems with time varying delays. This first
approach is derived by implementing a state feedback controller, and in opposition of
the implementation of traditional techniques such as optimal control where a stable
gain is obtained by solving the required Riccati equations, the deadbeat controller is
obtained by selecting the appropriate gain matrix solving the necessary LMI’s
placing the required number of poles at the origin and eliminating the finite trans-
mission zeros of the system in order to obtain the required deadbeat characteristics in
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which the desired system response is reached in minimun time steps. After this
overview, deadbeat controllers are designed considering the time varying delays,
following a similar approach such as the constant time delay counterpart. In order to
obtain an appropriate deadbeat controller, a state feedback controller gain is obtained
by solving the required LMI’s, placing the required poles in order to obtain the
desired response cancelling the finite transmission zeros. The theoretical background
is tested by several illustrative examples and finally the discussion and conclusions
of this work are shown in the end of this chapter.

Keywords Deadbeat control � Time delay systems � Discrete time systems �
MIMO systems

1 Introduction

In this chapter the derivation and design of deadbeat controllers for multivariable
discrete time system is proposed in order to overcome with this problem when time
varying delays are found in the states or the input of the system. Deadbeat control is
an efficient control technique that has been implemented for decades in single input
single output systems SISO and later the design of this controller has been trans-
ferred to multi input multi output MIMO systems. Deadbeat control consist in
deriving a controller that makes the system variables to reach the steady state value
in a minimum number of time steps, this objective is met by placing the right
number of poles at the origin and cancelling the finite transmission zeros.

It can be found in literature that deadbeat control can be implemented in SISO
systems. one common problem found when this kind of controllers are imple-
mented is ripple, this phenomena occurs when some deviations take place in the
error signal at different time steps [11] in order to solve this problem different
deadbeat control strategies has been developed by several researcher for example
selecting an equivalent deadbeat continuous time system that is equivalent to the
discrete time counterpart for both output and input signal [11]. Another well known
strategy for the deadbeat control of SISO system is implemented by optimal pole
placement design where, as it is known, the proper selection of the closed loop
poles of the system is achieved by selecting an appropriate deadbeat compensator
[7]. Another approach for deadbeat compensation is shown in the stabilization of
SISO system by output feedback in which the derivation of a suitable controller
gain is done by implementing an appropriate control algorithm [6].

For the multi input multi output MIMO systems similar approaches to SISO
systems has been derived in order to obtain the appropriate deadbeat control, some
MIMO deadbeat control strategies are found in literature in which the implemen-
tation of state feedback or output feedback controllers are designed in order to
set all the system parameters such as poles and transmission zeros in the right
position obtaining ripple free deadbeat controllers for SISO discrete time systems
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as explained in [19] where the effects of ripple are eliminating by avoiding the
cancellation of the plant poles by the controller zeros.

In the case of multivariable discrete time system several deadbeat control
strategies has been proposed in order to solve this problem either by output feed-
back or state feedback. Some of this strategies consist in deriving a suitable control
law by placing the required poles at the origin and cancelling the transmission
zeros. In the case of output feedback deadbeat controller several strategies but with
different perspective are found in literature, for example, the derivation of a
deadbeat control algorithm by the minimization of a quadratic cost function with
cheap control, which means that there is no cost on the input where the main
purpose is to drive the output of the system to the final value in a minimum number
of time steps [16]. Another deadbeat output feedback control approach is shown in
[20] where a similar deadbeat controller design as explained before where an
optimal control approach is developed by the minimization of a cost function with
no cost on the input (cheap control) and introducing a weighting matrix in the states
in order to find a suitable control algorithm to stabilize the system in a minimum
number of time steps. In [10] the deadbeat control problem is solved by the
implementation of periodic output feedback then two deadbeat control problems are
formulated in order to overcome with this problem. Even when output feedback is a
common alternative for the solution of deadbeat control problems, a similar
approach is found in literature for the solution of this problem implementing state
feedback, this is obviously the main approach applicated by the control system
community. Most of these works are based on optimal control by minimizing a cost
functional as shown in [4, 5] and as explained in [14] the state feedback deadbeat
controller is obtained by the solution of the Riccati equations. Another approach is
explained in [9] where a minimal energy deadbeat control approach is implemented
in order to stabilizes the system.

Even when deadbeat controllers has been implemented in SISO and MIMO
systems with no time delay, in this chapter we consider this problem which is an
important consideration to take into account because of delay is found in many
physical systems, and this phenomena yields many unwanted effects that deteriorate
the system response and they are a potential source of instability. In this chapter the
deadbeat controller design of multivariable discrete time system with time varying
delays in the states and the input of the system are explained in order to design
suitable deadbeat controllers that overcome the effects yielded by time delays. Time
varying delays are a more feasible representation of the real effects produced by this
phenomena due to the variable characteristic of delays in physical systems. However
in this chapter the design of deadbeat controller for multivariable discrete time
systems with constant time delays are explained first as a preamble of the design of
deadbeat controllers for multivariable time varying delay systems. This work is
divided in the following sections; In Sect. 2 a short explanation of previous work
related to the deadbeat control of discrete time multivariable system is shown, as a
preamble of the main topic of this chapter about the design of deadbeat controllers
for discrete time MIMO systems with time varying delays. In Sect. 3 the design of
state feedback deadbeat controllers for discrete time MIMO systems with constant
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time delay is developed and explained as a preamble of the main topic of this
chapter. In Sect. 4 the design and derivations of state feedback deadbeat controllers
for discrete time MIMO systems with time varying delays in the states is shown. In
Sect. 5 then the analysis and design of state feedback deadbeat controllers for
discrete time MIMO systems with time varying delays in the input is shown to
stabilizes this kind of systems. Finally, in Sects. 6 and 7 the respective discussion
and conclusions of this work are shown to analyze the results evinced in this chapter.

2 Previous Work

As explained in the previous section, there are different kinds of deadbeat control
strategy for SISO and MIMO system, but previous works found in literature for
time delay deadbeat control basically are very limited and has not been considered
by the control systems community. Even when time delays are considered a source
of performance deterioration and instability, this problem has not been treated
before and the analysis, design and development of a suitable deadbeat controller
for multivariable discrete time systems is necessary due to this physical phenomena
produced by communication delays and other sources. Time varying delays are
very common in many physical systems, and they can deteriorate the system per-
formance and yield instability, the main problem arises because of this kind of
phenomena are more complex than the constant time delay case, so an appropriate
mathematical model must be derived taking in count the stability characteristics of
the system designing a suitable control strategy, that in this case, a deadbeat con-
troller for MIMO discrete time systems with time varying delays must be designed.

As explained in the previous section, deadbeat control consists in designing an
appropriate controller which leads the system variables to reach the steady state
values in a minimum number of time steps. This strategy is implemented in the
SISO and MIMO cases producing the expected results. In the case of SISO systems,
some effective control strategies has been developed in the past that yield the
desired system response. In [6] the problem of deadbeat control is solved for the
SISO discrete time case, implementing an output feedback controller that is a
simple and efficient approach to overcome with this problem. It must be considered
that there is a vast amount of control strategies found in literature that deals with
this control problem, for example, the implementation of linear quadratic regulators
and optimization theory. Apart from this deadbeat control approach for SISO
systems, another approach is proposed by [7] where a pole placement algorithm is
designed to obtain a suitable deadbeat controller, the incorporation of one closed
loop problem which incorporates interpolation constraints with the help of linear
programming is proposed by these authors. In [11] a discrete time deadbeat con-
troller for SISO systems is designed based in a continuous time deadbeat controller,
considering the possibility of designing a ripple-free deadbeat controller; in this
approach the main idea is to prove that a continuous time deadbeat controller is
equivalent to the discrete time SISO counterpart, dealing with this control problem.
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Another ripple—free deadbeat controller for SISO systems is implemented as
shown in [19, 21] where this kind of controllers can be designed if and only if the
systems poles and zeros are disjoint.

In the case of multivariable deadbeat controllers for discrete time systems the
control strategies are based on output and state feedback, where these two
approaches are usually solved by the minimization of an optimal control functional
and then the gain matrices are obtained by the solution of the required Riccati
equations. In [16], the deadbeat control problem is solved by minimizing an optimal
control functional with cheap control (no constraints in the inputs) and the poles of
the systems are placed in the origin. In [20] this problem is solved by output
feedback in which a change of basis on the original discrete time system is
implemented in order to place a specified number of poles at the origin and can-
celling the finite transmission zeros. In [10], the solution of the deadbeat controller
problem is solved by a periodic output feedback at the beginning of the period and
then two deadbeat controller strategies are proposed to overcome this problem.

In the case of deadbeat control for multivariable discrete time systems with state
feedback there are several works found in literature such as [3–5] where the
deadbeat controller design is considered after a change of basis in order to stabilizes
the system in a minimum number of time steps. Even when the works related to the
deadbeat control of MIMO system with time delays found in literature are limited,
previous works related to the stabilization of time delay systems is found by
overcoming this problem solving the required LMI’s. The control system design
problem can be implemented by static output feedback or state feedback. In the case
of constant time delays the derivation of a feasible controller is found in [18] where
a simple and systematic method for systems with time delays are explained when
this phenomena is found in the input of the system. In the case when time varying
delays are present in the inputs or the states, some approaches are found such as the
state or output feedback, in [8] where an output feedback controller synthesis is
implemented by solving the required LMI’s to find a suitable gain matrix. Another
interesting approach can be found in [24] where the stabilization of discrete time
fuzzy system is done by obtaining first an stability condition and then the required
LMI’s are obtained by implementing a Lyapunov-Krasovskii functional. Finally in
[1, 22] the control of uncertain control systems with time delays and the robust
stabilization of time delay system is explained where an LMI approach is imple-
mented to solve a robust controller for time delay systems proposing the necessary
Lyapunov-Krasovskii functional.

3 Deadbeat Control for Multivariable Systems
with Constant Time Delays

In this section the design and development of a deadbeat controller for multivari-
able discrete time systems with constant time delays is explained as a preamble of
the main topic of this book chapter related to the deadbeat control of multivariable
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discrete time systems with time varying delays. Deadbeat control consist in
designing a control system that stabilizes the system in a minimum number of time
steps, so the main idea envinced in this section is to design an appropriate deadbeat
controller that overcomes the time delay effects when this are present in the states.
As it is well known time delays are a source of system performance deterioration
and instability, so it is necessary to derive a suitable control strategy that deals with
this effect in order to obtain a better performance and avoid instabilities on the
system. The theoretical background for the design of deadbeat controllers for
multivariable discrete time systems with constant time delays in the states, is
obtained by designing an state feedback controller in order to place an specified
number of poles at the origin and eliminate the transmission zeros of the system,
keeping in mind that the system must be stabilized in minimum time steps. In this
case some conditions are established in order to yield the robust stabilization of the
system by solving the required LMI’s [12, 13, 17] where the LMI’s conditions are
obtained by defining a Lyapunov functional by augmenting the state vector, so by
making a change of basis on the system it is possible to design appropriate deadbeat
controllers when delays are present in the states.

In this section the derivation of a state feedback controller is shown to proved
that is possible to obtain a feasible gain matrix by solving the required LMI’s
instead of the optimal control approach found in literature [2] so establishing the
required Lyapunov function it is possible to obtain the LMI’s that are implemented
to find the controller gain matrix by solving an optimization problem. The deadbeat
controller synthesis is obtained by a Lyapunov approach that is more effective than
the solution of a optimal control problem and the main advantage of this approach,
is that the controller synthesis can be obtained by a H1 approach [15, 23] where a
robust controller design can be done by selecting an appropriate gain that improves
the disturbance rejection properties and unmodelled dynamics of the system. The
derivation of the state feedback deadbeat controller for multivariable discrete time
systems with constant time delays, consist in implementing a change of basis of the
original system in order to obtain (n − p) eigenvalues of the system at the origin
where p are the finite transmission zeros of the system and n is the state dimension.

3.1 Deadbeat Control Design for Multivariable Discrete Time
System with Constant Time Delay

The deadbeat controller design for multivariable control systems with constant time
delays in the state consist in finding a stable state feedback matrix gain, this gain is
found by implementing the required LMI’s that results from establishing a
Lyapunov functional to analyze and design a stable controller according to the
Lyapunov stability theorem. The first step in the design of deadbeat controller for
system with constant time delays is to established the minimum time steps in which
the system is stabilized, this objective is reached by implementing a change of basis
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in order to obtain ðn� pÞ eigenvalues at the origin where n is the state dimension
and p is the number of stable transmission zeros of the system. Then the linear
matrix inequalities LMI’s are found by implementing a Lyapunov functional.

In order to design the deadbeat controller for multivariable discrete time systems,
the following discrete time model with state delays must be considered:

xðk þ 1Þ ¼ AxðkÞ þ Adxðk � dÞ þ BuðkÞ
yðkÞ ¼ CxðkÞ ð1Þ

where xðkÞ 2 <n is the state vector, d is a nonnegative integer that represent the
delays, uðkÞ 2 <m is the input vector and yðkÞ 2 <l is the measured output.

Definition 1 In order to design a stable state feedback deadbeat controller, system
(1) must be controllable and observable.

Define the following state feedback control law that is implemented for the
deadbeat control of multivariable discrete time systems.

uðkÞ ¼ �KIxðkÞ ð2Þ

This control law is selected in order to obtain the deadbeat controller of the
system, that is, stabilizing the system in a minimum number of time steps. This
requirement is met by analyzing the steady state solution of the system where the
initial condition of the system is transferred to the final value in a minimum number
of time steps. The solution of the system is obtained recursively to obtain the
deadbeat response of the system:

xðkÞ ¼ ðA� BKIÞkxð0Þ þ
Xk�1

i¼0

AdðA� BKIÞk�1�ixði� dÞ ð3Þ

where xð0Þ is the initial condition of the system. Then the control law is defined to
stabilizes the system by deadbeat, in order to drive the system to the desired final value.

yðkÞ ¼ CððA� BKIÞlxð0Þ þ
Xk�1

i¼0

AdðA� BKIÞk�1�ixði� dÞÞ ð4Þ

where μ is the minimum number of steps to reach the final value infinite time. This
objective is achieved by selecting the appropriate value of μ in order that the n� p
eigenvalues of A be located at the origin and the rest are pick in order to coincide
with the system’s zeros [20], where n is the state dimension and p is the number of
stable transmission zeros of the system.

In order to design the deadbeat controller it is necessary to apply a change of
basis for the original systems, considering the following similarity transformation
matrix:
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T ¼ ½T1 : T2� ð5Þ

In order to design the deadbeat controller it is necessary to select n� p linear
independent vectors for the basis where n is the state dimension and p is the number
of finite transmission zeros of the system. The following similarity transformation is
implemented in order to make a change os basis:

x0ðk þ 1Þ ¼ T�1ATx0ðkÞ þ T�1AdTx
0ðk � dÞ þ T�1BuðkÞ

yðkÞ ¼ CTx0ðkÞ ð6Þ

Then the resulting closed loop system implementing the state feedback control
law is:

x0ðk þ 1Þ ¼ ðT�1AT � T�1BKIÞx0ðkÞ þ T�1AdTx
0ðk � dÞ

yðkÞ ¼ CTx0ðkÞ ð7Þ

and then for model reduction the following equivalent matrices are defined:

Ap ¼ T�1AT

Apd ¼ T�1AdT

Bp ¼ T�1B

Cp ¼ CT

ð8Þ

Transforming [7] in:

x0ðk þ 1Þ ¼ ðAp � BpKIÞx0ðkÞ þ Apdx
0ðk � dÞ

yðkÞ ¼ Cpx
0ðkÞ ð9Þ

Selecting Cp such as the system has transmission zeros at infinity.
In order to obtain the gain matrix KI the following theorem must be considered

in order to find this matrix by a LMI approach finding the required matrices to
assured the closed loop system stability.

Theorem 1 The closed loop stability of system [9] is assured if there exist positive
definite matrices Q[ 0 and P[ 0 found by solving the following linear matrix
inequality in order to solve for the gain matrix KI

UTPU� Pþ Q UPApd

AT
pdPU AT

pdPApd � Q

� �
\0 ð10Þ

where U is defined later.
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Proof Consider the following Lyapunov-Krasovskii functional [2, 12, 13]:

VðxðkÞÞ ¼ x0TðkÞPx0ðkÞ þ
Xk�1

j¼k�d

x0TðjÞQx0ðjÞ ð11Þ
h

Considering that DVðkÞ ¼ Vðk þ 1Þ � VðkÞ, the first derivative of the Lyapunov
functional is:

DVðxðkÞÞ ¼ x0TðkÞUTPUx0ðkÞ þ x0TðkÞUTPApdx
0ðk � dÞ

þ x0Tðk � dÞAT
pdPUx

0ðkÞ þ x0Tðk � dÞAT
pdPApdx

0ðk � dÞ
� x0TðkÞPx0ðkÞ þ x0TðkÞQx0ðkÞ � x0Tðk � dÞQx0ðk � dÞ

ð12Þ

where U ¼ Ap � BpK�Then defining an augmented state vector as shown in (13):

n ¼ x0ðkÞ
x0ðk � dÞ

� �
ð13Þ

Then the following representation of DVðxðkÞÞ is:
DVðxðkÞÞ ¼ nTRn ð14Þ

So by solving the following LMI the resulting matrices P, Q and KI are found [2]:

R ¼ UTPU� Pþ Q UPApd

AT
pdPU AT

pdPApd � Q

� �
\0 ð15Þ

After defining the conditions in order to find a stable deadbeat controller gain
matrix, a deadbeat controller can be designed in order to meet all the system
performance requirements according to the deadbeat specifications. In order to
clarify the theoretical background of this section an illustrative example is done to
analyze the performance of a numerical example.

3.2 Example 1

Consider the following multivariable discrete time system with constant time delays
in the states.

xðk þ 1Þ ¼ �9 5

0 7

� �
xðkÞ þ 3 9

3 0

� �
xðk � dÞ þ 1 0

0 1

� �
uðkÞ

yðkÞ ¼ 1 0

0 1

� �
xðkÞ

ð16Þ
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where d = 1 s and sampling period Ts = 10 s. Then the following matrices are found
by solving the respective LMI expressed in (10) at different minimum time steps.
For l ¼ 2 the following transformation matrix is implemented:

T ¼ 2� 10�5 0
0 10�8

� �
ð17Þ

obtaining

Q ¼ 4:9945 0

0 4:9945

� �
� 108

P ¼ 0:4494 0:0000

0:0000 0:0002

� �
� 10�4

KI ¼ �0:4995 0

0 �0:4995

� �
� 10�4

ð18Þ

For l ¼ 1 the following transformation matrix is implemented:

T ¼ 2� 106 9� 106

0 1� 106

� �
ð19Þ

Obtaining:

Q ¼ 4:9978 0

0 4:9978

� �
� 108

P ¼ 0:0023 0:0063

0:0063 0:0147

� �

KI ¼ �0:4998 0

0 �0:4998

� �
� 10�4

ð20Þ

For l ¼ 0 The following transformation matrix is implemented:

T ¼ 12 25
14 9

� �
� 106 ð21Þ
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Obtaining:

Q ¼ 4:9944 0

0 4:9944

� �
� 108

P ¼ �0:2868 �0:0388

�0:0388 0:0570

� �

KI ¼ �0:4994 0

0 �0:4994

� �
� 10�4

ð22Þ

In Fig. 1 the systems response of the variable x1 is depicted, for the three
minimum time steps, l ¼ 0; 1; 2, given for the design of deadbeat controller where
as can be noticed the desired system response is reach with a minimum time
according to the selection of the transformation matrix and the parameter l. So the
system objective are reached by a proper selection of the system poles and trans-
mission zeros keeping the stability properties of the system.

In Fig. 2 the system response of the variable x2 is depicted, showing that this
system variable reaches the desired final value after a minimum number of time steps
according to the parameter setting l. The system variable x2 follows a similar
trajectory as the variable x1, so the system is stabilizes as required by the deadbeat
controller design. The variables x1 and x2 are required to follow a specified trajectory
in a minimum time when a step reference signal change the setpoint to one in t = 0 s.
As it is corroborated later the system variables reach the desired value from an
specified initial conditions ½0; 0�T to the desired final values as specified in (4).

Fig. 1 System response for the variable x1
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In Fig. 3 the system error signal for the variable x1 is shown where as it is
corroborated the signal error is kept into the desired range due to the stabilization of
the system variables. The gain matrix K1 found by solving the required LMI,
minimize the errors between the reference signal and the output signal as long as
possible because of the poles are placed in the required position to minimize the
error due to a proper selection of the gain matrix.

In Fig. 4 the system error variable for x2 is shown and as it is corroborated the
error signal is kept into a small margin as expected, according to the design

Fig. 2 System response for the variable x2

Fig. 3 System error for the variable x1
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procedure. The selection of an appropriate gain matrix KI drive the system vari-
ables to the desired final value so the error margin is as small as possible because of
the appropriate pole placement and transmission zeros allocation.

In this section the development and design of deadbeat controllers for multi-
variable discrete time systems with constant time delays is explained. It is proved
that this kind of systems can be stabilized by a state feedback control law according
to the stability properties of the system, established by a proper selection of a
Lyapunov-Krasovskii functional in order to obtain the stability conditions of the
system and establishing the linear matrix inequalities to find positive definite
matrices that meet the stability conditions.

The deadbeat controller explained in this section is developed by designing an
appropriate state feedback control law which drive the system states to the steady
state values in a minimum number of time steps. This objective is accomplished by
solving the resulting LMI obtained by a Lyapunov approach, as it is explained in
the works of [15, 23] this deadbeat controller design can be done by solving a H1
control problem to improve the closed loop system robustness and makes the
system more reliable when external disturbances and unmodelled dynamics are
present in the model.

The development of a deadbeat controller for multivariable discrete time systems
with constant time delays is done as a preamble for the main topic of this chapter,
related to the state feedback controller design of deadbeat controllers for multi-
variable discrete time systems with time varying delays. The theoretical background
for constant time delay systems shown in this section are the basis for the design of
deadbeat controller when time varying delays are present in the models. That is the
main reason to begin with this topic to show the fundamentals of deadbeat control
for time delay systems. Finally, the application of the theoretical background
explained in this section is illustrated by a numerical example to analyze the system
performance with different time steps parameters.

Fig. 4 System error for the variable x2
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4 Deadbeat Control for Multivariable Systems with Time
Varying Delays in the States

In this section the development and design of deadbeat controllers for multivariable
systems with time varying delays in the state is shown. Time varying delays are
common in many kinds of systems produced by communication delays and other kind
of sources, this effect is the main origin of many unwanted effects such as performance
deterioration and instability, therefore, time delay systems has increased the interest on
this kind of problems in the control system community. Two kinds of stability con-
ditions have been reported in literature, the delay dependent condition (the condition
containing delay information) and delay independent condition (the condition without
containing delay information) [25], so this conditions must be considered in order to
design an appropriate deadbeat controller for multivariable discrete time system with
state delay. Many of the works found in literature about discrete time multivariable
systems with state delays, propose a solution for this kind of problems by designing
an appropriate Lyapunov-Krasovskii functional in order to assure the stability of
the systems even when delays are present in the state of the system [12, 17, 25].
The Lyapunov-Krasovskii functional is selected in order to assure the robust stability
of the system of discrete time systems with time varying delays, so this approach is
suitable for the state feedback design of deadbeat controllers. Then after designing the
right Lyapunov-Krasovskii function, this kind of problems can be solved by a convex
optimization problem represented as linear matrix inequalities LMI’s in order to obtain
the right selection of the controller parameters.

As explained in the previous section, the deadbeat controller design for multivar-
iable discrete time systems is usually solved as an optimal control problem where a
cost functional is minimized, implementing a cheap control functional (with no input
function), and then finding the required matrices by solving the respective Riccati
equation. Even when this approach yields acceptable results, the solution of the sta-
bility conditions for this kind of problems is more efficient when the solutions are
found by a convex optimization problem defined by the linear matrix inequalities
LMI’s when time varying delays are found in the states of discrete time systems. The
design and development of deadbeat controllers for multivariable discrete time sys-
tems with time varying delays is done by following a similar approach as constant time
delay systems, as explained in the previous section; first, a change of basis is necessary
to place the required poles at the origin and cancel the transmission zeros, selecting the
suitable system matrices, in order to obtain a deadbeat controller characteristics. Then,
the discrete time model with time varying state delays is considered by designing an
appropriate Lyapunov-Krasovskii functional to establish the stability conditions of the
model when the system has time delays in its states. Finally, the required matrices are
found by solving a convex optimization problem given by the linear matrix
inequalities LMI’s. In the following subsection the derivation of the deadbeat con-
troller for multivariable discrete time systems with time varying delays in the states is
done in order to solve this control system problem. A numerical simulation example is
shown in order to illustrate the results obtained in this section.
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4.1 Deadbeat Control Design for Multivariable Discrete Time
System with Time Varying Delays in the States

The design of deadbeat controllers for multivariable discrete time systems with time
varying delays follows a similar procedure as in the constant time delay systems
case. In order to design a suitable controller is necessary to make a change of basis
on the original system, in order to place ðn� pÞ poles at the origin where n is the
state dimension and p is the number of finite transmission zeros of the system. This
requirement is met by selecting a appropriate basis which includes ðn� pÞ linear
independent vectors to form a basis on <n. Then by selecting an appropriate
Lyapunov-Krasovskii functional in order to establish the stability conditions of the
system the gain matrix can be found to be implemented in a state feedback form in
order to stabilizes the system in a minimum number of time steps.

In order to design the deadbeat controller for multivariable discrete time systems
with time varying state delays, the following system must be considered:

xðk þ 1Þ ¼ AxðkÞ þ Adxðk � sðkÞÞ þ BuðkÞ
yðkÞ ¼ CxðkÞ ð23Þ

where xðkÞ 2 <n is the state vector, sðkÞ is a nonnegative time varying integer that
represent the delay, uðkÞ 2 <m is the input vector and yðkÞ 2 <l is the measured
output.

The following condition is met by the time varying delay

s1 � sðkÞ� s2 ð24Þ

where s1 is the lower bound represented by a positive integer and s2 is the upper
bound represented by a positive integer.

Define the following state feedback control law that is implemented for the
deadbeat control of multivariable discrete time systems.

uðkÞ ¼ �KIxðkÞ ð25Þ

In order to obtain a deadbeat controller it is necessary to make a change of basis
by the following transformation matrix

T ¼ ½T1 : T2� ð26Þ

where ðn� pÞ linearly independent vectors must be selected in order to make a
basis for the original system. Where n is the state dimension and p is the number of
finite transmission zeros of the system. Then the original system is transform into:
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x0ðk þ 1Þ ¼ T�1ATx0ðkÞ þ T�1AdTx
0ðk � sðkÞÞ þ T�1BuðkÞ

yðkÞ ¼ CTx0ðkÞ ð27Þ

Then the closed loop system is given by:

x0ðk þ 1Þ ¼ ðT�1AT � T�1BKIÞx0ðkÞ þ T�1AdTx
0ðk � sðkÞÞ

yðkÞ ¼ CTx0ðkÞ ð28Þ

and then for model reduction the following equivalent matrices are defined:

Ap ¼ T�1AT

Apd ¼ T�1AdT

Bp ¼ T�1B

Cp ¼ CT

ð29Þ

Transforming (28) in:

x0ðk þ 1Þ ¼ ðAp � BpKIÞx0ðkÞ þ Apdx
0ðk � sðkÞÞ

yðkÞ ¼ Cpx
0ðkÞ ð30Þ

Selecting Cp as long as the system includes transmission zeros at infinity.
In order to stabilizes the system by deadbeat control the following theorem must

be implemented to find the appropriate matrices for the deadbeat state feedback
controller for discrete time systems.

Theorem 2 The closed loop stability of system [9] is assured if there exist positive
definite matrices Q[ 0 and P[ 0 found by solving the following linear matrix
inequality in order to solve for the gain matrix KI that stabilizes the system in a
minimum number of time steps k

UTPU� Pþ ðs2 � s1 þ k � 1ÞQ UTPApd

AT
pdPU AT

pdPApd

� �
\0 ð31Þ

where U is defined later.

Proof Consider the following Lyapunov-Krasovskii functional [8, 12, 17, 25]:

Vðx0ðkÞÞ ¼ V1ðx0ðkÞÞ þ V2ðx0ðkÞÞ þ V3ðx0ðkÞÞ ð32Þ
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where

V1ðx0ðkÞÞ ¼ x0TðkÞPx0ðkÞ

V2ðx0ðkÞÞ ¼
Xk�1

i¼k�sðkÞ
x0TðiÞQx0ðiÞ

V3ðx0ðkÞÞ ¼
X�s1þk�1

j¼2�s2

Xk�1

l¼kþj�1

x0TðlÞQx0ðlÞ

ð33Þ

h

Considering that DViðkÞ ¼ Viðk þ 1Þ � ViðkÞ the derivative of each term of the
Lyapunov-Krasovskii functional yield [25]:

DV1ðx0ðkÞÞ ¼ x0ðkÞTUTPUx0ðkÞ þ x0ðkÞTUTApdx
0ðk � sðkÞÞ

þ x0Tðk � sðkÞÞAT
pdPUx

0ðkÞ
þ x0Tðk � sðkÞÞAT

pdApdx
0ðk � sðkÞÞ � x0ðkÞTPx0ðkÞ

ð34Þ

DV2ðx0ðkÞÞ ¼
Xk

i¼kþ1�sðkþ1Þ
x0TðiÞQx0ðiÞ �

Xk�1

i¼k�sðkÞ
x0TðiÞQx0ðiÞ ð35Þ

DV3ðx0ðkÞÞ ¼ ðs2 � s1 þ k � 2Þx0TðkÞQx0ðkÞ �
X�s1þk�1

j¼2�s2

x0Tðjþ k � 1ÞQx0ðjþ k � 1Þ ð36Þ

where U ¼ Ap � BpK�
In order to resolve for DV3ðx0ðkÞÞ the following change of variable must be

applied:

n ¼ k þ j� 1

j ¼ n� k þ 1
ð37Þ

Obtaining the following result due to:

X�s1þk�1

n¼kþ1�s2

x0TðnÞQx0ðnÞ ¼
Xk�1

n¼kþ1�s2

x0TðnÞQx0ðnÞ �
Xk�1

n¼k�s1

x0TðnÞQx0ðnÞ
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DV3ðx0ðkÞÞ ¼ ðs2 � s1 þ k � 2Þx0TðkÞQx0ðkÞ

�
Xk

n¼kþ1�s2

x0TðnÞQx0ðnÞ

þ
Xk�1

n¼�s1þk

x0TðnÞQx0ðnÞ þ x0TðkÞQx0ðkÞ

ð38Þ

Then computing DV2ðx0ðkÞÞ þ DV3ðx0ðkÞÞ and due to sðkÞ� s2

Xk
n¼kþ1�sðkþ1Þ

x0TðnÞQx0ðnÞ �
Xk

n¼kþ1�s2

x0TðnÞQx0ðnÞ� 0 ð39Þ

and due to s1 � 0

Xk�1

n¼k�s1

x0TðnÞQx0ðnÞ �
Xk�1

n¼k�sðkÞ
x0TðnÞQx0ðnÞ� 0 ð40Þ

Therefore the following upper bound is valid for:

DV2ðx0ðkÞÞ þ DV3ðx0ðkÞÞ� ðs2 � s1 þ k � 1Þx0TðkÞQx0ðkÞ ð41Þ

Then defining a vector:

C ¼ x0ðkÞ
x0ðk � sðkÞÞ

� �
ð42Þ

and a matrix /, then the following limit for Vðx0ðkÞÞ the following inequality is
obtained:

DVðx0ðkÞÞ�DV1ðx0ðkÞÞ þ DV2ðx0ðkÞÞ þ DV3ðx0ðkÞÞ�CT/C ð43Þ

so the following linear matrix inequality is obtained in order to assure the system
stability [12]:

UTPU� Pþ ðs2 � s1 þ k � 1ÞQ UTPApd

AT
pdPU AT

pdPApd

� �
\0 ð44Þ

where k is the minimum time step of the system and P and Q are matrices that
assure the stability of the system, these matrices are necessary to find the gain K�.
With these derivations the proof is complete.

With this linear matrix inequality the required matrices are found in order to
meet the stability conditions and then the deadbeat controller designed by state
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feedback can be implemented in order to stabilize multivariable discrete time
systems in a minimum number of time steps.

It is important to notice that the minimum number of time steps is given by the
variable k so in order to stabilizes the system in minimum time this variable along
with the appropriate number selection of linear independent vectors for the trans-
formation matrix, place the required number of poles at the origin and cancel the
finite transmission zeros of the system. As can be noticed, the deadbeat controller
design is similar to the constant delay counterpart, but as explained in the previous
section, an important fact that must be considered is the appropriate selection of a
Lyapunov-Krasovskii functional, because with this functional the stability condi-
tions and the linear matrix inequality to find the gain matrix that stabilizes the
system by a state feedback control law.

In the next subsection, an illustrative numerical simulation is done in order
evince the performance and advantage of this control strategy and to obtain some
conclusions about this section.

4.2 Example 2

Consider the following multivariable discrete time system with constant time delays
in the states.

xðk þ 1Þ ¼ 100 0

0 200

� �
xðkÞ þ 7 5

0 3

� �
xðk � sðkÞÞ þ 1 0

0 1

� �
uðkÞ

yðkÞ ¼ 1 0

0 1

� �
xðkÞ

ð45Þ

with k ¼ 5, s1 ¼ 14, s2 ¼ 48, sampling period Ts = 10 s and the transformation
matrix T

T ¼ 1 0
0 1

� �
ð46Þ

The following matrices are obtained:

Q ¼ 247 0

0 447

� �

P ¼ 1 0

0 1

� �

KI ¼ 247:9960 0

0 447:9978

� �
ð47Þ
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with k ¼ 25, s1 ¼ 5, s2 ¼ 29 and the transformation matrix T

T ¼ �2 5
0 1

� �
ð48Þ

The following matrices are obtained:

Q ¼ 272 250

250 472

� �

P ¼ 1 0

0 1

� �

KI ¼ 272:2483 248:7569

248:7569 479:2207

� �
ð49Þ

with k ¼ 10, s1 ¼ 1, s2 ¼ 79 and the transformation matrix T

T ¼ �3 9
4 12

� �
ð50Þ

The following matrices are obtained:

Q ¼ 386:00 166:67

166:67 386:00

� �

P ¼ 1 0

0 1

� �

KI ¼ 386:03 166:65

166:64 386:01

� �
ð51Þ

The simulation results are shown below:
In Fig. 5 the system response of the variable x1 is shown, where as it is expected,

the system trajectory for the three cases is driven from the initial value to the final
value following a step function trajectory. As it is corroborated later the trajectory
path is follow efficiently while the error is minimized.

In Fig. 6 the system response of the variable x2 is shown, where as it is expected,
the system trajectory for the three cases is driven from the initial value to the final
value following a step function trajectory. The tracking error is minimized in order
to make the variable trajectory to follow the reference path. It can be noticed that
the final value is reach in a greater number of time steps than the minimum value
required in order to obtain a deadbeat response.

In Fig. 7 the error signal for the variable x1 is shown, where as it is corroborated
the error signal is kept in a small margin in order to make this variable to follow the
reference efficiently.
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In Fig. 8 the error signal for the variable x2 is shown, where as it is corroborated
the error signal is kept in a small margin in order to make this variable to follow the
reference efficiently. The error signal depicted in Fig. 8 shows how the deadbeat
controller improves the system performance while minimizing the tracking error,
this is an important characteristics that must be considered in order to make the

Fig. 5 System response of the variable x1

Fig. 6 System response of the variable x2
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system, variables to reach the desired values in a minimum number of time steps
reducing the steady state error in the case of multivariable discrete time systems
with time varying delays when different values of the system parameters.

In this section the development and design of deadbeat controllers for multivariable
discrete time systems with time varying delays is proposed. In order to design an

Fig. 7 System error of the variable x1

Fig. 8 System error of the variable x2

118 A.T. Azar and F.E. Serrano



efficient deadbeat controller for this kind of system, it is important to recognize the
system properties in term of the system poles and transmission zeros of the model.
A change of basis is required in order to place a specified number of closed loop poles
at the origin and cancelling the transmission zeros of the original system.

After a change of basis, considering that dealing with time varying delays is not
an easy task, the specification of an appropriate Lyapunov-Krasovskii functional
establishes the stability conditions of the system taking in count the time varying
characteristics of the time delay model. By the specification of the Lyapunov-
Krasovskii functional the resulting linear matrix inequalities LMI’s are imple-
mented in order to obtain the required matrices that establish the stability conditions
in order to obtain a feasible controller gain for the deadbeat controller represented
by a state feedback control law.

In this section an illustrative numerical example is done in order to show the
system response of a multivariable discrete time system with time varying delays in
the states stabilized by a deadbeat controller. It is proved that the state variables
reach the desired value when a step reference signal is applied to the input of the
system. The error signal of the system is kept into a small margin as expected by
the deadbeat control system specifications, improving the system performance. In
the following section, a similar problem is solved but in this case the design of
deadbeat controllers for multivariable discrete time systems with time varying
delays in the inputs is considered.

5 Deadbeat Control for Multivariable Systems with Time
Varying Delays in the Inputs

In this section the development and design of deadbeat controllers for multivariable
discrete time systems with time varying delays in the input is explained in order to
find a suitable state feedback control that meets the stability condition along by
driving the system states to the desired final value in a minimum number of time
steps. Similar as the stabilization of discrete time systems with time varying delays
on the state, time varying delays in the input are produced by signal transmission
lags and other effects yielded by the implemented hardware, this phenomena is a
sources of many unwanted effects such as system performance deterioration and
even instability. The time varying delay characteristics when this phenomena is
found in the state of the system, are very similar when time varying delays are
found in the input, so the deadbeat controller synthesis for multivariable discrete
time system in the states is very similar to the case explained in the previous
section. In order to design suitable deadbeat controllers for multivariable discrete
time systems with time varying delays in the inputs, it is necessary to make a
change of basis of the original system, in order to place a ðn� pÞ number of poles
at the origin, where n is the state dimension and p is the number of finite trans-
mission zeros of the original system. Then by making an appropriate selection of
the transformation matrix, in which ðn� pÞ linear independent vectors must be
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selected, the original closed loop system is transformed to another coordinate
system, and then the deadbeat controller synthesis can be done by finding the
required state feedback control gain. Similar as the controller synthesis of discrete
systems with time varying delays in the states, instead of solving this problem by an
optimal control problem minimizing a cost functional or cheap control (no cost on
the input), the approach evinced in this section is based on the proper selection of a
Lyapunov-Krasovskii functional in order to establish the necessary stability con-
ditions of the system, in order to find an stable state feedback gain that drives the
system to the desired final in a minimum number of time steps to meet the con-
ditions of the deadbeat controller. After selecting an appropriate Lyapunov-Kra-
sovskii functional, a suitable gain matrix can be found by solving a convex
optimization problem established by the required linear matrix inequalities.

In the first part of this section, the derivation of deadbeat controllers for mul-
tivariable discrete time system with time varying delays in the inputs is developed
in order to find a state feedback control gain to obtain a deadbeat response in which
the states are driven to the desired final value in a minimum number of time steps,
this requirement is met by selecting an appropriate transformation matrix to make a
change of basis and the selection of an appropriate Lyapunov-Krasovskii func-
tional. In the second part of this section, a numerical simulation example is done in
order to show the deadbeat response of the system states with the required gain
matrix found by solving a set of linear matrix inequalities LMI.

5.1 Deadbeat Control Design for Multivariable Discrete Time
System with Time Varying Delays in the Inputs

The derivation of a deadbeat controller for multivariable discrete time systems with
time varying delays in the inputs, follows a similar procedure as explained in
Sect. 4, where a change of basis of the original model must be done, in order to
make a change of coordinates; this objective is achieved by selecting an appropriate
transformation matrix in order to place ðn� pÞ poles at the origin and cancelling the
finite transmission zeros of the closed loop system. Then selecting an appropriate
Lyapunov-Krasovskii functional in order to established the required stability con-
ditions of the system and find the appropriate gain matrix that stabilizes the system
by solving the resulting linear matrix inequalities.

Consider the following discrete time system with time varying delays in the
inputs:

xðk þ 1Þ ¼ AxðkÞ þ Buðk � sðkÞÞ
yðkÞ ¼ CxðkÞ ð52Þ

where xðkÞ 2 <n is the state vector, sðkÞ is a nonnegative time varying integer that
represent the delay, uðkÞ 2 <m is the input vector and yðkÞ 2 <l is themeasured output.
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The following condition is met by the time varying delay

s1 � sðkÞ� s2 ð53Þ

where s1 is the lower bound represented by a positive integer and s2 is the upper
bound represented by a positive integer. Define the following state feedback control
law that is implemented for the deadbeat control of multivariable discrete time
systems.

uðk � sðkÞÞ ¼ �KIxðk � sðkÞÞ ð54Þ

In order to obtain a deadbeat controller it is necessary to make a change of basis
by the following transformation matrix

T ¼ ½T1 : T2� ð55Þ

The first step in order to design a deadbeat controller it is necessary to find the
minimum number of time steps to stabilizes the system from the initial condition.

xðkÞ ¼ Akxð0Þ �
Xk�1

i¼0

Ak�1�iBKIxði� sðkÞÞ ð56Þ

where k is the minimum number of time steps. Then the following change of basis
is done in order to place the required poles and transmission zeros by state
feedback.

x0ðk þ 1Þ ¼ T�1ATx0ðkÞ � T�1BKITx
0ðk � sðkÞÞ

yðkÞ ¼ CTx0ðkÞ ð57Þ

and then for model reduction the following equivalent matrices are defined:

Ap ¼ T�1AT

Apd ¼ T�1BKIT

Cp ¼ CT

ð58Þ

Choosing Cp to cancelled the finite transmission zeros of the system. In order to
stabilizes the system by deadbeat control the following theorem must be imple-
mented to find the appropriate matrices for the deadbeat state feedback controller
for discrete time systems.

Theorem 3 The closed loop stability of system [9] is assured if there exist positive
definite matrices Q[ 0 and P[ 0 found by solving the following linear matrix
inequality in order to solve for the gain matrix KI that stabilizes the system in a
minimum number of time steps k
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AT
pPAp � Pþ ðs2 � s1 þ k � 1ÞQ AT

pPApd

AT
pdPAp AT

pdPApd

� �
\0 ð59Þ

Proof Consider the following Lyapunov-Krasovskii functional [8, 12, 17, 25]:

Vðx0ðkÞÞ ¼ V1ðx0ðkÞÞ þ V2ðx0ðkÞÞ þ V3ðx0ðkÞÞ ð60Þ

where

V1ðx0ðkÞÞ ¼ x0TðkÞPx0ðkÞ

V2ðx0ðkÞÞ ¼
Xk�1

i¼k�sðkÞ
x0TðiÞQx0ðiÞ

V3ðx0ðkÞÞ ¼
X�s1þk�1

j¼2�s2

Xk�1

l¼kþj�1

x0TðlÞQx0ðlÞ

ð61Þ

h

Due to DViðkÞ ¼ Viðk þ 1Þ � ViðkÞ, the derivative of each term of the Lyapu-
nov-Krasovskii functional yield [25]:

DV1ðx0ðkÞÞ ¼ x0TðkÞAT
pPApx

0ðkÞ þ x0TðkÞAT
pPApdx

0ðk � sðkÞÞ
� x0Tðk � sðkÞÞAT

pdPApx
0ðkÞ þ x0Tðk � sðkÞÞAT

pdPApdx
0ðk � sðkÞÞ

� x0TðkÞPx0ðkÞ
ð62Þ

DV2ðx0ðkÞÞ ¼
Xk

i¼kþ1�sðkþ1Þ
x0TðiÞQx0ðiÞ �

Xk�1

i¼k�sðkÞ
x0TðiÞQx0ðiÞ ð63Þ

DV3ðx0ðkÞÞ ¼ ðs2 � s1 þ k � 2Þx0TðkÞQx0ðkÞ �
X�s1þk�1

j¼2�s2

x0Tðjþ k � 1ÞQx0ðjþ k � 1Þ ð64Þ

In order to resolve for DV3ðx0ðkÞÞ the following change of variable must be
applied:

n ¼ k þ j� 1

j ¼ n� k þ 1
ð65Þ
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Obtaining the following result due to:

X�s1þk�1

n¼kþ1�s2

x0TðnÞQx0ðnÞ ¼
Xk�1

n¼kþ1�s2

x0TðnÞQx0ðnÞ �
Xk�1

n¼k�s1

x0TðnÞQx0ðnÞ

DV3ðx0ðkÞÞ ¼ ðs2 � s1 þ k � 2Þx0TðkÞQx0ðkÞ

�
Xk

n¼kþ1�s2

x0TðnÞQx0ðnÞ

þ
Xk�1

n¼�s1þk

x0TðnÞQx0ðnÞ þ x0TðkÞQx0ðkÞ

ð66Þ

Then computing DV2ðx0ðkÞÞ þ DV3ðx0ðkÞÞ and due to sðkÞ� s2

Xk
n¼kþ1�sðkþ1Þ

x0TðnÞQx0ðnÞ �
Xk

n¼kþ1�s2

x0TðnÞQx0ðnÞ� 0 ð67Þ

and due to s1 � 0

Xk�1

n¼k�s1

x0TðnÞQx0ðnÞ �
Xk�1

n¼k�sðkÞ
x0TðnÞQx0ðnÞ� 0 ð68Þ

Therefore the following upper bound is valid for:

DV2ðx0ðkÞÞ þ DV3ðx0ðkÞÞ� ðs2 � s1 þ k � 1Þx0TðkÞQx0ðkÞ ð69Þ

Then defining a vector:

C ¼ x0ðkÞ
x0ðk � sðkÞÞ

� �
ð70Þ

and a matrix /, then the following limit for Vðx0ðkÞÞ the following inequality is
obtained:

Vðx0ðkÞÞ�V1ðx0ðkÞÞ þ V2ðx0ðkÞÞ þ V3ðx0ðkÞÞ�CT/C ð71Þ

so the following linear matrix inequality is obtained in order to assure the system
stability [12]:

AT
pPAp � Pþ ðs2 � s1 þ k � 1ÞQ AT

pPApd

AT
pdPAp AT

pdPApd

� �
\0 ð72Þ
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where k is the minimum time step of the system and P and Q are matrices that
assure the stability of the system, these matrices are necessary to find the gain
matrix K�. With these derivations the proof is complete.

With this theorem, the stability of the multivariable discrete time system is
assured and the corresponding matrices for the deadbeat controller by state feed-
back can be found in order to stabilizes the system in a minimum number of time
steps. Even when dealing with time varying delays in the inputs is not an easy task
it is confirmed that a feasible matrix gain can be found in order to place the required
number of closed loop poles at the origin cancelling the finite transmission zeros of
the original system.

In the following section an illustrative numerical example is shown in order to
visualize the theoretical background explained in this section and analyze the
performance of a numerical model when a deadbeat controller is designed for a
multivariable discrete time system with time varying delays in the inputs.

5.2 Example 3

Consider the following multivariable discrete time system with constant time delays
in the inputs.

xðk þ 1Þ ¼ 100 0

0 200

� �
xðkÞ þ 1 0

0 1

� �
uðk � sðkÞÞ

yðkÞ ¼ 1 0

0 1

� �
xðkÞ

ð73Þ

with k ¼ 5, s1 ¼ 14, s2 ¼ 58, sampling period Ts = 10 s and the transformation
matrix T

T ¼ 1 0
0 1

� �
ð74Þ

The following matrices are obtained:

Q ¼ 147 0

0 247

� �

P ¼ 1 0

0 1

� �

KI ¼ 148:00 0

0 248:00

� �
ð75Þ
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with k ¼ 50, s1 ¼ 5, s2 ¼ 29 and the transformation matrix T

T ¼ �2 0
0 1

� �
ð76Þ

The following matrices are obtained:

Q ¼ 192 0

0 292

� �

P ¼ 1 0

0 1

� �

KI ¼ 193:00 0

0 293:00

� �
ð77Þ

with k ¼ 10, s1 ¼ 1, s2 ¼ 79 and the transformation matrix T

T ¼ �3 0
0 12

� �
ð78Þ

The following matrices are obtained:

Q ¼ 152:00 0:00

0:00 252:00

� �

P ¼ 1 0

0 1

� �

KI ¼ 153:00 0

0:00253:00

� �
ð79Þ

The simulation results are shown below:
In Fig. 9 the system response of the variable x1 is shown where as it can be

noticed the system response in the three cases depicted in this figure shows how this
variable reach the desired final value in a minimum number of time steps. This
system variable behaviour is obtained due to an appropriate selection of the gain
matrix implemented by a state feedback controller in order to stabilizes the system
in a minimum number of time steps according to the deadbeat controller design. As
it is corroborated later, the deadbeat controller is designed in order to minimize the
system error by an appropriate poles and transmission zeros of the system.

In Fig. 10 the system response of the variable x2 is shown in order to observe the
system performance of this variable in the three cases as explained before. As it can
be noticed, the system response depicted in this figure shows how this system
variable is stabilized in a minimum number of time steps by the selection and
implementation of an appropriate gain matrix in a state feedback form which meet
the deadbeat response requirements. This objective is reached by selecting a
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suitable controller gain matrix in order to place the poles and the transmission zeros
of the system in the right position.

In Fig. 11 the error signal of the variable x1 is shown. As can be noticed the tracking
error of this variable is kept in a small margin as expected due to an appropriate

Fig. 9 System response of the variable x1

Fig. 10 System response of the variable x2
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selection of the gain matrix, obtained by solving the linear matrix inequalities LMI in
the three cases. An appropriate selection and placement of the poles and transmission
zeros of the closed loop system makes the error signal of this variable as small a
possible when a step reference function is applied in the system inputs.

In Fig. 12 the error signal of the variable x2 is shown and as can be noticed a
small tracking error margin is obtained by an appropriate selection of the gain
matrix derived from the solution of the linear matrix inequality in the three cases.

Fig. 11 Error signal of the variable x1

Fig. 12 Error signal of the variable x2
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The deadbeat response of the system is obtained due to an appropriate selection of
the transformation matrix in order to make a change of basis and later a suitable
gain matrix is obtained by solving the required linear matrix inequalities.

In this section the development of a deadbeat controller for multivariable dis-
crete time system with time varying delays in its inputs is shown in order to design
a controller which drives the system from its initial values to the desired final value
in a minimum number of time steps. This objective is accomplished by selecting an
appropriate transformation matrix in order to make a change of basis or a change of
coordinates from the original model to solve this problem by a state feedback
controller. Even when dealing with time varying delays in the inputs of the system
are difficult to analyze, it is possible to stabilizes this kind of systems by selecting
an appropriate Lyapunov-Krasovskii functional in order to analyze the closed loop
stability of the system and establish the stability conditions that are represented by
linear matrix inequalities LMI’s in order to obtain the gain matrix that guarantees
the stability of the system by maintaining the required deadbeat response. In this
section, it is proved that understanding the deadbeat controller for multivariable
time system with time delays in the states is very important in order to consider the
time varying delays in the system input case, because a similar approach can be
implemented in both cases when delays are found by different sources such as
signal transmission lags, damaged hardware, etc.

With the derivation and design of the proposed techniques showed in this chapter
the discussion and analysis of the three control strategies shown in this chapter. Later,
the conclusions of this work are evinced to expose the advantages, disadvantages and
characteristics of the proposed control strategies shown in this paper.

6 Discussion

In this chapter the derivation of deadbeat controllers for multivariable discrete time
systems with time varying delays is exposed. It is proven that a system with deadbeat
response can be obtained by selecting a state feedback gain matrix that meets the
stability requirements in order to stabilizes the system in a minimum number of time
steps. From the results obtained in Sect. 3, where a deadbeat controller for multi-
variable discrete time systems with constant time delays is obtained, it is proved that
by selecting an appropriate Lyapunov-Krasovskii functional, the stability conditions
of the system are established in order to meet the system performance requirements,
even when this is a basic form in which delays are found in physical systems, the
main objective for the analysis of discrete time systems with constant time delays is
to develop a feasible control strategy that is used later in the design of deadbeat
controllers for discrete time systems with time varying delays, considering the
complexity of this kind of models when this phenomena is found in the systems. As
it is verified, when constant time delays are found in the system, the unwanted effects
yielded by time delays, such as performance deterioration or even instability, are
cancelled by placing the right number of poles at the origin while cancelling the
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finite transmission zeros, for this purpose, a change of basis is necessary in order to
find later the required state feedback gain matrices that places the poles and trans-
mission zeros of the model in the right position. The simulation results obtained in
this section, evince the deadbeat system response and, as can be checked, the system
is stabilized in a minimum number of time steps as established by the appropriate
selection of poles and transmission zeros avoiding the unwanted effects yielded by
time delays, that in this case, are found in the system states. The main idea of the
analysis and design of deadbeat controllers for discrete time systems with constant
state delays, is to introduce the basic concepts about how to deal with discrete time
systems with time delays, in order to overcome this kind of problems later in the time
varying delay case. For the design of deadbeat controllers for multivariable discrete
time systems with time varying delays in the states, a similar approach when con-
stant time delays are found in the states is followed, considering the complexity of
time varying delays, a required Lyapunov-Krasovskii functional is proposed in order
to obtain the stability conditions for this kind of systems to implement a state
feedback controller with deadbeat response properties stabilizing the system in a
minimum number of time steps. As in the constant time delays in the states case, the
first step, a change of basis or a change of coordinates is necessary in order to cancel
the finite transmission zeros of the system obtaining the closed loop system state
feedback gain matrix that is found by a convex optimization problem, established by
solving the linear matrix inequalities LMI’s in order to meet all the system stability
requirements of the model. In Sect. 4 an illustrative numerical example is shown in
order to evaluate the system performance when a deadbeat controller is implemented
in a multivariable discrete time system with time varying delays in the states. It is
found that the deadbeat system response is accomplished by solving the required
linear matrix inequalities finding the state feedback gain matrix that meets the sta-
bility conditions. It can be verified that the deadbeat system response is obtained
when three different minimum time steps requirements are established in order to
compare the system performance in the three cases and to analyze the tracking errors
of the model when different time varying delays characteristics in the model are
implemented. In Sect. 5, the design of deadbeat controllers for multivariable discrete
time systems with time varying delays in the inputs is evinced where a similar
approach as the two cases explained before is implemented in order to find a suitable
controller that meets the stability requirements while keeping a deadbeat response.
The design procedure explained in this section consist in making a change of basis of
the original system, similar as the deadbeat approach when time varying delays are
found in the states, in order to place the required poles at the origin and cancelling the
finite transmission zeros. Then a Lyapunov-Krasovskii functional is proposed in
order to establish the stability conditions when time varying delays are found in the
inputs. Then this problem is solved by establishing the linear matrix inequalities
LMI’s which provide the necessary conditions to obtain the state feedback gain
matrix that yields a deadbeat response on the system. Similar as the previous cases,
an illustrative numerical example is shown to test the proposed control algorithm
when time varying delays are found in the inputs. The results of this simulation show
that the deadbeat controller stabilize the system in a minimum number of time steps,

Deadbeat Control for Multivariable Discrete Time Systems … 129



as required by the deadbeat controller design, when time varying delays are found in
the inputs of the system. The tracking error of the system is minimized by obtaining
an appropriate state feedback gain matrix solving the linear matrix inequalities
LMI’s that establishing the stability conditions of the system. As a concluding
remark of the three control strategies proposed in this chapter, it can be verified that
effective deadbeat controllers can be designed in order to reach the desired final
value given by the reference signal and with any initial condition in a minimum
number of time steps, these results are achieved by an appropriate selection of the
closed loop poles and transmission zeros which define the conditions in which a
deadbeat response of the system can be obtained when time delays are found in the
system avoiding or cancelling the unwanted effects yield by this phenomena.

7 Conclusions

In this chapter the derivation of deadbeat controllers for multivariable discrete time
systems with time varying delays in the states and the inputs is proposed. In the first
part of this chapter the derivation of deadbeat controller for multivariable discrete
time systems with constant time delays in the state is analyzed. The deadbeat con-
troller proposed is based in a change of coordinates of the original model in order to
place a required number of poles at the origin while cancelling the finite transmission
zeros, then considering this change of basis a Lyapunov-Krasovskii functional is
proposed in order to establish the stability conditions of the model. The deadbeat
controller is obtained by a state feedback control law in order to stabilize the system
in a minimum number of time steps while minimizing the tracking error of the system
when a step function is used as the reference signal of the closed loop system. In
order to find the required state feedback matrix gain, it is necessary to solve the
required linear matrix inequalities that guarantees the stability of the system. This
linear matrix inequalities LMI’s are designed to obtain the required matrices that
assures the stability of the system including the state feedback gain matrix that
stabilizes the closed loop system in a minimum number of time steps.

Based on the derivation and design of deadbeat controllers for multivariable
discrete time systems with constant time delays in the states, a time varying delay
version is implemented for the design of deadbeat controllers for multivariable
discrete time systems with time varying delays in the states. It is proved that in the
constant delays and time varying delay cases it is possible to find stable deadbeat
controllers by selecting an appropriate transformation matrix in order to make a
change of basis for the original system in order to place the required number of
closed loop poles at the origin and cancelling the finite transmission zeros. Then by
designing an appropriate Lyapunov-Krasovskii functional, similar as the constant
time delay case, the stability conditions are established in order to derive the
necessary linear matrix inequalities LMI’s implemented to find the controller gain
that stabilizes the system in a minimum number of time steps. Similar as the
constant time delay case, a state feedback control law is implemented to place the
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required poles and transmission zeros in the required position in the complex plane
to obtain stable deadbeat controllers that drive the states to the desired final value
independently of the initial conditions imposed on the model.

In the third case, the deadbeat controller design for multivariable discrete time
systems with time varying delays in the inputs is considered, and following a
similar approach as the previous two cases, a change of basis is necessary to place
the poles and transmission zeros in the right position in the complex plane by
implementing a state feedback control law in order to drive the states of the system
to the desired final value independently of the initial conditions of the model.
A Lyapunov-Krasovskii functional is implemented to establish the necessary sta-
bility conditions of the closed loop system and derive the required linear matrix
inequalities LMI’s to find the resulting matrices that prove the stability of the
system. By solving a convex stabilization problem, the required state feedback
matrix is found in order to stabilize the system and obtaining a deadbeat response.
This objective is achieved by solving the required linear matrix inequalities in order
to drive the system states in a minimum number of time steps, as required by the
deadbeat controller design. In order to test the system performance for the three
cases explained in this article, a series of numerical simulation examples were
performed to exposed the system performance when time delays are found in the
system. It was proved that the stabilization of multivariable discrete time systems
with time delays by deadbeat controllers is a feasible and efficient control approach
when this phenomena are found in this kind of systems. It is proved that many of
the unwanted effects yield by time delays, such as performance deterioration and
instability, are cancelled by selecting the appropriate deadbeat controller, mini-
mizing the tracking errors of the system while a step input function is used as a
reference signal of the model.
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Control of Smart Grid Residential
Buildings with Demand Response

Sergi Rotger-Griful and Rune Hylsberg Jacobsen

Abstract The higher penetration of renewable energies into the electrical grid and
the increasing power demand will transform the current grid model. The traditional
production-oriented grid will be replaced by a more dynamic grid, known as the
Smart Grid, where consumption will be adapted to the momentary available
production. Getting flexibility in the demand side is a multidisciplinary challenge
that is gaining the attention of both academia and industry. This chapter describes a
residential building that can support the electrical grid providing flexibility (demand
response) to a third party (aggregator) and discusses about computational intelli-
gence techniques to be used in this scenario. For that purpose, a virtual power plant
of a residential building is used to regulate the energy resources in the building in
an optimal way and bring flexibility to the grid by aggregating demand response of
households. The virtual power plant receives as inputs sensor data of the building
and also external information from the electricity market, the customers, the
aggregator and prediction models. The computational intelligence of the virtual
power plant processes all these inputs to make decisions about the flexibility to
provide to the grid and to control the electricity systems in the building using a
model predictive control. The content of the chapter is supported by a description of
a pilot study carried out in the city of Aarhus in Denmark, where a prototype of a
virtual power plant will monitor and control a building with 159 apartments.
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1 Introduction

In the near future the electrical grid will experience a higher penetration of
renewable energies, making it more challenging to balance the electricity generation
with the consumption. This future electrical grid is known as the Smart Grid. In the
Smart Grid, higher flexibility will be needed from the demand side to adapt their
consumption to the intermittent generation of renewable energies in the absence of
a feasible solution to store energy. Demand response is lately emerging to be a key
tool for providing this flexibility.

The residential domain accounts for an important part of the overall consumption
and can provide part of the required flexibility for balancing the electrical grid. The
flexibility provided by a single household is modest, however a set of apartments
grouped in a residential building present a load aggregation level interesting for the
grid. Providing this flexibility to the grid while optimising the local energy
resources of the building present a challenging control engineering problem.

The aim of this chapter is to present the challenges to be faced in the integration
of a residential building in the Smart Grid, to propose a possible solution and to
discuss the computational intelligence techniques applicable in this scenario. The
chapter has been divided in the following way. The first part provides a brief
introduction to relevant concepts and introduces the control problem in residential
buildings. The second part presents the state of the art of demand response. The
following section deepens on the monitoring and controlling of energy usage in a
residential building. The final sections explain the different models used for opti-
misation and the customer involvement. Finally, the chapter ends with a description
of an on-going pilot study in Denmark and the conclusions.

1.1 Towards the Smart Grid

In March 2007 the European Council set three key targets for the 2020 European
Union’s climate and energy policy [33]: 20–30 %reduction of greenhouse gases,
20 % electricity produced by renewable energies and 20 % increase in energy
efficiency.

Fulfilling these goals will imply an increasing share of sustainable energy, which
will mainly come from wind and solar resources. Compared to traditional power
plants, these distributed energy resources are not available on demand, thus
requiring a smarter way of balancing the electricity generation with the consump-
tion. This future grid is known as the Smart Grid.

There is no precise and comprehensive definition of the Smart Grid but a large
amount of definitions that complement to each other [14]. A possible definition
follows:
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The Smart Grid is the electrical grid of the future that by means of infor-
mation and communication technology will handle a large amount of dis-
tributed energy resources, increasing the efficiency but also the reliability of
the global system.

The interest on smart grids is growing. This is reflected on the increasing number
of smart grid projects carried out in Europe [15].

The National Institute of Standards and Technologies (NIST) of the United
States has been making a big effort on defining smart grid standards and protocols.
One important contribution of the NIST is a conceptual model that helps to better
understand the different actors involved in the Smart Grid (Fig. 1).

A key actor in the presented model is the Customer who in the absence of
sufficient and feasible energy storage capacity will need to adapt the consumption to
the Bulk Generation to support in balancing the grid. Among all the different
customers, the residential domain accounts to an important part of the pie, leading
to an estimation of 25 % of electricity consumed in residential buildings by 2030
[50]. The Customer aims to lower the energy operation while the grid aims to
energy operation with a high degree of flexibility. The interplay of these two goals
in the residential domain is discussed in this chapter, where a virtual power plant
(VPP) is considered for such task.

Service providers

Operations

Markets

Bulk generation

Transmission Distribution

Customer

Secure Communication Flow

Electrical Flow

Conceptual Model

Photo: Colourbox

Fig. 1 Actors interaction in the different Smart Grid domains created by the National Institute of
Standards and Technologies (NIST) [30]
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There are several definitions of a VPP [25], however one that suits the purpose
of the chapter is given:

‘A VPP is a cluster of dispersed generator units, controllable loads and
storage systems, aggregated in order to operate as a unique power plant.’ [36]

It is very important to highlight that the VPP can aggregate load because the
available flexibility in a single house is rather modest.

In the United States, there are about 40 curtailment service providers, that are able
to aggregate up to 10,000 MW of flexibility on the demand side [17]. These entities
mainly focus on big industries. In Europe, there have been different projects focusing
on different aggregation levels: at a building level [2], at a neighbourhood level [27]
and at a city level [10]. In this chapter a VPP aggregates load at a building level.

1.2 Control of Smart Grid Residential Buildings

This chapter addresses the challenge of integrating a residential building in the
Smart Grid paradigm. A system level description of a smart grid residential building
is shown in Fig. 2. The building may have some storage solution and local
generation like a photovoltaic. The indoor climate conditions of the building are
influenced by the external temperature but also for the presence of the customers
(residents) and their actuation on electricity loads such as air conditioning. The
electricity market will interact with the building by modifying the electricity prices.

In the scenario describe above, the VPP will take control over the energy
resource of the building and optimise their performance based on price signals and
outdoor conditions. At the same time, the VPP will provide some flexibility to the
electricity market by means of demand response.

Battery / 
thermal storage

Local generation
(wind, solar...)

Energy 
markets

Customers

Outdoor conditions
(temperature, solar 

irradiation...)

Electricity loads
(home appliance,

lighting...)

Residential
building
system

Fig. 2 Smart grid residential
building system
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Using the conceptual model introduced in Fig. 1, the VPP would be placed in the
Service Provider domain. By means of sensors the VPP monitors the energy usage
of the Customers, in this case a residential building. Upon external triggers, such as
electricity prices provided by the Market, customers preferences, weather condi-
tions etc. the VPP actuates over some electricity resources in the building. These
resources can be classified in three areas [37]: Heating, ventilation and air condition
systems (HVAC), lighting and plug-loads.

2 State of the Art in Demand Response

This section starts with a definition of demand response followed by an explanation
of the benefits of providing it. The section finalises with a description of the different
demand response triggers and demand response resources in the residential domain.

2.1 Demand Response Definition

The Department of Energy of the United States defines demand response as:

‘Changes in electric usage by end-use customers from their normal con-
sumption patterns in response to changes in the price of electricity over time,
or to incentive payments designed to induce lower electricity use at times of
high wholesale market prices or when system reliability is jeopardized.’ [17]

The concept of demand response is easily misunderstood and confused. In some
literature they use a similar concept like active demand, which means active par-
ticipation of customers in the electricity market [6].

Demand response should be seen as a tool to provide flexibility on the electricity
consumption. This implies that it is not directly an energy efficiency mechanism:
energy efficiency measures imply a permanent change (reduction) on the electricity
use, like replacing a regular bulb for a LED one, while demand response is a
temporal adjustment on electricity consumption [17]. This adjustment does not
necessarily imply a reduction of the electricity load but shifting the electricity
consumption on time: reduce and increase load under certain circumstances.

Demand response can be expressed in many different ways, some of the most
common ones are:

• Load reduction: Implies to reduce the electricity usage. Similar terms are load
shedding or peak clipping.

• Load shifting: Implies to modify the energy consumption to shift the load to a
more convenient time period.
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Figure 3 illustrates a load shifting scenario. Electricity consumption can be
moved to periods where prices are lower and reduced when the prices are higher.
The overall energy consumption can be the same but the shape of the curve can
vary. Some of the characteristics required to provide demand response are:

• Response time: Depending on the purpose, demand response will require a
faster or slower response. The order of magnitude of the delivery time can vary
from a few seconds to a few hours [19].

• Load shifted: This is the electricity energy consumption to be shifted (kWh).
• Start time and duration: The starting time and the duration when the mentioned

load must be shifted.
• Value: Demand response provides flexibility that brings some service to the grid

and therefore has value that can be reflected as a monetary remuneration for the
customers. In [5], demand response has been considered as a resource in the trading
market while in [17] the authors carry out a survey on different demand response
programs where the price for demand response varies from 0.1–0.6 $ per kWh.
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Fig. 3 Load shifting scenario. The electricity consumption data has been extracted from 154
apartments of the test bed building in Denmark. The electricity prices have been extracted from the
Nord Pool Spot website (www.nordpoolspot.com). All the data corresponds to a winter day
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2.2 Demand Response Benefits

Demand response is an important resource that can provide several benefits for both
the customers and the grid operators. There are several papers that discuss the
advantages of it but they mainly focus in specific regions such as the European
Nordic market [4] and the United Kingdom market [42]. Some of the benefits listed
below have been extracted from the mentioned documents.

• Grid benefits:

– Reduction of generation margin: Reduced peak demand may decrease
investments in the total capacity installed1 [17].

– Avoid grid collapse/congestion: During contingencies demand response may
act as a reserve capacity, offering load reductions to avoid grid congestion or
collapse.

– Valley filling: Demand response can help to fill the valley periods where
energy is cheap.

– Enable the Smart Grid: The flexibility provided by demand response can deal
with intermittent energy resources, like wind and solar energy, and therefore
can be an enabler for the Smart Grid.

• Customer benefits:

– Electricity bill reduction: Demand response can provide to customers a
reduction on their electricity bill.

– Social responsibility: By providing demand response the customers have the
opportunity of doing something for the greater good, e.g. reducing CO2

emissions.

Some of the benefits mentioned above present some interest conflicts. From one
side the grid aims to global optimisation while the customers aim to local (indi-
vidual households) optimisation. The mismatch between these two goals is being
studied and could be approached by monetary exchanges.

2.3 Demand Response Triggers

In order to identify the conditions that trigger demand response it is first necessary
to introduce the different demand response programs. In the literature one can find
various classifications of these programs, however they mainly fall into three
categories [38]:

1 The Federal Energy Regulatory Commission (FERC) estimated the contribution from existing
United States demand response resources at about 5.8 per cent of 2008 summer peak demand.
Moreover, FERC recently estimated nationwide achievable demand response potential at
138,000 MW (14 per cent of peak demand) by 2019.
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• Price-based programs: These are market-driven programs which change the
electricity price upon time slots. The main goal is to motivate customers to
change their electricity consumption pattern. The hourly price variation of an
electricity market is shown in Fig. 4.

• Incentive or event-based programs: In these programs a set of demand response
requests are sent from the utility to the demand response provider. The main
reason for this request is to provide reliability (ancillary) services to the grid.

• Demand reduction bids: In these programs customers send demand reduction
bids to the utility company or aggregator. These bids would inform about the
available demand to be shifted and the requested price.

Three different signals that trigger demand response have been identified from
the described programs:

• Electricity price: The electricity price per time unit (EUR/MWh) is a control
input for the demand response provider.

• Demand response request: The utility asks the demand response provider
(aggregator) some flexibility in exchange of some economic incentives.

• Demand response offer: The demand response provider offers flexibility to the
utility which accepts the demand response bid in exchange of an economic
incentive.
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2.4 Demand Response Resources

Demand response techniques in commercial buildings are addressed in [29] and
some of the information can be extrapolated to residential buildings. In residential
households demand response resources mainly fall in one of the three categories:

• HVAC systems: Heating, ventilation and air conditioning appliances have a
large demand response potential. From one side they consume large amounts of
power (order of kW) while the service that they provide, indoor climate con-
ditions, can be stored by the thermal inertia of the building. In warm countries
the main contribution would come from air conditioners. In cold countries there
is a movement towards integration of heat pumps [12].

• Lighting: These systems are not as suitable for demand response purposes as
HVAC systems because their energy consumption is lower and their usage very
depends on the customers.

• Plug-loads: These loads differ from the previous ones on being distributed rather
than centralised. The usage of appliances inside this category is very dependent
on the customer willingness and their electricity power consumption varies from
a few W to kW. The term smart appliance falls in this category. In [45] there is a
full description on how smart appliances can provide the required flexibility.
There is a growing interest in smart appliances, important white goods com-
panies like General Electric and Whirlpool have announced that their future
products will have the capability to react upon demand response signals such as
electricity price [17].
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The demand response resources in a residential building can also be classified
upon their controllability: automatic control (e.g. fridge), semi-automatic control
(e.g. a washing machine) and manual control (e.g. coffee machine). This classifi-
cation is related with the degree of involvement of the customer.

Although each person is different, people tend to have similar habits, like
cooking at the same time, going to work at similar hours etc. These patterns are
reflected in similar energy consumptions like shown in Fig. 5.

3 Monitoring and Controlling a Residential Building

The previous sections are meant to provide background information to introduce the
reader in the key topic of this chapter: monitoring and controlling of a residential
building to provide demand response by means of a VPP. First the overall archi-
tecture of the system is introduced. Second, the monitoring infrastructure is
presented. Finally the control methods driven inside the VPP to provide demand
response while optimising the energy usage of the building are described.

3.1 System Overview

The VPP is an entity with a two-fold objective: from one side it monitors and
controls the energy usage in the building in an optimal way while from the other
side it provides demand response to the electricity grid helping the stability of the
latter. To achieve both goals the interaction with the customers and a set of external
actors is crucial. The VPP has access to sensor data from inside the building. It
receives information about the electricity price in the market and local weather
forecast. The computational intelligence of the VPP processes all this information
and through controllers it regulates the energy resources in the building.

The VPP is connected to an aggregator and provides demand response to it. The
VPP may modify the optimal schedule of energy usage in the building to satisfy the
needs of the aggregator receiving in exchange a monetary remuneration.

In the context diagram in Fig. 6 the VPP can be seen together with all the actors
that interact with it. To better understand the overall system each actor is described
in more detail:

• Aggregator: This actor represents an external system which is in contact with the
distribution system operator and interacts with the VPP by exchanging demand
response requests and offers.

• Electricity market: This actor represents the market where the electricity price is
set. It provides the VPP with updated data of the electricity price profiles as the
one shown in Fig. 4.
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• Local generation and storage: This actor represents the local production of
electricity and the storage capacity in the building. The VPP decides whether the
building should use local generation or stored electricity or buy it to the grid.

• Customers: This actor represents the residents and people who interact with the
VPP by setting some constraints in the indoor climate conditions, by getting
some services, like energy optimisation, and by responding to some petitions,
like load shifting.

• Controlling infrastructure: This actor represents all the electronic equipment that
provides the VPP with control over the energy consuming devices in the
building.

• Sensor infrastructure: This actor represents an external system that provides the
VPP with updated data of the energy usage and other local information send by
sensors in the building.

• Predictions models: This actor represents external systems that provide forecast
on local weather, load prediction and thermal conditions among others.

3.2 Monitoring Infrastructure

Monitoring of the energy usage is the first necessary step towards the integration of
the VPP in a residential building. The monitoring program of the VPP supports the
system operation, enables fault detection and control decisions. The information
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Fig. 6 Context diagram of a VPP of a residential building
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provided is useful for the residents because they can gain a better insight on their
energy habits and they can be provided with energy recommendations for a more
sustainable and economic behaviour. These data are also useful for the grid because
they can gain understanding on the energy habits of the end-users.

The VPP of a residential building monitors the energy usage in the building and
information from external systems. The list below provides the different informa-
tion that is under observation by the VPP:

• Electricity consumption: The electricity consumed in the different households
and common areas in the building is used for customer awareness and to support
control tasks.

• Indoor climate conditions: The environmental conditions of the building like the
temperature, humidity and CO2 level are used for regulating the HVAC systems
for optimal indoor climate conditions. Additionally, in absence of passive
infrared sensors2 the CO2 concentration can provide an estimation of human
presence.

• Water usage: By monitoring the water consumption the customers can receive
some recommendations on their water usage. Additionally, the use of water in
an apartment can also be an indicator of whether a person is at home or not.

• Local production and storage: The produced and stored energy is monitored by
the VPP to decide whether to buy electricity from the grid or to use the locally
produced and/or stored. In addition, the VPP can decide when the electricity
price is low to buy electricity and recharge the battery. There are several
international standard of performance monitoring of different local production
options, like photovoltaic power system, and battery solutions. Some of these
standards are presented in [16].

• Electricity price: The electricity price per time unit is used for the VPP to
optimise the economic benefits of the customers. From one side by scheduling
the operation of several electric consumption devices (HVAC, lighting and
plug-loads) and from the other by deciding when to buy energy or when to use
the locally produced and/or stored. In a price-based demand response program it
can also be used for demand response provision.

• Weather forecast: The outdoor weather conditions are used by the VPP for
optimal control of HVAC systems and make use of the thermal storage of the
building.

The VPP monitors all the information listed above in near real time. The
information from electricity consumption, indoor climate conditions, water usage
and local production and storage is provided by a sensor network deployed in the
building. The other information is provided by external actors.

Important information that could be extracted from all the observed data is the
presence of a person inside an apartment. Knowing if a home is empty would
enable the VPP to carry some actions such as switching off devices with standby

2 Passive infra-red (PIR) sensors are used for motion detection.
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mode or modifying the indoor climate conditions. Computational intelligent tech-
niques such neuronal networks and support vector machine regressions could be
used to obtain a reliable and computationally fast model to identify the presence of
a person in an apartment based on data like CO2 levels, water usage and electricity
consumption. An example of the data that the VPP is monitoring can be seen in
Fig. 7, where the indoor climate conditions of an apartment are shown.

With high granularity electricity consumption data it is possible to use pattern
recognition models to accurately identify the different electronic devices being used
[7]. This can enable the VPP to provide demand response in a fast manner but also
to analyse possible malfunctions of electric appliances. In [34] the authors present
the profile of several home appliances with a resolution of one second. These data
can be used to gain insight on the demand response potential of different white
goods but also to develop accurate electricity load models.

3.3 Building Control with Demand Response Support

Building automation systems can reduce electricity costs by shaping the demand
profile. It is possible to switch the peak demand by making use of the thermal mass
of the building and local electric storage and production. However, this requires
planning based on detailed information of current and prediction of future states in
weather conditions, building usage and electricity prices among others.
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Fig. 7 Monitoring indoor climate conditions. Relative humidity and CO2 concentration level of
an apartment in the test bed building in Denmark with 5 s resolution
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The basic operation of the building is to maintain a high level of comfort for the
residents while at the same time keeping operational costs low. This includes
minimizing the energy consumption and the carbon dioxide emission related to the
building operation. This implies balancing the heat in the building zones to control
temperatures and to balance air to control pressures and pollutants e.g., carbon
dioxide at appropriate concentration levels. This operation is a complicated task
since disturbances such as external temperature, solar irradiation, wind and
humidity conditions change over time. In addition, heat gains from electrical
equipment, lighting, heat and air losses need to be part of the equation. Finally, the
presence and behaviour of the residents must be taken into account.

Logic-based management systems utilizing decision tree rules (e.g., if-then-else
statements) are widely used for energy management in literature. In [47], the
authors introduce a three-level hierarchical rule-based supervisory control using
fuzzy logic to regulate a low energy building. They claim that fuzzy rule based
controllers are suitable for systems with high uncertainties like the latter. In [49],
the authors propose an operational building automation system to be conceptually
decomposed into hierarchical levels such as unit commitment (e.g., the start-up and
shut-down of equipment), economic dispatch governed by energy market prices and
feedback and control. This leads to a decision hierarchy in which each branch in the
tree can be assigned a weight reflecting the incentives governing the decision e.g.,
economic incentives. The authors propose a proactive optimisation-based energy
management framework able to incorporate disturbances forecasts and predictive
building models [49]. The goal is to find optimum policies for a set of binaries
modelling the on/off behaviour of appliances and a set of continuous control var-
iable that minimise future and expected costs of the building system operation.

Intelligent thermal mass control strategies can then be identified in a simulation
environment using an analysis tool such as the one presented in [9]. It is argued that
it is only necessary to change the control strategy used for adjusting zone tem-
perature set-points. This puts limitation on how quick a response can be obtained
from the control of a heating and cooling system of a building. Earlier studies have
also shown that the energy saving potential and ‘best’ control strategy are very
dependent upon the system and particular weather conditions [9].

The main problem of current energy management systems is that their control is
reactive, implying that the control decision are made with the current states of
disturbances and system variables. This can lead to instability of the system due to a
high frequency in start-ups and shut-downs. In [26], the authors analyse the
different control inefficiencies in HVAC systems and outline possible approaches to
tackle these problems, like model predictive control (MPC). MPC has lately
emerged as a suitable solution and has been used in many studies to regulate HVAC
systems in buildings [21, 46]. MPC has also been used to regulate lighting, local
storage and local production [31, 49]. The main benefit of using MPC is its inherent
ability on tackle complex dynamics and system constraints.

The control algorithm that VPP uses to regulate the energy resource of a resi-
dential building is based on a MPC. This controller regulates the HVAC system, the
lighting system, some plug-loads, the local storage and the local production. The
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control variables are chosen by solving a multi-objective optimisation problem:
maximise residents comfort, minimise electricity costs and provide demand
response. The latter optimisation parameter can be defined as minimising the dif-
ference between the current and the desired electricity consumption with a demand
response event. Some studies also include the CO2 emissions in the optimisation
function (e.g. [46]), however CO2 levels have not been considered in this work.

Multi-objective optimisation functions may have the problem of conflicting
goals, also known as Pareto efficiency, meaning that one cannot minimise one
parameter without incrementing another. This problem is addressed in [48] where
they try to maximise the user comfort and minimise the electricity usage. This
situation can be better understood by an illustration of the Pareto front3 in Fig. 8. If
a Pareto front is steep it means that a short error in one optimisation parameter leave
to a high divergence in another: a short error in the comfort leads to a higher energy
consumption. It is then necessary to use the flexibility in one parameter, e.g. res-
ident’s comfort, to increase the overall performance. In [48], the authors solve this
problem by a utopia-tracking approach where they minimise the distance to the
utopia point rather than calculating the Pareto front. However, this problem can also
be miti-gated by introducing soft-constraints in the designed MPC. The main dis-
advantage of using this kind of constraints is that per each soft-constraint a new
optimisation parameter is introduced, increasing the computational time and com-
plexity when solving the equation.
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Fig. 8 Steep and non-steep Pareto fronts

3 The Pareto front is a curve that represents the optimal performance for a multi-objective opti-
misation with conflicting goals.
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Computational intelligence techniques such as genetic algorithm (GA) and
particle swarm optimisation (PSO) have been used to solve multi-objective opti-
misation problems with conflicting goals. In [32], the authors proved that using
PSO in a multi-objective optimisation can solve efficiently well-known problems
such as concavity and discontinuity of the Pareto front. In [18], the authors claim
that by using a PSO they speed up the search of the Pareto front for a multi-
objective optimisation, which may be even more critical for steep fronts due to the
need of good resolution in the steeped part of the curve. Apart from PSO tech-
niques, GA can also be used to solve multi-objective optimisations. In [22] the
authors use a GA using a specialised fitness function and implementing methods to
stimulate solution diversity.

Another problem that the VPP needs to tackle is the fact that some of the
variables in the system are binary variables (e.g. on/off actuators). In linear systems
with non-continuous variables, the optimisation function cannot be solved by the
regular techniques and requires solving a mixed-integer linear problem (MILP). In
[41], a similar multi-objective MILP problem to the one solved by the VPP is
presented. The authors goal is to minimise the annual energy costs of a building
with local generation and storage subject to a set of constraints (e.g. energy bal-
ancing) to design an optimal operating schedule and decide on investment of new
technologies (e.g. inversion on new photovoltaic). The problem faced by the VPP is
slightly different than the latter due to the non-linearities present in building energy
systems, leading to solve a mixed-integer non-linear problem (MINLP) instead.

The problem to be solved by the VPP differs from the reviewed above on the
need to provide demand response. The demand response is triggered by electricity
prices established by the electricity market but also by demand response petitions of
the aggregator. The choice of optimisation targets motivates demand response
provision. It is important to highlight that the VPP does not trade demand response
with the electricity market, this negotiation is handled by the aggregator who sends
demand response petitions to the VPP. If that was the case, the VPP should
incorporate game theory or agent-based systems [49]. The VPP receives demand
response petitions in a similar way as defined in [40]: it receives a starting time of
the demand response event, duration and a load to be shifted. Additionally, a
monetary value associate to the demand response event could be included [40]. This
income would need to be considered in the optimisation function but for simplicity
it has been omitted.

The block diagram of the designed MPC that controls the energy usage of a
residential building is shown in Fig. 9. The functionality of the systems is the
following. By means of sensors the current states of the building (temperature,
electricity consumption etc.) are measured and fed into the building model. With
the provided measurements, the control signal and the disturbances (e.g. weather
conditions) the building model makes a prediction on the system values. These
predicted values are fed in the optimisation block together with the cost function
and the constraints that must be held to define the control actions. The control
signals are sent again to the model until the prediction horizon is reached, when the
control signal is sent to the different subsystems inside the real building. The
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described process is iterative and the performance of it depends on the prediction
horizon, the estimation accuracy, the weight parameters in the optimisation function
and the constraints.

Following the typical control nomenclature the system variables at the kth instant
are xðkÞ, the control inputs are uðkÞ, the measurements are yðkÞ and the disturbances
are dðkÞ. The system variables can be expressed as:

xðkÞ ¼ ½xhvacðkÞ xlightingðkÞ xplug�loadðkÞ xstorageðkÞ xproductionðkÞ�T ð1Þ

Examples of these variables could be indoor temperature, indoor light level,
home appliance consumption, battery capacity and nominal production. The control
inputs can be expressed in a similar way:

uðkÞ ¼ ½uhvacðkÞ ulightingðkÞ uplug�loadðkÞ ustorageðkÞ uproductionðkÞ�T ð2Þ

Examples of these variables could be turning on/off a fan, a window control,
signals to smart plugs, discharging the battery and control parameter to regulate the
local production (e.g. pitch angle in a wind turbine). The system disturbances
considered are mainly of two kinds: outdoor weather conditions and human
behaviour. The former act as a slow dynamic disturbance while the second as a fast
disturbance.

Optimisation

HVAC model

Lighting model

Storage model

Production model

Building model

Real building

cost 
function constraints

disturbances

control signals

control signals

measured values

predicted values

Model
Predictive
Control

Plug-load model

Optimisation

HVAC model

Lighting model

Storage model

Production model

Building model

cost 
function constraints

control signals

predicted values

Model
Predictive
Control

Plug-load model

Fig. 9 Block diagram of the model predictive control of a residential building
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The optimisation function to be solved takes into account four different targets:
minimise the electricity costs, minimise the residents discomfort, minimise the
difference between the electricity consumption and the desirable if providing
demand response and minimising the divergence on the soft-constraints. The
optimisation function is restricted to hard-constraints, that cannot be violated, and
soft-constraints, that can be violated but it is not desirable. An example of a hard-
constraint is that the consumed electricity is equal to the sum of local production,
battery use and grid electricity. An example of soft-constraint is the comfort level of
the residents. The mathematical formulation of the optimisation problem is the
following:

minðw1U1 þ w2U2 þ w3U3 þ w4U4Þ ð3Þ

s:t: hhardðx; u; dÞ� 0 ð4Þ

hsoftðx; u; dÞ� 0 ð5Þ

where wi is the weight to each of the different targets U, hhard and hsoft are the hard
and soft-constraints respectively. Each optimisation function U is reflecting one of
the optimisation criteria:

U1ðkÞ ¼ EL PriceðkÞ � EL ConsumptionðkÞ ð6Þ

U2ðkÞ ¼ f ðtemperatureðkÞ;CO2ðkÞ; humidityðkÞÞ ð7Þ

U3ðkÞ ¼ EL ConsumptionðkÞ � EL Consumption DRðkÞk k ð8Þ

U4ðkÞ ¼ eðkÞk k ð9Þ

where EL Consumption means the electricity provided by the grid and e are the new
variables introduced due to the soft-constraints:

xmin � eðkÞ� xðkÞ� xmax þ eðkÞ ð10Þ

The different optimisation criteria U have different metrics and need to be
normalised. U1 concerns the economic costs, U2 the resident comfort, U3 the
demand response and U4 the soft-constraints.

As mentioned before, the optimisation problem defined is a MINLP and it is not
easy to solve. Two different ways of solving MINLP problems are proposed in [49]:
warm-staring technique and approximation and hierarchical approaches. The warm-
starting technique is based on the fact that the solution at the kth instant is closely
related to the one at the (k + 1)th instant. The second approach aims to obtain an
alternative approximation solution based on hierarchic decomposition and lineari-
sation of the problem. Beside the complexity of the problem, another challenge that
the VPP needs to tackle is to solve the optimisation problem in an efficient and fast
manner to provide the services required. A possible solution in order to simplify
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and faster the calculation is the use of the utopia-tracking proposed in [48] or to
reformulate and relax the proposed problem as described in [1]. Nevertheless, there
is a need of computational intelligence techniques to solve the proposed problem.

4 Prediction Models for Optimisation

The control strategy presented in the previous section is based on a set of models of
different nature. When regulating HVAC systems the building’s physics are usually
modelled, e.g. thermal model of a system [31, 51]. Local weather forecast models
are also used in this scenario. When regulating plug-loads and lighting systems the
involvement of the user is larger than for HVAC systems. For the latter, there are a
set of load forecasting models that are based on the behaviour of the customers
rather than the physics of the building. The optimisation function presented before
needs a price signal for maximising the profit of the customer. This price can be
provided by the electricity market or by a model. All these models mentioned above
can be used by the VPP for its operation.

In addition to the prediction capability, the VPP needs models that are able to
run in an efficient and fast manner because they are iteratively used by the MPC.
This section presents some of these models that could be used by the VPP for its
operation. Some of the models presented could be used to construct the building
model shown in Fig. 9 while others, e.g. electricity price models, could provide
information to be used in the optimisation algorithm. Computational intelligence
techniques, such as neuronal network, present interesting advantages that are dis-
cussed in the following subsections. Table 1 summarises the benefits that each
model described can provide to the VPP.

4.1 Thermal Models

A thermal model of a system, e.g. a residential building, is able to predict the
thermal indoor conditions for a given set-up (indoor temperature, outdoor

Table 1 Models used for optimising the energy usage in a building

Model Benefits for energy optimisation

Thermal Support control strategy by predicting indoor climate conditions to ensure
customer thermal comfort (HVAC model)

Local weather
forecast

Providing weather forecast data to be used in thermal and load prediction
models (support HVAC and load prediction models)

Load prediction Provide an estimation of the electricity load to plan but also to assess
demand response strategies (lighting and plug-loads models)

Electricity price Schedule the electricity usage to optimise the monetary benefit (optimi-
sation function)
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temperature, humidity etc.). There are different techniques to provide a forecast of
the indoor climate conditions of a building.

In [31, 51], the authors present a model based on heat transfer theory to predict
the environmental conditions. The predicted values are used to optimally control the
indoor climate conditions of the building, i.e. minimising energy consumption and
maximising user comfort. In [44], the authors describe a numerical model that is
able to predict indoor environment conditions such as air temperature, air velocity
and water vapour pressure in the air. The proposed model is based on computational
fluid dynamics.4 The authors claim that their model can be used to predict the
thermal comfort accurately.

In [23], the authors describe a model based on dynamic neural network. They
used this model for a multi-objective optimisation similar to the one solved by the
VPP: maximise energy savings and keep room temperature at an acceptable level.
To solve this optimisation problem they used a PSO algorithm. The authors
demonstrated the performance of the model in a test bed and claim savings up to
30 % of energy while keeping the temperature at an adequate range.

The methods described above provide an estimation of the indoor climate
conditions like temperature and humidity. The firsts introduced models are based on
the physics of the system while the last one is based on data mining. The main
advantage of using a data-based approach is simplicity: there is no need of explicit
knowledge about the underlying physical process being modelled and non-linear-
ities of physic-based models can be removed [46]. Both types of prediction models
can be used by the VPP in the HVAC model for an optimal control of the thermal
conditions in a building. By means of these models, the VPP can forecast the results
of control strategy and assess whether or not the customer thermal comfort would
be compromised.

4.2 Local Weather Forecast Models

The building thermal models described in the previous section require some
outdoor values, e.g. the local outdoor temperature, to predict the thermal behaviour
inside a building. These environmental conditions can be provided by a local
weather forecast model.

Weather forecast models can provide different kinds of information. In [8], they
present a model named THOR that is able to provide forecast on air pollution on a
local level, i.e. street level. In [31], instead of modelling the weather conditions they
model the uncertainty of the weather information provided by the national weather
service of Switzerland (MeteoSwiss). The authors use the outside temperature, wet-
bulb temperature and solar radiation provided by MeteoSwiss to control the indoor

4 Computational fluid dynamics (CFD) is a branch of fluid mechanics that solve problems related
with fluid flows using numerical methods and algorithms.
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climate conditions of the system. Additionally, they use the model of the uncer-
tainty on the weather information as a disturbance in their control loop.

Local weather forecast models provide information that can be introduced in a
building thermal model (physics-based and data-based). Therefore, the VPP can use
these models to get an estimation of the local outdoor environmental variables, e.g.
outdoor temperature and air pollution, and use these values as input parameters in a
thermal building model.

4.3 Load Prediction Models

Load prediction models are able to predict the electricity consumed in facilities, i.e.
a residential building. There are different methodologies to provide a prediction of
the energy usage in a building. Some of these techniques are described below.

In [20], the authors present a model based on neuronal networks to predict the
energy consumption in buildings. They analyse which input variables are suitable
for obtaining good estimation on the electricity usage. They reached the conclusion
that weather variables such as solar irradiation and local temperature are important
to obtain an accurate result while other like humidity and wind speed are not
relevant. The authors claim that they can obtain an accurate 24 h forecast of the
electricity load.

In [28], they use a linear regression-based model. This model has as input
variables time of the week and outdoor air temperature. The authors used the
predicted load to assess the effectiveness of demand response strategies that have
already occurred. They used the load prediction model for estimating what would
have happened in case a demand response event had not occurred.

Load prediction models can be used by the VPP to get an estimation of the future
energy usage in a building, e.g. lighting and plug-loads, and schedule demand
response events. Additionally, the VPP can use these models to assess the previous
demand response events in a similar way as described in [28].

4.4 Electricity Price Models

These models provide a forecast of the electricity market price and are usually used
by power producers. This forecast can also be used by electricity consumers in
order to optimise their profits.

There are several models that are able to predict the electricity price given certain
input parameters. These models can be classified in two groups: hard-computing
and soft-computing models. In the first group there are techniques such as auto-
regressive and autoregressive integrated moving average models. In the second
group there are techniques such as artificial neuronal networks and fuzzy neuronal
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networks. Among all the different models artificial neuronal networks have received
the larger attention.

In [3], the authors present a neuronal network model that is able to predict the
electricity price for a day-ahead deregulated market. The model uses as input
variables the previous electricity price in three time frames: previous hours, pre-
vious days and previous weeks. They pre-process these data and introduce it into a
feed-forward neuronal network. They have tested their model in two scenarios, one
in Spain and the other in the United States, and they have compared their results
with 17 other methods. The authors claim that their model is able to produce results
with an average accuracy of around 5 per cent within a computational time of
15 ms.

Electricity price models like the one described above provide useful information
to the electricity customers because they can adapt their electricity consumption to
the price. The VPP can use these models to optimally schedule the load profile in
such a way that maximises the profit of the customers.

5 The Involvement of the Customer

The traditional electrical grid considered the electricity consumers as simple load
points. However, in the Smart Grid the consumers play a much important role: they
consume electricity but they also provide some flexibility or even energy to the
grid. It seems that now the traditional consumer is being replace by prosumer, term
created by Alvin Toffler in 1980 which stands for the combination of producer and
consumer [35]. In this scenario, new services and tools will be deployed to motivate
and ease the higher level of engagement of the customers. This section discusses the
new role that the customers will play in the Smart Grid.

5.1 Customer Awareness

The first step towards engagement of the customer with the electrical grid is con-
sumption awareness. Most of the customers are agnostic on the electricity they use,
they are not conscious about the amount of energy they consume or in which manner
they use that energy. Some surveys claim that the customers are willing to get a
better understanding of their energy behaviour, both in a device level but also in an
aggregate level [39]. There have been many studies on providing feedback to cus-
tomers about energy consumption in different countries and with different set-ups,
regardless of their differences they all claim energy savings of 10 % in average [13].
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The feedback programs use different time frames and have different character-
istics, however they all can be classified in one of these two categories [13]:

• Indirect feedback: Provide information to the customer after the consumption of
energy has occurred.

• Direct feedback: Provide near real time feedback, delayed from a few seconds to
a few minutes, on the electricity consumption.

In both cases, the energy information provided to the customer should be easy to
understand for the non-technical people and should ensure the privacy of the user.
The information collected by the VPP through the monitoring infrastructure can be
used to provide customers with feedback on their energy consumption contributing
that way to increase the customer awareness.

5.2 Customer Involvement

The next step towards a higher engagement of the customer with the electrical grid
is an active participation by shaping their electricity consumption to the needs of the
grid. To which extend and how the customer committed is a topic that is being
studied thoroughly.

A first challenge in this scenario is to make people understand the need of
demand response. Energy efficiency and demand response have been proved to be
complicated concepts that require an effort from the customer who would need to be
educated [17]. Some surveys show that the customers are not yet willing to learn
such new concepts [24].

A first logical step to make the customer adapt their electricity consumption is by
providing monetary incentives. The main problem is that there is still the feeling
that one should not renounce to some privileges, like taking a long shower or
baking rolls in the oven, for energy concerns. These task are seen from the customer
as non-negotiable practices [43], and a decrease of cost would not change cus-
tomers behaviour. The idea of schedule activities to adapt energy consumption is
still unacceptable for many.

Taking all constraints that the customers may have three different kind of control
strategies have been defined depending on their level of involvement. These three
different kinds of interventions have been integrated in the VPP:

• Back stage interventions: In these interventions the customer is not involved but
can feel the effects of it. These kind of interventions are the most attractive for
the grid because they do not depend on customer behaviour and are therefore
more reliable. The designed MPC takes care of these actions.

• Back-front stage interventions: The customer is partially involved on the control
strategy. A good example of this intervention can be an optimal control of the
indoor climate conditions of a household. The customer sets some constraints on
the maximum and minimum temperature that is willing to accept as well
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humidity levels and other indoor climate conditions. Then the VPP optimally
regulates the HVAC systems to satisfy the needs of the customer. The designed
MPC takes care of these actions.

• Front stage interventions: In this kind of interventions the customer is directly
involved and is required to actuate. A good example of this intervention would
be to ask the customer to put their laundry at a certain time. The designed MPC
is not responsible of these actions. A significant divergence between the elec-
tricity consumption and the desired consumption profile (with demand response
events) will trigger this kind of interventions.

In the on-going pilot study in Denmark the engagement of the customer will be
analysed by means of flexibility concepts. A first flexibility concept is based on the
thermal comfort. The customers will set some preferences on their indoor climate
conditions and the MPC of the VPP will ensure the comfort of the residents.
A second flexibility concept is based on providing the user with forecast infor-
mation on electricity prices, energy recommendations but also show them their
consumption through a mobile application. The idea is to influence the customer’s
behaviour and engage them.

6 A Pilot Study

The proposed concept of the VPP is being under study and development in a
Danish research project called Virtual Power Plant for Smart Grid Ready Buildings
and Customers (VPP4SGR). This on-going project was started in spring 2013 and
aims to develop a VPP to monitor and control the energy usage of a residential
building while providing demand response to the grid. An active participation of the
residents of the building is crucial to provide the required flexibility. This
engagement is also being investigated in the project by a group of anthropologists.

The VPP4SGR project uses as a test bed a newly constructed low-energy
building with 12 floors and 159 apartments named Grundfos Dormitory Lab placed
in the city of Aarhus in Denmark. The building is equipped with district heating,
ventilation, heat recovery on waste-water and general consumption. The energy
usage in the building is being monitored by more than 3,000 sensors that provide
data with a 5 s resolution on indoor climate conditions, electricity usage, district
heating and domestic water use per each of the apartments. The Grundfos Dor-
mitory Lab is the house of around 180 students who live either in individual
apartments or two-person apartments. Each apartment has a size no larger than
40 m2 and is equipped with oven, stoves, extraction hood and other devices. The
students do not have laundry or dryer in their apartment but there is a common
laundry room in the basement.

The consumption profile of the dormitory is shown in Fig. 10. The electricity
consumption oscillates around 325 kWh per day. It can be observed that the
electricity consumption decreases during the weekends. The observed big drop is
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due to the Christmas holiday, when most of the students were not in their apart-
ments. A first analysis of the data shows that the daily electricity consumption of all
the apartments (excluding laundry room) can be approximated as a Log-normal
distribution with around 70 % of the apartments consuming between 1 and 2.5 kWh
per day. In [11], the authors have analysed a different data set of aggregated
electricity consumption in residential households leading also to a Log-normal
distribution. The low consumption profile of the apartments is caused by the fact
that the apartments are small, they are occupied by one or two people and they are
not equipped with heavy consuming appliances such washing machine or
dishwasher.

All the data collected during the development of this project will be analysed
using data mining techniques. To that extend, computational intelligence techniques
such as neuronal networks or support vector machine can be used to construct the
required models to run the MPC.

The project is expected to provide recommendations on the construction of
future buildings and the improvement of the existing ones to be ready for the Smart
Grid. Additionally, the project aims to develop models to better understand the
energy behaviour of the customers and to gain insight and provide recommenda-
tions on means to involve the customers to a larger degree.

7 Conclusions

The upcoming electrical grid, known as the Smart Grid, will need to handle a higher
penetration of distributed energy resources thus turning the traditional production-
based system towards a demand-based system. This new grid will open a wide
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range of opportunities but also challenges. This chapter presents some of the
challenges to be faced by a residential building in that scenario and ways to tackle
them. This is done by using a VPP that monitors and controls the building’s energy
resources and provides demand response to the grid.

It is expected that in the near future the present shortcomings to introduce
demand response will be solved. This will be achieved by a higher penetration of
information and communication technologies together with new control strategies
that will enable a more automatic and user-friendly manner to provide demand
response. The solution presented in this chapter uses a centralised entity, a VPP,
which is responsible of gathering all the required information to rule a residential
building.

The VPP takes control over the HVAC systems, the lighting, some plug-loads,
the local storage and the local production installed in the building by using a MPC.
The designed control strategy aims to optimise the energy resources of the building
and provide flexibility to the grid by: minimising the electricity costs, maximising
the customer comfort and minimising the difference between the electricity con-
sumption with and without demand response provision. This latter parameter in
the optimisation function has not been found in the literature and together with the
electricity price minimisation promotes the provision of demand response to the
grid.

In order to tackle the conflicting goals identified in the multi-objective optimi-
sation function the proposed MPC uses soft-constraints, thus incrementing the
complexity of the optimisation. The optimisation problem has been identified as a
MINLP due to the presence of binary variables and non-linearities in the system.
The chapter gives an overview of how could this problem be solved and raises the
need of computational intelligence techniques to solve this task in a fast and effi-
cient manner.

The proposed MPC uses a set of models during its operation which need to have
a short executing time and good accuracy. Among the different techniques that have
been presented for the different models, computational intelligence techniques such
as neuronal networks and support vector machine present promising results that
need to be further investigated.

The on-going research expects to be able to deepen the knowledge on the
domain with the presented test bed. Questions like a suitable weight for the different
optimisation parameters, the required computational power of the VPP but also
suitable models to explain the electricity consumption are expected to be answered
during the development of the VPP4SGR project.

The proposed chapter has presented the integration challenges of a residential
building in the Smart Grid, it has proposed a solution and has discussed about the
computational intelligence techniques to be used in this application domain.
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Application of Some Modern Techniques
in Load Frequency Control in Power
Systems

Naglaa Kamel Bahgaat, Mohammed Ibrahim El-Sayed Ahmed,
Mohamed A. Moustafa Hassan and Fahmy M. Bendary

Abstract The main objective of Load Frequency Control (LFC) is to regulate the
power output of the electric generator within an area in response to changes in
system frequency and tie-line loading. Thus the LFC helps in maintaining the
scheduled system frequency and tie-line power interchange with the other areas
within the prescribed limits. Most LFCs are primarily composed of an integral
controller. The integrator gain is set to a level that compromises between fast
transient recovery and low overshoot in the dynamic response of the overall system.
This type of controller is slow and does not allow the controller designer to take
into account possible changes in operating conditions and non-linearities in the
generator unit. Moreover, it lacks robustness. This chapter studies LFC in two areas
power system using PID controller. In this chapter, PID parameters are tuned using
different tuning techniques. The overshoots and settling times with the proposed
controllers are better than the outputs of the conventional PID controllers. This
chapter uses MATLAB/SIMULINK software. Simulations are done by using the
same PID parameters for the two different areas because it gives a better perfor-
mance for the system frequency response than the case of using two different sets of
PID parameters for the two areas. The used methods in this chapter are: (a) Particle
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SwarmOptimization,(b)AdaptiveWeight Particle SwarmOptimization, (c) Adaptive
Acceleration Coefficients based PSO (AACPSO) and (d) Adaptive Neuro Fuzzy
Inference System (ANFIS). The comparison has been carried out for these different
controllers for two areas power system, the study presents advanced techniques
for Load Frequency Control. These proposed techniques are based on Artificial
Intelligence. It gives promising results.

Keywords Adaptive acceleration coefficients based particle swarm optimization �
Adaptive fuzzy � Adaptive weight particle swarm optimization � ANFIS � Load
frequency control � Particle swarm optimization technique

1 Introduction

Frequency is an explanation of stability criterion in power systems [17, 18, 27, 35].
To provide the stability, active power balance and steady frequency are required.
Frequency depends on active power balance. If any change occurs in active power
demand/generation in power systems, frequency cannot be hold in its rated value.
So oscillations increase in both power and frequency. Thus, system subjects to a
serious instability problem. In electric power generation, system disturbances
caused by load fluctuations result in changes to the desired frequency value.
Automatic Generation Control (AGC) or Load Frequency Control (LFC) is an
important issue in power system operation and control for supplying stable and
reliable electric power with good quality [28, 33]. The principle aspect of Auto-
matic Load Frequency Control is to maintain the generator power output and
frequency within the prescribed limits.

In order to keep the power system in normal operating state, a number of
controllers are used in practice. The PID controller will be used for the stabilization
of the frequency in the load frequency control problems [17, 18, 27, 28, 35]. Each
control area is responsible for individual load changes and scheduled interchanges
with neighboring areas [31]. Area load changes and abnormal conditions leads to
mismatches in frequency and tie line power interchanges which are to be main-
tained in the permissible limits, for the robust operation of the power system. For
simplicity, the effects of governor dead band are neglected in the Load Frequency
Control studies. To study the realistic analysis of the system performance, the
governor dead band effect is to be incorporated. To improve the stability of the
power networks, it is necessary to design LFC system that controls the power
generation and active power at tie lines.

Many studies have been carried out in the past on this important issue in power
systems, which is the load frequency control. As stated in some literature [11, 16, 25],
its objective is to minimize the transient deviations in these variables (area frequency
and tie-line power interchange) and to ensure their steady state errors to be zeros.
In this chapter, different intelligent techniques such that Particle Swarm Optimization
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(PSO), Adaptive Weighted Particle Swarm Optimization techniques (AWPSO),
Adaptive Acceleration Coefficients based PSO (AACPSO) and Adaptive Neuro
Fuzzy Inference System (ANFIS) will be used to determine the parameters of a PID
controller according to the system dynamics. Using the same parameters of PID
controller for the two different areas because it gives a better performance for the
system frequency response than in case of using two different PID parameters for
each different area [25]. In the integral controller, if the integral gain is very high,
undesirable and unacceptable large overshoots will be occurred. However, adjusting
the maximum and minimum values of proportional (Kp), integral (Ki) and integral
(Kd) gains respectively, the outputs of the system (voltage, frequency) could be
improved. The main objectives of LFC, is to regulate the power output of the electric
generator within a prescribed area in response to changes in system frequency, tie line
loading so as to maintain the scheduled system frequency and interchange with the
other areas within the prescribed limits.

In this simulation study, two area power systems parameters are chosen and load
frequency control of this system is made based on PID controller by using Particle
Swarm Optimization and Adaptive Weight Particle Swarm Optimization Techniques
(PSO) and (AWPSO) to choose best parameters of PID Controller [13, 23, 26] and
Also using Adaptive Neuro Fuzzy Inference System (ANFIS) to control LFC in
power system [6–8, 24]. This chapter is organized as follow: Section one introduces
the chapter. The second section presents literature review of the study. Section three
introduces PSO, AWPSO and the Adaptive Acceleration Coefficients based PSO
(AACPSO). Section four introduces ANFIS. Section five displays the case study.
Section six presents a comparative study between the above methods according to
the three types of performance Indices (IAE, ISE and ITAE) and Genetic Algorithm
(GA), ordinary PI controller, Ziegler Nichols tuned PID (ZN), Bacteria Foraging
Optimization (BFO) tuned PID controller and the results using Particle Swarm
Optimization (PSO), Adaptive Weighted Particle Swarm (AWPSO), Adaptive
Acceleration Coefficients based PSO (AACPSO), and Adaptive Neuro Fuzzy
Inference System (ANFIS) in order to assess the results.

Therefore. Section seven concludes the study. Finally a list of references and
Appendix of this chapter are given at the end of the chapter.

2 Literature Review

The PID controller is considered to be a key component of industrial control
system. It was first described by Minorsky [4]. During the Second World War a
great interest was developed in the classical control theory and particularly the PID
control of processes. Its simplicity and general good performance made its opera-
tion very widespread in industry. It has been stated that in process control appli-
cations more than 95 % of the controllers are PID type. Also, they state that 30 % of
the PID loops operate in the manual mode and 25 % of PID loops actually operate
under default factory settings. The choice of appropriate PID parameters can be

Application of Some Modern Techniques … 165



achieved manually by trial and error, using as guidelines the transient and steady
response characteristic of each of the three terms. However, this procedure is very
time consuming and requires certain skills [5].

Many investigations have been carried out to design a controller for minimizing
the mismatches in frequency and power transfer within the neighboring areas. The
controller should provide some degree of strength under various operating condi-
tions. Conventional PD, PI, PID controllers does not provide sufficient control
performance with the effect of governor dead band [17, 18, 27, 28, 35]. To tune the
controller there are many methods used since 1890s till now, some of the historical
methods discussed in the References of the chapter. First method is the manual
tuning which used if the system remains online. This tuning method is to first set KI

and Kd values to zero, increase the KP until the output of the loop oscillates, then
KP should be set to approximately half of that value for a “quarter amplitude
decay”. Second method is an automatic method called Ziegler–Nichols method
which introduced by John G. Ziegler and Nathaniel B. Nichols in the 1940s
[28, 35]. It is recognized that the step response of most process control systems has
an S-shaped curve called the process reaction curve and can be generated experi-
mentally or from dynamic simulation of the plant. The shape of the curve is
characteristic of high order systems, and the plant behavior may be approximated
by the following transfer function [34]:

YðSÞ
UðSÞ ¼

K � e�td�s

s � Sþ 1
ð1Þ

Which is simply; a first order system plus a transportation lag. The constants in the
above equation can be determined from the unit step response of the process.
Ziegler and Nichols applied the PID controller to plants without integrator or
dominant complex-conjugate poles, whose unit-step response resemble an S shaped
curve with no overshoot. This S-shaped curve is called the reaction curve as shown
in Fig. 1.

Fig. 1 Reaction curve used
by Ziegler and Nichols
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The following PID controller parameters were suggested:

KP ¼ 1:2T=L ð2Þ

Ki ¼ KP=2L ð3Þ

Kd ¼ 0:5 � L � KP ð4Þ

Although the method provides a first approximation the response produced is
under damped and needs further manual retuning. Some disadvantages of these
control techniques for tuning PID controllers are:

a. Excessive number of rules to set the gains.
b. Inadequate dynamics of closed loop responses.
c. Difficulty to deal with nonlinear processes.
d. Mathematical complexity of the control design.

Therefore, it is interesting for academic and industrial communities the aspect of
tuning for PID controllers, especially with a reduced number of parameters to be
selected and a good performance to be achieved when dealing with complex
processes.

Most modern industrial facilities no longer tune loops using the manual calcu-
lation methods. Instead, PID tuning and loop optimization software are used to
guarantee dependable results [16, 20, 31]. These software packages will gather the
data, develop process models, and suggest optimal tuning.

Some software packages can even develop tuning by gathering data from ref-
erence changes, such as PSO, AWPSO [23, 24, 26], AACPSO [1] and ANFIS
methods ([3, 6–10, 12, 19, 21, 22, 32]). This chapter will discuss the design of the
PID controller by using modern method PSO, AWPSO, AACPSO and ANFIS.
These methods depend on a computer software program written on MATLAB.
These programs had loops and run many times until reach to a solution of the
transfer function to have a value of PID parameters which will be described below.
These parameters lead to have the smallest value of settling time and over shoot.
Therefore, these values of PID parameters (with this used method) are the best
values to reach to the best controller parameters.

3 Overview on Practical Swarm Optimization Technique

A Particle Swarm Optimization (PSO) is an optimization algorithm modeled. It’s
one of Artificial Intelligence (AI) Techniques. It is an intelligent control system
combines the techniques. From the fields of AI with those of control engineering to
design independent systems that can sense, reason, learn and act in an intelligent
method. PSO depends on the simulation of the social behavior of bird and fish school
[26]. PSO is developed through the simulation of a bird flocking in two-dimension
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space by X-Y axis position where Vx and Vy express the velocity in X direction and
Y direction. The flow chart described in Fig. 2, presented the steps of PSO. Modi-
fication of the agent position is realized by the position and velocity information
[13, 23, 24, 26]. This information is analogy of personal experiences of each agent.
Each agent knows its best value so far (Pbest) and its XY position; each agent knows
the best value so far in the group (gbest) among Pbests. This information is analogy
of knowledge of how the other agents around them have performed. Namely, each
agent tries to modify its position using the following information:

Let the particle of the swarm is represented by the N dimensional vector ith

Xi ¼ X1;X2;X3; . . .XNð Þ ð5Þ

The previous best position of the Nth particles is recorded and represented as
follows:

Pbest i ¼ Pbest 1; Pbest 2; . . .; Pbest Nð Þ ð6Þ

where Pbest is Particle best position (m), N is the total number of iterations.
The best position of the particle among all particles in the swarm is represented

by gbest the velocity of the particle is represented as follows:

Vi ¼ V1; V2; . . .VNð Þ ð7Þ

where
Vi is the velocity of each i particle.

Fig. 2 General flow chart of
PSO
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The modified velocity and position of each particle can be calculated from the
current velocity and the distance from particle current position to particle best
position Pbest and to global best position gbest as shown in the following equations:

Vi tð Þ ¼ W � Vi t� 1ð Þ þ C1 � rand 0; 1ð Þ � Pbest � Xi t� 1ð Þð Þ þ C2 � rand 0; 1ð Þ
� gbest � Xi t� 1ð Þð Þ ð8Þ

Xi tð Þ ¼ Xi t� 1ð Þ þ Vi tð Þ ð9Þ

i ¼ 1; 2; 3. . .N ð10Þ

j ¼ 1; 2; 3. . .D ð11Þ

where
Vi(t) Velocity of the particle i at iteration t (m/s)
Xi(t) The Current position of particle i at iteration t (m)
D The Dimension
C1 The cognitive acceleration coefficient and it is a positive number
C2 Social acceleration coefficient and it is a positive number
rand [0, 1] A random number obtained from a uniform random distribution

function in the interval [0, 1]
gbest The Global best position (m)
W The Inertia weight

3.1 Adaptive Weighted Particle Swarm Optimization

Adaptive Weighted Particle Swarm Optimization (AWPSO) technique has been
proposed for improving the performance of PSO in multi-objective optimization
problems [23, 24]. AWPSO is achieved by two terms [26]: inertia weigh (W) and
Acceleration factor (A). The inertia weight function is to balance global exploration
and local exploration. It controls previous velocities effect on the new velocity.
Larger the inertia weight, larger exploration of search space while smaller the
inertia weights, the search will be limited and focused on a small region in the
search space. The inertia weight formula is as follows which makes W value
changes randomly from Wo to 1 [6–8].

W ¼ Wo þ rand 0; 1ð Þ 1�Woð Þ ð12Þ

where
Wo The initial positive constant in the interval chosen from [0, 1]
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Particle velocity at ith iteration as follows:

Vi tð Þ ¼ W � Vi t� 1ð Þ þ AC1 � rand 0; 1ð Þ � Pbest � Xi t� 1ð Þð Þ þ AC2 � rand 0; 1ð Þ
� gbest � Xi t� 1ð Þð Þ

ð13Þ

Additional term denoted by A called acceleration factor is added in the original
velocity equation to improve the swarm search.

The acceleration factor formula is given as follows [26]:

A ¼ Ao þ i
n

ð14Þ

where
Ao Is the initial positive constant in the interval [0.5, 1].
n is the number of iteration.
C1 and C2 Are the constant representing the weighing of the stochastic acceler-

ation terms that pull each particle towards Pbest and gbest positions.

As shown in acceleration factor formula, that the acceleration term will increase
as the number of iterations increases. This will enhance the global search ability at
the end of the run and help the algorithm to get far from the local optimum region.
In this article, the term AO is set at 0.5. Low values of C1and C2 allow particles to
roam far from the target region before being tugged back. However, high values
result in abrupt movement toward, or past, target regions.

3.2 Adaptive Acceleration Coefficients Based PSO

The Time Varying Inertia Weight (TVIW)W in Sect. (3.1) can locate a good solution
at a significantly faster rate but its ability tofine tune the optimum solution isweak, due
to the lack of diversity at the end of the search. It has been observed by most
researchers that in PSO, problem based tuning of parameters is a key factor to find the
optimum solution accurately and efficiently [35]. New researches have emerged to
improve PSO Algorithms, as Time-Varying Acceleration Coefficients (TVAC),
where C1 and C2 in [15] change linearly with time, in the way that the cognitive
component is reduced while the social component is increased as the search proceeds.

In this section, a new approach called Adaptive Acceleration Coefficients based
PSO (AACPSO) to implement the PSO algorithm will be described as illustrated in
[1]. A suggestion will be given on how to deal with inertia weight and acceleration
factors. The new approach is confident to change acceleration coefficients expo-
nentially (with inertia weight) in the time, with respect to their minimal and
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maximal values. The choice of the exponential function is justified by the
increasing or decreasing speed of such a function to accelerate the convergence
process of the algorithm and to get better search in the exploration s pace. Fur-
thermore, C1 and C2 vary adaptively according to the fitness value of Gbest and Pbest,
[15] becomes:

V tþ1ð Þ
i ¼ w tð ÞV tð Þ

i þ C tð Þ
1 r1 � Pbest tð Þi � X tð Þ

i

� �
þ C tð Þ

2 r2 � Gbest tð Þ � X tð Þ
i

� �
ð15Þ

w tð Þ ¼ wo � exp � /w �tð Þ ð16Þ

C tð Þ
1 ¼ C1o � exp � /c �t � k tð Þ

c

� �
ð17Þ

C tð Þ
2 ¼ C2o � exp � /c �t � k tð Þ

c

� �
ð18Þ

/c¼ �1
tmax

ln
C2o

C1o

� �
ð19Þ

k tð Þ
c ¼ F tð Þ

m � Gbest tð Þ� �
F tð Þ
m

ð20Þ

where
w tð Þ The inertia weight factor

C tð Þ
1

Acceleration coefficient at iteration t

i Equal 1 or 2
t The iteration number
ln The neperian logarithm
αw Is determined with respect to initial and final values of ω with the same

manner as αc described in [4]
k tð Þ
c

Determined based on the fitness value of Gbest and Pbest at iteration t
ωo, cio initial values of inertia weight factor and acceleration coefficients

respectively with i = 1 or 2
F tð Þ
m

The mean value of the best positions related to all particles at iteration t

4 Preface to Fuzzy Logic

The word “fuzzy” is defined as unclear, indefinite, fuzzy systems are systems to be
precisely defined and fuzzy control is a special kind of nonlinear control. The
description of the Fuzzy system specified in many references these references
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describe the Fuzzification and Defuzzification process and the equations of each
case [6, 8, 21, 22, 32]. There are two kinds of explanation for fuzzy systems theory:

a. The real world is too complicated for precise descriptions to be obtained
Therefore approximation (or fuzziness) must be introduced in order to obtain a
practical, accurate model.

b. As the world moving into the information period, human knowledge becomes
increasingly important. A theory is needed to formulate human knowledge in a
systematic method and put it into engineering system, together with other
information like mathematical models and sensor measurements.

Fuzzy Logic (FL) requires some numerical parameters in order to operate such
as what is considered significant error and significant rate-of-change-of-error, but
exact values of these numbers are usually not critical unless very responsive per-
formance is required in which case empirical tuning would determine them. Fuzzy
logic has many several unique features that make it a particularly good choice for
many control problems. In the following there are some of these advantages [33]:

1. It is inherently robust since it does not require precise, noise-free inputs and can
be programmed to fail safely if a feedback sensor quits or is destroyed. The
output control is a smooth control function despite a wide range of input
variations.

2. Since the FL controller processes user-defined rules governing the target control
system, it can be modified and tweaked easily to improve or drastically alter
system performance. New sensors can easily be incorporated into the system
simply by generating appropriate governing rules.

3. FL is not limited to a few feedback inputs and one or two control outputs, nor is
it necessary to measure or compute rate-of-change parameters in order for it to
be implemented. Any sensor data that provides some indication of a system’s
actions and reactions is sufficient. This allows the sensors to be inexpensive and
imprecise thus keeping the overall system cost and complexity low.

4. Because of the rule-based operation, any reasonable number of inputs can be
processed (1–8 or more) and numerous outputs (1–4 or more) generated,
although defining the rule base quickly becomes complex if too many inputs and
outputs are chosen for a single implementation since rules defining their inter-
relations must also be defined. It would be better to break the control system into
smaller chunks and use several smaller FL controllers distributed on the system,
each with more limited responsibilities.

5. Fuzzy Logic can control nonlinear systems that would be difficult or impossible
to model mathematically. This opens doors for control systems that would
normally be deemed unfeasible for automation.

6. Fuzzy Logic doesn’t need any system parameter estimation or identification.
7. Fuzzy Logic can deal with nonlinear systems (there is no need for Linearization).
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4.1 Adaptive Neuro Fuzzy Inference System

The acronym ANFIS derives its name from Adaptive Neuro Fuzzy Inference
System (ANFIS). In the field of artificial intelligence, Neuro-Fuzzy refers to
combinations of artificial neural networks and fuzzy logic.

Neuro-fuzzy was proposed by J. S. R. Jang. Neuro-fuzzy hybridization results in
a hybrid intelligent system that synergizes these two techniques by combining the
human-like reasoning style of fuzzy systems with the learning and connection-
ist structure of neural networks.

Neuro-fuzzy hybridization is widely termed as Fuzzy Neural Network (FNN) or
Neuro-Fuzzy System (NFS) in the literature. Neuro-fuzzy system (the more popular
term is used in imminent) incorporates the human-like reasoning style of fuzzy
systems through the use of fuzzy sets and a linguistic model consisting of a set of
IF-THEN fuzzy rules.

The main strength of neuro-fuzzy systems is that they are universal approxi-
mates with the ability to solicit interpretable IF-THEN rules [7]. The strength of
neuro-fuzzy systems involves two contradictory requirements in fuzzy modeling:
interpretability versus accuracy. In practice, one of the two properties prevails. The
neuro-fuzzy in fuzzy modeling research field is divided into two areas: linguistic
fuzzy modeling that is focused on interpretability; and precise fuzzy modeling that
is focused on accuracy.

Using a given input and output data set, the toolbox function ANFIS constructs a
fuzzy inference system (FIS) whose membership function parameters are tuned
(adjusted) using either a back propagation algorithm alone or in combination with a
least squares type of method. This adjustment allows the fuzzy systems to learn
from the modeling data [14, 29, 30]. Moreover, ANFIS is used in many applications
of power system [3, 9, 10, 17–19].

This chapter proposed two inputs-three outputs self tuning of a PID controller.
The controller design used the error and change of error as inputs to the self tuning,
and the gains (KP, KI, Kd) as outputs. The FLC is adding to the conventional PID
controller to adjust the parameters of the PID controller on-line according to the
change of the signals error and change of the error. The fuzzy logic model presented
SIMULINK in MATLAB program is used.

5 Cases Study

Simulations are done by using MATLAB/SIMULINK for the case of two power
system areas connected with each other’s by tie transmission line as shown in
Figs. 4 and 5 [32]. The parameters of area 1 and area 2 are shown in the Appendix.
Basically, electric power system components are non-linear; therefore a lineariza-
tion around a nominal operating point is usually performed to get a linearized
system model which is used in the controller design process.
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The operating conditions of power systems are continuously changing.
Accordingly, the real plant usually differs from the assumed one. Therefore, clas-
sical algorithms to design an automatic generation controller using an assumed
plant may not ensure the stability of the overall real system [33]. The load
frequency controller function is to minimize the transient deviation of the frequency
and maintains their values to steady state values and to restore the scheduled
interchanges between different areas.

MATLAB programs are used for PSO, AWPSO and AACPSO to make tuning
of the PID controller’s parameters. These parameters adjusted to have minimum
integrated error value with shorted settling time. The objective function is defined
as follows [31]:

For Integral of Absolute Error (IAE):

IAE ¼ Z1

0

e tð Þj jdt ð21Þ

f ¼ IAE1 þ IAE2 þ IAEPtie ð22Þ

Integral of Squared Error (ISE)

ISE ¼ Z1

0

e2 tð Þdt ð23Þ

f ¼ ISE1 þ ISE2 þ ISEPtie ð24Þ

Integral of Time Weighted Absolute Error (ITAE)

ITAE ¼ Z1

0

t e tð Þj jdt ð25Þ

f ¼ ITAE1 þ ITAE2 þ ITAEPtie ð26Þ

where
e Is the error
f Is the objective function
IAE1; IAE2; IAEPtie 1 The Integral of Absolute Error of area 1, area 2 and the

tie line of the System
ISE1; ISE2; ISEPtie1 The Integral of Squared Error of area 1, area 2 and the

tie line of the System
ITAE1; ITAE2; ITAEPtie 1 Integral of Time Weighted Absolute Error of area 1, area

2 and the tie line of the System

For the two power system areas, step loading disturbance has been applied for
each area, 0.07 p.u load throw has been withdrawn from the first area and 0.05 p.u
loading added for the second area. The control objective is to control the frequency
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deviation for each area. Figure 4 presents the diagram shows the steps of this study.
The study the performance of the PID controller was compared in case of each
intelligent technique (PSO, AWPSO, AACPSO and finally using ANFIS
algorithms).

The performance index selected by the user in the beginning of the program.
Based on this performance index (f) optimization problem can be stated as: Mini-
mize f the nominal system description and parameters are describing in the
following.

5.1 Model Description and Parameters

The block diagram of the two areas power system model using PID controller
presented at Fig. 3 as presented in [33]. The description for the system parameters is
displayed in Table 1 and the parameters values of the system is presented in
Table 2.

So the transfer function of governors, turbine, mass and load becomes as given
in [33]:

Gh1 Sð Þ ¼ Gh2 Sð Þ ¼ 1
0:08sþ 1

ð27Þ

Gt1 Sð Þ ¼ Gt2 Sð Þ ¼ 1
0:3sþ 1

ð28Þ

Gy1 Sð Þ ¼ Gy2 Sð Þ ¼ 120
20sþ 1

ð29Þ

5.2 Steps of the Study

The flow chart presents in Fig. 4 explains the steps of the study.
To optimize the performance of a PID controlled system, the PID gains KP, Ki,

and Kd of the two-area electric power system shown in Fig. 3 are adjusted to
minimize a certain performance index. The performance index is calculated over a
time interval; T, normally in the region of 0 < T < ts where ts is the settling time of
the system. By using different techniques in conjunction with Eqs: 21–29 the
optimal controller parameters under various performance indices were obtained as
shown in Tables 1, 2 and 3 show the results of the different methods used based PID
controller.
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5.3 Results in Case of IAE Error

Figures 5 and 6 presents the frequency deviation of area 1 and area 2 without using
PID controller.

In the following sections discuss the impact the way the AI techniques used on
the Tie Line and area control error ACE of the system.

5.3.1 Tie Line Power

Figure 7 displays the frequency change of the tie line power with using PSO,
AWPSO And AAPSO Based PID Controller,

Table 1 Parameter description

Parameter Description

Tg1, Tg2 Time constant for area 1 governor and area 2 governor in (seconds)

Tt1, Tt2 Turbine time delay between switching the valve and output turbine torque
(seconds)

Tl1, Tl2 Generator 1 and generator 2 inertia constant

Kl1, Kl2 Power system gain constant (HZ/MW p.u)

R1, R2 Speed regulation constant of the governor (HZ/MW p.u)

B1, B2 Frequency bias p.u. MW/HZ

T12 Tie line synchronizing coefficient with area 2 MW p.u/HZ

a12 Gain

Df1 or df1 Area 1 frequency deviation

Df2 or df2 Area 2 frequency deviation

dPL1, dPL2 Frequency sensitive load change for area 1 and area 2

DPtie or
dPtie

Net tie line power flow

Vi Area interface

ACE1 Area 1 control error

ACE2 Area 2 control error

Table 2 Parameters values
System parameters Value

Tg1, Tg2 0.08 s

Tt1, Tt2 0.3 s

Tl1, Tl2 20 s

Kl1, Kl2 100 HZ/MW p.u

R1, R2 2.4 HZ/MW p.u

B1, B2 0.425 MW p.u/HZ

T12 0.05 MW p.u/HZ

a12 1
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The results display in Table 4, Fig. 7 show that:

1. Tables 3 and 4 indicate that on the Tie line power, the value of settling time in
case of using AACPSO is the best results and has a smaller value comparing
with the other methods used (PSO, AWPSO).

2. The settling time ofTie line in case of usingAC is less than its value in case of using
AWPSO by about 0.6 s, and less than its value when using PSO by about 4.1 s.

3. Settling time by AWPSO is smaller than using PSO by 0.0359 s.

Fig. 4 The steps of the study
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Table 3 The results of the program using PSO, AWPSO and AACPSO

Items of comparison PSO AWPSO AACPSO

Number of iterations 500 500 500

Error IAE (integrated error) 0.0611 0.0252 0.0149

Settling time _Area 1 (s) 5.4281 1.9323 1.6514

Settling time _Area 2 (s) 7.6946 4.1854 3.569

Settling time _Tie line (s) 7.7624 4.2082 3.6553

Kp1 2.4283 8.1472 9.1995

Ki1 1.5555 7.5774 9.4936

Kd1 1.3753 2.7603 3.2393

Kp2 2.9522 3.4998 4.7149

Ki2 9.2078 1.6218 0.876

Kd2 5.7955 8.6869 2.1397

Fig. 5 The frequency deviation of area 1 without controller

Fig. 6 The frequency deviation of area 2 without controller
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4. The maximum frequency of Tie line power in case of using AWPSO is less than
its value of the other methods of controller used by a very small value.

5. In general the maximum frequency of Tie line power is construed to be zero.
6. Time at maximum power in case of using AACPSO is less than the other values

of PSO and AWPSO. This value is less than the time of maximum power in case
of using PSO by about 23.4 % and less than its value in case of using AWPSO
by about 21.5 %.

7. The minimum Tie line power in case of using AWPSO and AACPSO are almost
equal and less than its value in case of using PSO.

8. Time at minimum power in case of using AACPSO is less than the other values
of PSO and AWPSO.

Fig. 7 Tie line power changes using PSO, AWPSO and AAPSO based PID controller in case of
using IAE error

Table 4 Tie line behavior at different typed of control

Items of comparison PSO AWPSO AACPSO

Settling time _Tie line (s) 7.7624 4.2082 3.6553

Maximum frequency of tie line power (Hz) 3.00E−07 4.24E−07 1.06E−06

Time at maximum frequency of tie line power
(s)

20.502 22.2727 4.8003

Minimum frequency of tie line power (Hz) −0.0011 −3.66E−04 −3.20E−04

Time at minimum frequency of tie line power
(s)

1.0319 0.612 0.5743
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5.3.2 Integral of Absolute Error of Area 1 and Area 2

The first choice of the MATLAB program used in this study is IAE as described
above. In the following there are the Figures describe the output of the system after
controlling the error on area 1 and area 2. Figure 8 presents the frequency deviation
of area 1 with PSO based PID Controller, Fig. 9 presents the frequency deviation of
area 1 with AWPSO based PID controller and Fig. 10 illustrates the frequency
deviation of area 1 with AACPSO based PID controller.

From the results shown in Table 3 and also the above Figs. 8, 9 and 10 all these
show that:

1. The settling time of area 1 to reach to the steady state in case of using AWPSO
is less than the value of settling time using PSO by about 3.5 s.

Fig. 8 The frequency deviation of area 1 with PSO based PID controller using IAE performance
indices

Fig. 9 The frequency deviation of area 1 with AWPSO based PID controller using IAE
performance indices
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2. The settling time by using AACPSO in the program is less than that value by
using AWPSO by about 0.3 s.

3. All these results present that: the best method used to reach the minimum value
of settling time in area 1 is AACPSO.

The next Figures present the behavior of area 2 in different cases of Artificial
Intelligence techniques.

Figure 11 shows the frequency deviation of area 2 with PSO based PID con-
troller using IAE performance indices; Fig. 12 presents the behavior of the fre-
quency deviation of area 2 in case of using AWPSO, while; Fig. 13 displays The
frequency deviation of area 2 with AACPSO based PID controller.

From the results shown in Table 3 and also the Figs. 11, 12 and 13 all these show
that:

1. The settling time of area 2 by using AWPAO is less than its value by using PSO
by 3.5092 s. While; the settling time becomes smaller if using AACPSO.

Fig. 10 The frequency deviation of area 1 with AACPSO based PID controller using IAE
performance indices

Fig. 11 The frequency deviation of area 2 with PSO based PID controller using IAE performance
indices
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The output results using AACPSO is less than the value using AWPSO by
0.6164 s. And the value of settling time in case of PSO is almost double the
value of settling time when using AACPSO.

2. The parameters value of area 1 PID controller (Kp2, Ki2, Kd2) also shown in Table 3.

Figure 14 presents error index (IAE) of area control error ACE of the system with
PSO. Figure 15 displays error index (IAE) of ACE of the system with AWPSO.
While; Fig. 16 shows error index (IAE) of the system with ACE with AACPSO.

All previous results indicate that the best way using to reduce the IAE error of
the two area power systems is AACPSO.

Because of the results of AACPSO which is the best results of all methods to
have a minimum value of IAE error at a small value of settling time. So using these
values to make a training of ANFIS. Figure 17 shows the two-Area Power Systems
SIMULINK Model using ANFIS controller and all necessary changes of the model.

Fig. 12 The frequency deviation of area 2 with AWPSO based PID controller using IAE
performance indices

Fig. 13 The frequency deviation of area 2 with AACPSO based PID controller using IAE
performance indices
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Fig. 15 Error index of ACE with AWPSO based PID controller in case of using IAE error

Fig. 14 Error index of ACE with PSO based PID controller in case of using IAE error

Fig. 16 Error index of ACE with AACPSO based PID controller in case of using IAE error
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By using ANFIS, the results present the performance of the different tuning
algorithms for PID controller of the two different areas. Table 5 shows the com-
parison between the four methods (PSO, AWPSO, AACPSO and ANFIS) used and
shows the values of the maximum and minimum values of the frequency deviation
of each area. Figures 18 and 19 illustrate the frequency deviation responses of area
1 and area 2 power systems controller tuned by using ANFIS.

The results in Table 5, Figs. 18 and 19 show that:
The maximum frequency deviation value of Area 1 in case of using ANFIS is

the smallest value than other methods. PSO comes next after ANFIS method. The
minimum Frequency deviation of area 1 using ANFIS is near the value by AAC-
PSO and AWPSO. While; the settling time in case of ANFIS is about 600 s, this
value is very big and not accepted because the range of permissible value of settling
time is between (0–30 s) as presented in [26].

In area 2 the maximum frequency deviation by using PSO is near the value by
using AWPSO and the best method used is ANFIS. However, the minimum

Fig. 18 Frequency deviation of area 1 using ANFIS

Table 5 Comparison between PSO, AWPSO, AACPSO and ANFIS

Item of comparison PSO AWPSO AACPSO ANFIS

Max frequency deviation of area
1 (Hz)

1.09E−06 9.03E−06 4.10E−05 0.0

Minimum frequency deviation
of area 1 (Hz)

−0.006 −0.0039 −0.0036 −0.002637

Max frequency deviation of area
2 (Hz)

2.07E−06 2.89E−06 4.14E−06 0.0

Minimum frequency deviation
of area 2 (Hz)

−0.0026 −8.91E−04 −8.32E−04 −0.001002
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frequency deviation using ANFIS is the best and smaller value than other methods.
But the settling time is very big value it is about 600 s and off course this value is
not acceptable.

Generally, the result shown in Tables 4 and 5 indicate that:

1. The settling time in case of using AACPSO is smaller than its value by using
PSO, AWPSO and ANFIS.

2. The maximum frequency deviation in case of using ANFIS is smaller than PSO,
AWPSO and AACPSO.

3. The Settling time in case of using ANFIS is not acceptable.
4. Also the disadvantages of ANFIS here in case of IAE Performance Indices

which make the using of ANFIS is not acceptable here and take AACPSO as the
best method, but ANFIS has many advantages also like it is simple and easy to
use compared with the other methods used in this study and it takes less time in
the program running.

5.4 Results in Case of Choice ISE Error

Repeating the study with the next type of performance indices which is Integral of
Squared Error ISE. Using the same network system presented in Fig. 3, MATLAB
program and the parameters display before in Tables 1 and 2.

The study of the performance of the PID controller was compared in case of each
intelligent technique (PSO, AWPSO, and AACPSO) and finally the best results of
them will use in ANFIS algorithms. Table 6 displays the comparison of the results
of the MATLAB program with PSO, AWPSO, and AACPSO. The figures which

Fig. 19 Frequency deviation of area 2 using ANFIS
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show the wave form of the frequency deviation of area 1 and area 2 without using
PID controller shown above in Figs. 5 and 6.

In the following sections discuss the impact the way the AI techniques used on
the Tie Line and area control error ACE of the system.

5.4.1 Tie Line Power

Table 7 presents the comparison between the values of the maximum, minimum
frequency deviations and settling time of the Tie line at different types of Artificial
Intelligence techniques (PSO, AWPSO and AACPSO).

Figure 20 displays the frequency change of the Tie line power with using PSO,
AWPSO and AACPSO based PID controller.

The results display in Tables 7 and Fig. 20 show that:

1. The settling time of Tie line in case of using AACPSO is less than its value in
case of using AWPSO by about 0.13 s, and less its value when using PSO by
about 4.5 s.

Table 6 The results of the program using PSO, AWPSO and AACPSO

Item of comparison PSO AWPSO AACPSO

Number of iterations 500 500 500

Error ISE (integral of absolute error) 4.99E−05 4.78E−05 4.98E−05

Settling time _Area 1 (s) 7.0179 2.2362 1.9323

Settling time _Area 2 (s) 8.4312 4.2489 4.1854

Settling time _Tie line (s) 8.697 4.3416 4.2082

Kp1 5.4209 6.3466 8.1472

Ki1 3.9619 5.7263 7.5774

Kd1 5.1968 2.5784 2.7603

Kp2 0.6806 5.015 3.4998

Ki2 7.64 1.6752 1.6218

Kd2 2.4418 5.6665 8.6869

Table 7 Tie line behavior at different typed of control

Items of comparison PSO AWPSO AACPSO

Settling time _Tie line (s) 8.697 4.3416 4.2082

Maximum frequency of tie line power (Hz) 2.59E−05 5.24E−07 4.24E−07

Time at Maximum frequency of tie line power
(s)

6.5054 6.5591 22.2727

Minimum frequency of tie line power (Hz) −4.65E−04 −4.46E−04 −3.66E−04

Time at minimum frequency of tie line power
(s)

1.4896 0.7096 0.612
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2. The maximum frequency of Tie line power in case of using AACPSO is less
than its value of the other methods of controller used by a very small value.

3. In general the maximum frequency of Tie line power is construed to be zero.
4. Time at maximum frequency deviation of Tie line power in case of using

AACPSO is much larger than the other values of PSO and AWPSO. But the
value of the time at PSO and AWPSO is almost the same.

5. The minimum frequency deviation of Tie line power in case of using PSO and
AWPSO are almost equal. And its value in case of AACPSO is smaller than
PSO and AWPSO by a very small value near zero. All the valve of minimum
frequency deviation almost is zero.

6. Time at minimum power in case of using AACPSO is less than the other values
of PSO and AWPSO. The difference between that time in case of AACPSO and
AWPSO is about 0.1 s and its value between AACPSO and PSO is about 0.88 s.

5.4.2 Integral of Squared Error of Area 1 and Area 2

The second choice of the MATLAB program used in this study is ISE as described
above. In the following there are the figures describe the output of the system after
controlling the error on area 1 and area 2.

From the results shown in Table 6 and also the figures all these show that:

1. The settling time of area 1 in case of using AWPSO is less than the settling time
using PSO by 4.78 s to reach to the steady state. While; by using AACPSO the
settling time is less than that value by using AWPSO by 0.03 s. So the best
method used to reach minimum value of settling time in area 1 is AACPSO.

2. The parameters value of area 1 PID controller (Kp1, Ki1, Kd1) also shown in
Table 6.

Fig. 20 Tie line power changes using PSO, AWPSO and AAPSO Based PID controller in case of
choice ISE error
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Figure 21 presents the frequency deviation of area 1 with PSO based PID
Controller, Fig. 22 presents the frequency deviation of area 1 with AWPSO based
PID controller and Fig. 23 illustrates the frequency deviation of area 1 with
AACPSO based PID controller.

The figures present the behavior of area 2 in different cases of Artificial Intel-
ligence techniques as follow.

Figure 24 shows the frequency deviation of area 2 with PSO based PID con-
troller using ISE performance indices; Fig. 25 presents the behavior of the fre-
quency deviation of area 2 in case of using AWPSO, while; Fig. 26 displays the
frequency deviation of area 2 with AACPSO based PID controller.

Fig. 22 The frequency deviation of area 1 with AWPSO based PID controller using ISE
performance indices

Fig. 21 The frequency deviation of area 1 with PSO based PID controller using ISE performance
indices
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Figure 27 presents error index (ISE) of area control error ACE of the system with
PSO. Figure 28 displays error index (ISE) of ACE of the system with AWPSO.
While; Fig. 29 shows error index (ISE) of the system with ACE with AACPSO.

These Figs. 27, 28 and 29 show the change of the frequency deviations of the
system with the change of AI techniques (PSO, AWPSO and AACPSO). From all
these figures and values shown in Table 6. All previous results indicate that the best
way using to reduce the ISE error of the two area power systems is AACPSO.

Because of the results of AACPSO which is the best results of all methods to
have a minimum value of ISE error at a small value of settling time. So using these
values to make a training of ANFIS. Figure 17 was shown above presents the two-

Fig. 24 The frequency deviation of area 2 with PSO based PID controller using ISE performance
indices

Fig. 23 The frequency deviation of area 1 with AACPSO based PID controller using ISE
performance indices
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Area Power Systems SIMULINK Model using ANFIS controller and all necessary
changes of the model.

By using ANFIS, the results present the performance of the different tuning
algorithms for PID controller of the two different areas. Table 8 shows the com-
parison between the four methods (PSO, AWPSO, AACPSO and ANFIS) used and
shows the values of the maximum and minimum values of the frequency deviation
of each area.

Figures 30 and 31 illustrate the frequency deviation responses of area 1 and area
2 power systems controller tuned by using ANFIS.

Fig. 26 The frequency deviation of area 2 with AACPSO based PID controller using ISE
performance indices

Fig. 25 The frequency deviation of area 2 with AWPSO based PID controller using ISE
performance indices
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Fig. 29 Error index of ACE with AACPSO based PID controller in case of choice ISE error

Fig. 27 Error index of ACE with PSO based PID controller in case of choice ISE error

Fig. 28 Error index of ACE with AWPSO based PID controller in case of choice ISE error
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The results in Table 8, Figs. 30 and 31 show that:

1. The maximum frequency deviation value of Area 1 in case of using ANFIS is
the biggest value than other methods. PSO comes next after ANFIS method.

2. The minimum Frequency deviation of area 1 using ANFIS is near the value by
AACPSO.

3. While; the time in case of ANFIS is about 150 s, this value is very big and not
accepted because the range of permissible value of settling time is between
(0–30 s) as presented in [27].

4. In area 2 the maximum frequency deviation by using AWPSO is near the value
by using AACPSO and the best method used is AWPSO. However, the mini-
mum frequency deviation using AWPSO.

5. The maximum frequency deviation by using ANFIS is almost zero. But the
settling time is very big value and not acceptable.

Fig. 30 Frequency deviation of area 1 using ANFIS

Table 8 Comparison between PSO, AWPSO, AACPSO and ANFIS

Item of comparison PSO AWPSO AACPSO ANFIS

Max frequency deviation of
area 1 (Hz)

8.63E−05 1.77E−05 9.03E−06 0.0003608

Minimum frequency deviation
of area 1 (Hz)

−0.0028 −0.0041 −0.0039 −0.002098

Max frequency deviation of
area 2 (Hz)

6.91E−05 3.83E−06 2.89E−06 0.0

Minimum frequency deviation
of area 2 (Hz)

−1.10E−03 −0.0011 −8.91E−04 −0.001035
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Generally, the result shown in Tables 6 and 8 indicate that:

1. The settling time in case of using AACPSO is smaller than its value by using
PSO, AWPSO and ANFIS.

2. ANFIS is not acceptable here because of the very large settling time.
3. Also the disadvantages of ANFIS here in case of ISE Performance Indices

which make the using of ANFIS is not acceptable here and take AACPSO as the
best method, but ANFIS has many advantages also like it is simple and easy to
use compared with the other methods used in this study and it takes less time in
the program running.

5.5 Results in Case of Choice ITAE Error

Repeating the study with the next type of performance indices which is Integral of
Time Weighted Absolute Error (ITAE). Using the same network system presented
in Fig. 3, MATLAB program and the parameters display before in Tables 1 and 2.

The study of the performance of the PID controller was compared in case of each
intelligent technique (PSO, AWPSO, and AACPSO) and finally the best results of
them will use in ANFIS algorithms. Table 9 displays the comparison of the results
of the MATLAB program with PSO, AWPSO, and AACPSO. The figures which
show the wave form of the frequency deviation of area 1 and area 2 without using
PID controller shown above in Figs. 5 and 6.

In the following sections discuss the impact the way the AI techniques used on
the Tie Line and area control error ACE of the system.

Fig. 31 Frequency deviation of area 2 using ANFIS

Application of Some Modern Techniques … 195



5.5.1 Tie Line Power

Table 10 presents the comparison between the values of the maximum, minimum
frequency deviations and settling time of the Tie line at different types of Artificial
Intelligence techniques (PSO, AWPSO and AACPSO).

Figure 32 displays the frequency change of the Tie line power with using PSO,
AWPSO and AACPSO based PID controller.

The results display in Tables 9 and 10, Fig. 32 show that:

1. On the Tie line power, the value of settling time in case of using AACPSO is
the best results and has a smaller value comparing with the other methods used
(PSO, AWPSO).

2. The settling time of Tie line in case of using AACPSO is less than its value in
case of using AWPSO by about 0.97 s, and less than its value when using PSO
by about 3.4 s.

3. Settling time by AWPSO is smaller than using PSO by 2.4 s.
4. The maximum frequency of Tie line power in case of using AWPSO is less

than its value of the other methods of controller used by a very small value.
5. The maximum frequency of Tie line power in both AACPSO and PSO is

almost equal.

Table 10 Tie line behavior at different typed of control

Items of comparison PSO AWPSO AACPSO

Settling time _Tie line (s) 5.9679 3.5421 2.5696

Maximum frequency of tie line power (Hz) 4.01E−07 5.59E−06 4.98E−07

Time at Maximum frequency of tie line power (s) 23.5062 4.6552 4.0135

Minimum frequency of tie line power (Hz) −3.22E−04 −3.15E−04 −9.13E−04

Time at minimum frequency of tie line power (s) 0.7932 0.5915 0.442

Table 9 The results of the program using PSO, AWPSO and AACPSO

Item of comparison PSO AWPSO AACPSO

Number of iterations 500 500 500

Error ITAE (integral of time weighted absolute error) 0.0834 0.0608 0.0405

Settling time _Area 1 (s) 3.4403 1.8334 1.7267

Settling time _Area 2 (s) 6.0358 3.3931 2.5288

Settling time _Tie line (s) 5.9679 3.5421 2.5696

Kp1 9.6238 8.8698 3.7517

Ki1 6.1351 9.1419 6.0754

Kd1 4.5189 3.9391 0.8947

Kp2 2.882 3.5254 4.9802

Ki2 8.398 8.0131 1.2982

Kd2 5.5715 3.5553 8.4839
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6. In general the maximum frequency of Tie line power is construed to be zero.
7. Time at maximum power in case of using AACPSO is less than the other values

of PSO and AWPSO. This value is less than the time of maximum power in
case of using PSO by about 19.5 s and less than its value in case of using
AWPSO by about 0.64 s.

8. The minimum Tie line power in case of using PSO and AWPSO are almost
equal.

9. The minimum Tie line power in case of using AACPSO is less than its value in
case of using PSO and AWPSO.

10. Time at minimum power in case of using AACPSO is less than the other values
of PSO and AWPSO.

5.5.2 Integral of Time Weighted Absolute Error of Area 1 and Area 2

The third choice of the MATLAB program used in this study is ITAE as described
above. In the following there are the figures describe the output of the system after
controlling the error on area 1 and area 2.

Figure 33 presents the frequency deviation of area 1 with PSO based PID
Controller, Fig. 34 displays the frequency deviation of area 1 with AWPSO based
PID controller and Fig. 35 illustrates the frequency deviation of area 1 with
AACPSO based PID controller.

From the results shown in Table 9 and also the Figs. 33, 34 and 35 all these show
that:

Fig. 32 Tie line power changes using PSO, AWPSO and AAPSO based PID controller in case of
choice ITAE error
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Fig. 33 The frequency deviation of area 1 with PSO based PID controller using ITAE
performance indices

Fig. 34 The frequency deviation of area 1 with AWPSO based PID controller using ITAE
performance indices

Fig. 35 The frequency deviation of area 1 with AACPSO based PID controller using ITAE
performance indices

198 N.K. Bahgaat et al.



1. The ITAE value in case of using AACPSO is less than these values by using
PSO and AWPSO. The value of ITAE by using AACPSO is less than PSO by
about 0.04 and less than that value by using AWPSO by about 0.02.

2. The settling time of area 1 to reach to the steady state in case of using AACPSO
is less than the value of settling time using PSO by about 1.7 s.

3. The settling time by using AACPSO in the program is less than that value by
using AWPSO by about 0.1 s.

4. All these results present that: the best method used to reach the minimum ITAE
error value at less value of settling time in area 1 is AACPSO.

The next Figures present the behavior of area 2 in different cases of Artificial
Intelligence techniques.

Figure 36 shows the frequency deviation of area 2 with PSO based PID con-
troller using ITAE performance indices; Fig. 37 presents the behavior of the fre-
quency deviation of area 2 in case of using AWPSO, while; Fig. 38 displays the
frequency deviation of area 2 with AACPSO based PID controller.

From the results shown in Table 9 and also the Figs. 36, 37 and 38 all these show
that:

1. The settling time of area 2 by using AWPSO is less than its value by using PSO
by 2.64 s. While; the settling time becomes smaller if using AACPSO. The
output results using AACPSO is less than the value using AWPSO by 0.86 s.
And the value of settling time in case of PSO is almost double the value of
settling time when using AWPSO.

2. The parameters value of area 1 PID controller (Kp2, Ki2, Kd2) also presented in
Table 9.

The following Figs. 39 and 40 present the shape and values of Integral of Time
Weighted Absolute Error ITAE of the system with the using of the different types of
control used.

Fig. 36 The frequency deviation of area 2 with PSO based PID controller using ITAE
performance indices
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Figure 39 presents error index (ITAE) of area control error ACE of the system
with PSO. Figure 40 displays error index (ITAE) of ACE of the system with
AWPSO. While; Fig. 41 presents error index (ITAE) of the system with AACPSO.

All previous results indicate that the best way using to reduce the ITAE error of
the two area power systems is AACPSO.

Because of the results of AACPSO which is the best results of all methods to
have a minimum value of ITAE error at a small value of settling time. So using
these values to make a training of ANFIS. Figure 17 illustrated the two-Area Power
Systems SIMULINK Model using ANFIS controller and all necessary changes of
the model.

Fig. 38 The frequency deviation of area 2 with AACPSO based PID controller using ITAE
performance indices

Fig. 37 The frequency deviation of area 2 with AWPSO based PID controller using ITAE
performance indices
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Fig. 40 Error index of ACE with AWPSO based PID controller in case of choice ITAE error

Fig. 39 Error index of ACE with PSO based PID controller in case of choice ITAE error

Fig. 41 Error index of ACE with AACPSO based PID controller in case of choice ITAE error
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By using ANFIS, the results present the performance of the different tuning
algorithms for PID controller of the two different areas.

Table 11 shows the comparison between the four methods (PSO, AWPSO,
AACPSO and ANFIS) used and shows the values of the maximum and minimum
values of the frequency deviation of each area. Figures 42 and 43 illustrate the
frequency deviation responses of area 1 and area 2 power systems controller tuned
by using ANFIS.

The results in Table 11, Figs. 42 and 43 show that:

1. The maximum frequency deviation value of Area 1 in case of using PSO is the
smallest value than other methods. AWPSO comes next after PSO method.

2. The minimum Frequency deviation of area 1 using PSO and AWPSO is almost
equal. The value of the minimum Frequency deviation by AACPSO is the
smallest value.

3. The settling time in case of ANFIS is about 100 s; this value is very big and not
accepted because the range of permissible value of settling time is between
(0–30 s) as explained in Rania [27].

4. In area 2 the maximum frequency deviation by using AWPSO is the smallest
one. After that PSO comes next.

Table 11 Comparison between PSO, AWPSO, AACPSO and ANFIS

Item of comparison PSO AWPSO AACPSO ANFIS

Max frequency deviation of
area 1 (Hz)

4.71E−06 6.45E−05 7.91E−04 2.223E−005

Minimum frequency devia-
tion of area 1 (Hz)

−0.003 −0.0033 −0.0072 −0.002818

Max frequency deviation of
area 2 (Hz)

1.77E−06 1.08E−05 4.95E−06 2.857E−006

Minimum frequency devia-
tion of area 2 (Hz)

−8.10E−04 −8.19E−04 −0.0022 −0.0007645

Fig. 42 Frequency deviation of area 1 using ANFIS
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5. The difference value between the maximum frequency deviations of area 2 is
very small.

6. The minimum frequency deviation in area 2 using ANFIS is the best and smaller
value than other methods. But the settling time is very big value it is about 150 s
and off course this value is not acceptable.

Generally, the result shown in Tables 9 and 11 indicate that:

1. The settling time in case of using AACPSO is smaller than its value by using
PSO, AWPSO and ANFIS.

2. The maximum frequency deviation in case of using ANFIS is smaller than PSO,
AWPSO and AACPSO.

3. The Settling time in case of using ANFIS is not acceptable.
4. Also the disadvantages of ANFIS here in case of ITAE Performance Indices

which make the using of ANFIS is not acceptable here and take AACPSO as the
best method, but ANFIS has many advantages also like it is simple and easy to
use compared with the other methods used in this study and it takes less time in
the program running.

6 Comparative Study

A comparison study has been carried out with Genetic Algorithm, ordinary PI
controller, Ziegler Nichols tuned PID, Bacteria Foraging Optimization (BFO) tuned
PID controller as described in [2, 3, 33]. And the results display above for all cases
using Particle Swarm Optimization (PSO), Adaptive Weighted Particle Swarm
(AWPSO), Adaptive Acceleration Coefficients based PSO (AACPSO), and
Adaptive Neuro Fuzzy Inference System (ANFIS) according to the three types of
performance Indices (IAE, ISE and ITAE) in order to assess the results.

Fig. 43 Frequency deviation of area 2 using ANFIS
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6.1 The First Area

Table 12 displays the Comparison between Adaptive Acceleration Coefficients
based PSO (AACPSO), Genetic based PID, BFO based PID, Ziegler-Nicholas
Tuned PID and Conventional PI Controller in terms of the frequency deviation in
First Area of the power system.

From these results display in Table 12:

1. The settling time of AACPSO with the three types of performance Indices (IAE,
ISE and ITAE) was near each other.

2. The result of the settling time by using AACPSO with IAE is the best one from
all methods used.

3. The Overshoot value of AACPSO with ISE is small than its value by using other
methods of performance Indices.

4. The results by using Conventional PI are the worst one. The value of the settling
time is very big and not accepted.

This comparison illustrates that the AACPSO method has the best results of
settling time and over shoot frequency deviation for the First Area in all cases
studied of performance Indices (IAE, ISE, and ITAE) comparing with the other
methods of controller (Genetic based PID, BFO based PID, Ziegler-Nicholas Tuned
PID, Conventional PI Controller).

6.2 The Second Area

Table 13 displays the Comparison between Adaptive Acceleration Coefficients
based PSO (AACPSO), Genetic based PID, BFO based PID, Ziegler-Nicholas
Tuned PID and Conventional PI Controller in terms of the frequency deviation in
the Second Area of the system.

From these results:

1. The result of the settling time by using AACPSO with ITAE is the best one from
all methods used, so this method is the best one.

Table 12 Comparison
between different controllers
in the first area

Controller Overshoot (Hz) Settling Time (s)

Genetic-PID 0.0037 3.6389

BFO based PID 0.0168 4.0415

Ziegler-Nichols PID 0.0149 6.3522

Conventional PI 0.0222 35.0893

AACPSO with IAE 4.10E−05 1.6514

AACPSO with ISE 9.03E−06 1.9323

AACPSO with ITAE 7.91E−04 1.7267
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2. The settling time of AACPSO with IAE was near its value by using BFO based
PID, but the Overshoot value of AACPSO with IAE is small than its value by
using BFO.

3. The overshoot value by using AACPSO with ISE is the best one, but the settling
time in this method was bigger than its value by using BFO and AACPSO with
IAE and ITAE.

4. The results by using Conventional PI are the worst one. The value of the settling
time is very big and not accepted.

6.3 Tie Line Power

Table 14 presents the Comparison between Genetic based PID, BFO based PID,
Ziegler-Nicholas Tuned PID and Conventional PI Controller in terms of the Tie
Line Power Deviation.

From these results:

1. The result of the settling time by using AACPSO with ITAE is the best one from
all methods used.

2. The Overshoot value of AACPSO with ISE is small than its value by using other
methods of performance Indices.

3. The overshoot value by using AACPSO in near each other with different
methods of performance Indices (IAE, ISE, and ITAE).

4. The results by using Conventional PI are the worst one. The value of the settling
time is very big and not accepted.

Table 14 Comparison
between different controllers
in the tie line

Controller Overshoot (Hz) Settling time (s)

Genetic-PID 0.0014 5.208

BFO based PID 0.0123 3.433

Ziegler-Nichols PID 0.0099 8.3539

Conventional PI 0.0178 38.2914

AACPSO with IAE 1.06E−06 3.6553

AACPSO with ISE 4.24E−07 4.2082

AACPSO with ITAE 4.98E−07 2.5696

Table 13 Comparison
between different controllers
in the second area

Controller Overshoot (Hz) Settling time (s)

Genetic-PID 0.0014 5.208

BFO based PID 0.0123 3.433

Ziegler-Nichols PID 0.0099 8.3539

Conventional PI 0.0178 38.2914

AACPSO with IAE 4.14E−06 3.569

AACPSO with ISE 2.89E−06 4.1854

AACPSO with ITAE 4.95E−06 2.5288
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This comparison show that the AACPSO methods have the best results of
settling time and over shoot frequency deviation for the Tie line power in all cases
studied of performance Indices (IAE, ISE, and ITAE) comparing with the other
methods of controller (Genetic based PID, BFO based PID, Ziegler-Nicholas Tuned
PID, Conventional PI Controller).

From the results presented in Tables 11, 12 and 13 AACPSO results for first and
second area with ITAE performance indices are chosen to compare with Genetic
Algorithm, ordinary PI controller, Ziegler Nichols tuned PID and Bacteria Foraging
Optimization (BFO) tuned PID controller [2, 3, 33].

Figure 44 presents the time response of the first area using AACPSO tuned PID
compared with the Genetic based PID controller with the conventional PI con-
troller, conventionally tuned PID controller (Ziegler Nichols method) and Bacteria
Foraging Optimization based PID controller; system was simulated with step
change of 0.01 p.u.

Figure 45 presents the time response of the second area using AACPSO tuned
PID compared with the Genetic based PID controller with the conventional PI
controller, conventionally tuned PID controller (Ziegler Nichols method) and
Bacteria Foraging Optimization based PID controller; system was simulated with
step change of 0.01 p.u.

Figure 46 displays the time response of the Tie line power using AACPSO tuned
PID compared with the Genetic based PID controller with the conventional PI
controller, conventionally tuned PID controller (Ziegler Nichols method) and
Bacteria Foraging Optimization based PID controller.

Fig. 44 First area frequency response with AACPAO tuned PID compared to GA-tuned PID,
conventional PI, ZN- PID, and BFO-PID
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Fig. 45 Second area frequency response with AACPAO tuned PID compared to GA-tuned PID,
conventional PI, ZN- PID, and BFO-PID

Fig. 46 Tie line power frequency response with AACPAO tuned PID compared to GA-tuned
PID, conventional PI, ZN- PID and BFO-PID
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7 Conclusion

The simulation of the proposed controllers explained in this chapter, indicate that:

1. Adaptive Acceleration Coefficients based PSO (AACPSO) is the best method
which gives the best values of settling time and overshoot frequency deviation
comparing with Particle Swarm (PSO) and Adaptive Weighted Particle Swarm
(AWPSO).

2. ANFIS was not acceptable here because of the very huge value of settling time
when ANFIS used, ANFIS has many advantages also like it is sample and easy
to use compared with the other methods used in this study and it takes less time
in the program running. ANFIS method is better than using of other methods in
some applications especially in case of complicated systems which need to solve
the problems in very small time.

3. A comparative study has been carried out for AACPSO which is the best
method used to tune the PID controller compared with PSO, AWPSO and
ANFIS as presented before, with ordinary PI controller; Ziegler Nichols tuned
PID, Bacteria Foraging Optimization (BFO) and Genetic tuned PID according to
the three types of performance Indices (IAE, ISE and ITAE).

4. This comparative study indicate that the best type of the controller to have the
small value of settling time and overshoot frequency deviation was made by PID
controller tuning by AACPSO.

Appendix

Transmission line 1 parameters

Kg1 = 1

Kt1 = 1

Tg1 = 0.08

Tt1 = 20

R1 = 2.4

T11 = 20

Kl1 = 120

a12 = 1

Transmission line 2 parameters

Kg2 = 1

Kt2 = 1

Tg2 = 0.08

Tt2 = 0.33

R2 = 2.4
(continued)
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(continued)

Transmission line 1 parameters

T12 = 20

Kl2 = 120

N = 25 Number of swarm beings

d = 6 Two dimensional problem

n = 500 Number of iterations

W0 = 0.15 Percentage of old velocity

A0 = 0.5 Acceleration factor constant between [0 1]

C1 = 2.05 Percentage towards personal optimum

C2 = 2.05 Percentage towards

x0range = [0 10] Range of uniform initial distribution of positions

vstddev = 1 Std. deviation of initial velocities

C11 = 2 Percentage towards personal optimum used in ACC

C22 = 2.05 Percentage towards used in ACC
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Investigating Metaheuristics Applications
for Capacitated Location Allocation
Problem on Logistics Networks

Yonglin Ren and Anjali Awasthi

Abstract Logistics is vital to sustaining many industrial, commercial, and
administrative activities. It is often composed of the logistics service providers and
the customers being serviced. The goal of service providers is to maximize revenues
by servicing customers efficiently within their preferred timelines. To achieve this
goal, they are often involved in activities of location-allocation planning, that is,
which logistics facilities be opened, where they should be opened, and how
customer allocations should be performed to ensure timely service to customers at
least delivery costs to logistics operators. Location-allocation problem is NP-hard.
In literature, metaheuristics have been shown to perform better than exact pro-
gramming approaches to tackle larger NP-hard problems. We present four meta-
heuristics based solution approaches namely Genetic algorithms (GA), Simulated
annealing (SA), Tabu search (TS), and Ant colony optimization (ACO) to address
the capacitated location allocation problem on logistics networks. The problem is
studied under two cases. In the first case, opening costs of the facilities and only one
criterion (distance) is used. In the second case, opening costs of the facilities and
multiple criteria (distance, travel cost, travel time) are used. The proposed
approaches are tested under various problem instances to verify and validate the
model results.
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1 Introduction

Location planning of logistics depots and customer allocation are important deci-
sions in supply chain network design [12, 29, 35]. A carefully planned network
design positively impacts the economics of business organizations and their com-
petitiveness in national and international markets. Improper planning can lead to
poor service quality towards customers, long delivery times, and high investment
and maintenance costs for the logistics operators, which is detrimental to their
business operations and profitability.

The problem treated in this paper is motivated by distribution network design in
urban areas under congestion. The decisions concerned are location planning of
logistics depots and allocation of clients to the opened logistics depots. In urban
environment, opening of logistics depots and clients allocation is affected by a
number of factors such as presence of congestion, land and labor cost, proximity to
clients, presence of municipal regulations such as time restrictions, access restric-
tions etc. Therefore, the problem of how many logistics depots to be opened, where
to locate them, and how to cluster customers and allocate them to logistics depots
etc. is multiobjective and dynamic in nature and not a static or one-time decision as
considered in several studies available in literature in this direction. In practice, the
LA decision involves consideration of multiple factors such as distance, travel cost,
travel time etc [5, 6, 39].

Solutions to location allocation problem have been mainly investigated under
two main cases [34, 40]. In the first case, the location planning of logistics depots is
performed first and customer allocations are done. In the second case, the customer
zones are formed first and then logistical facilities or logistics depots are located at
center of zones to ensure better coverage and service for customers.

Distributing goods to customers from several logistics depots produces the
problem of optimizing the delivery process. Managers or Logistics operators face
the problem of reducing delivery costs, that is, how to ensure efficient delivery
processes considering multiple factors such as travel cost, travel time, and travel
distance, and how to integrate them altogether in optimizing overall costs for
delivery of goods to customers. It is obvious that these problems are multiobjective
in nature and therefore compromise solutions have to be found.

Most of the solutions to location and allocation problems have been approached
in similar ways as those used for combinatorial optimization problems. If the
number of logistics depots and customers are small, the optimal solutions can be
found using exact programming approaches. However, if the scale of problem is
large, then exact approaches are not enough to provide satisfactory solutions in
reasonable amount of time. Therefore, new types of solution approaches need to be
developed to resolve large sized location-allocation problems [1, 7, 9, 10, 11, 23,
24, 30].

Location-allocation problem is NP-hard problem [5]. In literature, metaheuristics
have been shown to perform better than exact programming approaches to tackle
larger NP-hard problems [38]. In this paper, we will address the multiobjective
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capacitated location allocation problem and develop solution approaches based on
four metaheuristics namely Genetic algorithms (GA), Simulated Annealing (SA),
Tabu Search (TS) and Ant Colony Optimization (ACO). The rest of the paper is
organized as follows. In Sect. 2, we present the problem definition. The solution
approach is provided in detail in Sect. 3. Section 4 presents a numerical application
of the four metaheuristics. The model results are verified and validated on Sect. 5.
Finally, we provide the conclusions and future works in Sect. 6.

2 Problem Definition

Distribution of goods to customers from logistics depots produces the problem of
how to construct the network of logistics depots and customers, and to optimize the
delivery process. That is, how to cluster customers and service them through
logistics depots considering least distance, cost, time etc. The distinction between
the location allocation problem treated in this paper and the traditional location
allocation problem lies in its multiobjective and dynamic nature. The multiple
objectives considered are travel time, travel distance, travel cost etc. and developed
based on practical constraints such as presence of congestion, timing and access
restrictions imposed by municipal administrations in urban areas etc. The dynamic
aspect means the location allocation results are not fixed forever but vary with
change in municipal access or timing regulations, congestion, or land, material and
labor costs on logistics networks.

In our problem, each customer should be serviced by a logistics center. It is
possible that a logistics depot gets no customer allocations, in that case it will be
closed down. Multiple criteria (factors) such as facility opening costs, travel cost,
travel distance, and travel time to customers are considered in deciding the opening
of logistics depots and customer allocations. The solution for location allocation
problem should therefore be 19 developed considering these factors, customer
demands and capacity constraints of logistics depots. Figure 1 shows a logistics
network comprising of logistics facilities (depots) and the customers.
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depot

1

Customer 
1

Customer 
3

Customer 
2

Customer 
j-1

Customer 
j-2

Customer
j

Logistics 
depot

2

Logistics 
depot

3

Logistics 
depot

i-2

Logistics 
depot

i-1

Logistics 
depot

i

Fig. 1 Network of logistics depots and customers
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Let us denote the logistics centers by i, (i = 1, 2,…, m) and customers by j (j = 1,
2, …, n). The maximum number of depots is denoted by m and the maximum
number of customers is denoted by n. The cost of opening a facility i is denoted by
ci and its capacity by bi. The demand for customer j is given by dj. The distance
between depot i and customer j is given by dij, travel cost by cij, and travel time by
tij. The binary variable yi is 1 if facility i is opened, otherwise it is set equal to 0.
Similarly, binary variable xij is equal to 1 is customer j is allocated to depot i and is
set equal to 0 in the contrary case. The quantity of goods transported between i and
j (if they are connected) is given by qij. The goal is to minimize the total costs, that
is, opening costs of facilities and delivery costs of goods to customers from logistics
depots. The delivery cost for customers is a weighted function of travel distance
(dij), travel cost (cij) and travel time (tij) where the weights of travel distance, travel
cost and travel time are represented by w1, w2 and w3 respectively. Since, the
facility opening costs, travel distance, travel time, travel costs etc. are in different
units, they are normalized before being used in the objective function. Let us denote
the normalized values of ci, dij, cij and tij by c0i; d

0
ij; t

0
ij; c

0
ij which are computed as

follows:

c0i ¼ ci=
X

ci

d0ij ¼ dij=
X

dij

t0ij ¼ tij=
X

tij

c0ij ¼ cij=
X

cij

Using the normalized values c0i; d
0
ij; t

0
ij; c

0
ij, the mathematical formulation of the

problem is presented as follows:
Objective:
Minimize

Xn
j¼1

yi � c0iþ
Xm
i¼1

Xn
j¼1

xij � ðw1 � d0ij þ w2 � t0ij þ ð1� w1 � w2Þ � c0ijÞ ð1Þ

s.t

Xm
i¼1

xij ¼ 1; 8j 2 1; 2; . . .; n ð2Þ

Xm
i¼1

qijxij ¼ dj; 8j 2 1; 2; . . .; n ð3Þ
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Xn
j¼1

qijxij � biyi; 8i 2 1; 2; . . .;m

xij 2 f0; 1g
yi 2 f0; 1g
qij � 0

ð4Þ

It can be seen from Eq. (1) that the objective function comprises of multiple
factors such as facility opening costs (c0i), travel distance (d0ij), travel cost (c

0
ij) and

travel time (t0ij). If w1 = 1 and w2 = 0, then w3 = 0 and the above objective function
reduces to a single factor optimization problem based on minimizing the travel
distance only. The objective function (1) now reduces to (5) which is given as
follows:

Minimize
Xn
j¼1

yi � c0iþ
Xm
i¼1

Xn
j¼1

xij � d0ij
ð5Þ

The constraints in single factor optimization model remain the same as in
multifactor optimization model. Equation (2) ensures that each client is served by
exactly one facility. Equation (3) shows the demand satisfaction constraint of the
customers. Equation (4) shows the capacity restriction constraints for the logistics
depots. The facility location selection variable xij and the customer allocation
variable to logistics facilities yi are binary. The quantity allocations qij are non-
negative real numbers.

3 Solution Approach

The location and allocation problem treated in this paper is multi-objective in
nature. According to Konak et al. [21] and [33], there are two general approaches to
solve multiple-objective optimization problems.

1. Combining individual objective functions into a single composite function or
move all but one objective to the constraint set. In the former case, determi-
nation of a single objective is possible with methods such as utility theory,
weighted sum etc., but the problem lies in the proper selection of the weights
which is tricky process as small perturbations in the weights can sometimes lead
to quite different solutions. In the latter case, the problem is to move objectives
to the constraint set where a constraining value must be established which can
again be rather arbitrary.

2. The second approach consists of determining Pareto optimal solutions where a
Pareto optimal set is defined as a set of solutions that are non-dominated with
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respect to each other. Each Pareto solution dominates other in terms of one
objective function value and there is always a certain amount of sacrifice in this
objective value when trying to achieve a certain amount of gain in the other
objective(s).

3. In our paper, since all the functions are minimization type and the weights of the
objective functions can be obtained using multicriteria decision making approa-
ches such as AHP, we have used the weighted sum method [28] for treating the
multiobjective problem is used over the Pareto optimal solution. Before applying
the weighted sum method, we normalize all the factors used in the model to bring
them to a common unit to avoid discrepancies of scale. If sij represents an element
of matrix Sm × nwhere i = 1, 2,…,m and j = 1,…, n, then the normalized values aij
can be obtained using any of the following four methods:

aij ¼ sij=
X

sij
� � ð6Þ

aij ¼ sij=max sij
� � ð7Þ

aij ¼ ðsij �minsijÞ=max sij �min sij
� � ð8Þ

aij ¼ sij=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

ðsijÞ2
q

ð9Þ

3.1 Genetic Algorithms

Genetic algorithm is a kind of stochastic search and optimization technique based
on principles from evolution theory [18]. Genetic algorithms form part of the larger
class of ‘Evolutionary algorithms’ which generate offsprings for better solution by
using techniques inspired from genetic evolution such as crossover, inheritance,
selection, mutation etc. Goldberg [15] defines genetic algorithm as a search heu-
ristic that mimics the process of natural evolution. This heuristic is routinely used to
generate useful solutions, search and optimize better solution from neighborhood of
solution space. Genetic selection for crossover and mutation is important and
should be carefully done because it affects the computational speed and quality of
final results of the genetic algorithms. Gong et al. [16] propose a Hybrid evolu-
tionary method for capacitated 528 location-allocation problem. Jaramillo et al. [20]
use genetic algorithms for solving location problem. Zhou et al. [41] propose A
genetic algorithm approach to the bi-criteria allocation of customers to warehouses.

The high level pseudocode for implementing GA is presented as follows:

1. Set iteration counter t = 0.
2. Generate the initial population, P(t), randomly.
3. Evaluate fitness of the population P(t) using the objective function.
4. While (number if iterations t ≤ Maximum value) or (improvement in objective

function value ≤10−5) do
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4:1. Set t = t + 1
4:2. Select two solutions P1 and P2 from the population using the ranking

method.
4:3. Apply genetic operators to P1 and P2

4:3:1. If crossover, then combine P1 and P2 using single point crossover
to generate offspring O1.

4:3:2. If O1 is identical to any of its parents, then apply mutation operator
to the parent with the best fitness.

4:3:2:1. If mutation, then apply mutation operator to the parent
with the best fitness to form a offspring O1.

4:3:3. Evaluate the fitness of the new child set using the objective
function

4:3:4. If fitness of chromosome is improved or objective value is reduced
(in case of minimization) then utilize the incremental replacement
method to create P(t) and update population size.

5. Stop. Print final results.

The advantages of Genetic algorithms are that it supports multi-objective opti-
mization, can be applied to new problems with exploratory type of solutions,
always improves solutions over time, and can be easily parallelized or distributed.
The limitations are that they require careful selection of chromosomes, cross-over
and mutation operators to generate better results over time. If they are not carefully
planned, there is risk of getting trapped into local optima and the algorithm may
involve high computational times for generating final results.

3.2 Simulated Annealing

Simulated annealing is a generalization of the Monte Carlo method for examining
the equations of state and frozen states of n-body systems [27]. The concept is
based on the manner in which liquids freeze or metals recrystallize in the process of
annealing. In an annealing process a melt, initially at high temperature and disor-
dered, is slowly cooled so that the system at any time is approximately in ther-
modynamic equilibrium. Al-Khedhairi [3] applied simulated annealing for solving
p-median problem. Murray and Church [28] use simulated annealing for location
planning models. Mark et al. [25] created land allocation zones for forest man-
agement using a simulated annealing approach.

The high level pseudocode for simulated annealing is presented as follows:

1. Set initial solution s = s0, initial temperature T = Tmax, maximum number of
iterations = L, iteration counter n = 0, temperature change counter t = 0.

2. Initialize temperature decreasing rate R and minimal acceptable temperature
Tmin.
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3. While (T ≥ Tmin)

3:1 While (number of iterations n ≤ Maximum value L) or (improvement in
objective function value ΔE ≤ 10−5) do

3:1:1 Generate a neighboring solution s′.
3:1:2 Calculate DE ¼ f ðs0Þ � f ðsÞ.
3:1:3 If DE� 0 then

3:1:3:1 Set s ¼ s0

Else
3:1:3:2 Select a random number R from U(0, 1). If R\e�

DE
T accept

s ¼ s0 else update s with next best neighboring solution s00

with DE� 0.

3:1:4 Set n = n + 1;

3:2 Set t = t + 1 and T = R − (R × t/L);

4. Stop. Print final results.

Simulated Annealing is a simple, effective, and flexible approach, which could
be easily understood and applied in many fields without relative inner structure. It
can deal with arbitrary systems and cost functions and statistically guarantees
finding an optimal solution. It is relatively easy to code even for complex problems
and generally gives a “good” solution.

3.3 Tabu Search

Glover [13] proposed the tabu search or tabu algorithm for optimizing problems by
tracking and guiding. It begins by setting up a set of feasible solutions, choosing
certain solutions in the feasible neighborhood subject to constraints of tabu list for
searching the objective solution, and finally generating the solution. Tabu search
enhances the performance of a local search method by using memory structures:
once a potential solution has been determined, it is marked as “taboo” (tabu) so that
the algorithm does not visit that possibility repeatedly.

The high level pseudocode for the proposed tabu search is presented as follows:

1. Generate initial solution s0.
2. Initialize the tabu list, medium-term and long-term memories
3. Set sbest = s0.
4. While (number if iterations ≤ Maximum value) or (improvement in objective

function value ≤10−5) do

4:1 Generate admissible solutions (s)
4:2 Select best solution s′ from the list of admissible solutions (s)
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4:3 Update tabu list, aspiration conditions, medium and long term memories;

4:3:1 If intensification criterion holds, then intensification;
4:3:2 If diversification criterion holds, then diversification;

4:4 If (f(s′) < f(sbest) and (s′ is non-tabu)) or (f(s′) < f(sbest) and (s′ is tabu and
aspiration criteria holds) then

Set sbest = s′.
Else
Pick the best move s″ that is non-tabu and set sbest = s″.

4:5 Stop.

The advantage of Tabu Search is that it searches over all the solutions space to
find the optimized solution. Due to the presence of Tabu list, only limited solutions
in neighborhood are searched which saves lot of computation time and also avoids
low quality solutions.

3.4 Ant Colony Optimization

Dorigo [9] developed the ant colony approach. The ant colony optimization (ACO)
is a probabilistic technique for solving computational problems which can be
reduced to finding good paths through neighborhoods. Alaya et al. [2] apply ant
colony optimization for multi-objective optimization problems. Silva, et al. [36]
perform rescheduling and optimization of logistic processes using GA and ACO.
Kwang and Weng [22] apply multiple ant-colony optimization for network routing.
Qin [31] performed Logistics distribution center allocation based on ant colony
optimization.

The high level pseudocode for the proposed ACO is presented as follows:

1. Set iteration counter iter: = 0.
2. Initialize values of ACO parameters, such as α, β, q0, etc.
3. While (iter ≤ iter_max) or (improvement in objective function value ≤10−5)

3:1 Set the value of the initial pheromone trail τ0, and initial pheromone
intensity τij = τ0 for the path from nodes i to j and Δτij = 0

3:2 Construct the tabu lists of all ants, which contain all the unvisited nodes for
each ant and the tabu list for the best path found by the ant colonies.

3:3 Randomly place the m ants on the n nodes.
3:4 For k: = 1 to m do

3:4:1 Generate a random number q.
3:4:2 If q ≤ q0, choose the node j to move to according to the state

transition rule defined by Eq. (5).
3:4:3 If q > q0, choose node j to move to with the highest probability pkij

given by Eq. (6).
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3:4:4 Delete the chosen node j from the tabu list Sk of ant k.
3:4:5 Continue moving until the ant k finishes the whole tour.
3:4:6 Update the pheromone trail locally with Eq. (7).

3:5 Evaluate all the feasible tours constructed with respect to objective func-
tion value and satisfaction of demand and capacity constraints

3:6 Select the tour with the minimum cost.
3:7 Perform the global update for pheromone trails using Eqs. (8) and (9).
3:8 Re-construct all tabu lists. iter: = iter + 1.

4. Stop the ACO search process and output the best tour.

4 Numerical Application

We present the numerical examples for application of the four metaheuristics on
location and allocation problem under two cases:

(a) single factor (objective function)

Xn
j¼1

ciyi þ
Xm
i¼1

Xn
j¼1

dijxij;

(b) multi-factor (objective function)

Xn
j¼1

ciyi þ
Xm
i¼1

Xn
j¼1

ðw1 � dij=
X

dij þ w2 � tij=
X

tij þ ð1� w1 � w2Þ � cij=
X

cijÞxijÞ:

The normalization method used is aij = sij/∑(sij) where sij represents an element
of matrix Sm × n where i = 1, 2,…, m and j = 1,…,n, and the normalized values is
given by aij. Four metaheuristics namely GA, SA, TS, and ACO are applied and
tested for solving the location allocation problem.

4.1 Location and Allocation Using Single Factor

4.1.1 Input Data

Let us consider a logistics network comprising of 7 depots (D1, D2 … D7) and 21
customers (C1, C2 … C21). The demand, distance, and capacity data for location
allocation problem using single factor “distance” in presented in Table 1. The distance
matrix is presented at the center of the Table 1. The customer demands are presented
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in the last column and depot capacities are present in the last row of Table 1. Table 2
presents the opening costs for the logistics depots.

The goal is to minimize the facility opening costs and the allocation costs for
customers under the demand and capacity constraints of customers and the logistics
depots. The objective function used is

Pn
j¼1 ciyi þ

Pm
i¼1

Pn
j¼1 dijxij. Since the cost

and distance data are in different units, they will be normalized before application of
metaheuristics GA, SA, TS, and ACO. The formula used for normalization is
aij ¼ sij=

P
Sij where sij represents the original data value in matrixij and aij

represents the normalized value.
In ACO, the values used are α = 0.0051, β = 1.23, R = 0.00017. In SA, they are

e ¼ 0:130, T = 2. For TS, t = 3 and for GA, pm = 0.1, pc = 0.7.

Table 1 Input distance, capacity and demand data for single factor

Customers Depots Demand

D1 D2 D3 D4 D5 D6 D7

C1 3.4 3.74 4.2 3.2 3.3 4.8 2.1 120

C2 3.10 3.28 3.3 2.7 4.0 3.1 5.8 200

C3 3.8 3.4 3.2 2.9 3.0 2.4 4.8 80

C4 3.5 3.6 3.5 4.9 3.6 2.5 4.9 110

C5 3.7 3.0 3.2 4.6 2.0 3.2 4.6 130

C6 3.6 3.7 3.6 4.7 3.7 3.8 4.7 90

C7 2.88 2.97 7.3 3.31 3.5 3.6 4.5 140

C8 2.5 2.9 3.0 2.83 2.7 3.0 3.2 170

C9 2.6 2.7 4.82 3.2 3.6 3.7 10.8 90

C10 5.8 2.8 3.2 5.3 4.74 4.2 6.1 115

C11 3.1 2.9 6.7 3.0 3.28 3.3 4.4 100

C12 2.4 2.7 2.9 5.0 3.24 6.5 2.0 125

C13 3.5 3.30 3.5 3.6 9.04 2.8 4.5 85

C14 4.2 2.96 2.7 1.0 3.03 3.0 2.3 180

C15 3.1 3.2 2.6 2.74 2.82 3.7 4.1 130

C16 3.2 4.3 2.8 2.88 3.2 3.3 2.8 95

C17 2.7 5.0 3.1 2.92 5.7 6.0 3.1 175

C18 5.9 3.0 2.4 2.47 2.9 3.0 2.4 150

C19 3.5 1.6 3.5 1.30 3.5 3.6 7.5 190

C20 2.7 3.0 5.2 2.96 2.7 3.0 1.2 95

C21 2.6 3.7 4.8 3.28 3.6 6.7 3.8 160

Capacity 800 800 1,100 1,000 700 1,100 900

Table 2 Opening costs for
logistics depots Depots D1 D2 D3 D4 D5 D6 D7

Opening
costs

14 21 17 15 25 13 22
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4.1.2 Application of Proposed Metaheuristics

Table 3 presents a relative comparison of the final results obtained from the four
metaheuristics for the single factor. It can be seen that ACO results propose opening
of only 5 logistics depots followed by GA (6 depots), whereas all the depots are
open in SA and TS which also justifies their least total objective function value
shown in Table 4.

Table 4 presents a relative comparison of the computation time and objective
function values for the final results obtained from the four metaheuristics for the
single factor. It can be seen that ACO performs the fastest in terms of computation
time used for generating the results and gives least value for the total objective
function equal to 0.7704.

4.2 Location and Allocation Using Multifactors

4.2.1 Input Data

Let us consider the input data for location allocation problem using multiple factors
“distance”, “time” and “cost” for a logistics network comprising of 7 logistics
depots (D1, D2 … D7) and 21 customers (C1, C2 … C21). The distance matrix,

Table 3 Comparison of location allocation results for single factor problem

Initial
solution

GA SA TS ACO

D1 C1, C2,
C3

C8, C17, C21 C21 C9, C15, C17 C6, C9,
C21

D2 C4, C5,
C6

C7, C19 C10, C19 C7, C10 C5, C10,
C11, C15,
C19

D3 C7, C8,
C9

C2 C4 C5 –

D4 C10,
C11,
C12

C14, C15 C9, C14, C17 C18, C19 C2, C7,
C14, C16,
C18

D5 C13,
C14,
C15

C9, C11 C5, C15 C8, C21 –

D6 C16,
C17,
C18

C3, C4, C10 C2, C3, C6,
C7, C8, C13

C2, C3, C4 C3, C4,
C13

D7 C19,
C20,
C21

C1, C5, C6, C12,
C13, C16, C18,
C20

C1, C11, C12,
C16, C18,
C 20

C1, C6, C11, C12,
C13, C14, C16,
C20

C1, C8,
C12, C17,
C20
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customer demands, and depot capacities are same as presented in Table 1. The time
matrix is presented in Table 5 and the cost matrix in Table 6. The depot opening
costs are same as in Table 2.

Table 4 Comparison of performance results for single factor location allocation problem

GA SA TS ACO

Number of Iterations 10,000,000 10,000,000 10,000,000 10,000,000

Objective function
value (distance
normalized)

0.1079 0.1050 0.1550 0.1011

Objective function
value (cost
normalized)

0.8898 1.0000 1.0000 0.6693

Objective function
value (cost plus dis-
tance normalized)

0.9977 1.1050 1.1550 0.7704

Computation time
(seconds)

4,696.801189 4,965.391465 5,093.268974 4,296.178412

Table 5 Time matrix

Customers Depots

D1 D2 D3 D4 D5 D6 D7

C1 1.0 4.83 3.00 2.7 5.0 3.0 2.1

C2 3.0 2.88 2.86 3.3 4.9 4.1 5.8

C3 4.6 3.76 3.74 4.2 6.1 3.6 4.8

C4 3.4 3.10 3.28 3.3 4.4 2.6 4.9

C5 4.0 3.38 3.24 4.2 6.0 3.4 4.6

C6 13.3 3.4 3.1 3.04 3.63 8.5 4.0

C7 3.1 3.3 3.8 3.31 3.28 3.9 1.8

C8 7.2 3.3 2.8 2.88 2.97 3.3 9.4

C9 2.7 3.0 7.1 2.92 3.0 2.8 2.7

C10 2.9 4.0 8.4 2.47 2.65 2.9 3.5

C11 1.5 2.6 3.5 6.30 3.38 3.7 5.2

C12 2.7 3.0 3.0 2.6 3.1 3.2 2.6

C13 3.6 9.7 5.8 3.28 3.2 4.3 6.8

C14 3.0 3.2 8.6 3.18 2.7 3.0 8.1

C15 3.1 3.2 3.4 3.1 3.04 3.13 3.5

C16 3.2 13.3 1.3 13.8 13.31 3.28 3.2

C17 6.7 13.0 0.3 6.8 2.88 2.97 7.3

C18 2.92 3.05 23.0 3.1 2.92 3.05 2.8

C19 8.47 2.65 3.0 12.4 12.47 2.65 2.9

C20 3.30 3.38 3.6 3.5 3.30 3.38 3.7

C21 9.96 8.14 3.0 3.2 2.96 23.1 3.2
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The goal is to minimize the facility opening costs and the allocation costs for
customers under multifactors and the demand and capacity constraints of customers
and the logistics depots. The objective function used for the multifactor location
allocation problem is given by:

Xn
j¼1

ciyi þ
Xm
i¼1

Xn
j¼1

ðw1 � dij=
X

dij þ w2 � tij=
X

tij þ ð1� w1 � w2Þ � cij=
X

cijÞxij

Since the cost, travel time and distance data are in different units, they will be
normalized before application of metaheuristics GA, SA, TS, and ACO. The for-
mula used for normalization is aij ¼ sij=

P
sij where sij represents the original data

value in matrixij and aij represents the normalized value. Using w1 = 0.2, w2 = 0.3,
and w3 = 1 − w1 − w2, the total objective function values obtained are presented in
Table 7.

Table 6 Cost matrix

Customers Depots

D1 D2 D3 D4 D5 D6 D7

C1 2.9 3.2 3.5 3.14 3.15 3.0 2.1

C2 3.9 4.0 4.3 3.62 3.60 4.1 5.8

C3 3.5 3.6 3.5 3.14 3.12 3.6 4.8

C4 3.5 3.6 3.6 3.19 3.17 3.6 4.9

C5 3.3 3.4 3.0 2.99 3.07 3.4 4.6

C6 3.3 3.4 3.1 3.04 3.13 3.5 4.7

C7 3.1 3.3 3.8 3.31 3.28 3.2 1.8

C8 2.5 2.9 3.0 2.83 3.00 2.7 3.0

C9 3.2 3.3 3.0 2.88 2.86 3.3 4.1

C10 4.0 4.1 4.6 3.76 3.74 4.2 6.1

C11 3.1 3.3 3.4 3.10 3.28 3.3 4.4

C12 3.1 3.4 4.0 3.38 3.24 3.2 2.0

C13 2.8 3.0 3.2 2.95 3.04 2.8 2.5

C14 3.0 3.2 3.6 3.18 3.03 3.0 2.3

C15 3.1 3.2 2.6 2.74 2.82 3.2 4.1

C16 3.2 3.3 2.8 2.88 2.97 3.3 4.4

C17 2.7 3.0 3.1 2.92 3.05 2.8 2.7

C18 2.9 3.0 2.4 2.47 2.65 2.9 3.5

C19 3.5 3.6 3.5 3.30 3.38 3.7 5.2

C20 2.7 3.0 3.2 2.96 3.14 3.0 3.5

C21 3.6 3.7 3.8 3.28 3.27 3.7 5.1
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4.2.2 Application of Metaheuristics

Table 8 presents a relative comparison of the final results obtained from the four
metaheuristics for the multifactor location allocation problem. It can be seen that
only 6 depots are opened in ACO and TS making them least costly solutions
(Table 9) for location allocation as compared to GA and SA.

Table 9 presents a relative comparison of the computation time and objective
function values for multifactor location allocation problem. It can be seen that TS
performs the best followed by ACO in terms of objective function value. The
metaheuristic SA is the fastest in terms of computation time followed by GA.

5 Model Verification and Validation

5.1 Model Verification

To verify the model results, we tested our model under three difference scenarios
for the same numerical example presented in Sect. 5.1 (multifactor case).

Table 7 Normalized data for multifactor cost, time and distance

D1 D2 D3 D4 D5 D6 D7

C1 0.0052 0.0068 0.0068 0.0058 0.0066 0.0067 0.0039

C2 0.0066 0.0068 0.0071 0.0062 0.0074 0.0071 0.0109

C3 0.0071 0.0067 0.0065 0.0061 0.0067 0.0061 0.0090

C4 0.0066 0.0066 0.0066 0.0070 0.0066 0.0059 0.0092

C5 0.0066 0.0062 0.0058 0.0069 0.0060 0.0063 0.0086

C6 0.0094 0.0066 0.0061 0.0066 0.0064 0.0082 0.0086

C7 0.0057 0.0060 0.0091 0.0062 0.0063 0.0065 0.0049

C8 0.0061 0.0056 0.0056 0.0053 0.0055 0.0054 0.0077

C9 0.0055 0.0058 0.0079 0.0056 0.0058 0.0063 0.0111

C10 0.0082 0.0069 0.0090 0.0075 0.0073 0.0075 0.0107

C11 0.0054 0.0058 0.0083 0.0067 0.0062 0.0063 0.0085

C12 0.0053 0.0059 0.0066 0.0070 0.0060 0.0079 0.0039

C13 0.0059 0.0078 0.0070 0.0060 0.0091 0.0057 0.0071

C14 0.0063 0.0059 0.0078 0.0048 0.0056 0.0056 0.0061

C15 0.0058 0.0060 0.0051 0.0053 0.0054 0.0063 0.0075

C16 0.0060 0.0098 0.0048 0.0087 0.0088 0.0062 0.0070

C17 0.0063 0.0098 0.0050 0.0066 0.0072 0.0071 0.0067

C18 0.0071 0.0057 0.0107 0.0048 0.0052 0.0056 0.0058

C19 0.0081 0.0054 0.0064 0.0078 0.0091 0.0066 0.0104

C20 0.0053 0.0058 0.0073 0.0057 0.0057 0.0058 0.0053

C21 0.0081 0.0083 0.0075 0.0061 0.0062 0.0144 0.0083
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• Scenario 1: In the scenario 1, the opening cost is same for all the 7 logistics
facilities and is equal to $100,000. Demand and capacity constraints are not
considered.

• Scenario 2: In the scenario 2, we ignore the facility opening costs by setting
them equal to 0, in other words all facilities are considered open and customers
are allocated to them using different metaheuristic approaches. Demand and
capacity constraints are not considered.

• Scenario 3: In the scenario 3, the opening costs for facilities are different.
Demand and capacity constraints are considered.

The demand data for customers, opening costs of logistics facilities and their
capacities and average transit time between the logistics facilities and the customers
is presented in Tables 10, 11, 12 and 13.

Table 8 Comparison of model results for multifactor location allocation problem

Depots Initial
solution

GA SA TS ACO

D1 C1, C2,
C3

C2, C8, C11 C4, C9, C17 C1, C7, C20 C11

D2 C4, C5,
C6

C10, C15 C15, C19 C3, C9, C10,
C11, C12,
C19

C2, C8,
C19

D3 C7, C8,
C9

C5 C2 C4, C6, C15,
C16, C17,
C21

C5, C6,
C13, C16,
C17

D4 C10,
C11,
C12

C3, C14 C14, C21 C8, C14,
C18

–

D5 C13,
C14,
C15

C4, C21 C8, C11 C5 C9, C10,
C15, C20,
C21

D6 C16,
C17,
C18

C9, C17, C19 C3, C5, C10 C2, C13 C3, C4,
C14, C18

D7 C19,
C20,
C21

C1, C6, C7, C2,
C13, C16, C18
C20

C1, C6, C7, C12,
C13, C16, C1,
C20

– C1, C7,
C12

Table 9 Comparison of model performance for multifactor

GA SA TS ACO

Iteration times 10,000,000 10,000,000 10,000,000 10,500,000

Objective multifactor value 0.1271 0.1259 0.1215 0.1181

Objective normalized cost 1.0000 1.0000 0.8268 0.8819

Objective normalized cost plus
multifactor value

1.1271 1.1259 0.9483 1.0000

Computation time 4,844.64 s 3,142.55 s 6,702.69 s 10,867.25 s
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Table 11 Opening costs of facilities

S. No. Depots Opening costs Capacity

1 D1 (Baltimore) 3,215,569 2,000,000

2 D2 (Williamsport) 3,327,844 2,000,000

3 D3 (Wheeling) 3,000,000 2,000,000

4 D4 (Pittsburgh) 3,197,605 2,000,000

5 D5 (Erie) 3,094,311 2,000,000

6 D6 (Harrisburg) 3,251,497 2,000,000

7 D7 (Boston) 1,500,000 2,000,000

Table 12 Average transit time (in minutes) between the depot i and customer j

D1 D2 D3 D4 D5 D6 D7

Wallingford (C1) 269 323 474 440 485 251 127

Ankeny (C2) 955 885 734 733 722 916 1154

Posen (C3) 652 582 440 429 419 613 927

W.Chicago (C4) 699 629 487 476 466 660 974

Indianapolis (C5) 548 478 291 344 395 515 877

Louisville (C6) 565 495 318 371 427 541 904

Boston (C7) 389 444 595 560 524 372 0

Baltimore (C8) 0 76 263 232 347 78 386

Westland (C9) 495 425 284 273 262 456 770

Blaine (C10) 1,050 980 839 827 817 1,011 1,121

Charlotte (C11) 426 376 419 428 554 451 808

Auburn (C12) 434 489 640 606 561 417 81

Kenvil (C13) 188 215 367 332 368 144 247

Menands (C14) 322 356 507 462 358 285 172

Columbus (C15) 384 314 127 180 227 350 713

W. Chester (C16) 194 248 399 365 415 177 195

Philadelphia (C17) 100 174 324 290 392 104 298

Pittsburgh (C18) 230 160 61 0 127 191 554

Nashville (C19) 658 597 475 528 584 671 1,034

Richmond (C20) 149 169 347 325 440 227 531

Milwaukee (C21) 749 679 537 529 516 710 1,024

Table 13 Scenarios for verification

D1 D2 D3 D4 D5 D6 D7

Scenario 1 100,000 100,000 100,000 100,000 100,000 100,000 100,000

Scenario 2 0 0 0 0 0 0 0

Scenario 3 100,000 70,000 20,000 40,000 80,000 120,000 60,000
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The data used for the three scenarios are shown in Table 13.
The unit shipping cost between the logistics facilities/depots and customers is

shown in Table 14.
The scenarios were run for 100,000 iterations. The results for the three scenarios

are presented in Tables 15, 16 and 17 respectively. It can be seen from the results of
Table 15 that Ant Colony provides the least cost objective function value for the

Table 14 Unit shipping cost (in dollars) and demand (in units of products)

D1 D2 D3 D4 D5 D6 D7

Wallingford (C1) 2.9 3.2 3.5 3.14 3.15 3 2.1

Ankeny (C2) 3.9 4 4.3 3.62 3.6 4.1 5.8

Posen (C3) 3.5 3.6 3.5 3.14 3.12 3.6 4.8

W. Chicago (C4) 3.5 3.6 3.6 3.19 3.17 3.6 4.9

Indianapolis (C5) 3.3 3.4 3 2.99 3.07 3.4 4.6

Louisville (C6) 3.3 3.4 3.1 3.04 3.13 3.5 4.7

Boston (C7) 3.1 3.3 3.8 3.31 3.28 3.2 1.8

Baltimore (C8) 2.5 2.9 3 2.83 3 2.7 3

Westland (C9) 3.2 3.3 3 2.88 2.86 3.3 4.1

Blaine (C10) 4 4.1 4.6 3.76 3.74 4.2 6.1

Charlotte (C11) 3.1 3.3 3.4 3.1 3.28 3.3 4.4

Auburn (C12) 3.1 3.4 4 3.38 3.24 3.2 2

Kenvil (C13) 2.8 3 3.2 2.95 3.04 2.8 2.5

Menands (C14) 3 3.2 3.6 3.18 3.03 3 2.3

Columbus (C15) 3.1 3.2 2.6 2.74 2.82 3.2 4.1

W. Chester (C16) 3.2 3.3 2.8 2.88 2.97 3.3 4.4

Philadelphia (C17) 2.7 3 3.1 2.92 3.05 2.8 2.7

Pittsburgh (C18) 2.9 3 2.4 2.47 2.65 2.9 3.5

Nashville (C19) 3.5 3.6 3.5 3.3 3.38 3.7 5.2

Richmond (C20) 2.7 3 3.2 2.96 3.14 3 3.5

Milwaukee (C21) 3.6 3.7 3.8 3.28 3.27 3.7 5.1

Table 15 Objective function value

Scenario Initial solution GA SA TS ACO

1 1.1541 1.105 1.1084 0.96 0.9454

2 0.1631 0.0999 0.1025 0.1073 0.0879

3 1.1542 1.1135 1.1141 0.9602 0.9264

Table 16 Computation time
(in seconds) Scenario GA SA TS ACO

1 378.22 203.37 1,779.21 528.91

2 351.49 208.57 1,431.79 1,083.93

3 492.528 505.389 1,251.28 1,145.89
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three scenarios. Besides, the results of the four meta-heuristics for scenario 1 and 2
follow identical pattern since they consider equal facility opening costs or zero costs
and therefore do not contribute towards the total objective function value. This
verifies the correctness of our model results with respect to the objective function.

Table 16 presents the computation time for the four metaheuristics. It can be
seen that SA takes the least computation time in first two scenarios. Besides, the
results of the four meta-heuristics for scenario 1 and 2 follow identical pattern in
terms of computation times since they consider equal facility opening costs or zero
costs and therefore do not contribute towards the total objective function value. The
GA algorithm performs fastest in scenario 3. This verifies the correctness of our
model results with respect to the computation time.

The location-allocation results for scenario 1, 2 and 3 can be seen in Table 17
respectively. It can be seen in Table 17 that only 6 logistics facilities(depots) are
open when applying Tabu Search and Ant Colony Optimization which also con-
firms their least cost objective function values (Row 1, Table 15).

From the results of scenario 2 (Table 18), it can be seen that only 6 logistics
facilities(depots) are open when applying Ant Colony Optimization which also
confirms its least cost objective function value (Row 2, Table 15).

Table 19 presents the results of scenario 3. It can be seen that all 7 logistics
facilities(depots) are open when applying the four metaheuristics with GA gener-
ating fastest results while TS takes longest time (Table 14). However, the solution
generated by TS is the best followed by ACO in terms of minimizing costs
(Table 15).

Table 17 Location allocation results for scenario 1 (in seconds)

Depots Initial
solution

Final solution

GA SA TS ACO

D1 C3C17 C13C16 C1C2C8C17 C20 C8C11
C16C20

D2 C4C8 C5C8 C3C4C5C6
C11C14

– –

D3 C5C10 C11C19 C15C18C19 C5C17 C5C6C9
C15C19

D4 C2C7 C18C21 C9 C9 C2C21C18

D5 C1C6C9
C11C13C15

C2C3C4
C6C9C10

C10 C2C3C4C6
C10C15
C19 C21

C3C4C10

D6 C12C14 C1C12C14
C15C17C20

C13C16
C20C21

C11C13C18 C13C14C17

D7 C16C18C19
C20C21

C7 C7C12 C1C7C8C12
C14C16

C1C7C12

232 Y. Ren and A. Awasthi



5.2 Model Validation

To perform validation of model results, we took the numerical case study presented
in [42] which is described as follows:

Let us denote V as a set of nodes representing m customers, U as a set of nodes
representing r warehouses, and E as a set of edges representing a connection
between customers and warehouses. On each edge (i, j) there are two objective
coefficients cij denoting unit shipping cost and tij denoting transit time between
warehouse j and its customer i. At each customer node i, customer demand is
denoted as νi, and at each warehouse j, its capacity is denoted as qj. Using the above

Table 18 Location allocation results for scenario 2 (in seconds)

Depots Initial solution Final solution

GA SA TS ACO

D1 C2C9C19 C8C13C20 C18C20 C8C16C20 C8C11C17
C20

D2 C4C8 C2C3 C4C11C13 C7C11C19 –

D3 C6C18 C4C19 C3C5C15C19 C6 C5C6C15

D4 C12C14C20 C11C18C21 C9C10 C4C15C21 C9C10
C18C21

D5 C11C13C16 C9C10C15 C21 C2C3C9
C14C18

C2C3
C4C19

D6 C1C5C7C10 C5C6C16C17 C2C6C8C16 C1C5C10
C13C17

C13

D7 C3C15C17C21 C1C7C12C14 C1C7C12
C14C17

C12 C1C7C12
C14C16

Table 19 Location allocation results for scenario 3 (in seconds)

Depots Initial solution Final solution

GA SA TS ACO

D1 C3C6C16 C8C19C20 C4C5C8 C13C15C17 C8C16
C17C20

D2 C7C11 C2C3 C2C20 C5C11C16
C18C19
C20C21

D3 C17 C6 C6 C5C15

D4 C8C14 C15C21 C15C19 C4C10 C4C6C10
C18C19

D5 C5C21 C4C9 C5 C3C6C9 C2C3C9C21

D6 C18C19C20 C10C11C18 C11C17C18 C2C8 C11C13

D7 C1C2C4C9C10
C12C13C15

C1C5C7C12
C13C14
C16C17

C1C7C9C10
C12C13C14
C16C21

C1C7
C12C14

C1C7
C12C14
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notations, the bi-criteria multiple warehouse allocation problem is formulated as
follows:

Minimize f xð Þ ¼ w1 � f1 xð Þ þ w2 � f2 xð Þ

where
w1 and w2 are constants representing weights for f1(x) and f2(x), respectively.

f1ðxÞ ¼
Xm
i�1

Xr

j¼1

vicijxij Minimize shipping costsð Þ

f2ðxÞ ¼
Xm
i�1

Xr

j¼1

tijxij Minimize total transit time betweenð

warehouses an customers allocated to themÞ

Subject to

Xr

j¼1

xij ¼ 1; i ¼ 1; 2; . . .;m Each customer is allocated to only one warehouseð Þ

Xm
i¼1

vixij � qj; j ¼ 1; 2; ::; r Total demand of customers does not exceedð

the capacity of warehouses serving themÞ

xij ¼
1 If customer i is allocated to warehouse j; i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; r

0 otherwise

�

The shipping cost data and transit time data is same as in Tables 12 and 14. The
demand of customers and capacity of warehouses is obtained from Tables 10 and 11
respectively. The four metaheuristics and Zhou et al. [42] were compared under 7
problem scenarios where each scenario allocates different weight values to the ship-
ping cost and transit time functions. Table 20 presents the details of these scenarios.

In their approach, Zhou et al. [42] propose 7 Pareto optimal solutions. It can be
seen in Table 21 that our four metaheuristics perform better than the results of Zhou

Table 20 Weights scenario
description Scenario Weight w1 Weight w2

1 0.1 0.9

2 0.25 0.75

3 0.4 0.6

4 0.55 0.45

5 0.7 0.3

6 0.85 0.15

7 0.95 0.05
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et al. [42] in terms of transit time (objective function f1) for all the 7 Pareto optimal
solutions with ACO performing best in 5/7 scenarios.

From the results of Table 22, we can say that that our four meta-heuristics
perform better than the results of Zhou et al. [42] in terms of shipping cost
(objective function f2) for all the 7 Pareto optimal solutions with SA performing
best in 6/7 scenarios.

The comparison of our results with Zhou et al. [42] for all the 7 Pareto optimal
solutions in Tables 21 and 22 show better performance of the proposed metaheu-
ristics in terms of transit time and shipping costs under the seven weight scenarios
listed in Table 20. This validates the results of our study.

6 Conclusions and Future Works

In this paper, we address the problem of multifacility capacitated location allocation
problem on logistics networks. This problem can be categorized into two sub-
problems firstly, the location problem, that is which logistics facilities should be
opened and where and secondly, the allocation problem, that is how to perform
customer allocations to logistics depots to ensure timely service for customers. The

Table 21 Transit time results (in seconds)

Scenario Initial
solution

GA SA TS ACO Zhou et al.
[42]

1 (w1 = 0.1, w2 = 0.9) 175.29 110.41 104.71 103.20 97.95 128.49

2 (w1 = 0.25, w2 = 0.75) 175.29 103.77 104.71 101.90 101.21 126.13

3 (w1 = 0.4, w2 = 0.6) 175.29 101.21 102.02 110.17 97.22 125.97

4 (w1 = 0.55, w2 = 0.45) 175.29 105.50 103.98 109.22 101.17 125.65

5 (w1 = 0.7, w2 = 0.3) 175.29 106.10 100.85 115.36 98.46 123.62

6 (w1 = 0.85, w2 = 0.15) 175.29 102.06 98.64 105.85 98.99 123.30

7 (w1 = 0.95, w2 = 0.05) 175.29 99.60 98.67 96.47 102.16 121.09

Table 22 Shipping cost results

Scenario Initial

solution

GA SA TS ACO Zhou et al.

[42]

1 (w1 = 0.1, w2 = 0.9) 8,783,300 7,162,000 6,836,400 7,038,000 6,884,000 7,924,037

2 (w1 = 0.25, w2 = 0.75) 8,783,300 7,240,200 6,863,400 6,962,100 6,870,500 7,930,047

3 (w1 = 0.4, w2 = 0.6) 8,783,300 6,870,500 6,844,100 7,048,100 6,898,700 7,931,645

4 (w1 = 0.55, w2 = 0.45) 8,783,300 7,209,200 6,836,400 7,129,100 6,868,200 7,943,386

5 (w1 = 0.7, w2 = 0.3) 8,783,300 7,054,500 6,863,000 7,073,900 6,890,800 7,952,062

6 (w1 = 0.85, w2 = 0.15) 8,783,300 6,862,900 6,894,800 7,268,600 6,904,500 7,963,803

7 (w1 = 0.95, w2 = 0.05) 8,783,300 6,877,500 6,876,500 6,910,900 6,949,900 7,977,486
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problem is studied under two cases. In the first case, opening costs of the facilities
and only one criterion (distance) is used. In the second case, opening costs of the
facilities and multiple criteria (distance, travel cost, travel time) are used. It is
evident that the problem is multi-objective in nature due to the presence of different
criteria such as travel cost, travel time, travel distance etc. Weighted sum method is
used to generate single solutions for the multi-objective location allocation problem
treated in the paper.

Four metaheuristics namely Genetic algorithms (GA), Simulated annealing (SA),
Tabu search (TS), and Ant colony optimization (ACO) are proposed to address the
problem. Since, the problems involve multiple criteria (factors), normalization is
performed before aggregating them into the objective function. The models are
tested under various problem instances and results compared with some existing
models to ensure validity of results. From our computational experiments, it
emerged that no metaheuristic performs best under all circumstances; it depends
upon the nature of the problem, its size and the level of details involved. However,
in majority of the test cases considered in our study, Ant colonyoptimization (ACO)
showed better performance over others.

To extend the research work performed in this paper, we propose the following
future works:

• Testing of proposed metaheuristics on real problem instances.
• More rigorous model verification and validation on large network sizes.
• Develop hybrid approaches based on the proposed metaheuristics and other

approaches available in the literature. For example, screening of facility loca-
tions using multicriteria decision making approaches such as AHP and then
allocation using heuristics, metaheuristics or exact approaches.

• Combining routing with location-allocation problem.
• Integration of barriers in location planning of logistics facilities.
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Classification of Heart Disorders Based
on Tunable-Q Wavelet Transform
of Cardiac Sound Signals

Shivnarayan Patidar and Ram Bilas Pachori

Abstract The mechanical action of the heart generates sounds which can provide
diagnostic information about the functioning of the cardiovascular system. Cardiac
auscultation is an important means to diagnose heart disorders by listening to the
heart sounds using conventional stethoscope. The traditional cardiac auscultation
techniques require sophisticated interpretive skills in diagnosis and it requires long
time to expertise. The heart sounds often last for a short period of time and patho-
logical splitting of the heart sound is difficult to discern using traditional auscultation
because human ears lack desired sensitivity towards heart sounds and murmurs.
Therefore, the automatic heart sound analysis using advanced signal processing
techniques based on digital acquisition of these sounds can play an important role.
The heart sounds can be captured and processed in the form of cardiac sound signals
by placing an electronic stethoscope at the appropriate location on the subject’s
chest. The cardiac sound signals can be used to extract valuable diagnostic features
for detection and identification of the heart valve and other disorders. In this book
chapter, a new method for segmentation and classification of cardiac sound signals
using tunable-Q wavelet transform (TQWT) has been proposed. The proposed
method uses constrained TQWT based segmentation of cardiac sound signals into
heart beat cycles. The features obtained from heart beat cycles of separately
reconstructed heart sounds and murmur can better represent the various types of
cardiac sound signals than that of containing both. Even the parameters evolved
during constrained TQWT based separation of heart sounds and murmur can serve as
valuable diagnostic features. Therefore, various entropy measures namely time-
domain based Shannon entropy, frequency-domain based spectral entropy, and non-
linear method based approximate entropy and Lempel-Ziv complexity have been
computed for each segmented heart beat cycles. Two features have been created by
the parameters that have been optimized while constrained TQWT namely the
redundancy and the number of levels of decomposition. These ten features form the
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final feature set for subsequent classification of cardiac sound signals using artificial
neural network (ANN) based technique. In this study, the following classes of
cardiac sound signals have been used: normal, aortic stenosis, aortic regurgitation,
splitting of S2, mitral regurgitation and mitral stenosis. The performance of the
proposed method has been validated with publicly available datasets. The proposed
method has provided significant performance in segmentation and classification of
cardiac sound signals.

Keywords Cardiac sound signals � Heart sound analysis � Tunable-Q wavelet
transform � Heart disorders

1 Introduction

Since the invention of stethoscope in 1816 by René Laennec, a French physician,
auscultation has been used as a non-invasive primary diagnostic tool for heart and
respiratory disorders [25]. Traditional cardiac auscultation using conventional
stethoscope requires sophisticated skills and long time to expertise. Indeed, there is
lack of effective educational support to develop the auscultatory skills of the
apprentice/primary care clinicians in the primary screen examination [41]. More-
over, the human ear is far more sensitive to the speech having frequencies in the
range 1,000–2,000 Hz than to higher and lower frequencies. It lacks desired sen-
sitivity towards heart sounds and murmurs [18, 19, 38]. In addition, the heart
sounds often last for a short period of time and interpretation of pathological
splitting of the heart sound is difficult to make any decision on presence of heart
disorders [54]. Therefore, the automatic heart sound analysis using advanced signal
processing techniques based on digital acquisition of these sounds has a lot of
potential in cardiac health care. Figure 1 shows the schematic of the cardiac sound
acquisition and analysis system which can be used for automatic analysis of heart
valve and other heart disorders. In order to record the cardiac sound signals, the
chestpiece has to be placed on to the four standard auscultatory locations on the
chest. The chestpiece and sensor together convert the acoustic waveforms into
electrical signals. These electrical signals can be processed for listening and

Fig. 1 The schematic of the cardiac sound acquisition and analysis system for heart valve and
other heart disorders
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transmission to another computer to perform automatic analysis using software
based on advanced signal processing techniques. The cardiac sound signals are
recorded in a quiet environment to reduce interference from the ambient noise.

1.1 Cardiac Sound Signals

The cardiac sound signals carry a lot of information about the structure and func-
tioning of cardiovascular system [57]. Automatic analysis of cardiac sound signals
can be used in medical check-ups for diagnosis of valvular heart diseases, congenital
heart diseases such as septal defects, heart rate analysis and in biometric authenti-
cation. Therefore, cardiac sound signal based computer aided diagnosis can be a
promising and cost effective technology for prompt, noninvasive, convenient and
efficient detection and identification of heart valve and other heart disorders. In recent
years, with the development of many advanced signal processing techniques, a huge
potential exists for development of efficient, informative and accurate state of the art
computer aided diagnostic tool for heart valve and other heart disorders [14, 73, 77].

The cardiac sound signals may consist of two types of components, the heart
sounds and the murmur. The heart sounds and murmur are low frequency and high
frequency components respectively. However, the intensity, frequency content and
timings of the heart sounds and murmur vary with involved type of heart valves and
other disorder, type of defect, degree of defect, heart rate and blood velocity. The
heart beat cycles of normal cardiac sound signals are mostly composed of two types
of sound: S1 and S2 heart sounds which are referred as primary heart sounds. The
S1 and S2 heart sounds exhibit predominant frequencies in the range 20–150 Hz
[6]. The presences of other sounds that may be indicative of cardiac pathology are
murmurs, two feeble S3 and S4 heart sounds and other irregularities due to different
pathologies of the cardiovascular system. The average murmurs have frequencies in
the range 100–600 Hz [10]. The predominant frequencies of S3 and S4 heart sounds
lie in the range 20–70 Hz [6]. These heart sounds have comparatively lower
amplitude to that of primary heart sounds. The presence of S3 heart sound could be
a sign of heart disorder. Generally, S4 heart sound is always considered to be
associated with cardiac abnormality.

The ambient noise, respiratory sounds, bowel sounds and other undesired noises
such as rubbing of stethoscope on the subject’s chest surface, voices etc. needs to be
dealt properly in carrying out accurate analysis of cardiac sound signals [42]. The
respiratory artifacts occupy frequencies less than 100 Hz to over 300 Hz [50].

1.2 Detection and Identification of Heart Disorders

The detection and identification of heart disorders using cardiac sound signals
generally comprise an important primary task of segmentation of cardiac sound
signals into heart beat cycles [24, 53]. After segmentation, the heart beat cycles

Classification of Heart Disorders Based on Tunable-Q … 241



undergo next stages of feature extraction and classification. However, in reality, due
to the non-stationary nature of cardiac sound signals it is difficult to achieve the
desired performance at each of these stages [30, 80].

1.2.1 Segmentation of Cardiac Sound Signals

In fact, all the cardiac events such as contraction and relaxation of cardiac muscles,
opening and closing of valves etc. take place during a heart beat cycle of cardiac
sound signal and thus it can provide the information about the functioning of heart
valves and hemodynamics. Therefore, segmentation of cardiac sound signals into
heart beat cycles is required for diagnosis. In other words, segmentation of cardiac
sound signals into intervals associated with different stages of the cardiac cycle is
important to correlate cardiac sound signals to underlying mechanical activities. In
case of the accurate segmentation in the resting stage, the heart beat may fall in the
range 50–130 beats per minute [6].

Manual and reference signal based segmentation
Earlier, segmentation of cardiac sound signals was carried out manually using
expert annotation. The involved annotation procedure, to obtain the cardiac timing
information, may use combined audio and visual interpretation of heart sounds and
other reference signals. Various annotation approaches have been developed to
assist the segmentation [58].

The popular segmentation methods based on reference signal like electrocar-
diogram (ECG) and/or carotid pulse have been proposed for segmentation as fol-
lows. The T wave of ECG has been used to precisely identify the S2 reducing the
probability of error in detection of artifacts as S2 heart sounds in [71]. The local-
ization of R wave in ECG to estimate the systole duration using multi-layer per-
ceptron based on subjects heart rate, gender and age has been proposed in [8]. The
relative information about the QRS complex in ECG signal and heart sounds in
cardiac sound signals have been used to detect S1 and S2 heart sounds in [68].
Segmentation based on the time-domain and frequency-domain characteristics of
the components of the heart beat cycles have been proposed in [21, 33, 40].
Instantaneous energy of the ECG signal has been used to segment the cardiac sound
signals in [71]. These methods provide high performance but the involved proce-
dure requires attaching and removing ECG electrodes which may cause discomfort
to the patients. Moreover, in case of massive medical check-up camps, it may cause
to long time in carry out diagnosis even for a medical expert. In addition, in cases of
infants/children, it is not easy to attach the leads because of the limited body size
and the non cooperation of the baby. Moreover, in children suffering from hyper-
trophic ventricles, axis deviation of heart leads to an abnormality in ECG signal
which complicates the segmentation of cardiac sound signals [27, 69]. Therefore,
recent segmentation algorithms rely solely on cardiac sound signals for assuring
convenient diagnosis [66].
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Automatic segmentation
The automatic segmentation of cardiac sound signals is a formidable task involving
constraints such as inconsistent lengths of the heart beat cycles, variation of the
number of heart sound components inside individual heart beat cycles, the unpre-
dictable existence of murmurs and the presence of various types of noises like lung
sounds, rubbing of stethoscope on the chest, etc. [30]. In order to perform successful
segmentation, many methods have been proposed for automatic segmentation of
cardiac sound signals. The segmentation without any reference signal can be per-
formed using envelope based approaches such as envelogram [35], energy and
simplicity [75], high frequency signature [31], cardiac sound characteristic wave-
form (CSCW) [12, 28, 52], Viola integral [69, 78] etc. Most of these methods rely on
the principle that the duration of systole is relatively constant and shorter than that of
diastole as suggested in [46]. These methods can be briefly described as follows.

The envelogram based segmentation method uses envelope of cardiac sound
signals. This method is basically based on extraction of envelope using the Shannon
energy for the morphological based transformation of the cardiac sound signals. This
transformation enhances the heart sounds relatively more with respect to murmurs in
the obtained envelope. However, the performance of this method gets affected in
presence of noise and murmurs having higher amplitude. The frequency-domain
based segmentation algorithm has been proposed which involves tracking the
spectrum of the cardiac sound signals [27, 31, 75]. One of these methods involves
energy and simplicity based segmentation with wavelet decomposition coefficients.
The segmentation algorithm employing high frequency signatures has been provided
in [31]. With the help of these frequency-domain methods, certain frequency com-
ponents are firstly extracted according to the time-domain characteristics, and the
timings of heart beat cycles are determined by using the time-domain search method
at a given threshold value. However, the choice of the threshold and the removal of
the unexpected noise poise difficult problems in these type of methods. Moreover,
some murmurs having high frequency signatures may affect the results. The seg-
mentation based on the extraction of CSCW is provided in [28]. Due to inherent
limitations this method is incapable of significantly removing murmurs in turn
affecting the efficacy of segmentation. Moreover, it requires evaluation of the seg-
mentation performance for more clinical cases. Information regarding the popular
envelope based segmentation methods along with their relative comparison has been
presented in [12]. The CSCW based envelope has been found to provide significant
performance in comparison to the conventional Shannon envelope and Hilbert
envelope in segmentation of cardiac sound signals. In order to achieve successful
automatic segmentation of cardiac sound signals in presence of murmurs, an enve-
lope based method for segmentation of cardiac sound signals by removing murmurs
using constrained TQWT has been proposed in [52]. The method for detecting
boundaries of primary heart sounds for available heart beat cycles has been used in
[3]. The moment-based algorithm has been presented to be simpler and faster than
conventional WT based method [78]. However, the algorithm assumes cardiac sound
signals to be approximate periodic signals and it is not easy to vary the value of the
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used scale parameter in different clinical cases. A automatic method for cardiac sound
moment segmentation using Viola integral based envelopes and detection of peak
location of S1/S2 heart sounds using short-timemodified Hilbert transform have been
proposed for analysis of cardiac sound signals in [69]. Detection of the S3 and S4
heart sounds using Hilbert-Huang transform has been proposed in [74].

The high order statistics based methods involve statistics such as Shannon
energy [26], variance fractal dimension [1], recurrence time statistics [64]. It has
been found that all of these methods provide better performance in the presence of
respiratory noises. However, the performance degrades in the presence of murmurs
and these methods take higher computational time.

The radial basis functions (RBF) neural network based method has been proposed
to extract the envelope of the cardiac sound signals in [43]. As this method operates
directly on the cardiac sound signals without adequate pre-processing, the method
shows a good performance for low level of noise but the performance decreases in
the presence of high level of noise. The S-transform based heart sound analysis has
been performed in [37]. As an extension to this work, a method for heart sounds
localization named S-transform and radial basis function (SRBF) neural network has
been proposed in [44]. This method extracts the envelope of the cardiac sound
signals by computing the features extracted using the S-transform matrix of the
cardiac sound signals and the radial basis function (RBF) neural network. This
SRBF method has shown to have better results in comparison to some other existing
methods as described in [23, 43, 44]. A robust module for cardiac sound signals
segmentation has been developed in [45]. This method involves three main parts:
(a) heart sounds localization based on the S-transform and Shannon energy,
(b) boundaries detection and (c) classification of S1 and S2 heart sounds. The
method is based on an optimization of the energy concentration in the time-fre-
quency domain obtained by the S-transform. The singular value decomposition
based features have been used to distinguish between S1 and S2 heart sounds.

Detection of the S1 and S2 heart sounds using probabilistic models based on
hidden Markov model (HMM) have been found to provide promising results [20].
The matching pursuit based segmentation uses Gabor atoms to represent heart
sounds as described in [48]. The ergodic HMM for classification of a cardiac sound
signals into four components: S1 heart sound, systolic phase, S2 heart sound,
diastolic phase has been proposed in [15]. In several HMM based methods there is
no user input requirement and the training process is required for system devel-
opment [14, 63, 76].

The adaptive singular spectrum analysis to detect murmur or primary heart
sounds has been proposed in [62]. A method for detecting the S3 heart sound using
wavelet transform (WT) simplicity filter has been developed in [32]. Detection and
boundary identification of S1, S2, S3 and S4 heart sounds in cardiac sound sounds
using an expert frequency-energy based metric has been proposed in [47].

The other form of cardiac sound signal based segmentation can be achieved by
using instantaneous cycle frequency, autocorrelation and p-spectrum based method
[6, 10, 30, 53]. In [6], automatic segmentation of cardiac sound signals into heart
beat cycles using autocorrelation approach has been implemented with a low cost
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digital signal processor. Moreover, this method uses threshold based criteria to
detect whether a cardiac sound signal belongs to any heart valve disease or not. The
performance of the autocorrelation and instantaneous cycle frequency based seg-
mentation depends largely on variability of heart rate as these methods assume the
cardiac sound signals to be stationary.

1.2.2 Methods for Analysis and Classification of Heart Disorders

The basic objectives for cardiac sound signals that have been generally pursued
using signal processing techniques are (a) the analysis of the heart sounds, (b) the
identification of their components which may or may not based on models, (c) their
synthesis and (d) compression/decompression for data archiving and tetemedicine
applications. In this subsection, time-domain, frequency-domain, time-frequency/
scale domain and nonlinear methods have been described for analysis of heart
disorders using cardiac sound signals.

The time intervals between heart sounds and the presence of murmurs in these
intervals have been used for detecting heart disorders in [12, 28]. The clustering
based diagnosis of heart valve disorders using CSCW have been proposed in [12].
In order to represent murmurs, different spectral characteristics of murmurs in
cardiac sound signals have been proposed as described in [10, 13, 33]. For efficient
detection and identification of heart valve disorders, various methods based on the
short-time Fourier transform (STFT), WT, wavelet packet decomposition, HMM,
empirical mode decomposition, cluster analysis, adaptive singular spectrum anal-
ysis, S-transform, autoregressive spectral analysis and TQWT have been presented
for classifying the cardiac sound signals [4, 11, 13, 47, 51, 56, 58, 62, 68, 72, 73,
80].

The artificial neural network (ANN) and support vector machine (SVM) are
commonly used for analysis and classification of heart disorders. ANN have simple
structure to implement and have better discriminative training characteristics and
ability to approximate the functions. Successful ANN based classification of cardiac
sound signals has been achieved in [9]. The seven level WT based decomposition
and Coifman fourth order wavelet kernel with ANN have been used for classifi-
cation of five cardiac sound signals in [59]. ANN based classification of cardiac
sound signals using wavelet features has been performed for twelve categories of
heart disorders in [5]. In [17], Kohonen’s self-organizing map network and an
incremental self-organizing map have been examined comparatively for classifi-
cation of cardiac sound signals. The Daubechies-2 wavelet based features have been
used to classify cardiac sound signals in [7, 22, 49].

SVM is an effective binary classifier which can be easily used for solving multi-
class classification problem. In SVM, basically, the separation between the con-
sidered two classes is achieved by finding the hyperplane that has the largest
distance to the nearest training data point of any class. SVM can be efficiently used
to solve a non-linear classification problem using the kernel functions in turn
mapping the input feature space into high-dimensional feature space. The automatic
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segmentation and SVM based classification of cardiac sound signals using STFT
and discrete cosine transform based features have been proposed in [30]. The
p-spectrum based automatic segmentation and SVM based classification of cardiac
sound signals using features that are based on continuous wavelet transform and
discrete cosine transform have been proposed in [53]. Based up on the Fishers
discriminant ratio, these methods adaptively selects the significant features for
improved classification performance. Feature determination for classification of
cardiac sound signals based on divergence analysis has been proposed in [16].
Estimation of murmurs in cardiac sound signals by two morphological character-
istics in frequency domain using SVM with quadratic programming in feature space
has been proposed in [13]. The cardiac sound signals have been successfully cat-
egorized using a SVM classifier as normal or disease-related and then the corre-
sponding murmurs in the unhealthy cases were classified as systolic or diastolic as
described in [39]. This method has also evaluated the performance of back-prop-
agation neural networks, k-nearest-neighbour and naïve Bayes classifiers for the
same diagnostic problems and has found lower performance of these classifiers than
the SVM classifiers.

To simplify and parameterize the classification curves based on their shapes,
elliptical classification boundary curves have been created using least square
method for SVM based classification for diagnosis of ventricular septal defects
[70]. In this method, moving windowed Hilbert transform based new method has
been used for segmentation of cardiac sound signals into heart beat cycles. Then
from each heart beat cycle, Viola integral based envelope of cardiac sound signals
has been extracted to obtain the time-domain diagnostic features. In frequency-
domain, the envelope has been obtained using moving average method for
extracting frequency-domain diagnostic features.

In this chapter, a new method for classification of cardiac sound signals con-
taining murmurs using TQWT has been presented. The heart sounds and murmurs
are separately reconstructed by suitably constraining TQWT using genetic algo-
rithm. The proposed method uses separated heart sounds obtained using constrained
TQWT for segmentation of cardiac sound signals into heart beat cycles. The fea-
tures obtained from heart beat cycles of separately reconstructed heart sounds and
murmur can better represent the various types of cardiac sound signals than that of
containing both. Even the parameters evolved during constrained TQWT bases
separation of heart sounds and murmur can serve as valuable diagnostic features.
Therefore, entropy based measures namely time-domain based Shannon entropy,
frequency-domain based spectral entropy, and non-linear method based approxi-
mate entropy and Lempel-Ziv complexity have been computed for each segmented
heart beat cycles. Two features have been created by the parameters that has been
optimized while constrained TQWT namely the redundancy and the number of
levels of decomposition. These ten features constitute the final feature set for
classification of cardiac sound signals using ANN based classification tree. The
cardiac sound signals corresponding to following clinical cases have been used:
normal, aortic stenosis, aortic regurgitation, splitting of S2, mitral regurgitation and
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mitral stenosis. The performance of the proposed method has been validated with
publicly available datasets. The proposed method has provided significant perfor-
mance in segmentation and classification of cardiac sound signals.

2 Tunable-Q Wavelet Transform (TQWT)

Multirate signal processing techniques are often applied for the analysis of non-
stationary signals in the field of biomedical signal and image processing. The
dyadic wavelet transform use dyadic scaling of sampling rates which lead to sub-
bands having center frequencies separated by octaves. It has a low Q-factor which is
suitable for non-oscillatory signals. In case of oscillatory signals, the wavelet
transform should provide relatively high value of Q-factor. However, in most of the
wavelet transforms, except the continuous wavelet transform, it is not easy to tune
the Q-factor of the wavelet according to the behaviour of the signal under study.
Recently, TQWT has been proposed to be a powerful transform for analysis of
oscillatory signals in [65]. This transform is quite flexible to use for desired analysis
by adjusting its input parameters. The main input parameters of TQWT are Q-factor
denoted as Q, total over-sampling rate or redundancy denoted as r and number of
levels of decomposition denoted as j. The parameter Q controls the number of
oscillations of the wavelet and the parameter r controls the undesired excessive
ringing in order to localize the wavelet in time without affecting its shape. The
filters of TQWT are nonrational transfer functions which can be easily specified in
frequency domain for efficient implementation.

The jth level TQWT based decomposition can be implemented by iteratively
applying two channel filter banks to the low-pass sub-band signals as shown in
Fig. 2. At each stage of TQWT based decomposition, the input signal s[n] with
sampling rate fs is decomposed into low-pass sub-band signal c1½n� and high-pass
sub-band signal d1½n� having sampling frequencies afs and bfs respectively as
illustrated in Fig. 3a. For signal length N, j + 1 sub-band signals are obtained with
j-levels of decomposition. The cell array containing these sub-band signals can be
defined as [65]:

C ¼ fd1; d2; d3; . . .; dj; djþ1g; ð1Þ

Fig. 2 The jth level TQWT based decomposition performed by iteratively applying two channel
filter banks to the low-pass sub-band signals

Classification of Heart Disorders Based on Tunable-Q … 247



where, djþ1 is the lowest frequency sub-band signal and from d1 to dj are the other
high-pass sub-band signals. The number of samples in each of these sub-band
signals can be obtained using the values of α and β as follows:

Cl ¼ ½bfsN; abfsN; a2bfsN; . . .; aj�1bfsN; a
jfsN�; ð2Þ

The generation of low-pass sub-band c1½n� uses low-pass filter HoðxÞ followed
by low-pass scaling which is denoted as LPS α and similarly the generation of high-
pass sub-band d1½n� uses H1ðxÞ and HPS β. Further details about scaling operations
can be obtained from [65]. However, in order to prevent over redundancy and to
achieve perfect reconstruction with TQWT, the scaling parameters should satisfy
the following conditions: 0\a\1; 0\b� 1 and aþ b[ 1 respectively.

The equivalent system for jth level TQWT based decomposition of input signal s
[n] to generate the low-pass sub-band signal c j½n� and the high-pass sub-band signal
d j½n� is shown in Fig. 4. The equivalent frequency response for low-pass and high

pass sub-band signals generated after j level is given by HðjÞ
o ðxÞ and HðjÞ

1 ðxÞ
respectively which are defined as [65]:

HðjÞ
o ðxÞ :¼

Qj�1

m¼0
Hoðx=amÞ; jxj � a jp

0; a jp\jxj � p;

8<
: ð3Þ

HðjÞ
1 ðxÞ :¼

H1ðx=aj�1Þ Qj�2

m¼0
Hoðx=amÞ;

forð1� bÞaj�1 � jxj � aj�1p
0; for otherx 2 ½�p; p�:

8>><
>>:

ð4Þ

Fig. 3 The single level TQWT based a decomposition filter bank and b reconstruction filter bank

Fig. 4 The equivalent system for jth level TQWT based decomposition of input signal s[n] to
generate a the low-pass sub-band signal c j½n� and b the high-pass sub-band signal d j½n� [65]

248 S. Patidar and R.B. Pachori



The original signal can be reconstructed using the reconstruction filter bank as
depicted in Fig. 3b. The relationship between TQWT input parameters: redundancy
and Q-factor, and filter bank parameters α and β can be expressed as follows [65]:

r ¼ b
1� a

; Q ¼ 2� b
b

: ð5Þ

3 Methodology

The different stages of the proposed TQWT based methodology for segmentation
and classification of cardiac sound signals have been shown in Fig. 5. The main
subsections of the proposed method includes: datasets, pre-processing, constrained
TQWT based separation of heart sounds and murmur, segmentation, feature
extraction and ANN based classification. The details of each of these subsections
are described as follows.

Fig. 5 Block diagram of
proposed TQWT based
methodology for classification
of cardiac sound signals
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3.1 Datasets

The cardiac sound signals used for this study have been obtained from the various
databases available with the Texas Heart Institute, Michigan University and
Washington University. As for dataset used from the Texas Heart Institute, it is
available in the form of the heart sounds pod cast series (2011). This series has been
produced by the Robert J. Hall Heart Sounds Laboratory at St. Luke’s Episcopal
Hospital. This dataset contains 50 abnormal cardiac sound signals acquired from
variety of subjects with relevant chest positions and different patient maneuver. The
sampling frequency of most of the data is 44.100 kHz except for few cases. The
number of quantization bits of the data is 16. Some of the recordings in the dataset
were corrupted by the human voice, rubbing sound due to stethoscope and other
lung sounds. Also, the duration of the heart beat cycles are inconsistent. For more
information regarding these dataset, please visit the following websites: www.
texasheartinstitute.org, www.med.umich.edu and www.washington.edu.

3.2 Pre-processing

In order to maintain the audio quality for better auscultation, the cardiac sound
signals are generally recorded at sampling frequency which is far greater than as
decided by Nyquist-Shannon sampling theorem. However, for computer aided
analysis, down-sampling or decimation can reduce the overall time of execution and
the space complexity of the algorithm. In fact, advanced signal processing tech-
niques can be developed for decimated signals with comparatively lower sampling
frequency but still obeying the Nyquist-Shannon sampling theorem. And these
techniques can obtain similar performance as that of original signal having higher
sampling frequency.

In the proposed methodology, the decimation has been carried out before con-
strained TQWT based separation of heart sounds and murmur. The input signal is
decimated by a factor of 32 from sampling frequency of 44.100 kHz to sampling
frequency of 1,378.125 Hz [30, 53]. This process may not significantly affect the
heart sounds containing low frequency components. Even the diagnostic murmurs
containing high frequency components may not be get affected significantly
because the average murmurs have frequency range between 100 and 600 Hz [10].
After the decimation, amplitude normalization can be performed to consider the
variations in the recordings due to changes in pressure applied on the chest surface
and the amplifier setting.
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3.3 Constrained TQWT Based Separation of Heart Sounds
and Murmur

The amplitude distribution of primary heart sounds in cardiac sound signals is
super-Gaussian. Whereas, the amplitude distribution of murmurs is nearly Gaussian
or sub-Gaussian. The amplitude distribution of primary heart sounds have sharper
peak and often skewed toward left with relatively larger value of the kurtosis as
compared to murmur [62]. This statistical knowledge about the amplitude distri-
butions of primary heart sounds and murmurs can be used to constrain the output of
the TQWT for separately reconstructing the desired heart sounds and murmur as
follows. The working of constrained TQWT with two adaptive parameters r and j,
and a fixed value of Q can be envisaged as working of TQWT with feedback
mechanism involving optimizer or optimization method. The difference between
the unconstrained and the constrained TQWT is that the later constrains the output
of TQWT to be of certain desired statistical characteristics known in advanced by
optimally tuning the chosen input parameters during decomposition.

In order to separate the heart sounds, the input parameters of TQWT based
decomposition have been adaptively selected such that heart sounds having max-
imum kurtosis are obtained in the reconstructed signal. The heart sounds are low
frequency component therefore the low-pass sub-band at last output stage of TQWT
based decomposition has been used for signal reconstruction. It should be noted that
while reconstruction with low-pass sub-band, other heart sounds also appear along
with reconstructed primary heart sounds. For separation of murmur, only the high-
pass sub-bands of each output stage of TQWT based decomposition have been
considered during reconstruction. In order to constrain the output of the TQWT, the
input parameters of TQWT can be adapted by using any suitable optimization
method. As the genetic algorithms are more versatile in global optimization [79],
therefore, in this study, genetic algorithm has been used as an optimization method.
The kurtosis of the high-pass sub-band signal at the output stage of TQWT based
decomposition has been minimized as an objective function.

In [52], the setting and validation of constrained TQWT based separation of
heart sounds and murmur have been performed with a training set having five heart
beat cycles of each clinical case in the dataset. During this procedure, the possible
bounds of the parameters to be optimized have been obtained such that adaptive
selection of these parameters results into adequate separation of heart sounds and
murmurs. It is noteworthy that expert opinion from a cardiologist has been used
through out the setting and validation procedure. From this experimental analysis, it
has been found that Q close to unity provides better separation of heart sounds and
murmur. It could be due to the fact that the wavelet at lower Q better matches with
heart sounds. Moreover, the murmurs exhibit relatively higher oscillations as com-
pared to heart sounds. The low value of Q can adequately enhance and localize heart
sounds from overlapping murmur for murmur-free reconstruction of heart sounds.
However, these results have been accompanied usually with high value of r.
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3.4 Segmentation

The main stages of the methodology for TQWT based segmentation of the cardiac
sound signals into heart beat cycles include: decimation and amplitude normali-
zation, constrained TQWT based decomposition and reconstruction, low energy
component removal, CSCW extraction, peak detection and boundary estimation.
Some of these stages have already been covered in earlier Sects. 3.2 and 3.3. The
details of all other remaining stages of the TQWT based segmentation method are
described as follows:

3.4.1 Low Energy Component Removal

At this stage, signal processing involves the removal of low energy components
from the reconstructed cardiac signal xr½n�. The presence of these components may
affect the performance of the next stage of peak detection for extracting the heart
beat cycles. The extent of removal of these low amplitude components in the noise
attenuated signal x[n] can be determined by analyzing the histogram h(i) and
cumulative histogram c(i) which can be obtained as follows [30]:

hðiÞ ¼
X
n

dðxr½n�; iÞ; dðk1; k2Þ ¼ 1; k1 ¼ k2
0; k1 6¼ k2

�
; 0� i�A; ð6Þ

cðiÞ ¼
Xi

xr¼0

hðxrÞ; 0� i�A; ð7Þ

where A denotes the maximum amplitude of the signal xr½n�. The threshold for
removing low energy components can be determined by using the parameter λ
which is obtained by cðjÞ ¼ cðAÞ � k. In this chapter, λ is set to 0.93, which has
been found to be effective for removing the low energy components. The noise
attenuated cardiac sound signal can be obtained as:

x½n� ¼ xr½n�; jxr½n�j � j
0; otherwise:

�
ð8Þ

3.4.2 Extraction of CSCW

An analytical model based on single degree-of-freedom (SDOF) system which is
shown in Fig. 6 can be used for extracting CSCW of the cardiac sound signals
[12, 28]. The model assumes the presence of the mass, spring, and the damper to
represent the phenomena. The relationship between the input signal XðtÞ ¼
jxnorm ðtÞj and the output response Y(t) of this system can be expressed as:
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MY
::ðtÞ þ D _YðtÞ þ KYðtÞ ¼ XðtÞ; ð9Þ

where M, K, and D represent the mass, the spring coefficient, and the damping
coefficient respectively. The above equation can also be expressed as:

Y
::ðtÞ þ 2xf _YðtÞ þ x2YðtÞ ¼ �XðtÞ; ð10Þ

where �XðtÞ ¼ �jXðtÞ=Mj, resonant angular frequency is x ¼ ffiffiffiffiffiffiffiffiffiffiffi
K=M

p
rad/s and the

damping parameter is f ¼ D=2
ffiffiffiffiffiffiffiffi
MK

p � 100 %. The default values of ω and ς used
in this chapter have been set to 62.832 rad/s and 70.7 % respectively. In order to
compensate for time delay between input signal X(t) and above obtained waveform
Y(t) the cross correlation XC½i� is used which is calculated as follows [12]:

XC½i� ¼
PN�1

n¼0
X½n� � lXð Þ Y ½n� i� � lYð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN�1

n¼0
X½n� � lXð Þ2

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN�1

n¼0
Y ½n� i� � lYð Þ2

s ; ð11Þ

where delay i ¼ 1; 2; . . .;N. N is the number of samples, and lX and lY are the
average values of X[n] and Y[n] respectively. Finally, the CSCW which is repre-
sented as W[n] can be obtained by using peak location ðXCpÞ of the cross corre-
lation curve with the following formula:

W ½n� ¼ Y nþ XCp � N
2

����
����

� �
: ð12Þ

Fig. 6 An analytical
modeling of extraction of
CSCW using cardiac sound
signals [12, 28]
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3.4.3 Peak Detection and Boundary Estimation

The peak detection method includes the picking up of the required peaks of primary
heart sounds and rejecting the extra peaks as described in [3, 35]. In order to
separate the peaks of primary heart sounds from the background proper threshold
can be applied either manually or automatically by fuzzy c-means clustering as
suggested in [12, 28, 35]. Data clustering techniques are intended to know whether
the individuals of a population fall into different clusters. By using appropriate
features these methods search for any clustering in the data. The commonly used
methods for data clustering are K-means clustering, fuzzy c-means clustering,
mountain clustering and subtractive clustering. Even, the clustering of primary heart
sounds has been well described in [2]. The peak identification method facilitates the
recognition of S1 and S2 heart sounds based on the general fact that the diastolic
interval is greater than the systolic interval. Moreover, the systolic interval is
relatively constant as compared with diastolic interval. A segmented heart beat
cycle begins and ends with either S1 heart sound or S2 heart sound of the two
consecutive heart beat cycles. Therefore, after the identification of peaks of primary
heart sounds, the approximate boundaries of either S1 heart sound or S2 heart sound
can be used to extract the timing information of the heart beat cycles as described in
[3, 27]. Finally, the heart beat cycles can be derived by mapping this timing
information of CSCW to the original cardiac sound signals.

3.5 Feature Extraction

Feature extraction plays a vital role in detection and identification of heart valve and
other disorders by deriving useful information accurately from the raw cardiac
sound signals thereby reducing the dimensionality. In comparison to the use of
original signal, the extracted lower dimensional feature set can reduce time and
space complexity. From the experimental analysis in [52], it has been observed that
the values of constrained TQWT based input parameters vary with nature and
severity of murmurs in different clinical cases. Therefore, the feature set that has
been created by the parameters that have been optimized while constrained TQWT
can be used to achieve better representation of various types of cardiac sound
signals. Two features have been created by the parameters that has been optimized
while constrained TQWT namely the redundancy and the number of levels of
decomposition. Moreover, time-domain, frequency-domain and non-linear method
based entropy measures can reveal the information about the changes in heart
sounds and presence of type of murmurs that take place under various pathological
conditions. The time-domain based Shannon entropy, frequency-domain based
spectral entropy, and non-linear method based approximate entropy and Lempel-
Ziv complexity have been computed for separated heart sounds and murmurs
corresponding to each segmented heart beat cycle. These ten features provide the
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final feature set for classification of cardiac sound signals using ANN based clas-
sification. The entropy based features can be briefly described as follows:

Shannon entropy
Shannon had introduced Shannon entropy as a modern concept of measuring
information for data communication. It can be used to characterize the degree of
disorder in a system. Shannon entropy is based on the notion of probability and it
can measures the uncertainty in a signal [67]. Basically, it measures the spread of
data in its probability distribution. Data having broad and flat probability distri-
bution exhibit high entropy. On the other hand, data with a narrow, peaked,
probability distribution exhibit low entropy [29]. The normalized form of Shannon
entropy which is denoted by ShEn is defined as:

ShEn ¼ �
P

n pn log pn
logm

ð13Þ

where, n is the range of signal amplitude, pn is the probability of the signal having
amplitude an. In this study, the probability density function of the separated heart
sounds and murmur have been estimated over the discrete values of an by using
histogram. For the signal having N samples, the amplitude range of signal can be
linearly divided into m bins such that the ratio m/N remains constant. Here, the ratio
m/N has been kept at 0.01.

Approximate entropy
The approximate entropy (ApEn) is a non-linear statistical property which is used to
measure the complexity of the system [55]. The ApEn can be defined as follows:

ApEnðm;w;NÞ ¼ 1
N � mþ 1

XN�mþ1

i¼1

ln SmwðiÞ �
1

N � m

XN�m

i¼1

ln Smþ1
w ðiÞ ð14Þ

where, SmwðiÞ ¼ NmðiÞ
N�mþ1. And m is the embedding dimension, N is the number of

samples of the sequence, NmðiÞ is the number of matching vectors within the
tolerance window w. In this study, ApEn has been computed for sequences corre-
sponding to the separated heart sounds and murmur. The values of m and w have
been set as 2 and 0.1 times the standard deviation respectively.

Lempel-Ziv complexity
Lempel-Ziv complexity is a kind of embedding entropy that directly depends on the
finite sequences or time series. It is a non-parametric measure of complexity of finite
sequences. It reflects the presence of number of distinct sub-sequences (patterns)
and the rate of their occurrence along the sequence. The Lempel-Ziv complexity
analysis is based on transforming the time-series into a finite symbol string. In this
study, sequences of separated heart sounds and murmurs are transformed into
binary sequences by assigning ones and zeros based on median as threshold. For
more detail information, the algorithm to evaluate the Lempel-Ziv complexity can
be found in [34].

Classification of Heart Disorders Based on Tunable-Q … 255



Spectral entropy
The spectral entropy is computed by using the amplitude components of the power
spectrum of the signal as the probabilities. In this work, the spectral entropies have
been computed using the power spectrum of separated heart sounds and murmur. It
can describe the irregularity or complexity in the spectrum of separated heart
sounds and murmur. In literature, a variety of methods have been presented to
obtain the spectral information, out of which the Fourier transform (FT) is the most
common method for computing the power spectral density. The power spectral
density function represents the distribution of power with frequency as the inde-
pendent variable. The normalized form of Spectral entropy which can be denoted
by SpEn is defined as [61]:

SpEn ¼ �

PfH
j¼fL

Pj logPj

logNf
ð15Þ

where, Pj is the power density of the signal in the defined frequency band ½fL; fH �
and Nf is the number of frequencies within this band. In this work the frequency
band has been specified as [100, 600] Hz.

3.6 ANN Based Classification

The artificial neural network (ANN) is based on heuristic mathematical modelling
inspired by the interconnected processing layer of neurons in the brain [36, 60].
ANNs have been widely used for pattern recognition, function approximation and
optimization problems. Generally, ANNs have been found to be robust, immune to
noise, able to generalize and capable of solving non-linear problems. In this work, a
multi-layer perception feed-forward ANN has been used for multi-class classifi-
cation of cardiac sound signals. Five ANN models (ANN 1 to ANN 5 ) with different
layers have been employed to facilitate the decision tree based classification among
the considered classes of cardiac sound signals as shown in Fig. 7. At each stage of
this decision tree, the configuration of ANN model with three layers has been
chosen empirically to obtain higher classification performance. Each ANN model
consists of following three layers: one input layer with 5 neurons, one hidden layer
with 5 neurons and one output layer with one neuron. The target values for the
ANNs have been kept as 0 and 1 which represent two classes of cardiac sound
signals at each stage of decision tree. The input and hidden layer transfer functions
of the ANNs are hyperbolic tangent sigmoid transfer function and output transfer
function is linear transfer function. In order to train the network, the weights and
bias values have been updated with Bayesian regularization back propagation
algorithm such that mismatch between the target and the actual output from the
network for any given input data can be minimized. The regularization within
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Levenberg-Marquardt optimization is fast for training moderate-sized feed-forward
ANN that have several hundred weights. Therefore, this algorithm has been chosen
to train the ANNs.

3.6.1 Performance Evaluation Parameters

The classification performance of the ANN based decision tree for classification of
cardiac sound signals can be evaluated by computing the sensitivity, specificity, and
accuracy for each ANN. Sensitivity measures the proportion of actual positives
which have been correctly identified as such. For example, the percentage of dis-
eased people who have been correctly identified as having the disease. Specificity
measures the proportion of negatives which have been correctly identified as such.
For example, the percentage of healthy people who have been correctly identified as
not having the disease. A perfect classifier would exhibit 100 % sensitivity by

Fig. 7 Design of multi-class
classifier based on five ANN
models
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detecting all diseased people as having diseased. Moreover, it would show 100 %
specificity by not claiming anyone from the healthy group as diseased. The sen-
sitivity (Sen), specificity (Spe), and accuracy (Acc) can be defined as:

Sen ¼ TP
TPþ FN

� 100 ð16Þ

Spe ¼ TN
TN þ FP

� 100 ð17Þ

Acc ¼ TPþ TN
TPþ TN þ FPþ FN

� 100 ð18Þ

where TP and TN represents the total number of correctly detected true positive patterns
and true negative patterns, respectively. The FP and FN represent the total number of
erroneously positive patterns and erroneously negative patterns, respectively.

4 Experimental Results and Discussion

The proposed method has been implemented using Matlab. The functions of the
TQWT toolbox and genetic algorithm and direct search toolbox of Matlab have been
used for implementing the proposedmethod. TheMatlab software for TQWT toolbox
is available at http://eeweb.poly.edu/iselesni/TQWT/.A data containing recordings of
normal, aortic stenosis, aortic regurgitation, splitting of S2 heart sound,mitral stenosis
and mitral regurgitation have been used for evaluating the performance of the pro-
posed segmentation and classification of cardiac sound signals. Figure 8 shows the
example of classes of signals under study. The cardiac sound signals have been
segmented into heart beat cycles by using constrained TQWT based method. Figure 9
shows an example of segmentation of cardiac sound signal into heart beat cycles using
constrained TQWT based approach for aortic regurgitation signal. In Fig. 9, a–e
represent the original signal, the decimated signal, reconstructed heart sounds, the
noise attenuated signal and the CSCW based envelope respectively. Overall 82 car-
diac sound signals with 2,283 heart beat cycles have been used in this work. There are
37, 4, 6, 8, 12 and 15 cardiac sound signals of normal, aortic stenosis, aortic regur-
gitation, splitting of S2 heart sound, mitral stenosis and mitral regurgitation respec-
tively. The corresponding heart beat cycles are 855, 157, 201, 296, 245 and 489
respectively. The segmentation procedure has successfully segmented 2,123 heart
beat cycles out of 2,283 heart beat cycles, yielding segmentation rate of 92.99 %.
However, all the segmented beats have been used in the next stages of the method-
ology. The reference actual number of heart beat cycles present in the dataset are
manually annotated by an experienced cardiologist. The annotation procedure is
carried out by combined audio and visual interpretation of dataset.

After segmentation, the separation of heart sounds and murmur has been achieved
using again the constrained TQWT based approach. It is noteworthy that, in order to
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reduce time of execution of constrained TQWT, the decimation has been carried out
before constrained TQWT based separation of heart sounds and murmur by a factor of
32. The decimation considers the Nyquist-Shannon sampling theorem that provides
highest expected frequency without affecting the murmurs. The decimation re-samples
the heart beat cycles from sampling frequency of 44.100 kHz to that of 1,378.125 Hz .

After separation of heart sounds and murmur, the features have been extracted
for ANN based based classification. The entropy measures namely time-domain
based Shannon entropy, frequency-domain based spectral entropy, and non-linear
method based approximate entropy and Lempel-Ziv complexity have been com-
puted for separated heart sounds and murmur in each segmented heart beat cycles as
features. Two features have been created by the parameters that has been optimized
while constrained TQWT namely the redundancy and the number of levels of
decomposition. These ten features have been used as a final feature set for classi-
fication of cardiac sound signals using ANN based technique. Five ANN models
have been deployed for decision tree based detection and identification of heart
disorders. Ten cross-validation approach has been used to evaluate each ANN
model. The classification performance of the ANN based decision tree for classi-
fication of cardiac sound signals has been evaluated by computing the sensitivity
(Sen), specificity (Spe), and accuracy (Acc) for each ANN model. The statistics of
ANN based classification performance has been shown in Table 1. From the
experimental results, it has been found that the ANN based classifier has provided
promising classification accuracy of 93.40 % with the entropy and constrained
TQWT based features. The experimental analysis of the proposed methodology
shows that features based on time-frequency properties of constrained TQWT and
entropy are quite effective to represent the behavior of cardiac sound signals giving
higher classification performance. The entropy based features have been found
suitable for analysis of non-stationary signals like cardiac sound signals.

Fig. 8 Example of cardiac sound signals corresponding to a normal, b aortic stenosis, c aortic
regurgitation, d splitting of S2, e mitral regurgitation and f mitral stenosis
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5 Conclusion

The TQWT has been found to be useful and powerful transform for processing and
analysis of cardiac sound signals. In this book chapter, a new method for classifi-
cation of cardiac sound signals using TQWT has been presented. The constrained
TQWT based segmentation of cardiac sound signals into heart beat cycles has been
performed successfully. The features that are obtained from heart beat cycles of
separately reconstructed heart sounds and murmur have been found useful to
represent the various types of cardiac sound signals than that of containing both. The
parameters evolved during constrained TQWT based separation of heart sounds and
murmur and the entropy based measures have been used as valuable diagnostic
features. In all, ten features have been used for subsequent classification of cardiac

Table 1 The results of cardiac sound signal classification using training and validation set

ANN
models

Sen
(%)

Spe
(%)

Acc
(%)

Classes

ANN 1 95.59 95.44 95.46 Normal and abnormal

ANN 2 92.67 98.69 97.92 Aortic stenosis and aortic regurgitation, splitting of
S2 heart sound, mitral stenosis, mitral regurgitation

ANN 3 87.49 97.83 96.03 Aortic regurgitation and splitting of S2 heart sound,
mitral stenosis, mitral regurgitation

ANN 4 93.23 80.96 80.70 Splitting of S2 heart sound, mitral stenosis, mitral
regurgitation

ANN 5 96.14 97.51 96.93 Mitral stenosis and mitral regurgitation

Average 93.02 94.08 93.40

Fig. 9 An example of segmentation of cardiac sound signal into heart beat cycles using
constrained TQWT based approach: a original aortic regurgitation signal, b the decimated signal,
c reconstructed heart sounds, d the noise attenuated signal, e CSCW based envelope showing
peaks of primary heart sounds which can be used to derive the heart beat cycles
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sound signals using ANN based classification. The five ANNmodels have been used
to classify: normal, aortic stenosis, aortic regurgitation, splitting of S2, mitral
regurgitation and mitral stenosis. The performance of the proposed method has been
validated with publicly available datasets. The proposed framework reveals the
capability of constrained TQWT in adequately separating the heart sounds and the
overlapping murmurs. The proposed method has provided significant performance
in segmentation and classification of cardiac sound signals. The constrained TQWT
and entropy based features have been found effective for classification of cardiac
sound signals. The scope of the future work is to validate the proposed method with
clinical cases that have not been considered in this study. Moreover, the proposed
framework can be extended for detection and identification of cardiac devices
especially the artificial heart valves in routine emergency check-ups at hospitals.
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Reliability-Constrained Optimal
Distribution System Reconfiguration
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Abstract This work describes a method for reliability improvement of power
distribution system via feeder reconfiguration. The work presented here is devel-
oped based on a linearized network model in the form of DC power flow and linear
programming model in which current carrying capacities of distribution feeders and
real power constraints have been considered. The optimal open/close status of the
sectionalizing and tie-switches are identified using an intelligent binary particle
swarm optimization based search method. The probabilistic reliability assessment is
conducted using a method based on higher probability order approximation. Several
case studies are carried out on a 33 bus radial distribution system and also on
118 buses large-scale distribution system, which are extensively used as examples
in solving the distribution system reconfiguration problem. Further, the effect of
embedded generation on distribution system reconfiguration has been considered in
one case scenario. The test results show that the amount of annual unnerved energy
and customer’s interruptions can be significantly reduced using the proposed
method. Further, the reliability assessment method and the search method proposed
in this work have both shown to be computationally efficient and very suitable for
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1 Introduction

The vast majority of power distribution systems are characterized by radial topo-
logical structure and poor voltage regulation. The radial topology is necessary in
order to facilitate the control and coordination of the protective devices used at the
distribution system level. However, with that radial structure, the failure of any
single component between the load point and the source node would cause service
interruptions and may result in disconnecting several load points. Distribution
system reconfiguration can be used to minimize the duration and frequency of
service interruptions; and thereby improving the reliability of the system and the
quality of service. Distribution system reconfiguration aims at changing the topo-
logical structure of the distribution network by altering the open/close status of
sectionalizing and tie-switches to achieve certain objectives. The common objective
function used in distribution system reconfiguration is distribution system loss
reduction and load balancing [2, 8, 9, 16, 21, 22].

In recent years, there has been an increasing interest in improving distribution
system reliability using distribution system reconfiguration. The expected energy
not supplied (EENS), expected demand not supplied (EDNS), and the expected
outage cost (ECOST) are some examples of the reliability measures used in the
literature. In Bin et al. [25] reliability worth enhancement based distribution system
reconfiguration is proposed. Further, analytical and heuristic methods have been
proposed for reliability worth enhancement. A reliability cost-worth model of the
distribution system is built up and from which the ECOST and the EENS are
obtained. In Bin et al. [25], the interrupted energy assessment rate (IEAR), which is
proposed by Goel and Billinton [12] has also been used in Bin et al. [25] to relate
the interruption cost and the expected energy not supplied for every feasible
configuration.

A distribution system reconfiguration for reliability worth analysis based on
simulated annealing is proposed in Skoonpong and Sirisumrannukul [23]. The work
reported in Skoonpong and Sirisumrannukul [23] used the same reliability indices
and the same customer damage function as in Bin et al. [25]. However, several
conclusions about the final system configuration are drawn as the ECOST and the
EENS were both considered as objectives in the optimization problem. Reliability
improvement of power distribution systems using distributed generation has also
been proposed in the literature [18, 24].

Swarm intelligence optimization methods or meta-heuristic methods have been
widely used in distribution system reconfiguration for reliability enhancement.
Amongst these methods, particle swarm optimization (PSO) based methods are
recognized as viable tools in solving the distribution system reconfiguration
problem for reliability improvement. The advantages of using particle swarm
optimization in handling the distribution system reconfiguration problem are
manifold. For instance, the status of sectionalizing and tie-switches in the distri-
bution system can be easily represented as binary numbers of (0, 1). Moreover,
particle swarm optimization based methods have considerably fast convergence
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characteristics and, generally speaking, have few parameters to tune up compared to
some other meta-heuristic approaches. Further, particle swarm optimization has two
main parameters, which are the personal best and the global best. Every particle in
the swarm remembers its own personal best and at the same time its global best.
Consequently, PSO based methods have more memory capability than some other
swarm intelligence based methods.

Chakrabarti et al. presented a reliability based distribution system reconfigura-
tion method in Chakrabarti et al. [6]. The objective in this study was to minimize
the loss of load expectation (LOLE) and the loss of energy expectation (LOEE).
Monte Carlo simulation and particle swarm optimization have also been used as
searching tools. Amanulla el al. [1] proposed a reconfiguration method for large
systems based on minimal cut set method. The problem of optimal switch place-
ment in power distribution systems has been carried out using trinary PSO in
Moradi and Firuzabad [19]. The use of ant colony optimization for placement of
sectionalizing switches in power distribution systems has also been proposed in
Falaghi et al. [11].

It is worth mentioning here that Brown [5] has reported that distribution systems
contribute for up to 90% of overall consumer’s reliability problems. This can not only
be attributed to the radial topological structure of distribution systems, but also to the
fact that most of nowadays distribution systems are being stressed and operated at
heavily loading conditions due to the rapid increase in electricity demand and some
other economical and environmental constraints. Statistics have shown also that the
vast majority of consumers’ outages and service interruptions have taken place at
distribution system level [3, 5]. These verities combined with the complexities of
today’s distribution systems havemotivated us to revamp the service of consumers by
considering the reliability while reconfiguring the distribution network.

This work proposes a method for distribution system reconfiguration with an
objective of reliability improvement. The work presented here is developed based
on a linearized network model in the form of DC power flow model and linear
programming formulation in which current carrying capacities of distribution
feeders and real power constraints have been considered. The linearized network
model used in this work is appropriate to use for reliability studies as it is very fast
and reliable. The optimal open/close status of the sectionalizing and tie-switches are
identified using an intelligent binary particle swarm optimization based search
method (BPSO). The probabilistic reliability assessment is conducted using a
method based on high probability order approximation. Numerous case studies are
demonstrated on a small 33 bus radial distribution system and 118 buses large-scale
distribution system, which have both been used as benchmark systems while
solving the optimal distribution feeder reconfiguration problem. Distributed
generators are constantly used in several of nowadays distribution systems. The
effect of distribution generation units on the entire distribution system reliability is
considered in one case study.
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2 Review of Mathematical Programming Based Methods

Nonlinear optimization methods and linear optimization methods can be used for
distribution system operation and planning studies. Each category has its own
advantages and disadvantages. The common optimization methods applied to
power distribution systems are discussed in Sect. 2.1.

2.1 Nonlinear Optimization Methods

Power systems are inherently nonlinear systems. Consequently, nonlinear optimi-
zation techniques can be used to handle power system operation and planning
problems. Examples of the nonlinear optimization methods, which are widely used
in the literature include, nonlinear programming, quadratic programming, and
mixed-integer programming.

In nonlinear programming based optimization, both the objective function and
the constraints are nonlinear. In order to handle a nonlinear programming problem,
we usually start by choosing a search direction, which is obtained by finding the
reduced gradient or the first derivative of the objective function. A key advantage of
using nonlinear programming techniques in distribution system operation and
planning studies is partly attributed to their ability to achieve higher accuracy.
However, the main disadvantage of nonlinear programming based methods is that
slow convergence rate may occur, which makes these methods computationally
expensive, especially for applications in which repetitive solutions are required
such as reliability assessment of power system, for instance. In addition, for a
specific type of engineering applications the objective function can be non-differ-
entiable. This in turn could limit the use of the nonlinear programming based
methods in handling certain objective functions.

Quadratic programming can in fact be considered as a special case of nonlinear
programming based technique. That is, in quadratic programming the objective
function is a quadratic while the constraints are linear. A common objective
function used in power system operation and planning is to minimize the total
generation cost or total emission, which is inherently a quadratic function. The
quadratic programming handles this problem efficiently, however, at the same time,
the computational burden is considerably large. More prominently, the standard
simple form of the quadratic programming is not quite often used because con-
vergence is not always guaranteed.

Nonlinear optimization problems can also be formulated as a mixed-integer
programming using certain integer control variables. Handling optimization prob-
lems using mixed-integer programming based techniques are extremely computa-
tional demanding, especially for large-scale systems.

268 S. Elsaiah et al.

http://dx.doi.org/10.1007/978-3-319-13132-0_2


2.2 Linear Optimization Methods

Linear methods are used to transform nonlinear optimization problems to linear
problems. In this context, linear programming (LP) is probably the most popular
technique, which has been widely used to handle engineering applications that
require repetitive, prompt, and multiple solutions. Unlike nonlinear programming
based methods, both the objective function and constraints are linear functions in
the LP model. The advantages of using LP based methods in distribution system
operation and planning include [27]:

1. Reliability of the optimization and flexibility of the solution.
2. Rapid convergence characteristics and fast execution time.
3. Nonlinear convex curves can be handled using piecewise linear models.
4. Equality and inequality constraints can be equally handled in the basic LP

routine.

Now, suppose we have m constraints with n variables, the matrix of the coef-
ficients of the constraints would be of the form [27].

A ¼
a11 a11 . . . a1n
a11 a11 . . . a2n
..
. ..

. ..
. ..

.

am1 am1 . . . amn

0
BBB@

1
CCCA ð1Þ

The right hand side vector b of the constraints consists of m constants,

b ¼ ðb1; b2; . . .; bmÞT ð2Þ

The row vector of the objective function c consists of n coefficients

c ¼ c1; c2; . . .; cnð ÞT ð3Þ

The standard maximum linear programming problem can be formulated as
follows,

maxðZÞ ¼
Xn
j¼1

cjxj ð4Þ

Subject to the following constraints,

Pn
j¼1

aijxj � bi

xj � 0

8<
: ð5Þ
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If the slack variables of Eq. (5) are imported, the standard linear programming
will have the following form,

max Z ¼ CX ð6Þ

With the equality constraints,

AX ¼ b
X� 0

�
ð7Þ

The dual of this standard maximum problem is the standard minimum problem,
that is,

MinðWÞ ¼
Xm
i¼1

biyi ð8Þ

Subject to the following constraints,

Pn
j¼1

aijyj � cj

yi � 0

8<
: ð9Þ

The optimal and feasible solution of Eq. (5), for instance, can be expressed as,

Xb ¼ B�1b ð10Þ

where B is the optimal basis at the optimal and feasible solution and Xb is the basic
variable subvector.

3 Review of Network Models

The structure of distribution systems has been recently changed due to certain
environmental, economical, and political reasons. This change has come through
the emergence of several real-time engineering applications in both operational and
planning stages. Examples of these applications include sizing and placement of
distributed generators, economic power dispatch of active distribution systems,
feeder reconfiguration for service restoration and reliability enhancement, and so
forth. It is very well known that these applications require a power flow study at the
first step of the solution. Nevertheless, and not surprisingly, the vast majority of
these applications require repetitive and prompt power flow solutions. Performing
nonlinear power flow, on one hand, gives high calculation precision but requires a
quite extensive computational burden and storage requirements. On the other hand,
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and more prominently, the largest part of the aforementioned applications is
essentially nonlinear complex combinatorial constrained optimization problems.
The formulation of the nonlinear problem, however, tends to be a tedious task and
computationally cumbersome in terms of execution time, storage requirements, and
programming. These verities combined with the large number of nodes, branches,
and switches of distribution system will incontestably increase the complexity of
the optimization problem.

The vast majority of power system optimization problems are essentially optimal
power flow problems with different objectives. The total load curtailment mini-
mization problem, for instance, is an important objective function that is used for
reliability evaluation of power systems. We would like to elaborate here on this
objective function, which is concerned with reliability improvement of distribution
system. For every task of reliability evaluation, a power flow study is constantly
performed. Toward this end, three power flow models have generally been used for
reliability evaluation of power systems. These models are the nonlinear power flow
model, the capacity flow model, and the DC power flow model. Experience with the
nonlinear power flow model has shown, however, that when this model is incor-
porated in the reliability assessment framework, the task of reliability evaluation
becomes extremely complex and oftentimes computationally intractable. Also, the
required data and storage both become high. On the other hand, the capacity flow
model only uses the capacity constraints of the tie-lines, and thereby; generally
speaking, it is not applicable for every reliability study. In view of these reasons, in
many cases, it has been found to be more appropriate to utilize the DCPF model.

The DC power flow method, which was devised more than 35 years ago, has
been widely utilized in reliability assessment of power and distribution systems
[17, 20]. It is denoted as DC power flow (DCPF), in analogy to a DC circuit fed by
a DC voltage source. In fact, this model is a linearized version of the nonlinear
power flow model; however it ignores most of the aspects of the nonlinear power
flow model. The DCPF model is non-iterative, linear, and absolutely convergent,
but with less accuracy than the nonlinear power flow model. The DCPF model
assumes flat voltage profiles at all buses and lossless transmission lines. It is usually
used whenever fast power flow solutions are required as in optimal economic power
dispatch, contingency analysis, and reliability and security assessment. The DCPF
model is unquestionably a powerful computational tool and was approximately
involved in numerous power system operational and planning studies because of its
simplicity of formulation and implementation.

It is worth to point out here that the use of the DCPF model in certain reliability
evaluation studies of distribution systems has been based on the assumption that
adequate information about reactive power flow are unavailable in advance. Such
an assumption is justified for several planning studies because reactive power is
usually supplied in a form of capacitor banks, which can be treated as a separate
optimization problem.
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4 Problem Statement

Distribution systems are equipped with sectionalizing and tie-switches. The crucial
purpose of the tie-switches is to transfer loads from one feeder to another during
abnormal and emergency conditions. The problem being presented in this work can
be stated as follows: Given the distribution network with NT 2 NTN tie-switches,
where NTN is the number of tie-switches in the distribution system, and NS 2 NSN

sectionalizing switches, where NSN is the number of sectionalizing switches in the
distribution system. The solution of the optimal distribution system reconfiguration
problem ðXÞ aims at finding the best combination of the tie-switches and
sectionalizing switches X 2 ðNTN [ NSNÞ that minimizes the expected power not
supplied, and thereby, maximizes the overall reliability of the distribution system.

5 Development of Models and Methods

In this section, the state space of the problem is defined. Probabilistic reliability
models for various distribution system components are reviewed. In addition, a
reliability evaluation method based on higher probability order is introduced and
discussed.

5.1 The State Space of the Problem

The state space in this work represents the set of all possible combinations of
generators, distribution feeders, sectionalizing switches, tie-switches, buses, circuit
breakers, and distribution transformers. Consequently, the dimension of the state
space can be stated as the set of all the aforementioned components. As was
mentioned earlier, distribution systems are reconfigured radially for best control of
their protective relays and instruments. Therefore, the substation bus is assumed to
be perfectly reliable due to the radial topological structure of the realistic power
distribution systems. Modeling of these components is addressed in the subsequent
section.

5.2 Distribution System Modeling

For distribution system reliability studies, probabilistic modeling techniques are
utilized to represent various system components. The availability of any component
i in the system can be represented as [3].
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Pi ¼
1=ki

1=ki þ 1=li
ð11Þ

where ki is the failure rate of component i and li is the repair rate of component
i, respectively.

In the work presented here, it is assumed that each component in the system can
only reside in an up-state or down-state. Therefore, the two-state Markovian model
shown in Fig. 1 is used to model various system components [3, 5]. For distribution
feeders, a discrete probability density function is constructed for every distribution
line. If a distribution feeder is tripped off for certain system state, the line is
removed from the bus admittance matrix and its capacity is set equal to zero.

5.3 Reliability Indices

Reliability of distribution system can be defined as the ability of the distribution
system to satisfy its consumers load demand under certain operating conditions.
This work uses the expected power not supplied (EPNS), which is alternatively
known as the expected demand not supplied (EDNS) is used to evaluate distribution
system reliability. The loss of load probability (LOLP) is used to calculate the total
load curtailment ðCÞ. These indices are defined as,

Expected Energy Not Supplied (EPNS): The expected number of megawatt per
year that the system cannot supply to consumers. Alternatively, it is also known as
the expected demand not supplied (EDNS).

Loss of Load probability (LOLP): The probability that the system will not be
able to supply the load demand under certain operating scenarios.

5.4 Reliability Evaluation

Enumeration all events to compute the exact values of probabilities can sometimes be
unnecessary and impractical. In practice, probabilities of occurrence of various events
are approximated up to certain level. This work uses a reliability assessment method
based on higher probability order approximation [4, 7]. This concept is well repre-
sented in Chen and McCalley [7] and is discussed here for the sake of completion.

Up

µ

Up Down

Fig. 1 Two-state Markovian model
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Suppose we have three events, which are represented as E1, E2, and E3 with
individual probabilities of P1, P2, and P3, respectively. The compound probability
of the event ðE1 \ E2Þ [ E3, for instance, can be expressed as,

ðE1 \ E2Þ [ E3 ¼ P3 þ P1 � P2 � P1 � P2 � P3 ð12Þ

As can be seen from (12) this compound probability consists of first-order
probability, second-order probability, and third-order probability. It is worth
pointing out here that the probability of failure of most power system components is
quite small. Having said that, the effect of higher-order contingencies could pos-
sibly be limited using certain probability or frequency criterion. For instance, in (2)
if the individual probabilities P1, P2, and P3 are quite small, then the event ðE1 \
E2Þ [ E3 can be approximated with ðP3 þ P1 � P2Þ or with ðP3Þ [7]. The reliability
evaluation method followed in this work is developed based on the high probability
order approximation so that the effect of any contingency level with a frequency of
occurrence less than 10�10 has been neglected. This would in turn enhance the
computational speed, without significant effect on the degree of accuracy of the
estimated indices. We have shown through simulations that this method is
tremendously appropriate to use for reliability evaluation studies as it is flexible and
computationally efficient.

6 Reliability Evaluation Using Linearized Network Model
and Linear Programming

This section formulates the optimal distribution system reconfiguration problem. It
first presents the objective function and constraints. Then, it introduces a method to
impose the radial topological structure of the distribution system. It also presents a
method to calculate the reliability index, which is used in this work.

6.1 Objective Function

A linear Programming formulation, which is similar to similar to that given by
Mitra and Singh [17], is used here to minimize total load curtailments. The equality
constraints are the power flow injections at each bus, which are represented by the
power balance equations. The inequality constraints include the capacity limits of
generating units and power carrying capacities of distribution feeders.
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The objective function used in this work can be posed as [17],

Loss of Load ¼ min
XNB

i¼1

Ci ð13Þ

Subject to,

B̂hþ Gþ C ¼ D
G�Gmax

C�D
bÂh�Fmax

f

�bÂh�Fmax
r

G� 0
C� 0
h is unrestricted

ð14Þ

Where,
NB Number of buses
NF Number of distribution feeders
B̂ ¼ ðNB � NBÞ Augmented-node susceptance matrix
b ¼ ðNF � NFÞ Distribution feeders susceptance matrix
Â ¼ ðNF � NBÞ Element-node incidence matrix
h ¼ NB Vector of node voltage angles
C ¼ NB Vector of bus load curtailments
D ¼ NB Vector of bus demand
Gmax ¼ NB Vector of available generation
Fmax
f ¼ NF Vector of forward flow capacities of lines

Fmax
r ¼ NF Vector of reverse flow capacities of lines

G ¼ NB Vector of dispatched generation at buses

In (13) all generation availability and network constrains have been taken into
considerations. In addition, in order to get a feasible solution for this standard
minimization problem given in (13), it was assumed that one of the bus angles in
(14) is considered to be equal to zero.

6.2 Imposing of the Radial Topology Constraint

Distribution systems are reconfigured radially to facilitate the control and coordi-
nation of their protective devices. The radial topological structure of the distribution
system is taken as a necessary condition during the realization of the presented
work. Therefore, this spanning tree structure shall be retained at all times and for all
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possible configurations. For this purpose, another constraint, which is developed
based on graph theory [10, 13] is introduced into the distribution system recon-
figuration problem. Using graph theory and the element-node incidence matrix, this
constraint can be imposed as,

detðAÞ ¼ �1; Radial Toplogy
0; Weakly�Meshed

�
ð15Þ

Therefore, for any optimal network configuration that results in presenting at
least one loop in the system this configuration is considered to be infeasible and is
removed from the search space.

To better understand the spanning tree algorithm developed herein, let us consider
the graph shown in Fig. 2 [10, 13]. This graph consists of 4 vertices and 5 edges.
The incidence matrix described this graph has one column of each vertex and one row
for each edge of the graph. Let us draw our attention to the loop forms by the vertices
1, 2, and 3 and the edges 1, 2, and 3. Thematrix describes these vertices and edges can
be represented as,

A ¼
�1 1
0 �1
�1 0

0 0
1 0
1 0

2
4

3
5 ð16Þ

The determinant of the incidence matrix given in (16) is obviously equal to zero.
This is evident from (16) as the summation of the first two rows yields to the third
row. This, in other words, indicates that the matrix described by (16) is linearly
dependent. The number of loops in the graph shown below in Fig. 2 is in this case
equal to 2.

V1

E1

E2
E5

E4

E3V2

V3

V4

Fig. 2 A graph with n = 4
vertices and m = 5 edges

276 S. Elsaiah et al.



6.3 Calculation of the EPNS Reliability Index

The reliability index utilized in this paper is the expected power not supplied EPNS.
It is evident that (14) is augmented by a fictitious generator that is equivalent to the
required curtailment since the problem aims at minimizing the total load curtail-
ment. In this work, the EPNS is estimated as,

EPNS ¼
XNc

x¼1

LOLðxÞ � ProbðxÞ

where LOLðxÞ is the loss of load of state x, which is equivalent to load curtailment
of state x, ProbðxÞ is the probability of state x, and Nc is the number of
contingencies.

7 Formulation of the Distribution System Reconfiguration
Problem

7.1 Particle Swarm Optimization

Particle swarm optimization is a population-based optimization technique inspired
by the social behavior of flocks of birds or schools of fish, which is described in
detail in Kennedy and Eberhart [14, 15]. In p Particle swarm optimization, the
positions and velocities of the particles are initialized with a population of random
feasible solutions and search for optima by updating generations. The advantages of
using particle swarm optimization technique in distribution system reconfiguration
studies include the following:

1. Particle swarm based optimization only needs few parameters to tune up, unlike
some other swarm intelligence such as genetic algorithms, for instance.

2. Distribution systems are equipped with two kinds of switches. These switches
are sectionalizing switches and tie-switches. The sectionalizing switches are
normally closed and used to connect various distribution feeders segments. On
the other hand, the tie-switches are normally opened and used to transfer loads
during abnormal and emergency conditions. These switches can be better rep-
resented by digital numbers 0 and 1, which are easy to implement using binary
particle swarm optimization.

3. More prominently, as will be seen later, the PSO has two main parameters, which
are the personal or individual best and the group best. Every particle in the swarm
remembers its own personal best and at the same time its global best. Conse-
quently, PSO based methods have more memory capability than some other
swarm intelligence based methods such as genetic algorithms, for example.
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4. Particle swarm optimization can handle nonlinear and non-differentiable func-
tions efficiently and effectively.

5. Particle swarm optimization could lead to optimal or semi-optimal global
solution for wide range of practical problems.

In PSO, the movement of the particles, which represents the potential solutions,
is governed by the individual best and the group best. Using these components, a
vector that determines the direction and magnitude of each particle in the swarm can
therefore be represented as,

vi ¼ vi�1 þ k1 � rand 0; 1ð Þ � Ppbesti � xi
� �þ k2 � rand 0; 1ð Þ � Pgbest � xi

� �
ð17Þ

where, rand 0; 1ð Þ is a uniformly distributed random number between (0, 1), Ppbesti

is the particle best position from the probability of a state prospective particle i has
ever encountered, Pgbest is the group of particles best position from the probability
of a state prospective the group has ever encountered. Further, k1 and are k2 are
acceleration factors. The values of these acceleration factors are given in Table 1.
The change in particles positions can be defined by a sigmoid limiting transfor-
mation function and a uniformly distributed random number in (0, 1) as following,

xid ¼ 1; rand 0; 1ð Þ\S vidð Þ
0; otherwise

�
ð18Þ

where xid is the dth component of particle i, and S vidð Þ is the sigmoid function of
the dth’s component of particle i, which can be expressed as,

S vidð Þ ¼ 1
1þ e �vidð Þ ð19Þ

Changes of probabilities are limited by the maximum velocity, which limits the
ultimate probability of a bit in particle i to have 0 or 1. Choosing very large or very
small values for the maximum velocity can limit the chance of exploring new
vectors. Therefore, a careful selection of vmax should be performed. In this work, for
a flat start, we have chosen the maximum velocity to be 2.2, which makes S vidð Þ
varies between 90 and 10 %.

Table 1 Reliability data

Component name Failure rate (failure/year) Repair rate (h)

Transformer 0.05882 144

Bus 0.0045 24

Circuit breaker 0.1 20

Distribution feeder 0.13 5

Sectionalizing Switches 0.2 5
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7.2 Binary Particle Swarm Optimization Based an Intelligent
Search Method

The main steps of the reliability evaluation and finding the optimal configuration
using the BPSO based method are summarized as follows,

1. Initialize the positions and velocities of the particles, respectively. Particles
positions are initialized using uniformly distributed random numbers; switches
that are in the closed state are represented by 1’s and switches that are in the
open state are represented by 0’s.

2. The length of a particle string equals the number of system switches. One of the
particles is chosen to represent the original configuration of the system, that is,
all tie-switches are in open states.

3. Check if there are identical particles. If so, discard the identical ones and save
the rest of the particles in a temporary array vector by converting the binary
numbers to decimal numbers.

4. Check if there are particles already exist in the database, if so, set load
curtailments of the existing particles to the system peak load to decrease the
chance of visiting these configurations again. Then, save the rest in the database
and go to the next step.

5. Check the radiality condition for each particle, if the radiality condition is met,
go to next step, otherwise set load curtailments of the particles that represent
invalid configuration to the system peak load to decrease the chance of visiting
these configurations again.

6. Set system parameters and update the status of the system components
(sectionalizing, tie-switches, transformers, distribution feeders, circuit breakers,
etc.), for every particle.

7. Perform reliability evaluation for each particle by solving the linear program-
ming optimization problem for every system state to calculate the expected load
curtailments for each particle.

8. Determine and update personal best and global best configuration based on
minimum load curtailments.

9. Check for convergence. If the stopping criterion is met, stop; otherwise go to
next step. The stopping criteria followed here is that after little iteration, if no
new better configurations were discovered, terminate the algorithm.

10. Update particles velocities and update particles positions using and go to step 3.

The flowchart depicted in Fig. 3 shows the detailed solution procedures.
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Fig. 3 Flowchart of the proposed method
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8 Demonstration and Discussion

This section provides numerous case studies to validate the effectiveness of the
proposed method of optimal distribution system reconfiguration for reliability
improvement. In addition, this section presents and thoroughly discusses the results.

8.1 The 33 Bus Radial Distribution System Test Case

The first distribution system used in this work is a modified 33 bus radial distri-
bution system. The 33 bus distribution system is a 12.66 kV system, which is
widely used as an example in solving the distribution system reconfiguration
problem [2]. The single-line diagram of the 33 bus system is depicted in Fig. 4. The
total real and reactive power loads on the system are 3,715 KW and 2,300 KVAR,
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respectively. Load data and line data of the 33 bus radial distribution system are
given in the appendix. The base values are chosen to be 12.66 kV and 100 KVA.
As shown in Fig. 4, this system consists of 33 buses, 32 branches, 3 laterals, and 5
tie lines. In addition, the 33 bus system has a distribution transformer, which is
connected to the substation bus. For the initial configuration, the normally opened
switches (tie-lines) are {S33, S34, S35, S36, S37}, which are represented by dotted
lines. The normally closed switches are denoted as S1–S32 and are represented by
solid lines.

The reliability data used in this work are acquired fromAmanulla et al. [1], and are
given in Table 1. The reliability index used in this paper is the EPNS. The parameters
of the BPSO algorithm are given in Table 2. Several case studies have been conducted
on the 33 bus distribution system shown in Fig. 4. We have also considered one case
scenario for the 33 bus system in the presence of distributed generation units. The
results of the different case scenario are presented in Table 3 through Table 5.

8.1.1 Case Study I

In this case study the failure rates of all distribution system components such as
transformer; circuit breaker, etc. are considered. Further, it is assumed that every
distribution line has a sectionalizing switch. The optimal set of the sectionalizing and
tie-switches that yield minimum load curtailment were {S6, S10, S13, S27, S32}.

The number of searched configuration for this case study was 4,857. However
the number of the feasible configurations was 110. For comparison purposes, the
proposed method of distribution system reconfiguration is first applied on the initial
configuration shown in Fig. 4. The results of this case study are summarized below
in Table 3.

As can be seen from Table 2 the EPNS is reduced from 10.08 kW/year, for the
initial configuration to 8.49 kW/year, after reconfiguration. This is about 15.6 %
reduction in the expected power not supplied.

Table 2 Parameters of the proposed BPSO search method

Parameter Value

Number of particles 50

Acceleration constant k1 2

Acceleration constant k2 2

Maximum number of iterations 1,500

Table 3 Reliability results of the 33 bus system-case study I

Loading conditions Network status Opened switches EPNS (kW/Year)

Peak load Initial topology S33, S34, S35, S36, S37 10.01

Final topology S6, S10, S13, S27, S32 8.49
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8.1.2 Case Study II

This case study is similar to case study I except that the failure rates of section-
alizing switches and distribution feeders are also increased by 20 %. The loading
conditions have also been increased by 40 %, to show the effect of the failure rates
of system components on its reliability.

The optimal set of the sectionalizing and tie-switches that yield minimum load
curtailment were {S7, S11, S14, S17, S27}. The number of searched configuration
for this case study was 4,904. The number of the feasible configurations for this
particular case was 122. The results of this case study are summarized below in
Table 4.

As can be seen from Table 3, the EPNS is reduced from 15.14 kW/year for the
initial configuration to 12.94 kW/year after reconfiguration. This is almost 14.53 %
reduction in the expected power not supplied.

8.1.3 Case Study III

This case study discusses the inclusion of distribution generation on the reliability
of the distribution network. In fact, some of today’s distribution systems have
certain amount of embedded generation or distributed generation. The advantages
of distributed generation include total loss reduction, voltage profile improvement,
peak load shaving, and reliability and security enhancement. In this case study, we
assume that certain amount of power is injected to the system via distributed
generation units in order to improve its overall reliability. The distributed generators
used here are modeled as constant PQ nodes with negative injections. This
assumption concurs with the IEEE standard 1547–2003 (IEEE standard for Inter-
connecting Distributed Resources with Electric Power Systems 2003) for inter-
connecting distributed resources with electric power systems, which emphasizes
that distributed generators are not recommended to regulate bus voltages, and
thereby they should be modeled as PQ nodes not PV nodes. Further, distributed
generators operated at unity power factor have been assumed in this work.

In order to accommodate the penetration of the wind turbine generators in the
optimization problem, the right-hand side of (14), which represents the power
balance equation, is modified to include the real power injections of the distributed
generation units.

Table 4 Reliability results of the 33 bus system-case study III

Loading conditions Network
status

Opened switches EPNS (kW/
Year)

40 % Increase in peak load Initial
topology

S33, S34, S35, S36,
S37

15.14

Final topology S7, S11, S14, S17, S27 12.94
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It is important to highlight here that we only consider the penetration level of the
distributed generation units in this work. The problem of determining the optimal
locations and sizes of distributed generation units that minimizes the total load
curtailment is not pertinent to the work being presented here. Further, in this case
study, we have assumed a penetration level of 10 %, which is equivalent to
approximately 370 kW. Therefore, two distributed generation units, each one is
rated at 185 kW, are placed at bus 8 and bus 24 of the 33 bus system, respectively.

The optimal set of the sectionalizing and tie-switches that yield minimum load
curtailment for this case study were {S6, S10, S13, S26, S36}. The number of
searched configuration for this case study was 4,776. The number of the feasible
configurations was 111. For comparison purposes, we have placed the same dis-
tributed generation units on the initial configuration shown in Fig. 4. The results of
this case study are summarized in Table 5.

As can be seen from Table 5, the EPNS is reduced from 9.86 kW/year for the
initial configuration to 7.71 kW/year after reconfiguration. This is about 21.8 %
reduction in the expected power not supplied. It is interesting to mention here that
the present of the distributed generation units has assisted in decreasing the total
amount of the curtailed power as can be seen from Table 5.

8.2 The 118 Buses Large-Scale Distribution System Test Case

The proposed framework has been applied to a more complicated and realistic
distribution system to validate its feasibility in such conditions. The system under
consideration is an 11 kV, 118 buses large-scale radial distribution system [26].
This system consists of 117 branches and has 15 tie-lines. The results of one case
scenario performed on this system are presented. The failure rates of distribution
feeders are considered in this case. For the initial configuration, the EPNS has been
calculated using the proposed method and was found 313 kW/year. The EPNS has
been reduced to 211 kW/year after the network has been reconfigured.

9 Discussion and Concluding Remarks

Awas discussed earlier, it has been reported in the literature that distribution systems
contribute for up to 90 % of overall consumer’s reliability problems [5]. Statistics
have shown also that the vast majority of consumers’ outages and service inter-
ruptions have taken place at distribution system level [3, 5]. In addition, most of

Table 5 Reliability results of the 33 bus system-case of distribution generation units

Loading conditions Network status Opened switches EPNS (kW/Year)

Peak load Initial topology S33, S34, S35, S36, S37 9.86

Final topology S6, S10, S13, S26, S36 7.71
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nowadays distribution systems are being stressed and operated at heavily loading
conditions due to the rapid increase in electricity demand and some other economical
and environmental constraints. These verities combined with the complexities of
nowadays distribution systems have motivated us to revamp the service of con-
sumers by considering the reliability while reconfiguring the distribution network.

Distribution systems are equipped with two types of switches; sectionalizing and
tie-switches. The sectionalizing switches are normally closed and are used to connect
various distribution line segments. The tie-switches, on the other hand, are normally
opened and can be used to transfer loads from one feeder to another during abnormal
and emergency conditions. Feeder reconfiguration is among the several operational
tasks, which are performed frequently on distribution systems. Basically, it denotes
to the process of changing the topological structure of the distribution network by
altering the open/close status of sectionalizing and tie-switches to achieve certain
objectives. Of these objectives reliability and security enhancement are of most
concern.

This work has proposed a method for reliability maximization of distribution
systems through feeder reconfiguration. This method is developed based on a line-
arized network model in which the current carrying capacities of distribution feeders
and real power limits have been accounted for. From practical perspective, distri-
bution systems are reconfigured radially for best control and coordination of their
protective devices. We have therefore developed an algorithm based on the graph
theory of trees and forests to preserve the radial topology constraints. Since the time
and computational effort spent in evaluating reliability indices are of great concern in
both planning and operational stages, this paper uses a probabilistic reliability
assessment method based on event tree analysis with higher-order contingency
approximation. Consequently, the computational burden has been reduced when
compared to some other approaches such as Monte Carlo simulation, for instance,
which sometimes tends to be computationally demanding even for planning studies.

In addition, we have proposed an intelligent binary particle swarm optimization
based search method to seek the possible combinations of sectionalizing and tie-
switches that improve system’s reliability. We have demonstrated the effectiveness
of the proposed method on a 33-bus radial distribution system, which is extensively
used as an example in solving the distribution system reconfiguration problem. We
have considered the effect of embedded generation in one case scenario. The test
results have shown that amount of annual unnerved energy and customer’s inter-
ruptions can be significantly decreased when reliability constraints are taken into
consideration while reconfiguring the distribution network.

This work proposes a method for distribution system reconfiguration with an
objective of reliability improvement. The main features of the work presented in
this chapter include:

1. The work presented here is developed based on a linearized network model in
the form of DC power flow model and linear programming formulation in which
current carrying capacities of distribution feeders and real power constraints
have been considered.
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2. The linearized network model used in this paper is appropriate to use for reli-
ability studies as it is very fast and reliable.

3. The optimal open/close status of the sectionalizing and tie-switches are identi-
fied using an intelligent binary particle swarm optimization based search method
(BPSO).

4. The probabilistic reliability assessment is conducted using a method based on
high probability order approximation.

5. Numerous case studies are demonstrated on a small 33 bus radial distribution
system and 118 buses large-scale distribution system, which have both been
used as benchmark systems while solving the optimal distribution feeder
reconfiguration problem.
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6. Distributed generators are constantly used in several of nowadays distribution
systems. The effect of distribution generation on distribution system reliability is
considered in one case study (Fig. 5).

A.1 10 Appendix

See Tables 6 and 7.

Table 6 Line data of the 33
bus distribution system From To R (Ohms) X (Ohms)

1 2 0.0922 0.0477

2 3 0.4930 0.2511

3 4 0.3660 0.1864

4 5 0.3811 0.1941

5 6 0.8190 0.7070

6 7 0.1872 0.6188

7 8 1.7114 1.2351

8 9 1.0300 0.7400

9 10 1.0400 0.7400

10 11 0.1966 0.0650

11 12 0.3744 0.1238

12 13 1.4680 1.1550

13 14 0.5416 0.7129

14 15 0.5910 0.5260

15 16 0.7463 0.5450

16 17 1.2890 1.7210

17 18 0.7320 0.5740

2 19 0.1640 0.1565

19 20 1.5042 1.3554

20 21 0.4095 0.4784

21 22 0.7089 0.9373

3 23 0.4512 0.3083

23 24 0.8980 0.7091

24 25 0.8960 0.7011

6 26 0.2030 0.1034

26 27 0.2842 0.1447

27 28 1.0590 0.9337

28 29 0.8042 0.7006

29 30 0.5075 0.2585

30 31 0.9744 0.9630

31 32 0.3105 0.3619

32 33 0.3410 0.5302
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Machine Learning Aided Efficient Tools
for Risk Evaluation and Operational
Planning of Multiple Contingencies

Venkat Krishnan

Abstract In power system reliability assessment, the system security limits and
adequacy indices depend on the set of contingencies analyzed. Consequently the
final solution strategies for short term operational and long term investment plan-
ning studies also depend on the set of contingencies considered for planning.
Generally, planning is done for the most critical contingency, with the assumption
that the solution strategy for the most constraining contingency will also perform
well on the contingencies that have lower severity. But this is not always true. In
reality, under highly stressed and uncertain nature of power system conditions, the
operational rules for the most constraining contingency may not be effective for all
other contingencies. In fact some contingencies, which are generally less severe,
may have more pronounced ill-effect during certain other operating conditions.
Therefore, it is important to perform a comprehensive contingency analysis of many
contingencies under several operating conditions (a computationally burdensome
task), screen the most important ones among them that may violate the probabilistic
reliability criteria, and devise effective solution strategies. Thus, the focus of this
chapter is to devise a computationally efficient operational planning strategy against
voltage stability phenomena for many critical contingencies. The chapter accom-
plishes this with the help of a hybrid approach that combines the strength of model-
based analytical indicators and data driven techniques to design two important
aspects of planning for multiple contingencies, namely: risk based contingency
ranking and contingency grouping. Utilizing realistic probability distributions of
operating conditions together with machine learning techniques makes the risk
assessment process of multiple contingencies credible and computationally tracta-
ble. In order to group the contingencies efficiently for devising a common solution
strategy, the chapter introduces a novel graphical index, termed as progressive
entropy that captures the degree of overlap among post-contingency performances
of various contingencies. The objective of the proposed contingency grouping
method is to strike a balance between producing simple and accurate operational
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guidelines for multiple contingencies, while reducing the operational complexity in
terms of the total number of guidelines that operators handle.

Keywords Power system operational planning �Contingency risk �Decision trees �
Clustering � Progressive entropy

1 Introduction

In power system operational planning studies, system operators use operating
guidelines in terms of key system attributes and their corresponding thresholds to
assess post-contingency system security of current operating condition [11, 15]. In
this context, there is particularly a great interest in using decision trees for their
ability to give explicit rules to system operators in terms of critical pre-contingency
system attributes [4, 6, 10, 18, 19, 25]. These operating rules help in guiding
operators in energy control centers, during conditions for which contingencies may
result in violation of reliability criteria. So effectively these operating rules help
operators map the pre-contingency scenarios to post-contingency consequences,
thereby in a predictive fashion delineating secure operating regions from insecure
operating regions in the space of pre-contingency parameters accessible in control
centers such as flows, generation levels, load levels etc. Therefore the proximity to a
security boundary can be easily monitored, and when an alarm is encountered the
operator must take appropriate control action to maneuver into a more secure
operating condition. This gives the operators a very simple and easy way to monitor
and handle the power system operation, which otherwise is tedious for such a huge
non-linear dynamic system.

Generally such decision trees are derived separately for each stability problem
(i.e. transient stability, system overload, or voltage stability) based on the database
of post-contingency responses over a wide variety of operating conditions [8, 14].
The performance of the tree in predicting post contingency performance is generally
measured in terms of classification accuracy for any new operating condition and
error rates associated with the classification, namely false alarms (false positives)
and hard risks (false negatives).

In such reliability assessment studies, the system security limits depend on the set
of contingencies analyzed. Consequently the final solution strategy also depends on
the set of contingencies considered in the planning study. Therefore, it is important
to perform a thorough contingency analysis of many contingencies, screen the most
important ones that may violate reliability criteria, and devise effective solution
strategies. In this chapter, the following are the central topics that will be discussed:
(1) how do we choose the most important set of contingencies that requires planning
in a computationally tractable manner?, (2) how do we create operational planning
solutions for multiple contingencies with reduced operational complexity faced by
system operators? The operational planning problem considered to demonstrate the
developed methodologies in this chapter is voltage instability.
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2 Motivation, Related Work, and Objectives

(1) Risk-based contingency ranking: Let us begin to answer the first question
raised in the introduction section, i.e. how do we choose the most important
set of contingencies that requires planning in a computationally tractable
manner?

In order to reduce the computational burden of contingency analysis, contin-
gency ranking methods are typically used in the power system reliability assess-
ment. They help in fast screening of the most critical set of contingencies for
thorough analysis and planning. While there are many deterministic ranking
methods that considers the severity of contingencies [3, 9, 17]; under the current
highly stochastic nature of the power system, a contingency ranking method which
does not consider the probability of contingencies would lead to misleading
operational solutions against real time conditions. For instance, there could be a
contingency which has a very severe impact on the system performance, but is
highly unlikely to occur. In that case such contingencies may be discounted in the
overall planning process, or could be considered separately as a special case.
Otherwise this one contingency which is very rare, if considered with all the other
contingencies in the planning process, may give forth to very expensive solution
strategy under normal operating situations. On the other hand, a contingency which
may have a moderate severity on the system performance, but is highly probable,
may not be neglected in the planning study. So the first part of this chapter develops
a risk based contingency ranking process that would help in screening the top
contingencies, which could lead to voltage collapse. The risk index of a contin-
gency is estimated as the product its severity over various operating conditions and
its probability of occurrence.

Most of the prominent risk based contingency ranking methods proposed in the
open literature [12, 24] has a common idea in estimating the risk, i.e. of performing
contingency simulations over a wide range of operating conditions, and compute a
severity function based upon the post-contingency response database. Then in
conjunction with the probability of the contingency, risk is estimated. The same
procedure is followed for every other contingency in the selected list, and finally
ranked. But the methods developed so far have not considered the actual proba-
bilistic distribution of the operating conditions from which the sampling is done,
which may be multivariate and non-parametric in reality. The studies so far have
also not addressed the huge computational cost incurred in estimating the risk of
multiple contingencies.

So in this chapter, a risk-based contingency ranking method is proposed that
estimates contingency risk for many contingencies over a wide range of operating
conditions sampled from multivariate non-parametric probability distribution. The
proposed method is efficient compared to the existing methods in the following
way, i.e. it has the ability to get realistic risk indices for multiple contingencies at a
very highly reduced computational cost. The risk indices are realistic because of
considering the realistic nature of probability distribution of operating parameters.
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At the same time, even after accounting for the multivariate nature of operating
condition distribution, the risk estimation process is faster as the computation of
risk estimation is performed using linear sensitivity information and machine
learning methods.

(2) Contingency grouping for devising operational plans: Now, let us begin to
answer the second question raised in the introduction section, i.e. how do we
create operational planning solutions for multiple contingencies with reduced
operational complexity faced by system operators?

Typically either a global decision tree or separate trees for all the contingencies
are constructed for performing security assessment. Separate tree for a contingency
can be constructed using the post-contingency simulation results of that particular
contingency as the training database. Usually, the separate decision tree for a
contingency gives the best performance; with the disadvantage of burdening the
system operators, who will have to deal with complex situation of interpreting and
applying too many rules. On the other hand, a global decision tree for many
contingencies could be derived from a training database that is formed by
combining the post-contingency simulation results of all the contingencies. But
such a global decision tree can never outperform the separate trees for every
contingency [20]. Moreover, there is also the danger of reducing the operating
rule’s performance under the most constraining and likely contingency, when we
combine all the contingencies’ training databases together. One could also form a
global decision tree by using only the training database of the most constraining
contingency, with the assumption that the operational rule in this case will also
perform well on the other contingencies that have lower severity. But this may not
be always true, under the current highly uncertain nature of power system.

Considering all the above pros. and cons., this chapter proposes a concept of
contingency grouping-based decision trees that designs a decision process striking a
balance between producing simple and well performing trees, as well as reducing
the number of trees required for multiple contingencies.

The idea of grouping components based on specific performance criteria or
geographical proximity is already prevalent in the power system. Typically it is
done to reduce computational cost in system reliability studies, in pattern recog-
nition or knowledge discovery studies, and also to obtain valuable guidance in the
decision making process. For instance, generators are grouped based on their slow-
coherency performance which gives valuable information for controlled islanding
to prevent blackout [23]. Generators are grouped based on angle gap criteria for fast
contingency screening [16]. Unsupervised learning methods are used to group
contingencies based on their effect on bus voltages [7], which is to be used by
Neural Networks to predict post-contingency bus voltages under many contin-
gencies. Such grouping concepts are also used for designing defense systems, such
as UFLS schemes [21]. This chapter proposes a contingency grouping method
based on a newly developed graphical index, progressive entropy, in order to obtain
efficient decision trees for multiple contingencies. This grouping index is developed
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specifically for decision trees considering the technicalities involved in the tree
induction process from a training set.

The remaining parts of this chapter are organized as follows. Section 3 presents
the proposed method for risk assessment of contingencies, and Sect. 4 presents the
concept of contingency grouping and operational planning framework for multiple
contingencies. Section 5 presents the numerical simulation results by illustration
the developed concepts on French Extra High Voltage (EHV) system for a voltage
stability study. Section 6 presents conclusions and future research directions of the
work presented in this chapter.

3 Risk Based Contingency Ranking

This section explains the proposed risk based contingency ranking method,
beginning with a mathematical definition of contingency risk for voltage collapse in
Sect. 3.1. Section 3.2 explains how linear sensitivities computed for multiple stress
directions and machine learning methods will be used in conjunction to render the
risk estimation methodology faster and realistic.

3.1 Voltage Collapse Risk of a Contingency: Definition

A simple expression for computing risk of a contingency over many probable
operating conditions is shown in Eq. (1).

Risk(CiÞ ¼ P(CiÞ
X
j

P(XjjCiÞ � Sev(XjjCiÞÞ ð1Þ

where,

• P(Ci) is the probability of the ith contingency Ci. Assuming that this probability
is determined only by the failure rate of the component that causes that
contingency, it will be the same for all operating conditions.

• Xj is the jth possible operating condition, and P(Xj|Ci) is the probability of the
operating condition given the contingency.

• Sev(Xj,|Ci) quantifies the severity of the jth possible operating condition in terms
of voltage stability criteria, when subjected to ith contingency.

• ΣP(Xj|Ci) Sev(Xj,|Ci) quantifies the severity of a contingency considering its
influence over all the sampled operating conditions, Xj.

Typically, Poisson distribution is used to describe the occurrence of an event in a
particular time interval. So given an occurrence rate λ of a contingency in a certain
time interval, the probability of that contingency happening at least once in that
time interval is given by Eq. (2).
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PðCiÞ ¼
X1
x¼1

PðxÞ ¼ 1� Pðx ¼ 0Þ ¼ 1� e�ki ð2Þ

where,

• λ is the mean number of events during a given unit of time
• x is the number of occurrence

The term P(Xj|Ci) in Eq. (1) can be substituted by the probability of performance
index subject to a contingency, P(PI|Ci) [24]. So for a voltage instability problem,
probability distributions of performance indices such as maximum loadability
(P(Lm|Ci)) or voltage stability margin (P(M|Ci)) can be used. Voltage stability
margin (M) is defined as,

M ¼ Lm � System base load ð3Þ

So, for voltage instability problem Eq. (1) becomes,

Risk(CiÞ ¼ P(CiÞ
X
j

P(MjjCiÞ � Sev(Mj;CiÞÞ ð4Þ

The severity function for an operating condition in Eq. (4) is defined by discrete
or continuous function. Typically, if post-contingency margin is non-positive for a
particular operating condition, then a voltage collapse will occur. So irrespective of
the magnitude of non-positive stability margin, the consequence of voltage collapse
is assumed to be very severe and generally unacceptable under any condition. So
the severity function of an operating condition for voltage collapse is defined as
discrete function in Eq. (5).

Sev(MjjCiÞÞ ¼ 1; if Mj � 0
0 if Mj [ 0

�
ð5Þ

Since the discrete severity function is like an indicator function for collapse, I
(M ≤ 0), the severity function for a particular contingency becomes a probability
term, which is referred to as the probability of collapse subject to contingency Ci. It
is expressed as,

X
j

P(MjjCiÞ � Sev(MjjCiÞÞ ¼
X
j

P(MjjCiÞ � I(Mj � 0jCiÞÞ

¼ PðM� 0jCiÞ; _Xj0s
ð6Þ

Therefore, for the given discrete severity function, risk in Eq. (4) is rewritten as,

Risk(CiÞ ¼ P(CiÞ � P(M� 0Þ ð7Þ
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So, to estimate risk of a contingency over a wide variety of operating conditions,
we must estimate probability of collapse, i.e. P(M ≤ 0) in Eq. (7). This is the
bottleneck in contingency risk estimation methods. Typically it is done by
contingency simulations over various operating conditions produced by Monte
Carlo sampling, as in the case of the work by Hsiao et al. [12] that samples many
operating conditions in the multivariate parameter space defined by border trans-
actions and system loading conditions. But this is very time consuming, especially
if it is to be repeated for several contingencies for ranking purposes. Wan et al. [24]
in their effort to estimate risk of an operating condition with respect to voltage
collapse proposed utilizing linear sensitivity measures to estimate the maximum
system loadability, which could drastically reduce the computational burden for
estimating probability of collapse term. But it assumes the loading conditions to
follow a multivariate normal distribution, which is usually not the case in reality.
Furthermore, it computes linear sensitivities for only one stress direction (load
increase direction), while in reality the multivariate loading distribution will have
many stress directions.

This chapter proposes a contingency risk estimation method that considers
various stress directions in multivariate load distribution, while utilizing the ability
of linear sensitivity measures to reduce the computational burden. Latin Hypercube
Sampling (LHS) method is used to sample various stress directions in the multi-
variate load parameter state space, and a machine-learning based method is used to
account for the influence of non-parametric nature of multivariate load distribution
on risk estimates.

3.2 Contingency Risk Estimation Based on Machine-
Learning

Let us consider the uncertainty in operating conditions is represented by system
loading conditions. The probabilistic nature of system loading conditions is
expressed in terms of real power of individual loads, xi, that forms a ‘n’ dimensional
operational parameter state space X = [x1… xn]

T.
By performing a continuation power flow (CPF) study on an operating condition

along a particular stress direction, the maximum loadability (µLm) and the margin
sensitivities (Spy) with respect to real and reactive power injections are obtained. The
voltage stability margin (performance measure) is then computed as,

M ¼ Lm�
Xn
i¼1

xi ð8Þ

where
Pn
i¼1

xi is the total system load XTotal for that operating condition.
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It is to be noted here that all the operating conditions sampled from multivariate
distribution will not fall in the same stress direction. Hence before using Eq. (8) to
estimate the post-contingency performance, we need to compute the maximum
loadability for each of the operating condition by performing CPF along its load
stress direction. This is very time consuming, and not affordable. Hence the com-
putational burden is reduced by effectively using the linear sensitivity information
(Spy) obtained as a by-product of the CPF study done for a particular stress direction.
The sensitivity information gives the sensitivity of the voltage stability margin with
respect to varying parameters such as real and reactive power injections, along the
corresponding stress direction. Equation (9) estimates loadability for a new oper-
ating condition based on the µLm and Spy estimated for the mean operating condition.

Lm ¼ lLm þ SpTy � ðP� lpÞ ð9Þ

where P is the parameter vector that defines operating condition state space. For
each scenario, the parameter vector provides individual real power and reactive
power load at every nodes, as given by Eq. (10). μp is the mean parameter vector
associated with the mean operating condition for which sensitivity information has
been found out.

P ¼ ½X X �rap �T ð10Þ

where rqp is a diagonal matrix with Q/P ratio at every load node, and X *rqp is the
reactive power load at every node with a constant power factor. Therefore, from (8)
and (9) we have voltage stability margin for any new operating condition as,

M ¼ lLm þ SpTy � ðP� lpÞ �
Xn
i¼1

xi ð11Þ

However, here is a catch. The estimated sensitivities are valid only for a
particular stress direction, and hence Eq. (11) will give realistic estimates only for
those operating conditions that have similar stress direction as the condition on
which CPF was done and sensitivities were computed. Therefore the fact that
operating conditions can be grouped into many clusters based on the proximity of
their stress directions is utilized here to reduce the computation and make effective
use of linear sensitivities to estimate voltage stability margin. This is achieved
through machine learning technique, as explained below.

3.2.1 Machine Learning to Advance Performance Measure Estimation

Figure 1 presents the machine learning based risk index estimation method where
linear sensitivities computed for few operating conditions are used to estimate the
post-contingency performance measure under many other randomly sampled

298 V. Krishnan



operating conditions. A particular computed sensitivity is associated with a
particular new operating condition based on its intrinsic load stress factors (i.e.
individual loads’ proportions with respect to total system load) using kNN classi-
fication (k nearest neighbor). The steps are as follows:

1. So the first task is to sample k representative stress directions from the historical
data, for which the maximum loadability, µLm and linear sensitivities, Sk are
computed from k CPFs. Next section sheds light on the sampling procedure of
k stress directions.

2. Several operating conditions are sampled (a big number, say N), where each one
is mapped to a particular stress direction among the sampled k directions using
kNN classification method. Hence the sensitivity and loadability values corre-
sponding to the mapped stress direction are used to estimate the post-contin-
gency performance measure for the operating condition.

3. Likewise, every operating condition is grouped to a particular stress direction,
and accordingly its post-contingency voltage stability margin is estimated using
Eq. (11).

4. Finally, the probability of collapse under a contingency Ci is computed using the
estimated voltage stability margins for all the sampled operating conditions, as
shown by Eq. (12).

PðM� 0ÞCi
¼

PN
j¼1 IðMj � 0ÞCi

N
ð12Þ

Finally, according to Eq. (7), the product of probability of contingency and
severity of contingency (probability of collapse) will give the risk of contingency.
This is repeated for every selected contingency, their risks are computed and
eventually ranked for screening and subsequent operational planning.

Fig. 1 Mapping operating conditions to stress directions using kNN: contingency severity
estimation for non-parametric distribution
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3.2.2 Sampling Multiple Stress Directions Using Latin Hypercube
Method

In a realistic system, the loads can undergo stresses in many directions, and along
each direction the voltage stability margin and its sensitivities under a contingency
varies. Therefore, in order to get realistic assessment of contingency severity,
previous section proposed methods that account for the various possible stress
directions. The variability in stress directions is captured from the historical
distribution of loading conditions, which is multivariate in nature with interde-
pendencies among various individual loads. Typically studies assume this multi-
variate distribution to be normal, thereby rendering computational part easier using
standard techniques. But in reality, hardly do we find normally distributed loads,
and many times the distribution does not even fit any standard parametric distri-
butions, thereby making computation challenging. Hence, this issue is addressed to
demonstrate how it is important to consider realistic distributions for obtaining
credible estimations of severity.

Using the historical load data, a stress factor matrix is formed as shown in Fig. 2,
which captures the multivariate load distribution. The required number of stress
directions is sampled by sampling random vectors from this multivariate distribu-
tion of load stress factors.

If the load distribution is multivariate normal, there are standard sampling
techniques to sample normal random vectors [5]. Nevertheless, Latin Hypercube
Sampling (LHS) works well for all kinds of distributions, i.e. whether standard or
empirical distributions. For sampling k stress directions, LHS is employed to
sample k random vectors of stress factors. LHS of multivariate distribution is
performed by dividing every variable into k equiprobable intervals, and sampling
once from each interval of the variable. Then these samples are paired randomly to
form k random vectors from the multivariate distribution. The pairing in LHS is
done in such a way so that the rank correlation [27] among the variables are
preserved, and hence the dependence structure of the multivariate distribution is
captured.

Fig. 2 Stress direction
defined by stress factor matrix
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4 Contingency Grouping

This section explains the proposed progressive entropy based contingency grouping
concept. This is developed to derive a smaller set of rules with good performance
for all the screened contingencies. Section 4.1 introduces the new concept, namely
progressive entropy and Sect. 4.2 discusses its application to group contingencies.

4.1 Progressive Entropy

Entropy, an information theoretic measure for quantifying information content in a
distribution, is also usually used to quantify information content in a database
[13, 22]. It is defined as given in [13],

EntropyðSÞ ¼
Xc

i¼1

�pi log2 pi ð13Þ

where,

• S is training data sampled according to probability distribution,
• c is the number of classes, and
• pi is the proportion of S classified as class i.

According to (13), the more the non-homogeneity or impurity in class attribute of
a database, the more is the entropy. This database variability measure plays an
important role in decision tree induction process. Decision tree induction process
involves selecting the best attribute at every level, which can effectively partition the
data into respective classes. At every level of the tree, the attributes are ranked for
their ability to divide the database into homogenous classes by a measure known as
information gain [26], which is derived from entropy measure. The information
gained from an attribute of the training data is the amount of reduction in database
entropy that is possible when branching the tree at certain value of that attribute, i.e.
leads to division of training data into homogeneous class values. The higher the
information gain for an attribute, better is the attribute for decision tree development.

Therefore, in order to develop common decision trees for a group of contin-
gencies, in this chapter, a new index called progressive entropy is proposed.
Figure 3 shows a typical manner in which the post-contingency performance
measure for a particular contingency is progressing along the operating parameter
state space, i.e. system load in this case. This in effect is also the class boundary
progression of training database, which is obtained by sampling these post-
contingency system responses. The figure also shows the entropy measure that is
derived from incremental databases as we progress along the various values of load
attribute. Hence the name progressive entropy is coined for this index, which can be
used to assess the manner in which the database entropy measure behaves over an
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attribute’s range under the influence of various contingencies. The idea is, if the
entropy measure of post-contingency databases of different contingencies behave
similarly over the state space of important attributes, then the information gain
which is the principle measure to induce a decision tree also behaves similarly over
that range of the attribute. Hence the more similar the progressive entropy curves
are for certain contingencies, the higher is the possibility to derive a common
decision tree for those contingencies. This is the driving principle behind the newly
proposed operational planning method for multiple contingencies based on pro-
gressive entropy, which groups many contingencies for deriving a common deci-
sion tree.

The progressive entropy curve is computed as follows:

Step 1: Sample many operating conditions from the multivariate parameter
distribution

Step 2: Perform simulations, ascertain the post-contingency performance mea-
sures, and label them, i.e. acceptable or unacceptable. The computational
cost involved at this step can be tremendously saved by employing linear
sensitivities of performance measure and machine learning method, as
explained in Sect. 3.2.

Step 3: Stack the performance measure variability along a system variable dis-
tribution, as shown in Fig. 3.

Step 4: Compute the entropy for every subsets of database Sj as we progress
along the distribution of the parameter, as shown in (14); and plot the
progressive entropy along the variable, as shown in Fig. 3.

Progressive Entropy ¼ EntropyðSjÞ; j ¼ 1; 2; . . .N

¼
Xcj
i¼1

�pij log2 pij
ð14Þ

LOAD (MW)

Fig. 3 Performance measure
progression and progressive
entropy
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where,

• Sj is the progressive database, made up of sub-set operating conditions, xj’s,
taken in the direction towards unacceptable domain from acceptable domain.
For variables such as total system load the unacceptable operating conditions
gradually proliferate in ascending direction, and for variables such as reactive
reserve the unacceptable operating conditions gradually proliferate in
descending direction.

• N is the total number of operating conditions and consequently the total number
of progressive databases,

• cj is the number of classes in the database Sj, and
• pij is the proportion of Sj classified as class i.

Since the progressive entropy curves capture the similarities among various
contingency’s influence on operating conditions, they capture the degree of overlap
among the class boundary regions of various contingency’s training database.
Therefore the more similar is the progression of class boundary regions of two
contingencies, the more is the possibility to produce a common decision tree for
them with good accuracy.

4.2 Contingency Grouping and Training Database
Generation

This section explains the proposed contingency grouping method using progressive
entropy curves. Figure 4 shows the typical progressive entropy curves for 4 dif-
ferent contingencies C1, C2, C3 and C4, with C1 imposing the highest risk. Risk
imposed by a contingency is defined as the product of its probability and the
measure of its severity, which is a function of its consequence over many operating
conditions, as defined in Sect. 3.1. The visualization of these curves in Fig. 4 shows
the progressive influence of contingencies over operating conditions. Visual mea-
sures to ascertain the degree of closeness among these curves, i.e. whether inter-
twined or closely enveloping, will aid in recommending contingency groups. These
visual measures may also be corroborated with curve-matching techniques such as
Hausdorff Distance and Fréchet Distance [2] measures that mathematically com-
putes the similarity between two curves.

For instance, in Fig. 4 the progressive entropy curves for C1 and C2 along load
variable closely intertwine, indicating they have similar influence on the operating
conditions along the load attribute values. So they can be grouped together as
Group1 to generate a common decision tree and operating rule. We propose two
ways of generating a training database for the common tree.

1. High Risk Database: The training database is generated from post-contingency
responses of sampled operating conditions under high risk contingency in the
group.
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2. Proportional Risk Database: The training database is generated from post-
contingency responses of sampled operating conditions under each contingency
in the group, in proportion to their risk.

On further analysis of Fig. 4, it is observed that Group1 contingencies envelopeC3

andC4. But they are not as close asC1 andC2, implying that the progressive influence
of the Group1 contingencies over the operating conditions is more severe than the
contingencies C3 and C4. Therefore in this case, a common rule for all the four
contingencies may perform poorly. Similarly, C3 envelopes C4, and the operator may
choose to groupC3 andC4 together as Group 2, considering the fact that they both are
of lower severity. In cases, where visual measures do not prove conclusive, analytical
curve-matching measures may be useful.

Once the contingency groups have been formed, two training databases, namely
high risk and proportional risk databases, could be generated for each group and
their corresponding rules are obtained. Each group’s final common rule is selected
based on rule’s performance validation over all the contingencies in the group using
an independent testing data set.

5 Case Study

The proposed contingency severity estimation and grouping methods are applied in
deriving operational rules for multiple contingencies in SEO region (Système
Eléctrique Ouest, West France, Brittany) of the French EHV system, which is a
voltage security-limited region during winter. This region contains 5,331 buses with
432 generators supplying about 83.8 GW.

LOAD (MW)

Fig. 4 Contingency grouping based on progressive entropy
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5.1 Risk Based Contingency Ranking

Seven contingencies (C1 to C7) in and around the SEO region are selected for this
study. Contingencies C1 is a nuclear unit outage within SEO region. Contingencies
C2, C3 and C7 are bus bar faults. Contingencies C4, C5, and C6 are critical
generator outages outside SEO region, in the western belt of French network, with
C4 and C5 being N − 1 outages, and C6 being N − 2 outage. These contingencies
are usually considered to have severe influence on voltage stability of SEO network
during winter under heavy transactions.

The variable part of load within the SEO region of French network is the
sampling parameter, which is continuous and multivariate in nature. The various
individual loads are mutually correlated, and they do not make up a multivariate
normal or any standard distribution. The distribution is multivariate non-parametric.
The goal of this study is to estimate the voltage collapse risks of the contingencies,
for which two different methods are used:

1. Proposed method: Consider the realistic non-parametric multivariate distribu-
tion which is mutually correlated, and use linear sensitivities along k stress
directions in conjunction with kNN classification.

2. PSS: Full-fledged power system simulation for every operating condition sam-
pled (heavy computation).

5.1.1 Numerical Results

Table 1 shows the results for three contingencies, C2, C6 and C7, when multiple
stress directions are considered for estimating their severity (which is the proba-
bility of collapse, i.e. P(M < 0)). Fifteen different stress directions (k = 15) were
sampled from the multivariate state space using LHS. The PSS method involves
performing Quasi-steady state (QSS) simulations using ASTRE software.1 This was
done by sampling 975 (N) operating conditions from the non-parametric multi-
variate load distribution. The sampling was done using LHS method such that it
also captured the inter-dependencies or mutual-correlation among various

Table 1 Contingency
severity estimates Contingency Severity

Proposed method PSS

C2 0.1682 0.1702

C6 0.7713 0.7446

C7 0.1600 0.1466

1 ASSESS, TROPIC, METRIX software website: http://www.rte-france.com/htm/an/activites/
assess.jsp.
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individual loads. Then the various base cases formed are subject to three
contingencies using ASTRE simulation and the post-contingency performances are
analyzed. The ASTRE QSS simulation is run for 1,500 s with 10 s step size, and the
contingency is applied at 900 s. Scenarios are characterized to be voltage unstable if
any of SEO EHV bus voltage falls below 0.8 p.u or the simulation does not
converge. Thus, the probability of collapse, and hence the severity is estimated
using PSS.

The probability of collapse values estimated by PSS method is 0.1702, 0.7446,
and 0.1466 for the three contingencies C2, C6 and C7 respectively. From Table 1, it
is seen that the estimated results from the proposed method closely corroborates
with the PSS results, thereby emphasizing that it is essential to take into account the
original historical load distribution’s characteristics to obtain reliable results.

Table 2 shows probability of all the seven contingencies considered for the
study, their estimated severities using the proposed method, and the resultant
voltage collapse risk estimates (calculated as per Eq. (7)). Based on their risk, these
contingencies are ranked.

Figure 5 shows that the contingencies with high severity measure necessarily
doesn’t pose high risk. Hence a risk based contingency ranking that also accounts
for the probability of contingency occurance will be suitable in identifying the top
contingencies accurately. The top contingencies can be screened using a specific cut
off value of risk (say, average risk), and can be considered for operational planning
study, which will be discussed in the next section.

5.1.2 Computational Benefit

The proposed contingency risk estimation method saves a huge amount of com-
putational requirement. This is because it uses linear sensitivities computed for
multiple stress directions, in conjunction with machine learning methods to estimate
contingency severity. Table 3 shows the details of computational requirements for
seven contingencies involved in this study. The severity estimation for seven
contingencies, with fifteen stress directions sampled for the study, required
15 × 7 = 105 CPF simulations and linear sensitivity computations to estimate
severity of every contingency over 975 different operating conditions (OC), as

Table 2 Risk based
contingency ranking Rank Contingency Severity Probability Risk

1 C2 0.1682 0.07596 0.01277

2 C5 0.04698 0.2010 0.00944

3 C4 0.04698 0.1928 0.00905

4 C1 0.04698 0.1077 0.00505

5 C6 0.00220 0.7713 0.00170

6 C7 0.00557 0.16 0.00089

7 C3 0.00557 0.0831 0.00046
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shown in Table 3. The conventional PSS method would require a huge computation
of about 975 × 7 = 6,825 CPF computations to compute the stability margin or
6,825 ASTRE dynamic simulations to compute dynamic performance. So the
computational requirement of proposed method doesn’t depend on the number of
operating conditions sampled, but only on the number of stress directions sampled.
If a very few stress directions has the ability to effectively characterize the entire
load state space, then the computational cost to estimate contingency severity is
highly reduced, as shown in Table 3. The number of stress directions sampled could
be increased further for increased accuracy, and still the computational requirement
would be very less compared to the full-fledged conventional contingency
simulations.

The proposed method’s ability to reduce computational cost drastically for
contingency ranking is even strongly demonstrated when we consider another
sampling parameter, such as a discrete parameter like SVC unavailability or gen-
erator group unavailability etc., in the stage of Monte Carlo sampling of basecases.
Table 3 shows the estimated computational requirements for severity estimation

Fig. 5 Contingency severity and risk

Table 3 Computational benefit of proposed contingency risk estimation method

Case OCs Total simulations Maximum speed up

Uncertainty: loads
PSS 975 6,825 65

Proposed method 975 105

Uncertainty: loads and SVCs
PSS (estimation) 3,900 27,300 260

Proposed method (estimation) 3,900 105
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using conventional PSS and proposed methods, when the operational state space is
comprised of both loading conditions and two Static Var Compensators (SVCs)
unavailabilities. There could be four combinations of two SVC states, i.e. both
unavailable (00), one of them unavailable (01 and 10) and both available (11). So
systematically combining these 4 states with the 975 sampled loading conditions,
we could obtain 3,900 base operating conditions. So the conventional contingency
severity estimation method will have to perform 3,900 × 7 = 27,300 simulations for
7 contingencies. But the computational requirements of the proposed method based
on linear sensitivities and machine learning is still proportional only to the number
of stress directions characterizing the load state space. This is because the influence
of discrete parameter, i.e. SVC unavailability states is accounted using the linear
sensitivities, i.e. the sensitivity of stability margin with respect to reactive power
injection at the SVC buses [14].

So the proposed contingency severity and risk estimation method enables
reducing the computational requirements tremendously in ranking multiple
contingencies with respect to voltage collapse risk.

5.2 Contingency Grouping and Operational Planning

This study considers five of the seven critical contingencies in and around the SEO
region investigated in the previous section, namely C1, C2, C3, C5 and C7. The
contingency C4 is similar in nature and location to C5, and hence it is left out; and
contingency C6 is a low probability high severity event that is combination of C4
and C5. The study assesses the impact of these contingencies on voltage stability of
SEO region, and develops operational rules using decision trees.

5.2.1 Decision Tree Process—Training Database

The training database for decision trees for a particular contingency is formed by
contingency analysis of operating conditions, which are obtained by Monte Carlo
sampling of parameters. The sampling parameters include variable part of total SEO
load, SVC unavailability and generator group unavailability in Brittany area. From
the 2006-07 historical data of the total SEO load, the loading conditions from
winter season (Dec 06–Feb 07) are randomly sampled, keeping the power factor of
loads constant, to form many operating conditions. There are two SVCs in SEO
region, at Plaine-Haute and Poteau-Rouge. Their unavailabilities are sampled such
that they both are available in 1/4th, both are unavailable in 1/4th and at least one of
them is available in half of the total sampled operating conditions respectively. The
unavailability of three main production units, that include nuclear groups at Civaux,
Blayais, and St-Laurent, are sampled such that each of these unavailabilities is
represented in 1/4th of the total operating conditions. ASSESS (refer footnote 1) is
used to specify the above mentioned sampling laws for each of these sampling
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parameters, and generate base case operating conditions from their combinations for
contingency simulations. The convergence of these base cases to initial stable
solutions is verified using TROPIC (refer footnote 1).

To obtain the post-contingency responses of a particular contingency, ASTRE
[22] quasi-steady state simulation is performed for these sampled operating con-
ditions, wherein the contingency is applied at 900 s and the simulation is terminated
at 1,500 s. The statistical analysis software SAS is used to process the post-
contingency responses, and label each simulation as acceptable or unacceptable
based on magnitude of EHV bus voltage in SEO region and the convergence status
of simulation at termination. Finally each instance in the training database is formed
using EHV node voltages, SVC outputs and generator group reactive reserves
within SEO region sampled at 890 s of every simulation, including its respective
post-contingency performance label, which is the target attribute for the decision
tree. The decision trees are derived and tested using WEKA software.

So far, this section described the process of creating a training database by
sampling various parameters and deriving operational rule using decision tree for a
single contingency simulation. The next section describes the proposed process for
multiple contingencies, wherein it illustrates how various contingencies considered
in this study are grouped based on the progressive entropy curves, and how the
training databases are generated to obtain a common decision tree for each group.

5.2.2 Progressive Entropy Based Contingency Grouping

The post-contingency responses from simulations are used to compute the pro-
gressive entropy curves as explained in Sect. 4.1. Figure 6 shows the progressive
entropy curves for all the selected contingencies for this study along the Brittany
total load attribute. Considering the closeness and nature of progression of these
curves along the operating conditions under each contingency, the possible con-
tingency groups are shown in Table 4, with indication of high risk contingency
within each group.

The Hausdorff distance between the curves corresponding to C3 and C2 is
0.1912, while between the curve C3 and the rest (C7, C5, C1) are 0.5745, 0.6789
and 0.8094 respectively. Also, the Hausdorff distance between the curve C2 and the
rest (C7, C5, C1) respectively are 0.3833, 0.4877, and 0.6182. This corroborates
grouping the contingencies C2 and C3 together as group 1, and not including the
rest. On the other hand, the Hausdorff distance between the curves C1 and C5 is
0.1305, and between the curves C7 and C1 is 0.1044 respectively, and therefore this
measure of curve similarity corroborates grouping of these three contingencies
together as group 2.

This grouping promises reduction in the number of operational rules from five to
two. Training databases based on high risk and proportional risk criteria are formed
for each group, as explained in Sect. 4.2. The best common decision rule for all the
contingencies within each group is finally selected by rule validation process using
independent test data.
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Figure 7 shows the progressive entropy curves of these contingencies on another
influential system attribute, namely Chinon generator group reactive reserve. These
curves were obtained from simulation results. The progressive entropy curves for
this system attribute corroborates the contingency grouping indicated by the Brit-
tany load attribute in Fig. 6, thereby recommending similar grouping of contin-
gencies. Similar validation of grouping was done using two other system attributes,
namely Cordemais bus voltage and total SEO region reactive reserve. This vali-
dation and verification of contingency grouping based on all such attributes is
significant because these attributes such as system load, reactive reserve in an area,
line flows, and generator group reactive reserve are very influential attributes that
govern the post-contingency voltage stability performance of the system, and are
good candidates for constructing operational rules using decision trees. Therefore a
consensus among all these attributes bolsters the grouping conclusions.

The progressive entropy curves can also be estimated using linear sensitivities
(as mentioned in Sect. 4.1) of voltage stability margin, a well-known voltage sta-
bility performance index [1], with respect to real and reactive power injections at
every nodes (as discussed in Sect. 3.2.1). Figure 8 shows comparison of progressive
entropy curves obtained by simulation and linear sensitivity based estimation for
contingency C2 along the load variable, which is the sampling parameter. In this

Fig. 6 Progressive entropy based contingency grouping for French network

Table 4 Contingency group
& training database
recommendations

Group Contingencies High risk

1 C2 and C3 C2

2 C7, C5, and C1 C5
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case, Fig. 8 shows the ability of linear sensitivity based estimation to compute the
progressive entropy curve with good approximation, which will ensure achieving
computational benefit in computing these curves.

Fig. 7 Progressive entropy curves on Chinon generator group reactive reserve

Fig. 8 Estimated versus simulated progressive entropy for contingency C2
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5.2.3 Operating Rules Validation

The following results present the performances of various operating rules derived
from a variety of training databases. The idea is to verify if the training databases
recommended by the progressive entropy based contingency grouping performs
well when compared with other alternatives or not. The training and test databases
are independently formed using the sampling strategy mentioned in Sect. 5.2.1.
Every training database is of same size containing about 8,000 operating conditions.
Independent test databases are formed for every contingency separately, containing
about 4,000 instances. The classification accuracy is defined as the percentage of
test instances correctly classified by the tree. False alarm (FA) rate is defined as the
proportion of total number of false positives among all unacceptable classifications
in the test database, and hard risk (HR) rate is defined as the proportion of total
number of false negatives among all acceptable classifications in the test database.

Table 5 presents the performance results of separate decision tree for every
contingency, derived based on training database containing its respective post-
contingency responses. Rule for each contingency is tested against its respective
independent test set. It can be seen that the classification accuracies for every
contingency from separate decision trees are very high. But in this case, the system
operators will have to deal with five separate rules for five critical contingencies,
thereby rendering the whole security assessment process under highly stressed
system conditions very strenuous and operationally complicated.

Table 6 shows the performance result of rule from a common decision tree for all
contingencies. The common tree is from the training database containing only the
C2 contingency responses, which has the highest risk. This common tree is tested
against each contingency’s test data, and a marked reduction in performance is
observed for other contingencies. For contingency C3, hard risks are more, while

Table 5 Separate decision
tree for every contingency S no Contingency Accuracy FA HR

1 C2 94.9783 0.034 0.122

2 C3 95.2081 0.039 0.068

3 C5 99.3467 0.001 0.203

4 C1 99.3723 0.002 0.308

5 C7 98.1378 0.008 0.19

Table 6 One common rule
based on C2 contingency
responses—high risk

S No Contingency Accuracy FA HR

1 C2 94.9783 0.034 0.122

2 C5 82.5067 0.174 0.203

3 C1 82.2067 0.18 0

4 C3 87.7057 0.011 0.388

5 C7 87.2793 0.135 0
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for all other contingencies false alarms have increased tremendously. So a common
rule based on worst case contingency alone will not be suitable for all the other
contingencies.

Table 7 shows the results for a common tree formed by generating a proportional
risk training database containing post-contingency responses of all the five con-
tingencies. The rule doesn’t perform well for the most constraining contingency C2,
apart from its poor performance for other contingencies too.

Table 8 shows the results for operating rule performance when contingency C2
is grouped with other contingencies. Common operating rule is derived for each
group from its proportional risk database. It is seen that the recommended grouping
of C2 and C3 contingencies has the best performance, where the rule’s performance
for C2 is on par with the highest performance obtained in Table 5 and the rule’s
performance for C3 betters the performances in Tables 6 and 7. However, given the
fact that the C3 contingency has lower probability and risk index, the reduction in
common rule’s performance for C3 contingency in Table 8 compared to the per-
formance in Table 5 can be traded off considering the prospect of reducing the
number of rules. The rule could be further improved by increasing the represen-
tation of post-contingency responses of C3 contingency in the training database.

Figure 9 shows the top five attributes of decision tree under three cases:

• Case-1: Separate tree for contingency C2 (Table 5).
• Case-2: Separate tree for contingency C3 (Table 5).
• Case-3: Common tree contingency C2 and C3 (Table 8).

The commonality of these top rule attributes in the SEO region of the French
grid among each case justifies the grouping of these two contingencies together for
security assessment.

Table 9 shows the rule validation results for other contingencies, constituting the
Group-2 recommendation made in the Sect. 5.2.2. Along the columns are different

Table 7 One common rule
based on all contingency
responses—proportional risk

S no Contingency Accuracy FA HR

1 C2 90.6 0.003 0.5

2 C5 91.331 0.078 0.375

3 C1 90.82 0.09 0.273

4 C3 84.85 0 0.532

5 C7 96.36 0.026 0.2

Table 8 C2 contingency
grouped with other
contingencies

Contingency Accuracy

Contingency 1 and 2 C2 Contingency 2

C2 and C3 (Group 1) 94.86 89.09

C2 and C5 92.66 87.07

C2 and C1 92.63 86.06
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candidate training databases, starting from a database made of C5 contingency
responses only, then C7 contingency responses only, then C5 and C7 responses
together according to proportional risk criteria, and finally C5, C7 and C1 responses
together according to proportional risk criteria.

Among these possible databases, the proposed grouping scheme recommended
the first and fourth options. The decision on best operating rule is taken based on
the rule’s performance on various contingencies within the group, weighed
according to the risk levels of each contingency. It can be observed that first
database produces a tree that performs best for high risk contingency C5, while
fourth option produces tree that ensures good performance across all the contin-
gencies, while also performing well for high risk contingency.

It is seen that for both the groups, the proportional risk database based decision
trees provide good results for all the contingencies in that group. The performance

Fig. 9 Top five operating rule attributes for group-1 contingencies

Table 9 Group-2 rule
performances from various
training databases

Contingency Training

C5 C7 C5 and
C7

C5, C7 and
C1

C5 99.35 92.86 97.67 97.1691

C7 93.93 98.14 94.6 95.1515

C1 96.52 95.44 97.47 98.1169
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can be further enhanced by appropriate feedback process to enrich the training
database or meta-learning methods.

Overall, the proposed grouping concept promises:

1. Reduction in operating rules for multiple contingencies.
2. A common rule for each group, which is better than overfitting a global common

rule for all the contingencies.
3. Possible computation reduction for generating training databases for multiple

contingencies, as lesser number of trees required.

6 Conclusions

In this chapter, a process for performing power system security assessment of
multiple contingencies has been described. The system operators require security
guidelines to perform operational assessment, which are usually derived from
decision trees. In order to do it for multiple contingencies, advancement of two
important aspects of planning framework has been proposed and demonstrated in
this chapter on French EHV network.

1. Risk based contingency ranking: This chapter proposed a contingency risk
estimation method under uncertainties for voltage collapse. The developed
method takes into account the realistic nature of multivariate load parameter
distribution (i.e. mutual-correlation and non-parametric), which defines the
uncertainty in the operating conditions. The LHS method is used to sample
various stress directions in the multivariate load parameter state space, which are
used to compute the required linear sensitivities of performance measure with
respect to changing operating conditions. Then machine learning technique
(kNN classification) is utilized to produce contingency severity estimation under
wide variety of operating conditions at a much reduced computation.

2. Contingency grouping and planning: A novel contingency grouping method is
proposed based on newly devised metric called progressive entropy, which is a
graphical metric that helps in finding similarities among contingencies based on
their consequences on the operating conditions, unlike the conventional methods
that match contingencies based on proximity in the grid. This grouping index
considering the overlap of class boundary progression of various contingencies
is developed specifically for decision trees, considering the technicalities
involved in the attribute selection of tree induction process.

The developed concepts were demonstrated on the French network. Seven
critical contingencies were selected, and their voltage collapse severity and risks
were estimated. The estimates proved to be accurate when compared with results
from full-fledged contingency simulations under wide variety of operating condi-
tions, and also proved to be computational very efficient. Then from these seven
contingencies, five of them were screened for operational planning using decision
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trees. The contingency grouping method guided in obtaining lesser number of
operating rules that performed well for all the contingencies in the respective
groups. This thereby promises system operators the benefit of dealing with lesser
number of rules to efficiently perform the power system security assessment, and
undertake timely preventive measures for critical contingencies.

The future directions of research include:

• Contingency assessment under increased uncertainty: The computational
benefit of the proposed machine learning based contingency risk estimation
method is even more pronounced when the dimension of sampling state space is
further increased to account for more uncertainties in operating conditions, such
as including unavailability of generators, SVCs, and variable generation (wind
and solar) output.

• Application to other stability problems: The operational planning strategy for
multiple contingencies can also be applied to other stability problems, provided
the respective performance measure’s trajectory sensitivities can be obtained.

• Advancing visualization of contingency impacts: The progressive entropy based
contingency grouping method provides a visual capture of the impact of
multiple contingencies on a range of operating conditions. Therefore, frequently
updating the curve and broadcasting them in the control centers will enhance
visual aid to the operators.
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Goal Directed Synthesis of Serial
Manipulators Based on Task Descriptions

Sarosh Patel, Tarek Sobh and Ausif Mahmood

Abstract Computing the optimal geometric structure of manipulators is one of the
most intricate problems in contemporary robot kinematics. Robotic manipulators
are designed and built to perform certain predetermined tasks. There is a very close
relationship between the structure of the manipulator and its kinematic perfor-
mance. It is therefore important to incorporate such task requirements during the
design and synthesis of the robotic manipulators. Such task requirements and
performance constraints can be specified in terms of the required end-effector
positions, orientations and velocities along the task trajectory. In this work, we
present a comprehensive method to develop the optimal geometric structure (DH
parameters) of a non-redundant six degree of freedom serial manipulator from task
descriptions. This methodology is devised to investigate possible manipulator
configurations that can satisfy the task performance requirements under imposed
joint constraints. Out of all the possible structures, the structures that can reach all
the task points with the required orientations selected. Next, these candidate
structures are then tested to see if they can attain end-effector velocities in arbitrary
directions within the user defined joint constraints, so that they can deliver the best
kinematic performance. Finally, the synthesized structures are tested to see if they
perform the task under the operating constraints. In this work, we also present a
novel approach for computing the inverse kinematics using Particle Swarm Opti-
mization (PSO).
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1 Introduction

The goal of robotics is to automate and delegate real-world tasks to robotic
manipulators. Today robots are being applied to wide range of tasks; from the very
traditional material handling tasks to the very sophisticated tele-robotic surgery.

Robotic manipulators are designed and built to perform certain predetermined
tasks. Ideally speaking, one should easily be able to design a manipulator based on
its application. The rapid growth in manufacturing technologies has increased the
need for design and development of optimal machinery [1]. No longer is the
emphasis on machinery that works but on machinery that works faster, consumes
less power, and is more functional.

Even though general-purpose manipulators are commonplace they do not
guarantee optimal task performance. Task optimized manipulators are more effec-
tive and efficient than general purpose manipulators. There is a great need for task
optimized industrial manipulators that can perform a certain set of jobs with the best
efficiency, in the shortest time, and with the least operating cost and power
requirements. The availability of computing power allows us to design and evaluate
multiple structures based on user defined criteria and select the best design.

What is the best manipulator configuration for soldering electronic components?
What should be the ideal manipulator structure for a painting job? What is optimal
manipulator configuration for a material handling job? Computing the optimal
geometric structure of manipulators is one of the most intricate problems in con-
temporary robot kinematics [32].

Robotics researchers over the years have tried to find answers to these questions.
But in this case plenty is the problem; there is no unique solution or definite answer
to these questions. Instead, in most cases there can be infinite answers to any of the
above questions. Equations describing the kinematic behavior of serial manipula-
tors are highly nonlinear with no closed solutions. And the configuration search
space is infinitely large. The difficulty in most cases lies not in finding a solution,
but finding the ‘best’ solution out of the numerous possible solutions, or in other
words, an optimal solution. Another big challenge in solving this problem is the
number of parameters involved and the high non-linearity of the inverse kinematic
equations [16]. There is a very close relationship between the structure of the
manipulator and its kinematic performance [15, 16]. Researchers have over the
years tried to develop a framework to reverse engineer optimal manipulator
geometries based on task requirements [21].

Every robotic manipulator can only perform certain set of a set of tasks, and
some more efficiently than others. Deciding the best manipulator structure for a
required job at the design stage is done mainly on the basis of experience and
intuition. The rigorous analysis of a few widely used manipulator structures and a
collection of a few ad hoc analytical tools can be of some help [4, 23]. However, the
need for a comprehensive framework to reverse engineer manipulator structures
from task descriptions that can guarantee optimal task performance under a set of
operating constraints is still lacking [21].
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The aim of this work is to develop a goal directed design methodology that can
serve as a simple and easy tool for kinematic synthesis of robotic manipulators
based on task descriptions. The proposed methodology allows a user to enter the
task point descriptions and joint constraints, and generates the optimal manipulator
structure for the specified task. In this work we also present a novel approach for
calculating the inverse kinematic solutions based on the Particle Swarm Optimi-
zation (PSO) algorithm. This approach helps in finding all the inverse solutions that
lie within the constrained joint space with one run of the algorithm.

2 Existing Approaches

The research area of robotic manipulator design can be broadly classified into
general purpose designs and task specific designs. Even though general purpose
manipulators are commonplace, they do not guarantee optimal task execution.
Because industrial robotic manipulators perform a given set of tasks repeatedly,
task-specific or task-optimized manipulator designs are preferred for industrial
applications.

The existing approaches for design and synthesis of serial manipulators can be
broadly classified into the following three types:

2.1 Geometric Approach

Serial robotic manipulators are open-loop kinematic chains consisting of inter-
connected joints and links. There is a great body of research dealing with the
mobility issues of closed loop kinematic chains. The principles of closed loop
mechanical chains can be applied to design highly dexterous serial manipulators by
assuming the distance between the base of the manipulator and the task point as a
fixed and imaginary link in the closed mechanical chain.

Grashof [8] proposed a simple rule to judge the mobility of links in four-link
closed kinematic chains. This rule was further extended and developed into
Grashof’s criterion by Paul [27]. Robotic researchers have applied Grashof’s cri-
terion to design manipulators with high dexterity at the given task points. Where
dexterity refers to the ability of the manipulator to attain any orientation about a
given point [37]. In [17, 25], authors proposed a method for the optimal design of
three-link planar manipulators using Grashof’s criterion. In [25] a simple algorithm
for the optimal design of three link planar manipulators with full manipulator
dexterity at the given task region or trajectory is proposed. The Grashof’s criterion
has also been extended by researchers to explain the behavior of longer kinematic
chains. Ting introduced the five-link Grashof criterion [34] and later extended it to
N-link chains [35, 36]. The main advantage of this method is its independence from
the necessity to calculate the inverse kinematic solutions to judge its performance.

Goal Directed Synthesis of Serial Manipulators … 321



2.2 Parametric Optimization Approach

Parametric optimization is a classical way of solving an optimization problem One
or more criteria that quantify the performance properties of the manipulator,
sometimes with associated weighting factors, are maximized or minimized to arrive
at a set of optimal design parameters. Parametric optimization has been one of the
widely adopted approaches for the synthesis of serial manipulators. Condition
number was used by Angeles and Rojas to obtain optimal dimensions for a three-
DoF manipulator and three-DoF spherical wrist [2]. Craig and Salisbury used the
condition number of the Jacobian as design criterion to optimize the dimensions of
the fingers of the Stanford articulated hand [28].

In [32], optimal kinematic synthesis of the manipulator structure was based on
the Yoshikawa manipulability ellipsoid at a given set of task points is presents. An
objective cost function incorporating the Yoshikawa manipulability index was
optimized using the steepest-descent algorithm over the manipulator’s task trajec-
tory to derive the optimal geometric structure. This work was implemented as a
procedural package in Mathematica®1 (version 4.1) and used the Robotica2 version
3.60 (a robotics toolkit for Mathematica®). This work was further extended in
[30, 31] to simulate the dynamic behavior of such an optimized manipulator.

Kucuk and Bingul [15, 16], implement a multi-variable optimization. The
manipulator workspace was optimized based on a combination of local and global
indices: Structural length index, manipulability measure, condition number, and
global conditioning index.

These parametric optimization methods are task independent and hence do
not guarantee the non-existence of a better manipulator for a specific task [22].
Another limitation of this approach is that it has a very limited scope due to the
inherent limitations and general shortcomings of the performance metrics. A com-
prehensive survey of manipulator performance parameters and their limitations can
be found in [26].

2.3 Task-Based Design Approach

Task-based design of manipulators uses the prior knowledge of application of the
manipulator to design the best possible structure that can guarantee task completion.
Task specifications can either be kinematic or dynamic. The ultimate goal of task-
based design model is to be able to generate both the manipulator kinematic and
dynamic parameters, using the task description and operating constraints [13]. This
task-based design approach has seen considerable interest from researchers dealing

1 [© 2002] Wolfram Research Inc.
2 [© 1993] Board of Trustees, University of Illinois.
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with re-configurable modular manipulators that can be easily re-configured
depending on the task at hand.

Paredis and Kholsa [22], use the task requirements to find the optimal structure
of a manipulator. They developed a numerical approach for determining the optimal
structure of a six degree of freedom non-redundant manipulator. Their proposed
method involves generating the DH parameters by minimizing an objective func-
tion using numerical optimization. This method does not check for non-singular
positions at task points and the ability of the manipulator to generate effective
velocities.

In [1], Al-Dios et al., developed a method for optimizing the link lengths, masses
and trajectory parameters of a serial manipulator with known DH table using direct
non-gradient search optimization. This work was focused to optimize the task time
and joint torques for a specific manipulator task.

In [12, 13], authors propose the concept of Progressive Design as a frame work
for the general design of manipulators and reconfigurable modulator manipulator
systems, using task descriptions. The framework consists of three modules: kine-
matic design, planning and kinematic control. The kinematic design module
encapsulates the task specifications, manipulator specifications and dexterity measure.
In [12, 13], authors apply the proposed framework to develop an optimal manip-
ulator for Space Shuttle tile changing operation, using dexterity as the optimizing
criterion.

Dash et al. [6], propose a two stage methodology for structure and parameter
optimization of reconfigurable parallel manipulator systems. They propose a
‘TaskToRobot Map’ database that maps task description to a suitable manipulator
configuration depending on the degrees of freedom required for a given task.

The manipulator configuration search space for all possible manipulator con-
figurations is prohibitively large for evaluating all possible solutions, even if
unacceptable solutions are eliminated early in the evaluation process. Two of the
most applied approaches to search the configuration space are Random line search
and Generic algorithms.

Authors in [5, 9, 11] recommend the use of Genetic Algorithms (GA) for
designing the structure of self-organizing and modular robotic systems. In [29],
authors Shiakolas et al. use evolutionary optimization approaches to optimize the
design of a SCARA manipulator.

3 Problem Statement

The task descriptions can be given in terms of the task points p that the manipulator
is supposed to reach with a specified orientation. Let P be the set of m task points
that define the manipulator’s performance requirements.
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P ¼ p1; p2; . . .; pmf g 2 TS ð1Þ

All these points belong to the six-dimensional Task Space (TS) that defines both
the position and orientation of the manipulator’s end-effector. Each point in the
Task Space (TS) can be given as:

pi ¼ x; y; z;u; h;wf g8i ¼ 1; 2; . . .;m 2 TS ð2Þ

where x; y; z are the real-world coordinates, and u; h;w are the roll, pitch and yaw
angles about the standard Z, Y and X-axis. Figure 1 shows an example of a
manipulator doing multiple tasks that require specific positioning and orientation of
the manipulator at different points in the workspace.

In this work, we use the standard DH (Denavit-Hartenberg) notation to represent
the manipulator structures [7]. The standard DH notation uses four parameters to
define each link in the serial manipulator:

1. Link length (a)
2. Link twist (α)
3. Link offset (d)
4. Joint angle (θ)

Fig. 1 Manipulator with different orientations at a set of task points
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Depending on whether the link is revolute or prismatic, the joint angle (θ) or the
link offset (d) is variable while the other three parameters remain constant for any
given link. Therefore, each link will have three design parameters that describe it. In
the case of a revolute link the design parameters are fa; a; dg, and in the case of a
prismatic link the design parameters are fa; a; hg. A n degree serial manipulator
configuration set (DH) can be given as:

DH ¼ fa0; a0; h0 or d0; a1; a1; h1 or d1; . . .; an�1; an�1; hn�1 or dn�1g ð3Þ

Therefore, an n-link serialmanipulatorwill have 3n design parameters. Every set of
manipulator configuration parameters can be said to be a point in the Configuration
Space (C). Each set of values of the DH vector represents a unique manipulator
configuration and a distinct point in the 3n dimensional Configuration Space (C).

DH ¼ a0; a0; h0 or d0; a1; a1; h1 or d1. . .; an�1; an�1; hn�1 or dn�1f g 2 C ð4Þ

Similarly, for an n degree of freedom manipulator, the joint vector q can be a
said to be a point in the n dimensional Joint Space (Q), such that:

q ¼ q1; q2; . . .; qn½ � 2 Q ð5Þ

Each joint vector q represents unique manipulator posture and a distinct point in
the n dimensional Joint Space (Q). The Joint Space assumes there are no joint
limitations (fully revolute ideal joints). But in practice the joints are not fully
revolute and are bounded by lower and upper bounds. The values of the joint angles
are range bound by user defined joint limits (upper and lower bounds). Hence, we
define Qc as the Constrained Joint Space, such that the joint displacements always
satisfy the constraints:

qi;min � qi � qi;maxðqi 2 QcÞ andQc � Q ð6Þ

Similarly, the manipulator’s Reachable Workspace (WS) is defined as the set of
points in the world coordinate system that the manipulator’s end-effector can reach
when no joint constraints are imposed. The manipulator’s forward kinematic
equations form a mapping f Cð Þ : Q ! WS between these three spaces: the Con-
figuration Space (C), the Joint Space (Q) and the Workspace (WS).

When the manipulator’s joint motion is restricted between joint limits the
manipulator can only reach a part of the Reachable Workspace, known as the
Constrained Reachable Workspace (CWS), such that CWS � WS. Constrained
Reachable Workspace is defined as the set of points in the real coordinate system
that the manipulator’s end-effector can reach when joint constraints are imposed.
This is given by the forward mapping: f Cð Þ : Qc ! CWS and Qc � Q.

Figure 2 shows the Reachable Workspace (WS) and Constrained Reachable
Workspace (CWS) for a simple planar two-link manipulator as an illustrative
example.
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When a given manipulator of configuration set DH, with joint vector q can reach
a specific task point p, the mapping can be represented as:

f DH; qð Þ ¼ p ð7Þ

Therefore, the problem can be stated as: Find a solution set DH in the
3n dimensional Configuration Space such that there exists at least one q in the
Constrained Joint Space that can reach the required position and orientation of
the end-effector. i.e.

Find allDH such that 8p 2 TS; 9q 2 Qcjf DH; qð Þ ¼ p

Even though this might seem to be a necessary and sufficient condition required
for designing a manipulator, simulations and experience will suggest that this
solution set might include a few manipulators that are able to reach the one or more
of the task points only in singular positions. Such manipulators, if constructed, will
not be able to attain good end-effector velocities in one or more directions due to
their singular postures at the task point(s). Such manipulators will have very limited
mobility at the required task point(s). Infinite forces have to be applied in order to
generate motion along one or more directions at singularities. Therefore such
manipulator configurations should be removed from the solution set. The test for

Fig. 2 Reachable workspace (WS) compared with constrained reachable workspace (CWS)
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singularity is the determinant of the Jacobian matrix, which for a square Jacobian
also happens to be the Yoshikawa manipulability index [38].

The Jacobian mapping from joint velocities to end-effector velocities for a
manipulator is given as:

n ¼ J DH; qð Þ _q ð8Þ

where n ¼ _x _y _z _/ _h _w
h i

is the end-effector velocity vector.

The Jacobian matrix is posture dependent matrix. It is also important to evaluate
the Jacobian of the manipulator because the Jacobian matrix maps joint velocities to
end-effector velocities, according to the mapping J DH; qð Þ : _q ! n. Hence, it is
important to check if the Jacobian of manipulator at a given task point is well
conditioned, and not in a singular posture. A manipulator with well-conditioned
Jacobian at the task points will easily be able to transform joint velocities into end-
effector velocities in any required direction, however the opposite cannot be said to
be true on the basis of just the Jacobian determinant.

n ¼ J1 _q1 þ J2 _q2 þ � � � þ Jn _qn ð9Þ

Therefore, we modify the problem statement as follows:
Find all DH such that 8p 2 TS; 9q 2 Qcjf DH; qð Þ ¼ p and det J qð Þð Þ 6¼ 0

4 Solution Methodology

In this section we define two functions for evaluating the reachability and kinematic
performance of the manipulator. To solve the problem we make the following
assumptions:

1. The robot base is fixed and located at the origin O.
2. The task points are specified with respect to the manipulator’s base frame.
3. The joint limitations are known to the designer.
4. If a joint is prismatic, the joint angle (θ) can assume values in the interval [−180,

180].
5. If a joint is revolute, the joint twist angle (α) can assume values [−180, 180].
6. The last three axes of the six degree of freedom manipulator intersect at a point

to form a spherical wrist.
7. To limit the number of inverse kinematic solutions only non-redundant con-

figurations are considered.

Let the task points be represented as p ¼ ½x; y; z;/; h;w�. The position of the
operating point (OP) on the end-effector is given by pP ¼ x; y; z½ � and its orientation
by p0 ¼ ½/; h;w�.
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pi ¼ pP p0½ � 2 TS 8i ¼ 1; 2; 3. . .;m ð10Þ

In cases where multiple orientations are required at the same point the vector pP
remains same while the orientation vector pO will assume different values.

The first criterion that needs to be satisfied is that all the points in the Task Space
should be a part of the manipulator’s Constrained Reachable Workspace. We define
the Constrained Reachable Workspace as the set of points that the manipulator is
able to reach under constrained joint limitations Qc, while the normal reachable
workspace (WS) is the set of points that the manipulator can reach with no joint
limits, such that CWS � WS. Hence, given a set of task points P, the first objective
is to find all possible manipulator configurations such that all task points in P are a
part of the manipulator’s Constrained Reachable Workspace (CWS).

Find all DH such that 8p 2 TS; p 2 CWS

The Constrained Reachable Workspace (CWS) of the manipulator is given by the
forward kinematic mapping f Cð Þ : Qc ! CWS. With the help of the standard DH
notation parameters, the forward kinematic relationship is given as:

f DH; qð Þ ¼ p ð11Þ

Due to the highly non-linear nature of the kinematic equations describing this
forward kinematic mapping from the Joint Space to the Task Space, multiple
manipulator postures or points in the Joint Space can lead to the same point in the
Task Space. In such cases, point(s) in the Task Space will have more than one
inverse kinematic solution.

q ¼ f�1ðDH; pÞ ð12Þ

The inverse kinematic equations often have no unique solution. Depending on
the manipulator’s structure (DH) and location of the task points (p), the number of
solutions might range from zero to infinite. And, even in the case where there are
multiple known solutions to the above equations, it is still possible that none of
them lie within the Constrained Joint Space (Qc).

q ¼ f�1 DH; pð Þjq 2 Qc ð13Þ

In this work we use Particle Swarm Optimization based inverse kinematic
approach for finding the inverse kinematic solutions within the constrained joint
space. This numerical approach finds all possible inverse kinematic solutions within
the specified joint constraints. This is discusses in detail in the following section.

To determine if the structure manipulator is able to reach a given task point with
required orientation we construct a reachability function. The reachability function
determines if the manipulator can reach and orient the end-effector at the task point
within the set joint limitations.
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reachabilityðDHÞ ¼ max min
qi;max � qi
� �

qi � qi;min
� �

0:5 qi;max � qi;min
� �� �2

 !n

i¼1

" #g
j¼1

ð14Þ

where g is the number of inverse kinematic solutions.
When the joint angle displacements required to reach a task point are within the

joint constraints the reachability function is bounded with in zero and unity. And, if
the maipulator reaches the task point with at least one joint angle at it maximum
displacement, the reachability function will have value of zero. The reachability
function will have a maximum value of unity if the manipulator reaches the task
point with all joint displacement being mid-range of their joint limits. A reachability
value of unity is the ideal case and is only possible with one task point. If the one of
the bounds is violated by any given joint out of the n manipulator joints the function
will have a negative value. The reachablility function value for different locations of
the task point is shown in Table 1.

Since we take a minimum of all the n joints, the reachability indicates the worst
joint performance. This reachability function can help in the design of optimal
manipulator structures by checking if they can reach the task point with proper joint
displacements. To find the best reachable configurations the reachability function
needs to be maximized.

Next, to select the best manipulator out of this set of manipulator configurations
based their kinematic performance and manipulability. For this we write an
objective function that can be maximized or minimized to obtain the optimal
manipulator configuration.

f ðDHÞvelocity ¼ max det J q1
� �� �

; det J q2
� �� �

; . . .; det J qgð Þð Þ� � ð15Þ

where g is the number of inverse kinematic solutions.
This objective function should be maximized to find the optimal manipulator

structure that has the best conditioned Jacobian a task points. Such a manipulator
will be able to easily transform joint velocities into needed end-effector velocities.

We extend the above formulation for reachability and kinematic performance to
include all m points that define the Task Space, as a summation of the function
values at the individual task points.

Table 1 Reachability function values

Location of the task point ‘p’ Reachability
function value

When p is inside the workspace and at least one solution is within joint
constraints

[0, 1]

When p is inside the workspace and the best solution has at least one of
the joint angles at its extreme position

0

When p is inside the workspace and the best solution is one with all
joints displacements mid-range

1
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reachabilityðDHÞ ¼
X
8p2TS

max min
qi;max � qi
� �

qi � qi;min
� �

0:5 qi;max � qi;min
� �� �2

 !n

i¼1

" #g
j¼1

0
@

1
A ð16Þ

f DHð Þvelocity¼
X
8p2TS

max det J q1
� �� �

; det J q2
� �� �

. . .; det J qgð Þð Þ� �� � ð17Þ

To convert these functions into general optimization problems, such that mini-
mizing them will yield optimal solutions we add a negative sign. The functions then
become:

reachabilityðDHÞ ¼ �
X
8p2TS

max min
qi;max � qi
� �

qi � qi;min
� �

0:5 qi;max � qi;min
� �� �2

 !n

i¼1

" #g
j¼1

0
@

1
A
ð18Þ

f DHð Þvelocity¼ �
X
8p2TS

max det J q1
� �� �

; det J q2
� �� �

. . .; det J qgð Þð Þ� �� � ð19Þ

When multiple task points constitute a task goal these functions will have many
local minima. This should be kept in mind while selecting a proper optimization
algorithm. Using local minimization routines to find optimal solutions will yield
acceptable solutions but not global solutions. Only global minimization routines
will be able to deliver an optimal solution for the problem. The choice of the global
minimization algorithm to be used depends on the number of iterations required,
number for function evaluations and the speed of convergence.

4.1 Methodology Flowchart

The presented mathematical formulation and methodology can be represented in the
form of a flow chart shown in Fig. 3. Random configurations are generated and
tested for the existence of the inverse solutions within the joint limits range. In case
a solution exists within the joint constraints, we further test the configurations for
good manipulability and other additional performance criteria. Every reachable
configuration is saved so that it can be used for further analysis and testing. Some of
these configurations can also be used as initial starting points to optimization search
algorithms. The final stop criteria can be set in terms of either the number of
iterations, number of functional evaluations, or desired objective function value
limit or a time limit.
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4.2 Simulated Annealing

There are many approaches to solve a given global optimization problem. The
choice of the algorithms greatly depends on factors such as the dimensionality of
the problem, the nature of the variables (discrete or continuous), availability of a
function derivative. A good global optimization method for a given problem can
only be found by matching the features of the problem to the algorithm charac-
teristics and its problem handling capabilities.

In this case, the objective or cost function—which is the reachability function—
does not have a direct analytical expression, and is computationally expensive to
calculate as it depends on the inverse kinematic solutions. It is also important to
note here that this problem does not have a formulation for a function derivative or
any function gradient data. The objective function will have multiple local and
global minima points where the function value attains the desirable value. The
search space is also very exhaustive. Keeping in mind the above factors we chose to
implement the problem using Simulated Annealing algorithm. The simulated
annealing method is a heuristic algorithm.

Generate
Configuration

Reachable

Inverse Kinematics
(Analytical / Numerical Methods)

Stop
Criteria

Additional 
Constraints

Stop

Start

NO

YES

YES

NO
Optimal

Configuration 
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Optimal
Kinematic

Configuration

Store
Reachable

Configurations

Fig. 3 Proposed methodology flowchart
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Simulated annealing was developed in the 1980s by Scott Kirkpatrick [14] based
on a statistical algorithm developed much earlier by Metropolis [20], to improve
designs of Integrated Circuit (IC) chips by emulating the actual process of
annealing.

Simulated Annealing (SA) is a generic probabilistic meta-heuristic algorithm for
finding the global minimum of a cost function that has many local minima. The SA
algorithm uses random generated inputs based on a probabilistic model. Only under
certain conditions is a change in the objective function due to a new random input
accepted. The acceptance condition for a new input is given as follows:

Dfobj � 0 ð20Þ

exp �Dfobj
T

� �
[ random½0; 1Þ ð21Þ

where Dfobj is the change in the objective function and T is the temperature of the
algorithm.

Beginning with a high temperature the algorithm with every iterative step
gradually lowers the temperature simulating the annealing process. And, after every
fixed number of iterations, known as the annealing period, the temperature is back
raised again. Higher temperatures mean greater randomization of the input vari-
ables. Therefore, a slow annealing method that lowers the temperature gradually
will explore the search space to a greater extent that a fast annealing method that
lowers the temperature quickly. At lower temperatures the search space is exploited
while at high temperature the algorithm explores the search space.

The algorithm stops when there is no change in the objective function for a
certain number of consecutive inputs. SA algorithm remembers the best inputs
throughout its run. SA works well with high dimensionality problems even when
the search space is extensive.

The Simulated Annealing Method first generates random manipulator configu-
rations that are then tested for reachability using the inverse solutions found by the
Particle Swarm Optimization. The PSO based inverse kinematic module only
searches for solutions within the user specified joint constraints. All the configu-
rations that are found to be reachable are then further tested based on additional
criteria. We keep re-annealing, by raising the temperature of the simulated
annealing algorithm when the temperature of the algorithm reaches a minimum.
The best reachability table is updated every time a better configuration is found.

4.3 Inverse Kinematics Using Particle Swarm Optimization

The Particle Swarm Algorithm (PSA) was designed to simulate the social behavior
of organisms that behave in groups, commonly referred to as Swarm Intelligence.
PSA mimics the population behavior followed by groups of animals such as a flock
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of birds or a school of fish. PSA over the years has developed from a social
behavior simulator to a global optimization algorithm. It was first proposed as a
method for global optimization by Kennedy in [10]. Particle Swarm Optimization
(PSO) belongs to the family of algorithms commonly referred to as Swarm Intel-
ligence algorithms. The PSO method optimizes iteratively, by having particles learn
from each other’s position and move accordingly in the search space. With the help
of a set of control parameters the algorithm maintains a good balance between the
exploration and exploitation of the search space, by controlling the swarm popu-
lation accordingly.

PSO is a meta-heuristic algorithm that can be used for problems with large
search spaces. PSO is very easy to implement and it does not require large com-
putational capabilities. PSO also does not require the objective function to have a
gradient or to be differential. It determines the global minima points through
cooperation and competition among the individuals of the population or agent
particles [24]. PSO can solve complex problems faster than traditional algorithms
due to its inherent characteristic of learning from the swarm population.

A very good survey of different applications of PSO to global optimization
problems and its variants can be found in paper [24]. The inertia weight of the
particles is one of the important factors that determines the how fast the PSO
algorithm converges, and therefore has been a topic of interest and research. In [3],
authors investigate different inertia weight strategies for PSO when applied to
different problems to see which inertia update strategies work the best.

The PSO algorithm has attracted researchers from various backgrounds who
have tried to improve its features by applying it to a wide range of problems. In
[18, 19, 39] authors propose the use of dynamic multi-swarm methodologies for
certain optimization problems.

Though PSO is originally meant to find a global minimum within the search
space, it can be adapted to find multiple global minima, as required in this case. In
this work the PSO has been used to find the inverse kinematic solutions for six
degree of freedom manipulators. One main advantage of using PSO is that the
search space can be limited to constrained joint space. Therefore, all solutions
found will automatically lie within the constrained joint space, as opposed to the
previous approach where all the solutions have to be found and then solutions that
are outside the joint limits had to be rejected.

4.3.1 Example of a Two DoF Planar Manipulator

A two degree of freedom planar manipulator has a maximum of two inverse
solutions for all points except when the arm is fully extended. These two are
commonly referred to as ‘elbow up’ and ‘elbow down’ postures. Figure 4 below
shows the two postures for a given point in the reachable workspace.

Consider a simple two-link planar manipulator, with link lengths l1 ¼ l2 ¼ 1 and
the desired point P x; yð Þ ¼ ð1; 1Þ. We construct a simple error function in terms of
the two joint angles, as follows:
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err ¼ x� l1 cos h1 � l2 cos h1 þ h2ð Þj j þ y� l1 cos h1 � l2 cos h1 þ h2ð Þj j ð22Þ

The plot for the error function over the range of h1 and h2 is shown in Fig. 5. The
two minima points are the required inverse kinematic solutions. Figure 6 below
shows the contour plot of the error function and the location of the two solutions.

The error function for such a simple manipulator can easily be visualized in a
three dimensional plot, but this cannot be done for higher order manipulators that
require more than three dimensions. This position error function is given as an input
to the PSO algorithm. The different stages of the swarm optimization are shown
below in Fig. 7.

The swarm particles/agents can be seen as red dots on the function surface. The
swarm particles finally converge at the two minima points in the final plot.

To identify the two global solutions after a specified number of iterations of the
PSO algorithm, the following steps are implemented:

(1) Sort the particles in ascending order of the error function value.
(2) Eliminate particles that have an error function value greater than a specified

threshold.
(3) Group particles that lie with a specified radius.

Fig. 4 Inverse kinematic
solutions of a two link arm [33]

Fig. 5 Position error plot and contour
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The number of PSO iterations, the threshold, and the grouping radius have to be
carefully selected so that all possible solutions can be identified. Fewer iterations
will not allow enough time for all the particles to reach the multiple minima points.
Choosing a higher threshold can give false solutions that are at a distance from the

Fig. 6 Position error contour showing the solution points

Fig. 7 Stages of the PSO while finding the inverse kinematic solutions
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goal, while using a very low threshold can eliminate real solutions too. Further-
more, having a large grouping radius can lead to two or more solutions being
grouped together.

4.3.2 Six Degree-of-Freedom Example

Next we apply the same PSO bases methodology to compute the inverse kinematic
solutions of the six link manipulator with a spherical. When PSO is applied directly
to compute all six joint angles for a given reachable point, the PSO has a hard time
converging on the solutions due to the high dimensionality of the problem. To do
this we approach the problem using the Greedy Optimization philosophy, according
to which, the global optimum to a large problem consists of the global optimum to
each of its sub-problems. Due to the presence of the spherical wrist we can
decouple the positioning and the orienting equations as two sub-problems. Finding
the global solutions to these two sub-problems will automatically solve the larger
inverse kinematics problem.

In this work we have implemented the inverse kinematic solution algorithm in
two stages. The first run of the PSO finds all possible joint angles for the first three
joints such that the manipulator is able to reach the desired point. Next, for each of
the set of solutions for the first three joints the PSO is run to find the possible set of
joint angles for the wrist joints such that the desired end-effector orientation can be
achieved. This approach also saves precious computation time as there is no need to
find the wrist solutions if the arm cannot reach the desired position. Hence, the wrist
angles are only calculated if the arm is able to position itself at the desired point.
For the class of manipulators with six degrees of freedom and a spherical wrist,
below is the algorithm to find the inverse kinematic solutions.

Let P be the target point in the task space such that P can be decoupled into
positioning and orienting terms as:

P ¼ pP po½ � ¼ ½x; y; z; ;; h;w� ð23Þ

The angles ;; h;w are such that successive transformations about the respective
axes by these angles should lead to the required end-effector orientation, such that:

R0
6 ¼ R /; h;wð Þ ¼ Rz;/Ry;hRx;w ð24Þ

This final end-effector orientation matrix can also be represented in terms of the
normal, sliding and approach vectors as follows:

R0
6 ¼ R /; h;wð Þ ¼ n s a½ � ð25Þ

The following algorithm is used to find the inverse kinematic solution for a given
point. First, the wrist center (c) is found by using the approach vector (a):
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c ¼ pP � d6a ð26Þ

Next, we solve the forward kinematic equations for positioning the wrist center
(c) at the desired point, using PSO. This yields sets of first three joint angles
q1; q2; q3 that can place the wrist center at the desired point. To solve the position of
the manipulator using PSO we set up a position error function (err):

err ¼
X

pP � f ðq1; q2; q3Þj j ð27Þ

The multiple minima points of this position error function are the possible sets of
the first three joint angles:

q1; q2; q3½ � ¼ pso errð Þ ð28Þ

Next, for each set of possible q1; q2; q3 we need to find q4; q5; q6 such that the
desired orientation is possible. To do this we first calculate the desired orientation
due to the last three joints.

R3
6 ¼ R0

3

� �T
R0
6 ð29Þ

Using Particle Swarm Optimization we solve R3
6 to get the last three joint angles:

q4; q5; q6½ � ¼ pso R3
6 � f Rð Þ� � ð30Þ

The PSO algorithm is configured to search for solutions only within the joint
limits; this eliminates the need to check for solutions lying outside the joint limits.

4.3.3 Puma560 Inverse Kinematics

In this section the above algorithm is applied to a PUMA 560 robotic arm to find its
inverse kinematic solutions. For most points in the reachable workspace the PUMA
560 arm has four solutions for the inverse position kinematics (unless they violate
the joint constraints) as shown in Fig. 8.

The upper bound (UB) and lower bound (LB) for the six revolute joints for a
Puma560 manipulator arm in degrees are as follows:

LB ¼ �160;�45;�225;�110;�100;�266½ �
UB ¼ 160; 225; 45; 170; 100; 266½ �

Below are the example test runs of the PSO-based inverse kinematics method.

a. Home position—Here we find the inverse kinematic solutions for the PUMA
560’s home position which is given by the point P. The orientation angles are all
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zero in this case. Figure 9 shows the four inverse position solutions that lead to
the same point. Figure 10 shows the end-effector orientation. As seen in Fig. 10
all the normal, sliding, and approach axes of the end-effector perfectly coincide
for all four solutions.

P ¼ ½x; y; z; ;; h;w ¼� ½ 0:4521;�0:1500; 0:4318; 0; 0; 0�

b. Top position—In this example another point P is chosen with arbitrary orien-
tation angles. Figure 11 shows the four inverse position solutions that lead to the
same point. Figure 12 shows the end-effector orientation. Again, all the orien-
tation axes of the end-effector perfectly coincide for all four solutions .

P ¼ ½x; y; z; ;; h;w ¼� ½0:4521;�0:1500; 0:4318; 0; 0; 0�

Fig. 8 Four solutions of the inverse position kinematics for the PUMA arm [33]

338 S. Patel et al.



Fig. 9 Inverse position kinematics solutions

Fig. 10 Inverse position and orientation solutions

Fig. 11 Inverse position kinematics solutions
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5 Experimental Results

In this section we test the proposed methodology to design manipulators based on
task point descriptions. The task goals differ in the number of task points and also in
the orientation required at these task points. For a prismatic link the joint limit is
constrained between zero and unity. The joint limit constraints for the revolute
joints are set as follows:

Lower Bound ¼ �160; �45; �225; �110; �100; �266½ �
Upper Bound ¼ 160; 225; 45; 170; 100; 266½ �

5.1 Spherical Goal

In this task the manipulator is required to have the ability to reach a task point from
all possible approaches or angles. This task involves approaching a point from six
different angles separated by 90°, such that they represent the three diagonals of a
sphere perpendicular to each other. The task points for a sphere goal are given
below.

Fig. 12 Inverse position and orientation solutions

Sphere goal = [
0 0.75 0 0 0 0; 
0 0.75 0 -3.142 0 -3.142; 
0 0.75 0 0  1.565 0; 
0 0.75 0 0  -1.565 0; 
0 0.75 0 -1.372 1.541 -3.142; 
0 0.75 0 1.784 -1.571 -0.213 

];
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The task visualization is shown in Fig. 13.
Based on the evaluations of all possible configurations, the best configuration

that has the maximum overall reachability value for this set of points of the sphere
is an RRR-RRR manipulator. This configuration has a reachability value of
−0.5441.

The DH parameters of the manipulator are:

Figure 14 shows superimposed manipulator positions at the required task points.

Fig. 13 Task description for the spherical goal
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For this goal the best kinematic performance structure was found to be:

5.2 Circular Ring Goal

In this task the manipulator is required to reach eight points on the circumference of
a circle with the same orientation at all the task points. The task points for the ring
goal are given below.

Fig. 14 Designed manipulator reaching all the task points of the spherical goal
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The task visualization is shown in Fig. 15.
Based on the evaluations of all possible configurations, the best configuration

that has the maximum overall reachability value for this set of points of the ring task
is an RRR-RRR manipulator. This configuration has a reachability value of −0.833

The DH parameters of the manipulator are:

Figure 16 shows superimposed manipulator positions at the required task points.
For this goal the best kinematic performance structure was found to be:

Ring Goal = [
0.7000    0.5000 0 -3.142 0 -3.142 
0.6414    0.6414 0 -3.142 0 -3.142 
0.5000    0.7000 0 -3.142 0 -3.142 
0.3586    0.6414 0 -3.142 0 -3.142 
0.3000    0.5000 0 -3.142 0 -3.142 
0.3586    0.3586 0 -3.142 0 -3.142 
0.5000    0.3000 0 -3.142 0 -3.142 
0.6414    0.3586 0 -3.142 0 -3.142 

];
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Fig. 15 Task description for the ring goal

Fig. 16 Designed manipulator reaching all the task points of the ring goal
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5.3 Horizontal Plane Goal

This task comprises of nine points that lie in a horizontal plane, the manipulator is
supposed to reach all of the task points with the same orientation. This task is
similar to the task manipulators execute in the packaging/soldering application. The
task points for the horizontal plane goal are given below.

Horizontal Plane Goal = [ 
0.9  -0.5  0 -3.142 0 -3.142; 
0.9   0     0 -3.142 0 -3.142; 
0.9   0.5  0 -3.142 0 -3.142; 
0.7  -0.5  0 -3.142 0 -3.142; 
0.7   0     0 -3.142 0 -3.142; 
0.7   0.5  0 -3.142 0 -3.142; 
0.5  -0.5  0 -3.142 0 -3.142; 
0.5   0     0 -3.142 0 -3.142; 
0.5   0.5  0 -3.142 0 -3.142; 

];
The task visualization is shown in Fig. 17.
Based on the evaluations of all possible configurations, the best configuration

that has the maximum overall reachability value for this set of points of the hori-
zontal goal is an RRR-RRR manipulator. This configuration has a reachability
value of −0.68127.

The DH parameters of the manipulator are:

Figure 18 shows superimposed manipulator positions at the required task points.

Goal Directed Synthesis of Serial Manipulators … 345



Fig. 17 Task requirements for the horizontal plane goal

Fig. 18 Designed manipulator reaching all the task points of the horizontal goal
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For this goal the best kinematic performance structure was found to be:

6 Discussion

In all the task experiments the initial seed to the algorithm was a set of random
values such that the resultant configuration did not constitute an existing structure
and did not reach even a single task point. The methodology then iteratively found a
set of reachable configurations from which task suitable configurations are selected.

The optimal manipulator structures for the best reachability, and kinematic
performance are not always the same. They can be two different manipulators.
A manipulator structure having a very good reachability value for a set task may not
actually be the most efficient manipulator. Therefore, selecting the right manipulator
will involve a certain intelligent trade off with respect to these parameters.

As expected for most of the tasks, the best manipulator structure found happened
to be a RRR/RRR manipulator. This supports the fact that most industrial manip-
ulators are RRR robots with spherical wrists as they provide better reachability at
the task points and also the ability to orient the end-effector arbitrarily in the
workspace.

The manipulator structures that were generated by the methodology for each of
the tasks are not ones that would intuitively come to mind for those tasks. Using
this task based tool to design manipulators can help the designer in evaluating new
and different configurations.

In some cases a few structures failed to reach all the task points with the
necessary orientation required for task completion. For example no RPP/RRR
configuration could be found that could successfully complete the sphere goal task
within the set joint constraints.
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7 Conclusion

In this work we have presented a general methodology for task-based prototyping
of serial robotic manipulators. This framework can be used to generate specialized
goal oriented manipulator structures based on the task descriptions. The framework
allows for practical joint constraints to be imposed during the design stage of the
manipulator. This methodology incorporates the necessary criteria for the design of
a manipulator, such as reachability, orientation and non-singularity. However the
sufficient condition can be specified by the user, by incorporating additional
constraints. In this work we have used a novel approach based on particle swarm
optimization to calculate the inverse kinematic solutions. This work can be viewed
as part of a broader program to develop a general framework for the reverse
prototyping of robotic manipulators based on task descriptions and operating
constraints.

References

1. Al-Dois, H., Jha, A.K., Mishra, R.B.: Task-based design optimization of serial robot
manipulators. Eng. Optim. 45(6), 647–658 (2012)

2. Angeles, J., Rojas, A.: Manipulator inverse kinematics via condition-number minimization
and continuation. Int. J. Robot. Autom. 2(2), 61–69 (1987)

3. Bansal, J.C., Singh, P.K., Saraswat, M., Verma, A., Jadon, S.S., Abraham, A.: Inertia weight
strategies in particle swarm optimization. In: Proceedings of the Third World Congress on
Nature and Biologically Inspired Computing (NaBIC), pp. 633–640 (2011)

4. Bohigas, O., Manubens, M., Ros, L.: A complete method for workspace boundary
determination on general structure manipulators. IEEE Trans. Rob. 28(5), 993–1006 (2012)

5. Chung, W.K., Jeongheon, H., Youm, Y., Kim, S.H.: Task based design of modular robot
manipulator using efficient genetic algorithm. In Proceedings of 1997 IEEE International
Conference on Robotics and Automation, pp. 507–512 (1997)

6. Dash, A.K., Chen, I.M., Yeo, S.H., Yang, G.: Task-oriented configuration design for
reconfigurable parallel manipulator systems. Int. J. Comput. Integr. Manuf. 18(7), 615–634
(2005)

7. Denavit, J., Hartenberg, R.S.: A kinematic notation for lower-pair mechanisms based on
matrices. Trans. ASME J. Appl. Mech. 22, 215–221 (1955)

8. Grashof, F.: Thertische Mshinenlehre. Leipzig, pp. 113–183 (1883)
9. Izumi, K., Tamura, H., Watanabe, K.: Task-oriented optimal configuration structure in a three-

dimensional self-organizing robot by genetic algorithms. In: Proceedings of IEEE
International Conference on Systems, Man, and Cybernetics (SMC’99), pp. 740–745 (1999)

10. Kennedy, J., Eberhart, R.: Particle swarm optimization. In: Proceedings of IEEE International
Conference on Neural Networks, pp. 1942–1948 (1995)

11. Kim, J., Khosla, P.K.: A multi-population genetic algorithm and its application to design of
manipulators. In: Proceedings of IEEE/RSJ International Conference on Intelligent Robots and
Systems, pp. 279–286 (1992)

12. Kim, J., Khosla, P.K.: Design of space shuttle tile servicing robot: an application of task based
kinematic design. In: Proceedings of IEEE International Conference on Robotics and
Automation, pp. 867–874 (1993a)

348 S. Patel et al.



13. Kim, J., Khosla, P.K.: A formulation for task based design of robot manipulators. In:
Proceedings of IEEE/RSJ International Conference on Intelligent Robots and Systems,
pp. 2310–2317 (1993b)

14. Kirkpatrick, S., Gelatt Jr, C.D., Vecchi, M.P.: Optimization by simulated annealing. Science
220(4598), 671–680 (1983)

15. Kucuk, S., Bingul, Z.: Robot workspace optimization based on a novel local and global
performance indices. In: Proceedings of IEEE International Symposium on Industrial
Electronics, pp. 1593–1598 (2005)

16. Kucuk, S., Bingul, Z.: Comparative study of performance indices for fundamental robot
manipulators. Robot. Auton. Syst. 54(7), 567–573 (2006)

17. Li, R., Dai, J.S.: Orientation angle workspaces of planar serial three-link manipulators. Sci.
China Ser. E: Technol. Sci. 52(4), 975–985 (2009)

18. Liang, J.J., Suganthan, P.N.: Dynamic multi-swarm particle swarm optimizer. In: Proceedings
of the 2005 IEEE Swarm Intelligence Symposium (SIS 2005), pp. 124–129 (2005a)

19. Liang, J.J., Suganthan, P.N.: Dynamic multi-swarm particle swarm optimizer with local
search. In: Proceedings of the 2005 IEEE Congress on Evolutionary Computation,
pp. 522–528 (2005b)

20. Metropolis, N., Rosenbluth, A.W., Rosenbluth, M.N., Teller, A.H., Teller, E.: Equation of
state calculations by fast computing machines. J. Chem. Phys. 21(6), 1087–1092 (1953)

21. Oetomo, D., Daney, D., Merlet, J.P.: Design strategy of serial manipulators with certified
constraint satisfaction. IEEE Trans. Rob. 25(1), 1–11 (2009)

22. Paredis, C.J.J., Khosla, P.K.: Kinematic design of serial link manipulators from task
specifications. Int. J. Robot. Res. 12(3), 274–287 (1993)

23. Park, F.C., Brockett, R.W.: Kinematic dexterity of robotic mechanisms. Int. J. Robot. Res. 13
(1), 1–15 (1994)

24. Parsopoulos, K.E., Vrahatis, M.N.: Recent approaches to global optimization problems
through particle swarm optimization. Nat. Comput. 1(2–3), 235–306 (2002)

25. Patel, S., Sobh, T.: Optimal design of three-link planar manipulators using Grashof’s criterion.
In: Sobh, T., Xiong, X. (eds.) Prototyping of Robotic Systems: Applications of Design and
Implementation, pp. 70–84. IGI Global, Hershey (2012)

26. Patel, S., Sobh, T.: Manipulator performance measures—a comprehensive literature survey.
J. Intell. Robot. Syst. 1–24 (2014). doi:10.1007/s10846-014-0024-y

27. Paul, B.: A reassessment of Grashof’s criterio. Trans. ASME J. Mech. Design 101(3),
515–518 (1979)

28. Salisbury, J.K., Craig, J.J.: Articulated hands: force control and kinematic issues. Int. J. Robot.
Res. 1(1), 4–17 (1982)

29. Shiakolas, P.S., Koladiya, D., Kebrle, J.: Optimum robot design based on task specifications
using evolutionary techniques and kinematic, dynamic, and structural constraints. Inverse
Probl. Eng. 10(4), 359–375 (2002)

30. Sobh, T., Wang, B., Patel, S.: A mobile wireless and web based analysis tool for robot design
and dynamic control simulation from task points description. J. Internet Technol. 4(3),
153–162 (2003a)

31. Sobh, T., Wang, B., Patel, S.: Web enabled robot design and dynamic control simulation
software solutions from task points description. In: Proceedings of the 29th Annual
Conference of the IEEE Industrial Electronics Society (IECON’03), pp. 1221–1227 (2003b)

32. Sobh, T.M., Toundykov, D.Y.: Optimizing the tasks at hand (robotic manipulators). IEEE
Robot. Autom. Mag. 11(2), 78–85 (2004)

33. Spong, M.W., Vidyasagar, M.: Robot Dynamics and Control. Wiley, New York (1989)
34. Ting, K.-L.: Five-bar Grashof criteria. J. Mech. Transmissions Autom. Design 108(4),

533–537 (1986)
35. Ting, K.-L.: Mobility criteria of single-loop N-bar linkages. J. Mech. Transmissions Autom.

Design 111(4), 504–507 (1989)
36. Ting, K.-L., Liu, Y.-W.: Rotatability laws for N-bar kinematic chains and their proof. J. Mech.

Des. 113(1), 32–39 (1991)

Goal Directed Synthesis of Serial Manipulators … 349

http://dx.doi.org/10.1007/s10846-014-0024-�y


37. Vijaykumar, R., Waldron, K.J., Tsai, M.: Geometric optimization of serial chain manipulator
structures for working volume and dexterity. Int. J. Robot. Res. 5(2), 91–103 (1986)

38. Yoshikawa, T.: Manipulability of robotic mechanisms. Int. J. Robot. Res. 4(2), 3–9 (1985)
39. Zhao, S.Z., Liang, J.J., Suganthan, P.N., Tasgetiren, M.F.: Dynamic multi-swarm particle

swarm optimizer with local search for Large Scale Global Optimization. In: Proceedings of
(IEEE World Congress on Computational Intelligence) IEEE Congress on Evolutionary
Computation (CEC 2008), pp. 3845–3852 (2008)

350 S. Patel et al.



Intelligent Tracking Control System
for Fast Image Scanning of Atomic Force
Microscopes

Sajal K. Das, Hemanshu R. Pota and Ian R. Petersen

Abstract Atomic force microscope (AFM) is a type of scanning probe microscopy
technique which is used to measure the characteristics of various specimens at an
atomic level through surface imaging. In the imaging process of the AFM the
sample is placed on a positioning unit termed as nanopositioner. The performance
of the AFM for fast image scanning is limited to the one percent of the first
resonance frequency of its positioning unit. Many imaging applications require a
faster response and high quality imaging than what can be achieved using the
currently available commercial AFMs. The need for high speed imaging is the
reduction of the computational time to capture an image. The time require to
capture an image of a reference grating sample for an 8 μm × 8 μm area and 256
number of scan lines at the scanning rate of 1 Hz and 125 Hz are 170s and 2 s. This
shows the importance of the increase of scan frequency in terms of operation time.
The tracking performance of the nanopositioner of the AFM for high speed imaging
is limited due to the vibration of the nanopositioner, cross coupling effect between
the axes of the nanopositioner and nonlinear effects in the form of hysteresis and
creep. In this chapter we have proposed an intelligent multi-variable tracking
controller to compensate the effect of vibration, cross coupling and nonlinearities in
the form of hysteresis and creep in AFM for fast image scanning. Experimental
results in time and frequency domain are presented to show the effectiveness of the
proposed controller.

Keywords Piezoelectric tube scanner � Atomic force microscope � Negative-
imaginary systems � Passive systems � Resonant controller � Vibration control

S.K. Das (&) � H.R. Pota � I.R. Petersen
School of Engineering and Information Technology (SEIT), The University of New South
Wales, Canberra 2600, ACT, Australia
e-mail: das.k.sajal@gmail.com

H.R. Pota
e-mail: h.pota@adfa.edu.au

I.R. Petersen
e-mail: i.r.petersen@gmail.com

© Springer International Publishing Switzerland 2015
A.T. Azar and S. Vaidyanathan (eds.), Chaos Modeling and Control Systems Design,
Studies in Computational Intelligence 581, DOI 10.1007/978-3-319-13132-0_14

351



1 Introduction

Nanotechnology is the branch of science which deals with the manipulation of
matters on an extremely atomic level. Nanotechnology as defined by size is natu-
rally very broad, including fields of science as diverse as surface science, organic
chemistry, molecular biology, semiconductor physics, and microfabrication. The
viewing of surface texture at the atomic level with extremely high resolution was a
great challenge until the introduction of the scanning tunneling microscope (STM)
[12–15]. The STM was developed by Gerd Binning and his colleagues in 1981 at
the IBM Zurich Research Laboratory in Switzerland [12, 13]. The STM was the
first SPM technique capable of directly obtaining three-dimensional (3-D) images
of solid surfaces. The discovery of the STM has brought Nobel Prize to Binning
and Rohrer in Physics in 1986. The STM is only used to measure the topography of
surfaces which are electrically conductive to some degree. This limits the use of the
STM for the surfaces which are non-conductive in nature. The invention of the
AFM has opened a new era to the field of nanotechnology to study non-conductive
sample surfaces. The AFM is used to measure the topography of any engineering
surface, whether it is electrically conductive or insulating. The invention of the
AFM has also led to the invention of the family of scanning probe microscopy
techniques (SPMs). These include scanning electrostatic force microscopy (SEFM)
[61], scanning force acoustic microscopy (SFAM) (or atomic force acoustic
microscopy (AFAM)) [3, 53], magnetic force microscopy (MFM) [58, 31], scan-
ning near field optical microscopy (SNOM) [8, 7], scanning thermal microscopy
(SThM) [40, 63], scanning electromechanical microscopy (SEcM) [33], scanning
Kelvin probe microscopy (SKPM) [24, 43], scanning chemical potential micros-
copy (SCPM) [64], scanning ion conductance microscopy (SICM) [30, 49] and
scanning capacitance microscopy (SCM) [37, 41]. The reason for calling them as
SPM is because of using probe in these devices for investigation and manipulation
of matters. The commercial use of the SPM was started in 1987 with the STM and
1989 with the AFM by Digital Instruments Inc. The basic stage for the development
of the SPM systems is as follows:

1. 1981—Scanning tunneling microscope. G. Binning ang H. Rohrer. Atomic
resolution images of conducting surfaces.

2. 1982—Scanning near-field optical microscope. D.W. Pohl. Resolution of
50 nm in optical images

3. 1984—Scanning capacitive microscope. J.R. Matey, J. Blanc. 500 nm (lateral
resolution) images of capacitance variation.

4. 1985—Scanning thermal microscope. C.C. Williams, H.K. Wickramasinghe.
Resolution of 50 nm in thermal images.

5. 1986—Atomic force microscope. G. Binning, C.F. Quate, Ch. Gerber. Atomic
resolution on non-conducting (and conducting) samples.

6. 1987—Magnetic force microscope. Y. Martin, H.K. Wickramasinghe. Reso-
lution of 100 nm in magnetic images.
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7. 1988—Inverse photoemission microscope. J.H. Coombs, J.K. Gimzewski,
B. Reihl, J.K. Sass, R.R. Schlittler. Detection of luminescence spectra on
nanometer scales.

8. 1989—Near-field acoustic microscope. K. Takata, T. Hasegawa, S. Hosaka,
S. Hosoki, T. Komoda. Low frequency acoustic measurements with the
resolution of 10 nm.

9. 1990—Scanning chemical potential microscope. C.C. Williams, H.K. Wick-
ramasinghe. Atomic scale images of chemical potential variation.

10. 1991—Kelvin probe force microscope. N. Nonnenmacher, M. P. O’Boyle,
HK.Wickramasinghe. Measurements of surface potential with 10 nm resolution.

11. 1994—Apertureless near-field optical microscope. F. Zenhausern, M.P.
O’Boyle, H.K. Wickranmasinghe. Optical microscopy with 1 nm resolution.

2 Operating Principle of the AFM

Atomic force microscope (AFM) is a very high-resolution type of scanning probe
microscope with demonstrated resolution on the order of fractions of a nanometer.
Despite of the great success of the STM it was obvious that STM has a fundamental
disadvantage. The STM can investigate only the conductive or semi-conductive
samples. This disadvantage was overcome due to the invention of the AFM. Like
the STM, the AFM relies on a scanning technique to produce very high resolution
3-D images of sample surfaces. The AFM is based upon the principle of sensing the
forces between a sharp tip and the surface to be investigated. The forces can be
attractive or repulsive depending on the operating modes. When tip to sample
distance is large the interactive force is attractive and when the tip to sample
distance is small the interactive force is repulsive. The forces are measured by
measuring the motion of a very small cantilever beam. During the operation of the
AFM the sample is scanned instead of the tip (unlike the STM) because the AFM
measures the relative displacement between the cantilever surface and the reference
surface.

A schematic of the AFM is presented in Fig. 1. The basic components include a
micro-cantilever with a sharp tip mounted on a micromachined cantilever, a posi-
tioning unit, a laser source, and a laser photodetector. In the imaging process of the
AFM, a sample is placed on a positioning unit. There are different types of posi-
tioning units used in the AFM such as piezoelectric tube scanner, serial-kinematic
scanner, flexure based scanners. The use of the positioning unit depends on the
application of the AFM. A detail discussion on the various types of the positioning
unit used in the AFM is discussed later. The displacement of the positioning unit
during the imaging is measured by sensor. In most of the cases capacitive sensors
are used to measure the displacement of the scanner.
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When the sample is placed on the positioning unit, a cantilever beam with a
sharp tip is brought in the close proximity of the sample. Various types of canti-
levers are used in the AFM. The cantilever used in the AFM should meet the
following criteria: (1) low normal spring constant (stiffness); (2) high resonant
frequency; (3) high cantilever quality factor Q; (4) high lateral spring constant
(stiffness); (5) short cantilever length; (6) incorporation of components (such as
mirror) for deflection sensing; and (7) a sharp protruding tip. The cantilever used in
the AFM system also has different shape. But in most of the cases a tip is attached
with the cantilever.

In order to achieve the large imaging bandwidth the cantilever should have a high
resonant frequency. The Young’s modulus and the density are the material param-
eters that determine the resonant frequency, aside from the geometry. This makes the
cantilever the least sensitive part of the system. In order to register a measurable
deflection with small forces it is also required that the cantilever should have low
spring constant. The combined requirement of having high resonance frequency and
low spring constant is meet by reducing the mass of the cantilever. The tip used with
the cantilever should have radius much smaller than the radii of the corrugations in
the sample in order for these to be measured accurately. The cantilever is typically
silicon or silicon nitride with a tip radius of curvature on the order of nanometers.
Silicon nitride cantilevers are less expensive. They are very rugged and well suited to
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Fig. 1 Block diagram of the
AFM working principle
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imaging in almost all environments. They are especially compatible with organic
and biological materials.

The most common methods to detect cantilever deflections are the optical lever
method, the interferometric method, and the electronic tunneling method. The
optical lever method is the most used one, since it is the most simple to implement. It
consists in focusing a laser beam on the back side of the cantilever and in detecting
the reflected beam by means of a position sensor, that is usually a quartered
photodiode. Both cantilever deflection and torsion signals may be collected.

When the sample is placed on the positioning unit of the AFM, the cantilever is
placed in the close contact of the sample. In this process an electric field is applied
across the positioning unit of the AFM. This induces a displacement of the posi-
tioning unit. The displacement of the positioning unit is measured using sensor such
as capacitive sensor. A laser beam is transmitted to and reflected from the cantilever
for measuring the cantilever orientation. The reflected laser beam is detected with a
position-sensitive detector consisting of two closely spaced photodiodes whose
output signal is collected by a differential amplifier. In most of the cases the photo
detector has four quadrants. A photodiode is a type of photodetector capable of
converting light into either current or voltage, depending upon the mode of oper-
ation. The output of the photodetector is provided to a computer for processing of
the data for providing a topographical image of the surface with atomic resolution.
Currently used position-sensitive detectors are four-sectional that allows measuring
not only longitudinal but torsion bending too.

3 Operating Modes of the AFM

The operatingmode of theAFMcan be classified into different types depending on the
different measurement parameters used in sensing the interactive forces. Three basic
fundamental operating modes of the AFM are: (1) contact mode; (2) non-contact
mode; and (3) tapping mode.

3.1 Contact Mode

In contact mode the tip of the cantilever is placed in contact with the sample. This
mode is the most common mode used in the AFM. The force acting on this mode is
repulsive force in the order of 10−9. The force is set by pusing the cantilever against
the sample surface. In this mode the deflection of the cantilever is first sensed and
than compared to some desired value of the deflection. Repulsion force F acting
upon the tip is related to the cantilever deflection value x under Hooke’s law:
F = −kx, where k is cantilever spring constant. The spring constant value for
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different cantilevers usually vary from 0.01 to several N/m. The deflection of the
cantilever is converted into electrical signal DFL. The DFL signal is used to
characterized the interaction force between the tip and the surface.

During contact mode when the atoms are gradually brought together, they first
weakly attract each other. This attraction increases until the atoms are so close
together that their electron clouds begin to repel each other electrostatically. This
electrostatic repulsion progressively weakens the attractive force as the interatomic
separation continues to decrease. The force goes to zero when the distance between
the atoms reaches a couple of Angstroms, about the length of a chemical bond.
When the total Van der Waals force becomes positive (repulsive), the atoms are in
contact.

The slope of the Van der Waals curve is very steep in the repulsive or contact
regime. As a result, the repulsive Van der Waals force balances almost any force
that attempts to push the atoms closer together. In AFM this means that when the
cantilever pushes the tip against the sample, the cantilever bends rather than forcing
the tip atoms closer to the sample atoms. Two other forces are generally present
during contact AFM operation: a capillary force exerted by the thin water layer
often present in an ambient environment, and the force exerted by the cantilever
itself. The capillary force arises when water surrounds the tip, applying a strong
attractive force (about 10−8 N) that holds the tip in contact with the surface. The
magnitude of the capillary force depends upon the tip-to-sample separation.
The force exerted by the cantilever is like the force of a compressed spring. The
magnitude and sign (repulsive or attractive) of the cantilever force depends upon
the deflection of the cantilever and upon its spring constant.

As long as the tip is in contact with the sample, the capillary force should be
constant because the distance between the tip and the sample is virtually incom-
pressible. It is assumed that the water layer is reasonably homogeneous. The
variable force in contact AFM is the force exerted by the cantilever. The total force
that the tip exerts on the sample is the sum of the capillary plus cantilever forces,
and must be balanced by the repulsive Van der Waals force for contact AFM. The
magnitude of the total force exerted on the sample varies from 10−8 to the more
typical operating range of 10−7to 10−6. Most AFMs detect the position of the
cantilever with optical techniques. In the most common scheme, a laser beam
bounces off the back of the cantilever onto a position-sensitive photodetector
(PSPD). As the cantilever bends, the position of the laser beam on the detector
shifts. The PSPD itself can measure displacements of light as small as 10 Å. The
ratio of the path length between the cantilever and the detector to the length of the
cantilever itself produces a mechanical amplification. As a result, the system can
detect sub-Angstrom vertical movement of the cantilever tip.

If the deflection of the cantilever is not matched with the predefined value of the
deflection a voltage across the positioning unit of the AFM is applied to raise or
lower the sample relative to the cantilever to restore the desired value of deflection.
The voltage that the feedback amplifier applies to the positioning unit is a measure
of the height of features on the sample surface. The predefined value of the
cantilever deflection depends on operating modes. Two types of modes are used in
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contact mode atomic force microscopy, (a) constant force mode; and (b) constant
height mode. In constant force mode the force between the tip and sample remains
fixed. This means that the deflection of the cantilever remains fixed. By maintaining
a constant cantilever deflection (using the feedback loops) the force between the
probe and the sample remains constant and an image of the surface is obtained. In
this mode vertical deflection, i.e. the control voltage applied to Z electrode is
measured. The vertical deflection is used to plot the surface topography. The
advantage of the constant force mode is that this method allows to measure the
surface topography with high resolution. Constant force mode is good for rough
samples, used in friction analysis.

Constant force mode also has some disadvantages. The scanning speed of the
AFM in constant force mode is restricted by the response time of feedback system.
The soft samples such as polymers and biological samples can be destroyed due to
interaction between the sharp probe and sample. The local flexure of the soft sample
surfaces may be varied. The existence of the substantial capillary forces between
the probe and the sample can decrease the resolution as well.

During scanning at constant height mode the distance between the tip of the
cantilever and sample remains fixed. The cantilever base moves at a constant height
from the sample surface. In constant-height mode, the spatial variation of the
cantilever deflection can be used directly to generate the topographic data set
because the height of the scanner is fixed as it scans. The main advantage of the
constant height mode is high scanning speeds. The scanning speed at constant
height mode is restricted only by resonant frequency of the cantilever. Constant
height mode also has some disadvantages. In constant height mode the samples are
required to be sufficiently smooth. The soft sample can be destroyed because the tip
is in direct contact with the surface of the sample.

The operation of the contact mode atomic force microscopy is described in Fig. 2
by force versus distance curve. The line in Fig. 2 indicates the position of the
cantilever. The flat line indicates that the cantilever is away from the sample. When

Fig. 2 Force versus distance
curve in contact mode of the
AFM imaging
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cantilever approaches to the sample an attractive force is generated as shown in the
point A. The point B indicates that the cantilever touches the sample surface. At
point C the tip of the cantilever approaches further to the sample. At this point a
repulsive force is generated to deflect the cantilever away from the sample. Again
during the retraction period of the sample an attractive force is generated as shown
by point D.

3.2 Non-contact Mode

In non-contact mode the probe does not contact the sample surface, but oscillates
above the adsorbed fluid layer on the surface during scanning. This mode belongs
to a family of modes which refers to the use of an oscillating cantilever. The non-
contact mode is used in situations where tip contact might alter the sample in subtle
ways. In this mode the tip hovers 50–150 Å above the sample surface. Normally the
cantilever used in the non-contact mode has higher stiffness and high spring con-
stant in the order of 10–100 Nm−1. This is to avoid sticking to the sample surface.
The forces between the tip and sample are quite low, on the order of pN (10−12 N).
In this mode the cantilever is usually vibrated at its resonant frequency. The
amplitude of the oscillation is kept less than 10 nm. Attractive Van der Waals force
is acted between the tip and sample. This attractive force is substantially weaker
than the forces used by contact mode. That is why the tip is given a small oscillation
so that the AC detection methods can be used to detect the small forces between the
tip and the sample. This is done by measuring the change in amplitude, phase, or
frequency of the oscillating cantilever in response to force gradients from the
sample. The detection scheme is based on measuring changes to the resonant
frequency or amplitude of the cantilever due to its interaction with the sample.

The imaging resolution using non-contact mode depends of the distance between
tip-sample. The tip-sample distance could be reduced further to achieve AFM
images with high resolution. This can also be achieved in ultra-high vacuum (UHV)
environment instead of in ambient condition. One of the limitation of operating
AFM in ambient condition is that the tip-sample must be set at a larger distance to
avoid tip from being trapped in the ambient water layer on the sample surface.
Non-contact mode of the AFM is classified into two catagories, namely amplitude
modulation (AM) and and frequency modulation (FM). In amplitude modulation
mode an external signal with constant amplitude and phase is applied to the piezo
actuator of the cantilever to excite and vibrate the cantilever. In this mode the
amplitude of the cantilever is affected by the repulsive force acting on the tip during
the operation. In frequency modulation mode the cantilever is always excited to
vibrate at its resonance frequency. The advantage of the non-contact mode is that in
this mode a very low force is exerted on the sample about 10−12 N. This extends the
lifetime of the probe. The non-contact mode usually results in lower resolution;
contaminant layer on surface can interfere with oscillation; usually need ultra high
vacuum (UHV) to have best imaging.
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3.3 Tapping Mode

The tapping mode is also called as semi-contact mode. This is an important mode in
the AFM imaging. This is because this method allows for a high resolution imaging
of sample surfaces that are easily damaged, loosely hold to their substrate, or
difficult to image by other AFM techniques. In this mode the cantilever is oscillated
at its resonant frequency. Tapping mode overcomes problems associated with
friction, adhesion and other difficulties. This is done by alternatively placing the tip
in contact with the surface to provide high resolution. Then the tip is lifted off
surface to avoid dragging the tip across the sample. The oscillation of the cantilever
in tapping mode is done using a piezoelectric crystal at the base of the cantilever.
When the piezoelectric crystal comes into motion the cantilever oscillates. The
amplitude of the oscillation of the cantilever is nearly in the order of 20 nm.

Selection of the optimal oscillation frequency is software-assisted and the force
on the sample is automatically set and maintained at the lowest possible level.
When the tip passes over a bump in the surface, the cantilever has less room to
oscillate and the amplitude of oscillation decreases. Conversely, when the tip passes
over a depression, the cantilever has more room to oscillate and the amplitude
increases. The oscillation amplitude of the tip is measured by the detector and input
to the controller electronics. The digital feedback loop then adjusts the tip-sample
separation to maintain a constant amplitude and force on the sample.

During scanning, the vertically oscillating tip alternately contacts the surface and
lifts off, generally at a frequency of 50,000–500,000 cycles per second. As the
oscillating cantilever begins to intermittently contact the surface, the cantilever
oscillation is necessarily reduced due to energy loss caused by the tip contacting the
surface. The reduction in oscillation amplitude is used to identify and measure
surface features.

Tapping mode inherently prevents the tip from sticking to the surface and
causing damage during scanning. Unlike contact and non-contact modes, when the
tip contacts the surface, it has sufficient oscillation amplitude to overcome the tip-
sample adhesion forces. Also, the surface material is not pulled sideways by shear
forces since the applied force is always vertical. Another advantage of the tapping
mode technique is its large, linear operating range. This makes the vertical feedback
system highly stable, allowing routine reproducible sample measurements.

Tapping mode operation in fluid has the same advantages as in the air or vacuum.
However imaging in a fluid medium tends to damp the cantilever’s normal resonant
frequency. In this case, the entire fluid cell can be oscillated to drive the cantilever
into oscillation. This is different from the tapping or non-contact operation in air or
vacuum where the cantilever itself is oscillating. When an appropriate frequency is
selected (usually in the range of 5,000–40,000 cycles per second), the amplitude of
the cantilever will decrease when the tip begins to tap the sample, similar to Tapping
Mode operation in air. Alternatively, the very soft cantilevers can be used to get the
good results in fluid. The spring constant is typically 0.1 N/m compared to the
tapping mode in air where the cantilever may be in the range of 1–100 N/m.
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The description of three modes of the AFM in terms of force versus probe-
sample distance is shown in Fig. 3. The dominant force acted at the short probe-
sample distance in the AFM is the Van der Waals force. Long-range interactions
such as capillary, electrostatic, magnetic are significant further away from the
surface. During contact with the sample, the probe predominately experiences
repulsive Van der Waals forces (contact mode). This leads to the tip deflection
described previously. As the tip moves further away from the surface attractive Van
der Waals forces are dominant (non-contact mode).

4 Piezoelectric Tube Scanner

Piezoelectric tube scanner (PTS) is an important feature of the AFM. The PTS is
used as the positioning unit in the AFM. In most of the cases the PTS is usually
fabricated from lead zirconium titanate, (PZT) by pressing together a powder, then
sintering the material. The PTS is designed to achieve fine mechanical displacement
in the x, y and z axis. Earlier before the invention of the PTS, the three dimensional
positioning of the AFM was achieved by tripod scanner. But due to lateral bending,
it causes cross coupling and low mechanical resonance which limit the scanning
speed of the AFM. Later using the piezoelectricity technology, PTSs were made.
The PTS works based on the theory of piezoelectric effect. About 100 years before

Fig. 3 Plot of force as a function of probe-sample separation
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than the time of the invention of the STM, Curie brothers, Pierre Curie and Jacques
Curie (1880) discovered the piezoelectric effect in the materials.

Piezoelectric materials are ceramics that change dimensions in response to an
applied voltage and conversely, they develop an electrical potential in response to
mechanical pressure. Piezoelectric materials are polycrystalline solids. Each of the
crystals in a piezoelectric material has its own electric dipole moment. These dipole
moments are responsible to move the piezo in response to an applied voltage. The
dipole moments within the scanner are randomly aligned after sintering. The ability
of the scanner to move depends on the align of the dipole. If the dipole moments are
not aligned, the scanner has almost no ability to move. The align of the dipole
moment is done by using a process called poling.

The process of poling in the scanner is done at 200 °C to free the dipoles. At this
moment a direct current voltage source is applied. It takes few hours to align the
dipoles. After the aligning process the scanner is cooled to freeze the dipoles into
their aligned state. Then electrodes are attached to the outside of the tube, seg-
menting it electrically into vertical quarters, for +x, +y, −x, and −y travel. The
electrode in the z direction of the scanner is attached in the center of the scanner.
A typical illustration of a PTS is presented in Fig. 4.

The PTS given in Fig. 4 shows that the PTS is typically consists of a cylindrical
tube made of radially poled piezoelectric materials. The PTS is fixed at one end and
free at other end. The PTS is segmented into four equal size electrodes. The
electrodes are marked as +X, −X, +Y in the figure. Another electrode is not marked
in the picture because the electrode is at the opposite end of the figure. The top part
of the electrode is unsegmented. Usually a sample holder is placed on the top of the
scanner to hold the sample.

Alternating voltages are applied to the +x and −x electrodes of the scanner. The
application of this voltage induces strain into the tube which causes it to bend back
and forth in the lateral, i.e. the x direction. Similar method is used to apply voltage in
the y direction of the scanner. The expansion and contraction of the PTS depends on
the polarity of the applied voltage with respect to the polling direction of the material.
The PTS expands when the polarity of the applied voltage coincides with the polling
direction. The PTS contracts when the the polarity of the applied voltage opposite
with the polling direction. Voltages applied to the z electrode cause the scanner to
extend or contract vertically. The displacement of the scanner is measured by using
sensors. In most of the cases capacitive sensors are used to measure the displacement
of the scanner. The reason for using capacitive sensors is their high speed response.

The maximum scan size of the PTS depends on many factors. This includes the
length of the scanner tube, the diameter of the tube, its wall thickness, and the strain
coefficients of the particular piezoelectric ceramic from which it is fabricated.
Typically the PTS can scan from tens of angstroms to over 100 μ in the lateral and
longitudinal direction. In the vertical direction it can scan from the sub-angstrom
range to about 10 μ. One of the PTS used in this thesis is illustrated in Fig. 5. In this
thesis we have used three scanners. We started our experiments with one scanner
first. Then after the damage of first scanner we have used a second scanner and
ordered a new scanner. Few works of this thesis is done using new scanner as well.
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(a)

(b)

Fig. 4 A typical illustration of a piezoelectric tube scanner. a Side view and b top view

Fig. 5 A typical piezoelectric tube scanner
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In most of the cases the scanning operation in the AFM is performed by using
raster scanning pattern. The raster scanning is performed by moving the PTS in
forward and backward direction along the x-axis and moving the PTS in a small
step in y-axis. This is done by applying triangular signal in the x-axis and staircase
signal in the y-axis as shown in Fig. 6a, b. When the triangular signal is applied to
x-axis and a staircase signal is applied to y-axis a raster scanning pattern is
generated as shown in Fig. 6c.
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Fig. 6 Raster scanning
method in AFM imaging.
a Triangular signal uses in the
x-axis, b staircase signal uses
in the y-axis and c raster
scanning method
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5 Limiting Factors for High Speed Nanopositioning
of the PTS

The imaging performance of the AFM often depends on the accurate positioning
performance of the PTS. In order to achieve high quality images of the sample,
accurate positioning of the PTS is required. The precision positioning of the PTS
depends on the perfect tracking of the reference signals used in the AFM imaging.
The high speed imaging performance of the AFM is limited due to some inherent
properties of the PTS such as hysteresis, creep and induced vibration. In the
following section these issues are further discussed.

5.1 Hysteresis

The term “hysteresis” is derived from an ancient Greek word “hustereia” meaning
“deficiency” or “lagging behind”. It was Sir James Alfred Ewing who describes the
behavior of magnetic materials around 1890. Hysteresis is the dependence of a system
which not only depends on its current environment but also on its past environment.
This dependence arises because the system can be in more than one internal state. It is
the lag in response exhibited by a body in reacting to changes in the forces.

Hysteresis can be represented graphically as a relation in the u–y plane. Figure 7
shows an example of an hysteresis relation along with a sample path. The loop
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terminology

364 S.K. Das et al.



which bounds the region where y(t) is multi-valued is called major loop. The
domain of input values u corresponding to this region is ½u�; uþ�; the range of
outputs ½y�; yþ�. Each new segment of the output path in the u–y plane is called a
branch. Successive branches which cross inside the major loop form minor loops.

Hysteresis arises in diverse applications such as magnetic hysteresis is a typical
example. Hysteresis occurs in ferromagnetic materials and ferroelectric materials, as
well as in the deformation of some materials (such as rubber bands and shape-
memory alloys) in response to a varying force. The PTS is also fabricated from
piezoelectric materials which are ferromagnetic in nature. The ferromagnetic nature
of the PTS introduces hysteresis in the PTS. In most of the cases the PTS in the
AFM is driven by a voltage source. This voltage source is responsible to introduce
hysteresis in the PTS (Figs. 8 and 9).

The amount of the effect of the hysteresis in the PTS depends on the magnitude
and frequency of the applied voltage signal. The effect of hysteresis increases with
the increase of the magnitude and frequency of the applied voltage signal. Due to

(a)

(b)

Fig. 8 Effect of hysteresis in
imaging. a Measured
scanners’s displacements
(solid line) for a 10 Hz
triangular signal input
(dashed line), b the resulting
image of a calibration grating
sample
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the hysteresis effect distortion occurs in the scanned images of the AFM. As the fast
axis of the PTS is driven by triangular signal, a deviation of 15 % can occur due to
the hysteresis. This effect can be minimized by allowing scan only for low range.
This limits the scanner ability for long range scan.

A number of researches available in the literature to model the hysteresis. The
most commonly presented hysteresis models can be summarised as follows: Elec-
tromechanical models [1], Preisach models [35], Prandtl-Ishlinskii (PI) models [2],
Bouc-Wem models [34], Rate-dependent or rate-independent hysteresis models [5].
The compensation of the effect of hysteresis is important because this effect tends to
deviate the PTS from accurate nanopositioning. One way to compensate for hys-
teresis is to model it as a nonlinear function and then eliminate it by cascading its
inverse with piezoelectric tube actuator. Though it is useful for open-loop but it
requires accurate modeling of the system to compensate hysteresis as it may change
with the parameter variation. Current and charge sources can also be used to reduce

(a) (b)

(c) (d)

Fig. 9 Open-loop scanned images a 15.62 Hz b 31.25 Hz c 62.5 Hz d 125 Hz
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the hysteresis instead of voltage source. One of the disadvantages of using the
charge source is that, it leads to drift and saturation problem which greatly reduce
the range of piezoactuators.

Feedback control technique has also been applied to reduce the hysteresis.
Integral or proportional integral (PI) controllers are used in most AFM systems
because of their simplicity and ease of implementation. Another advantage of the
use of the integral or PI controllers is that these controllers apply high gain at low
frequency. This high gain of the integral controller results in reduction of the effect
of hysteresis.

5.2 Creep

Piezoelectric creep effect is another major constrain for high speed nanopositioning
of the PTS. The creep effect is mainly prominent at slow scanning rate. The creep
effect distorts the generated images from the AFM. When a voltage signal is applied
across the PTS to move the piezo in three direction, the piezo continuous to displace
even after the removal of the induced voltage. This generates the creep effect in the
PTS. The creep effect can be minimized by allowing sufficient amount of time.

5.3 Induced Vibration

The X axis of the PTS is actuated by using a triangular signal. The triangular signal
contains all odd harmonics of its fundamental frequency. When the PTS is actuated
using triangular signal, the odd harmonics of the triangular signal excite the
mechanical resonant mode of the PTS. This hampers the tracking accuracy of the
PTS. The effect of the induced vibration in AFM imaging is presented in Fig. 25.
The comparison shows that the generated images are more distorted at high fre-
quencies as compared to the low scanning speeds.

6 Background

Different approaches [4, 10, 50, 51, 54, 55] to improve the tracking accuracy of
nanopositioners can be categorized into two groups, (a) open-loop and (b) closed-
loop control. The open-loop control techniques [16] are of interest as they are
capable of providing a bandwidth close to the first resonance mode of scanners. The
performance of the open-loop control technique depends on accurate system mod-
elling. Two types of nanopositioners are used in SPM systems (a) scan-by-sample
and (b) scan-by-head. The dynamics of scan-by-sample scanners change due to the
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load change and the dynamics of scan-by-head nanopositioners change due to
environmental factors such as outside temperature and humidity.

Feedback-linearized inverse feed-forward methods [36] are designed for
reducing vibration in a scanner. The inversion technique can provide a closed-loop
bandwidth near or greater than the resonance frequency if the resonance frequency
of the PTS remains fixed. The resonance frequency of the scanner does not remain
fixed but rather changes with the changing loads on the scanner. A high gain
inversion-based feedback controller can make the closed-loop system unstable if the
resonance frequency of the scanner changes.

Feedback controllers can provide robustness against the changes in the dynamics
of the plant [10, 17–22, 50, 51, 54]. Most commercial SPM systems use integral or
proportional integral (PI) controllers because of their simplicity and ease of imple-
mentation. One of the drawbacks of using integral controllers in nanopositioning
applications is the loss of performance with the changes in plant dynamics. The
bandwidth of integral controllers for nanopositioners is limited to 2xn, where x and
n are the first resonance frequency and damping constant of nanopositioners [26].

Negative imaginary (NI) controllers [46] such as resonant controllers [22], posi-
tive position feedback (PPF) controllers [39], integral resonant controllers (IRCs)
[29] are designed to improve the tracking performance of integral controllers for
nanopositioners. By definition NI systems are stable systems with an equal number of
inputs and outputs. A transfer function G(s) is said to be NI if j½GðjxÞ � G�ðjxÞ� � 0
for all x 2 ð0;1Þ [45]. For a SISO NI system G(s), this is equivalent to the phase
condition \GðjxÞ 2 ½�p; 0� for all x 2 ð0;1Þ [46]. The positive feedback inter-
connection between two NI systemsM1ðsÞ andM2ðsÞ is stable if jM1ð0ÞjjM2ð0Þj\1
and one of the system is strictly NI. A transfer function G(s) is said to be strictly
negative-imaginary if j½GðjxÞ � G�ðjxÞ�[ 0 for all x 2 ð0;1Þ [45].

The improvement in performance of nanopostioners using integral controllers is
achieved by providing additional damping to the resonant modes of nanoposi-
tioners. The motivation to use NI damping controllers to improve the tracking
performance of integral controllers is their robustness against the changes in plant
dynamics [29]. The IRCs and PPF controllers are low pass controllers. The closed-
loop system between scanners and the IRCs and PPF controllers may result in low
gain and phase margin due to the low pass nature of the controllers. The resonant
controllers are known for providing excellent damping of resonant modes of
scanners with large gain and phase margin due to their high pass nature [47]. The
high pass nature of resonant controllers may result in high frequency sensor noise
which limits the use of the resonant controllers for PTSs.

Passive damping controller such as velocity feedback controllers [6] are also
designed to damp the first resonant mode of the scanner. A linear system P(s) is said
to be passive if Re½PðjxÞ� � 0 for all x[ ð0;1Þ [45]. If a square transfer function
matrix P(s) is passive then it follows that PðjxÞ þ P�ðjxÞ� 0, for all x 2 R such
that s ¼ jx is not a pole of P(s) [46] where P�ðjxÞ is the complex conjugate
transpose of the matrix PðjxÞ. If P(s) is a single-input single-output (SISO) passive
transfer function, then, this is equivalent to the phase condition \PðjxÞ 2
½�p=2; p=2� for all x[ ð0;1Þ. The motivations to design passive damping
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controllers for piezo scanners are their band pass nature and robustness against the
changes in plant dynamics. The bandpass nature of the passive damping controller
for piezo scanner results in large gain and phase margin.

Passive and NI systems are of interest because of their many practical applica-
tions, e.g., lightly damped flexible structures with collocated velocity sensors and
force actuators [6, 46] and collocated position sensors and force actuators. The term
collocated refers to the fact that the sensors and the actuators have the same location
and same direction [48]. A guarantee of the closed-loop stability between systems
with collocated velocity sensors and force actuators and passive controllers can be
established using the passivity theorem [6].

However, in practice the transfer function matrix between the force actuators and
position sensors of piezo scanners is neither NI nor passive [45]. Possible reasons
for the PTS system not being NI or passive are delays in the sensor or actuator
electronics or the collocation of the sensors and actuators may not be perfect. The
electronic systems to which a PTS is connected can also add additional phase lag to
the system. Therefore the finite-gain stability between the NI and passive damping
controllers and piezo scanner can not be established by using NI and passivity
theorem alone. A survey of control issues relating to damping based controllers for
nanopositioners can be found in [23].

Some previous approaches to the design of damping controllers for piezoelectric
tube scanners are based on a single-input single-output (SISO) approach [10, 11].
The axes of the PTSs are considered as independent decoupled single-input single-
output systems. In practice, the axes of the nanopositioners are not independent
SISO systems. There exists a strong cross coupling effect [25] between the lateral
and longitudinal axes of the piezo scanner. Therefore, the design of the SISO
controller for piezo scanners cannot guarantee the closed-loop stability.

Model based controllers such as H∞ [52, 56, 57, 59, 60] controllers are designed
for improving the damping and tracking performance of the scanner based on a
SISO approach. The design methodology proposed in [52, 56, 59, 60] ignores the
effect of cross coupling in the piezoelectric tube scanner.

The cross coupling [25] between the axes of the nanopositioner introduces a
significant amount of error for high speed precision positioning. Due to the cross
coupling effects the signal applied to one of the axes of the nanopositioner results in
a displacement in both axes of the nanopositioner which affects the accuracy of the
piezo scanners and if the magnitude of the cross coupling effect is high then the
resulting images generated from AFMs are tilted as shown in Fig. 10.

New types of non-raster scanning methods such as spiral scanning [32], cycloid
scanning [65], and Lissajous scanning [62] are proposed as alternatives to raster
scanning for fast image scanning. The positioning accuracy for spiral scanning,
cycloid scanning, and Lissajous scanning is limited due to the presence of cross
coupling effects between the axes of scanners.

Design of multi-variable controllers for piezo scanner is of interest because of
their ability to consider both the bandwidth and the cross coupling effect in the
design process. A SISO damping based controller [29] achieves a bandwidth near to
the first resonance frequency of the scanner with no guarantee of the reduction of
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cross coupling effects between the axes of scanners. The SISO controller design has
no provision to attenuate the cross coupling effects, while a MIMO controller gives
a direct way to consider both the bandwidth and cross coupling effects between the
axes of scanners.

A MIMO integral resonant controller is implemented [9] to speed up the per-
formance of the AFM by considering the cross coupling effects in the lateral and
longitudinal axis of the PTS as symmetric. The MIMO integral resonant controller
(IRC) [9] was designed only to achieve maximum bandwidth. The design meth-
odology of IRC [9] does not guarantee the reduction of the cross coupling effect
between the axes of the PTS. Also, the IRC controller does not result in zero steady
state error which in turn limit the ability of the IRCs to reduce the effect of
nonlinearities in the form of hysteresis.

Minimizing the effect of hysteresis is one of the another challenge in designing
tracking controller for atomic force microscopes. The tracking performance of PTS
is largely affected due to the effect of hysteresis. A deviation of 15 % can occur
between the forward and backward movements of the applied signal due to the
effects of hysteresis [29, 39]. Integral controllers are designed because of their
ability to compensate the effect of hysteresis. The high gain of the integral con-
troller forces the system to track. This reduces the effect of hysteresis at low
frequencies. Although the use of integral controller reduces the effect of hysteresis,
however, a great challenge with the integral controller is their low closed-loop
bandwidth. Current and charge sources [28] can be possible solution instead of
voltage sources to reduce the effect of hysteresis in the PTSs. A fivefold reduction
in the effects of hysteresis can be achieved using a charge source instead of a
voltage source [10, 11]. However, the use of charge sources to drive piezo scanners
introduces saturation problems.

(a) (b)

Fig. 10 Effect of cross coupling in surface imaging a scanned image with more cross coupling
effect and b scanned image with less cross coupling effect
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7 Experimental Setup

The experimental setup consists of (i) an NT-MDT Ntegra scanning probe micro-
scope which is configured to operate as an AFM, (ii) a piezoelectric tube scanner
(PTS) which works as a nanopositioner in this paper, (iii) a dynamic signal analyzer
(DSA) to measure the frequency response of the PTS at various frequencies of
sinusoid signals, (iv) a high voltage amplifier (HVA) with a gain of 15 to apply
voltage to the PTS, (v) a signal access module (SAM) to allow direct access to the
electrodes of the scanner, and (vi) a dSPACE board for implementing the controller
on the nanopositioner as shown in Fig. 11. The experiments are performed at the
University of New South Wales, Canberra, Australia.

8 System Identification

The controller design in this paper is based on the input-output data, i.e. the transfer
function between the input and output only. The present work uses an experimental
approach [27, 28, 39] to obtain a transfer function for the MIMO PTS lateral and
longitudinal positioning system.

The transfer function of the MIMO PTS positioning system can be described by
the following equation:

GðsÞ ¼ ½Dx;Dy�T ½ 1Vx
;
1
Vy
� ð1Þ

where Dx(s) and Dy(s) is the Laplace transform of the output voltage from the X and
Y sensor attached with the PTS and Vx(s) and Dy(s) is the Laplace transform of the
input voltage to the HVA for driving X and Y-axis of the piezo.

Scanner

dSPACE board

High voltage
   amplifier

Dynamic signal
     analyser

Fig. 11 Experimental setup
used in the present work
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The above transfer function matrix in (1) has a state space realization of the
following form:

_xðtÞ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ þ DuðtÞ ð2Þ

where u is the vector of the inputs to the HVA and y is the vector of the outputs
from sensors.

Swept sine inputs of 100 mV rms were applied to the HVA to drive the
piezoelectric scanner along the X and Y-axes from the dual channel DSA and the
corresponding capacitive sensor responses were recorded. The following values of
the A, B, C and D matrices of the above state space model are obtained by using the
subspace based system identification method [42]:

A ¼

�427:6 �5583:6 �1521:1 840:01 �874:82 1074

4963:2 �423:76 �1040:6 �1245:1 �1828:2 1693:9

959:85 1010:9 �690:68 5435:9 474:96 1528

�587:17 1161:8 �4395:2 �508:85 �2304:2 �2166:5

�102:38 609:98 458:09 1351:9 �946:65 149:69

251:11 �708:42 71:644 1020:2 �8:7797 �1686:1

2
666666664

3
777777775
;

B ¼

1:6893 12:168

12:022 10:622

�0:42926 2:964

8:0813 �10:904

�17:019 1:1707

0:58665 18:898

2
666666664

3
777777775
;

C ¼ 9:0521 16:8150 �27:5329 20:7708 35:2925 2:4245

25:6510 19:0371 30:2869 �16:1956 6:4775 �58:5076

� �
;

D ¼ 0 0

0 0

� �
:

The MIMO system identification process is done to capture first resonant mode
of the PTS with low order model and the matching between the MIMO measured
data and the identified model is given in Fig. 12. The MIMO identified model
captures the first resonant mode of the measured MIMO data. The phase responses
of the MIMO identified model is matched with the phases of the MIMO measured
data at low frequencies whereas at high frequencies there is a slight difference
between the phases of the measured data and the identified model.

The order of the identified model can be separated as follows: The first four
orders of the identified model are used to capture the first resonant mode of the
scanner in the X- and Y-axis and the rest of the orders of the identified model are
representing all other dynamics of the system including delays.
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9 Controller Design

As previously discussed, the PTS suffers from the problem of low mechanical res-
onance frequency, the first step of this work is to suppress the first resonant mode of
the PTS. In order to damp the first resonant mode of the PTS, a MIMO passive
damping controller is designed. This type controller is of interest because of its ability
to avoid closed-loop instability due to the spill over effect of PTS at high frequencies
[6]. The block diagram of the closed-loop system for damping the first resonant mode
by using passive damping controller is given in Fig. 13 where G(s) is the plant
transfer functionmatrix,HFBðsÞ is the transfer functionmatrix of the passive damping
controller, u1, u2 are reference signals and y1, y2 are sensor output signals. The
transfer function matrix of the MIMO passive damping controller is as follows:

HFBðsÞ ¼ � kvs
s2 þ 2nvxvsþ x2

v
bm�m ð3Þ
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Fig. 12 Open-loop frequency response relating the inputs ½Vx;Vy�T and the outputs ½Dx;Dy�T . The
solid line (–) represents the measured frequency response and the dashed line (- -) represents the
identified model frequency response. a Magnitude frequency response from Vx to Dx,
b magnitude frequency response from Vy to Dx, c magnitude frequency response from Vx to
Dy, and d magnitude frequency response from Vy to Dx
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where kv [ 0 is the gain of the controller, nv [ 0 and xv [ 0 are the damping
constant and the frequency at which resonant mode needs to be damped. bm�m is a
matrix of order m × m. Here, m is the number of inputs and the number of outputs of
the system. For the PTS bm�m is a 2 × 2 matrix.

The piezoelectric tube scanner used in this paper is a system with “mixed”
negative-imaginary and small-gain properties Patra and Lanzon [44]. A system
having “mixed” negative-imaginary and small-gain properties shows NI property
[45] for some frequency range and small-gain property Patra and Lanzon [44] for
other frequency range. The small-gain theorem states that, the feedback intercon-
nection of two linear stable time invariant systems is stable if the product of the
gains of the systems at each frequency is strictly less than one [38]. The design of
the damping controller to damp the first resonant mode of the scanner in this paper
is based on the mixed negative-imaginary and small-gain approach Patra and
Lanzon [44].

The results of the “mixed” negative-imaginary and small-gain approach Patra
and Lanzon [44] show that, the positive feedback interconnection as given in
Fig. 13 between two strictly proper, causal and linear time invariant systems G
(s) and HFBðsÞ with mixed negative-imaginary and finite-gain properties bounded
by gains k1 and k2, respectively is stable if the following conditions are satisfied:

(1) lim
x!1GðjxÞHFBðjxÞ ¼ 0:

(2) The systems G(s) and HFBðsÞ are bounded by gains k1 and k2, respectively
such that, k1 [ jGð0Þj; k2 [ jHFBð0Þj, and k1k2\1.

(3) In the intervals, x 2 ½xi;xiþ1�, for i ¼ 1; 2; . . ., where GðjxÞ does not have
the NI property, both GðjxÞ and HFBðjxÞ must be bounded by gains k1 and k2,
i.e. jGðjxÞj\k1 and jHFBðjxÞj\k2 for all x 2 ½xi;xiþ1�, for i ¼ 1; 2; . . ..

(4) In the intervals, x 2 ½xp;xpþ1�, for p ¼ 1; 2; . . ., where GðjxÞ has the NI
property and bounded by the gain k1, HFBðjxÞ must either have NI property or
be bounded by the gain k2 or both.

In order to translate the mixed negative-imaginary and small-gain approach into
a suitable design process for the piezoelectric tube scanner and the damping con-
troller the following steps are carried out:

Fig. 13 Block diagram of the closed-loop system for first resonant mode damping of the PTS
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(i) Find the frequencies at which the system G(s) has the NI property.
(ii) Select a gain k1 such that at the frequencies where G(s) does not have the NI

property bounded by the gain k1.
(iii) Make the gain k1 as low as possible such that, G(s) has either the NI

property or has a finite-gain bounded by the gain k1 or both at each fre-
quency in order to achieve a large gain of the controller.

(iv) Find the frequencies at which G(s) has only the NI property, only the finite-
gain property bounded by the gain k1 and both.

(v) Select the controller HFBðsÞ parameters and find the frequencies at which
HFBðsÞ has the NI property.

(vi) Increase the gain of the controller HFBðsÞ to be as large as possible and
select the gain k2 for HFBðsÞ such that, (a) k1k2\1, (b) HFBðsÞ has only the
NI property at the frequencies where G(s) has only the NI property, (c)
HFBðsÞ has only the finite-gain property bounded by the gain k2 at the
frequencies where G(s) has only the finite-gain property bounded by the
gain k1, and (d) HFBðsÞ has either the NI or finite-gain properties bounded
by k2 at the frequencies where G(s) has both the NI and finite-gain prop-
erties bounded by the gain k1.

The values of the HFBðsÞ parameters obtained in the designed process is as

follows: xv ¼ 925:8021Hz; nv ¼ 0:56; kv ¼ 7000; and bm�m ¼ 0:66 0:005
0:005 0:66

� �
:

9.1 Stability Analysis of the Interconnected System

The MIMO damping controller design is based on the maximum singular value of
the plant G(s) and the controller HFBðsÞ. The maximum singular value plot of G
(s) and HFBðsÞ for positive frequencies are shown in Figs. 14 and 15, respectively.
Selecting k1 ¼ 1:37ð[ �rðGð0ÞÞ ¼ 0:5519Þ and k2 ¼ 0:725ð[ �rðHFBð0ÞÞ ¼ 0:0Þ
respectively, the mixed properties between G(s) and HFBðsÞ is shown in Fig. 16.
One could also select different bounds so that, k1 [ �rðGð0ÞÞ and k2 [ �rðHFBð0ÞÞ
and the condition k1k2\1 is satisfied.

G(s) has only the small-gain properties between 0 and 5817 rad/s and between
1:0638� 104 rad/s and 1. G(s) has both small-gain and the negative-imaginary
properties between 5; 817 rad/s and 1:0638� 104 rad/s. HFBðsÞ has both negative-
imaginary and small-gain properties between 0 to 5,817 rad/s and after that HFBðsÞ
does not show the negative-imaginary properties. It can be seen that, at each
frequency when G(s) has the NI property, HFBðsÞ also has the NI property; and
when G(s) has the finite-gain property bounded by gain k1, HFBðsÞ has the finite-
gain property bounded by gain k2 and k1k2\1. Hence, the closed-loop system
corresponding to interconnection between G(s) and HFBðsÞ is stable. Therefore, the
conditions of Theorem 1 “mixed” negative-imaginary and small-gain approach
Patra and Lanzon [44] are satisfied.

Intelligent Tracking Control System for Fast Image Scanning … 375



10
2

10
3

10
4

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Frequency (rad/sec)

M
ax

im
um

 s
in

gu
la

r 
va

lu
es

 o
f 

G
(j

w
)

Fig. 14 Maximum singular value ð�rðGðjxÞÞÞ plot of G(s)
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Fig. 15 Maximum singular value ð�rðHðjxÞÞÞ plot of HFBðsÞ

Fig. 16 Frequency intervals (NI negative imaginary, FG1 finite-gain for system G, FG2 finite-
gain for system HFB)
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The performance of the damping controller is examined by implementing the
damping controller on an NT-MDT scan by sample piezoelectric tube scanner. The
comparisons of the open- and closed-loop frequency responses by implementing the
MIMO damping controller given in Fig. 17 show that the MIMO damping con-
troller is able to provide 3.5 damping of the first resonant mode in the diagonal axes
of the PTS.

9.2 Design of a Controller for Damping, Tracking and Cross
Coupling Attenuation

The damping controller HFBðsÞ applied in the feedback path is able to provide a 3.5
damping of the first resonant mode in the diagonal axes of the PTS. Due to the low
gain at low frequencies HFBðsÞ does not able to track the reference signal. In order
to track the reference signal a high gain integral controller CFFðsÞ ¼ ki

s am�m, where
ki is the gain of the integral controller and am�m is matrix of order m × m is added in
the feed-forward path of the closed-loop system as shown in Fig. 18.

The values of the parameters of the integral controller for the scheme shown in
Fig. 18 is obtained to follow a reference transfer function. The values of the
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Fig. 17 Comparison of the magnitude frequency response relating the inputs ½Vx;Vy�T and the
outputs ½Dx;Dy�T . The solid line (–) represents the measured open-loop frequency response and the
dashed line (- -) represents the measured closed-loop frequency response. a Magnitude frequency
response from Vx to Dx, b magnitude frequency response from Vy to Dx, c magnitude frequency
response from Vx to Dy, and d magnitude frequency response from Vy to Dx
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controller parameters are selected by minimizing H2 norm of the difference between
the reference and the actual closed-loop transfer function. The desired or the ref-
erence closed-loop transfer function is selected according to the aim of the design
process, e.g., to achieve a desired bandwidth with small-cross coupling effects
between the axes of the PTS. The desired closed-loop bandwidth is chosen from the
observation of the system frequency response. The PTS used in this paper has its
first resonant frequency at 918.3 Hz and after the first resonance frequency system
rolls-off. It is expected the maximum bandwidth that can be achieved in the design
is about 918.3 Hz. A closed-loop bandwidth higher than 918.3 Hz would require a
high control input signals at high frequencies which in turn will increase the
chances of adding high frequency noise signals.

The transfer function of the desired closed-loop system is chosen as

TðsÞ ¼ 1
ssþ 1

1 0
0 1

� �
ð4Þ

where s is selected to achieve desired bandwidth. In the present work s is selected
as 1

918:3Hz. The off-diagonal terms of TðsÞ is zero which indicates that the aim of
this MIMO controller design is to make the axes of the PTS independent. The
transfer function of the actual closed-loop system of Fig. 18 is

TclðsÞ ¼ GðsÞCFFðsÞ
1þ GðsÞðCFFðsÞ � HFBðsÞÞ

The H2 norm of the error transfer function between the desired TðsÞ and the
actual TclðsÞ closed-loop transfer function is kEðsÞk2 ¼ kTðsÞ � TclðsÞk2. A finite
value of kEðsÞk2 guarantees the stability of the closed-loop system [19, 38]. The
optimization was carried out by using simulated annealing algorithm. The opti-
mization process took 5–8 min to obtain the values of the controller parameters. In
the optimization process the initial values of the controller parameters are important
for the convergence of the optimization.

Fig. 18 Block diagram of the closed-loop system for resonant mode damping and tracking
improvement
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In order to select the initial value of the parameters of the integral controller a
single-input single-output (SISO) controller designed is performed first by con-
sidering each axis of the PTS as independent axis. The design of the SISO integral
controller is done by using a root locus method. The initial values of the gain ki and
am�m of the integral controller in the optimization process is selected −1,000 and
1 0
0 1

� �
. The maximum and minimum values of the controller parameters are also

selected from the SISO design. The maximum value of the gain ki and am�m are

selected as −800 and
1:5 0:5
0:5 1:5

� �
and the minimum value of the gain ki and am�m

are selected as −1,800 and
0:5 �0:1
�0:1 0:5

� �
. The convergence time of the optimi-

zation process depends on the difference between the minimum and maximum
values of the parameters. The integral controller parameters achieved from the

optimization process is ki ¼ �1388:3, a ¼ 0:86 0:075
�0:0587 1:15

� �
.

At this point, it is straight forward to mention that the values of the controller
parameters obtained in the optimization process are not for the global minimums of
the objective function kEðsÞk2. A comparison of the open- and closed-loop mag-
nitude frequency responses (MFRs) in the X and Y-axes of the PTS by imple-
menting MIMO controller of the scheme of Fig. 18 is given in Fig. 19. The
comparisons of the MFRs show that the closed-loop bandwidth achieved by the
scheme of Fig. 18 is only 150 and 220 Hz in the X- and Y-axis of the scanner. The
damping achieved by the proposed controller is 20 dB in the both axes of the PTS
whereas the damping achieved by the integral controller is only 5 dB.

The MIMO integral controller was added with the MIMO damping controller as
shown in Fig. 18 to improve the closed-loop tracking performance at low fre-
quencies. However, due to the low gain of the integral controller at high fre-
quencies, the resultant closed-loop system of Fig. 18 is only able to achieve a
bandwidth of 150 and 220 Hz in the X- and Y-axis of the scanner which is still not
high enough for the high speed nano-positioning of the PTS. Now, in order to
increase the gain of the integral controller at high frequencies a high pass NI
damping controller namely the resonant controller HFBðsÞ is added with the integral
controller as shown in Fig. 20. The resonant controller is a high pass controller and
adds gain where gain is lower due to the integral controller which in turns increase
the bandwidth of the closed-loop system, whereas the other damping controllers
such as the integral resonant controller or PPF controller are low pass in nature. The
transfer function matrix of the resonant controller HFFðsÞ used in this paper has the
following form:

HFFðsÞ ¼ s2 þ 2nffxffs
s2 þ 2nffxffsþ x2

ff
Xm�m ð5Þ
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where nff is the damping constant, xff is the resonance frequency, and Xm�m is a
matrix of order m × m. The resonant controller has a zero at the origin in its transfer
function which means that the gain of the resonant controller at low frequencies is
low. The value of xff indicates the frequency where the gain of the resonant
controller is maximum. Since the resonant controller is used only to increase the
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Fig. 19 Comparisons of the open- (the blue solid line) and closed-loop magnitude frequency
responses obtained by using the MIMO integral controller (the black solid line) and the MIMO
integral controller with MIMO damping controller (the red dashed line) in the X-axis (a) and
Y-axis (b) of the scanner
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bandwidth, the damping constant nff should be high. A low value of damping
constant nff introduces a notch and undesirable phase shift in the closed-loop.

The transfer function of the actual closed-loop system of Fig. 20 is

TcloseðsÞ ¼ GðsÞðCFFðsÞ þ HFFðsÞÞ
1þ GðsÞðCFFðsÞ þ HFFðsÞ � HFBðsÞÞ

The values of the parameters of the integral controller and the resonant controller
for the scheme of Fig. 20 are also obtained by minimizing H2 norm of the difference
between the desired TðsÞ and the actual TcloseðsÞ closed-loop transfer functions. In a
similar way discussed above, an optimization process by using simulated annealing
algorithm is carried out to minimize kEðsÞclosek2 ¼ kTðsÞ � TcloseðsÞk2. The values
of the integral controller and the resonant controller parameters obtained from the

optimization process are as follows: ki ¼ �1403:6; a ¼ 0:9 0:097
�0:097 1:1

� �
;

nff ¼ 0:7; xff ¼ 7; 800; Xm�m ¼ 1:8 0:1
0:005 1:15

� �
.

In order to measure the performance of the proposed controller, a comparison of
the magnitude frequency responses in the open- and closed-loop by implementing
the proposed MIMO controller of Fig. 20 is given in Fig. 21. The closed-loop
bandwidth increased in the X- and Y-axis are 850 and 775 Hz which is nearly equal
to the desired aim of the design process. The amount of damping obtained in the
closed-loop for the X- and Y-axis is about 4.5 dB which in turns also reduces
the vibration of the scanner. The amount of reduction of cross coupling effects in
the intermediate frequency region is higher as compared to low frequency region
due to the low gain of the integral controller. However, the magnitude of the cross
coupling effects at 10 Hz is less than −45 dB in the both axes which means that both
axes can be treated as a independent SISO system.

Fig. 20 Block diagram of the closed-loop system for resonant mode damping, tracking and
bandwidth improvement
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9.3 Robustness of the Proposed Controller

The resonance frequency of the piezoelectric tube scanner changes with changing
loads. The maximum resonance frequency occurs when there is no load on the
scanner. Controllers design for high speed nano-positioning must be able to
maintain the closed-loop stability against the changes in resonance frequency which
are due to the load change on the scanner. In order to show the performance of the
proposed controller in terms of load change on the scanner, a comparison of the
open- and closed-loop magnitude frequency responses (MFRs) are given in Fig. 22.
The closed-loop MFRs are taken by using the SISO and MIMO double resonant
controller in the X-axis of the scanner. As the load on the scanner increases, the
resonance frequency of the scanner in the X-axis starts moving towards left, i.e. the
resonance frequency of the system decreases. In all cases the closed-loop system
remains stable and provides a bandwidth near to the resonance frequency.
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Fig. 21 Comparisons of the Open- and closed-loop magnitude frequency responses (MFRs)
relating the inputs ½Vx;Vy�T and the outputs ½Dx;Dy�T . The solid line (–) represents the measured
open-loop MFR and the dashed line (- -) represents the measured closed-loop MFR by using the
scheme shown in Fig. 20. aMagnitude frequency response from Vx to Dx, b magnitude frequency
response from Vy to Dx, c magnitude frequency response from Vx to Dy, and d magnitude
frequency response from Vy to Dx
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10 Image Scanning Results

After improving the lateral positioning of the PTS, investigation is done to evaluate
the overall performance of the proposed controller for imaging capability. The
experimental images presented in Figs. 23 and 24 show a comparison of the
scanned images between the images obtained by implementing the built-in AFM PI
controller and the proposed controller of Fig. 20, respectively. The current settings
of the AFM used in this paper has no access to measure the gain of the built-in PI
controller of the AFM. The software automatically select the gains of the PI con-
troller during the imaging process.

The reference signals applied to the X and Y directions of the piezoelectric tube
scanner are generated from the AFM software. The sample used for each imaging is
a TGQ1 grating reference sample and the images are taken at scanning rates of
15.62, 31.25, 62.5, and 125 Hz. The structure of the sample is composed of number
of squares. From the comparisons of the scanned images it can be observed that the
blocks in the scanned images by means of the AFM PI controller are stretched to

10
3

10
3

10
2

−50

−40

−30

−20

−10

0

10

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
)

−50

−40

−30

−20

−10

0

10

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
)

(a)

(b)

Fig. 22 Open-loop a and
closed-loop b magnitude
frequency responses (MFRs)
of GxxðsÞ for different loads on
the scanner. The same color in
a and b represents the
corresponding open- and
closed-loop MFR
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the left at low scanning rates. The proposed controller is able to show more uniform
blocks at the low scanning frequencies. The scanned images obtained by using of
the AFM PI controller are gradually blurred at higher scanning speed. Smother and
sharper images are achieved at higher scanning speeds by using the designed
controller.

Experimental images shown in Fig. 25 are obtained in open-loop. Note that, the
scanned images obtained in open-loop are rotated which are due to the cross
coupling effects between the axes of the scanner, whereas the scanned images
obtained by using the proposed controller have less rotation. Although, the scanned
images obtained by using built-in PI controller of the AFM have less rotation as
compared to open-loop scanned images, however, the scanned images obtained by
using built-in PI controller of the AFM have distortion at high frequencies which in
turn limit the use of built-in PI controller of the AFM.

(a) (b)

(c) (d)

Fig. 23 Scanned images obtained by using the built-in PI controller of the AFM at a 15.62,
b 31.25, c 62.5, and d 125
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The comparisons of the tracking performances between the open- and closed-
loop for 8 μm × 8 μm area scanning given in Figs. 26 and 27, respectively show
that, the proposed controller has a good command over tracking the reference signal
at low frequencies whereas the open-loop system is not able to track the reference
signal. Although the tracking error increases using the proposed controller at high
scanning rate, however, the high closed-loop bandwidth of the proposed controller
enables faster scanning as compared to the built-in PI controller of the AFM.

(a) (b)

(c) (d)

Fig. 24 Scanned images obtained by using the proposed controller at a 15.62, b 31.25, c 62.5, and
d 125
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11 Future Research Directions

This Chapter presents the design of a passive damping controller with a negative-
imaginary controller for damping, tracking and cross coupling reduction of a
nanopositioner to improve the high speed nanopositioning performance of an AFM.
The design of the controller in this Chapter is presented for the X and Y-axis only.
The future aim of this work is to incorporate the effect of Z-axis in the controller
design.

(a) (b)

(c) (d)

Fig. 25 Open-loop scanned images at a 15.62 Hz b 31.25 Hz c 62.5 Hz and d 125 Hz
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Fig. 26 Open-loop tracking performance at a 15.62 Hz, b 31.25 Hz, c 62.5 Hz and d 125 Hz. The
solid line (–) represents the input signal and the dashed line (- -) represents the output signal
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Fig. 27 Closed-loop tracking performance at a 15.62 Hz, b 31.25 Hz, c 62.5 Hz and d 125 Hz.
The solid line (–) represents the input signal, the dashed (- -) line represents the output signal and
the dashed dot (-.) line represents the error signal between the input and output signal
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12 Conclusion

In this Chapter, both SISO and MIMO controllers along with an integral controller
are implemented to improve the high speed nanopositioning performance of a PTS
by damping the first resonant mode of the PTS, reducing the cross coupling effect
between the axes of the PTS, and increasing the bandwidth. Compared to a standard
integral controller the proposed controller is able to achieve five times higher
bandwidth than the integral controller. The controller design presented in this paper
is able to achieve a closed-loop bandwidth near to first resonance frequency of the
scanner with a reduction of cross coupling effects. Comparisons of the experimental
images presented in the paper obtained by using SISO and MIMO controller show
that, the MIMO controller provides substantial improvement in image quality at
high scanning rates as compared to the SISO controller.

References

1. Adriaens, H., De Koning, W., Banning, R.: Modeling piezoelectric actuators. IEEE/ASME
Trans. Mechatron 5(4), 331–341 (2000)

2. Al Janaideh, M., Rakheja, S., Su, C.Y.: An analytical generalized Prandtl-Ishlinskii model
inversion for hysteresis compensation in micropositioning control. IEEE/ASME Trans.
Mechatron. 16(4), 734–744 (2011)

3. Amelio, S., Goldade, A.V., Rabe, U., Scherer, V., Bhushan, B.: Measurments of mechanical
propoerties of ultra-thin diamond-like carbon coatings using atomic force acoustic
microscopy. Thin Solid Films 392, 75–84 (2001)

4. Ando T, Uchihashi T, Kodera N, Yamamoto D, Taniguchi M, Miyagi A, Yamashita H.: High-
speed Atomic Force Microscopy for Nano-visualization of Biomolecular Processes. Wiley-
VCH Verlag GmbH & Co. KGaA. pp. 277–296 (2009)

5. Ang WT, Garmon F, Khosla P, Riviere C.: Modeling rate-dependent hysteresis in piezoelectric
actuators. In: Proceedings. 2003 IEEE/RSJ International Conference on Intelligent Robots and
Systems, 2003 (IROS 2003), vol. 2, pp. 1975–1980 (2003)

6. Balas, M.J.: Direct velocity feedback control of large space structures. J. Guidance Control 2
(3), 252–253 (1979)

7. Barbara, P.F., Adams, D.M., O’Connor, D.B.: Characterization of organic thin film materials
with near-field scanning optical microscopy. Annu. Rev. Mater. Sci. 29, 433–469 (1999)

8. Betzig, E., Finn, P.L., Weiner, J.S.: Combined shear force and near-field scanning optical
microscopy. Appl. Phys. Lett. 60(20), 2484–2486 (1992)

9. Bhikkaji B, Yong YK, Mahmood IA, Moheimani SR.: Multivariable Control Designs for
Piezoelectric Tubes. In: Proceedings of the 18th IFAC World Congress. August 28–September
2, vol. 18. Milano, Italy (2011)

10. Bhikkaji, B., Moheimani, S.O.: Integral Resonant Control of a Piezoelectric Tube Actuator for
Fast Nanoscale Positioning. IEEE/ASME Trans. Mech. 13(5), 530–537 (2008)

11. Bhikkaji, B., Ratnam, M., Fleming, A.J., Moheimani, S.O.R.: High-Performance Control of
Piezoelectric Tube Scanners. IEEE Trans. Control Sys. Tech. 15(5), 853–866 (2007)

12. Binnig, G., Rohrer, H.: American Physical Society; Scanning tunneling microscopy from birth
to adolescence. Rev. Mod. Phys. 59, 615–625 (1987)

13. Binnig, G., Smith, D.P.E.: Single-tube three-dimensional scanner for scanning tunneling
microscopy. Rev. Sci. Instrum. 57(8), 1688–1689 (1986)

388 S.K. Das et al.



14. Binnig, G., Quate, C.F., Gerber, C.: American Physical Society; Atomic Force Microscope.
Phys. Rev. Lett. 56, 930–933 (1986)

15. Binnig, G., Quate, C.F., Gerber, C.: American Physical Society; Atomic Force Microscope 2D
and 3D. Phys. Rev. Lett. 56, 930–933 (1986)

16. Croft D, Shedd G, Devasia S.: Creep, hysteresis, and vibration compensation for
piezoactuators: atomic force microscopy application. In: Proceedings of American Control
Conference, pp. 2123–2128 (2000)

17. Das SK, Pota HR, Petersen IR. Damping controller design for nanopositioners: a mixed
passivity, negative-imaginary and small-gain approach. IEEE/ASME Trans. Mechatronics
(2014, In Press)

18. Das SK, Pota HR, Petersen IR.: Multi-variable Double Resonant Controller for Fast Image
Scanning of Atomic Force Microscope, Asian Control Conference, Washington, 23–26 June
2013, pp. 1–6. Istanbul (2013b)

19. Das SK, Pota HR, Petersen IR.: Multi-variable Resonant Controller for Fast Atomic Force
Microscopy. In: Proceedings of Australian Control Conference. pp. 448–453. Sydney,
Australia (2012b)

20. Das SK, Pota HR, Petersen IR.: Resonant control of atomic force microscope scanner: A
“mixed” negative-imaginary and small-gain approach. In: American Control Conference,
Washington, June 17–19, 2013, pp. 5476–5481. Washington DC, USA (2013a)

21. Das SK, Pota HR, Petersen IR.: Resonant controller design for a piezoelectric tube scanner: a
mixed negative-imaginary and small-gain approach. IEEE Trans. Control Syst. Technol.
(2013c, In Press)

22. Das SK, Pota HR, Petersen IR.: Resonant Controller for Fast Atomic Force Microscopy. In:
Proceedings of Conference on Decision and Control. pp. 2471–2476. Maui, Hawaii (2012a)

23. Devasia, S., Eleftheriou, E., Moheimani, S.: A Survey of Control Issues in Nanopositioning.
IEEE Trans. Control Sys. Tech. 15(5), 802–823 (2007)

24. DeVecchio, D., Bhushan, B.: Use of a nanoscale Kelvin probe for detecting wear precursors.
Rev. Sci. Instrum. 69(10), 3618–3624 (1998)

25. El Rifai OM, Youcef-Toumi K.: Coupling in piezoelectric tube scanners used in scanning
probe microscopes. In: Proceedings of American Control Conference the 2001, vol. 4,
pp. 3251–3255 (2001)

26. Fleming, A.J.: Nanopositioning system with force feedback for high-performance tracking and
vibration control. IEEE/ASME Trans. Mechatron. 15(3), 433–447 (2010)

27. Fleming AJ, Leang KK.: Evaluation of charge drives for scanning probe microscope
positioning stages. In: Proceedings of American Control Conference, pp. 2028–2033 (2008)

28. Fleming, A.J., Moheimani, S.O.R.: Precision current and charge amplifiers for driving highly
capacitive piezoelectric loads. Electron. Lett. 39(3), 282–284 (2003)

29. Fleming, A.J., Aphale, S.S., Moheimani, S.O.R.: A New Method for Robust Damping and
Tracking Control of Scanning Probe Microscope Positioning Stages. IEEE Trans.
Nanotechnology 9(4), 438–448 (2010)

30. Hansma, P., Drake, B., Marti, O., Gould, S., Prater, C.: The scanning ion-conductance
microscope. Science 243(4891), 641–643 (1989)

31. Hartmann, U.: Magnetic force microscopy. Annu. Rev. Mater. Sci. 29, 53–87 (1999)
32. Hung, S.K.: Spiral Scanning Method for Atomic Force Microscopy. J. Nanosci. Nanotechnol.

10, 4511–4516 (2010)
33. Husser, O.E., Craston, D.H., Bard, A.J.: Scanning eletromechanical microscopy-high

resolution deposition and etching materials. J. Electrochem. Soc. 136, 3222–3229 (1989)
34. Ikhouane, F., Manosa, V., Rodellar, J.: Dynamic properties of the hysteretic Bouc-Wen model.

Syst. Control Lett. 56(3), 197–205 (2007)
35. Kuhnen, K., Krejci, P.: Compensation of complex hysteresis and creep effects in

piezoelectrically actuated systems—a new Preisach modeling approach. IEEE Trans.
Autom. Control 54(3), 537–550 (2009)

Intelligent Tracking Control System for Fast Image Scanning … 389



36. Leang, K.K., Devasia, S.: Feedback-Linearized Inverse Feedforward for Creep, Hysteresis,
and Vibration Compensation in AFM Piezoactuators. IEEE Trans. Control Syst. Technol. 15
(5), 927–935 (2007)

37. Lee, D.T., Pelz, J.P., Bhushan, B.: Instrumentation for direct, low frequency scanning
capacitance microscopy, and analysis of position dependent stray capacitance. Rev. Sci.
Instrum. 73, 3523–3533 (2002)

38. Green M, Limebeer DJN.: Linear Robust Control. Prentice-Hall, NJ (1995)
39. Mahmood, I.A., Moheimani, S.O.R.: Making a commercial atomic force microscope more

accurate and faster using positive position feedback control. Rev. of Sci. Instrum. 80(6),
063705(1)–063705(8) (2009)

40. Majumdar, A.: Scanning thermal microscopy. Annu. Rev. Mater. Sci. 29, 505–585 (1999)
41. Matey, J., Blanc, J.: Scanning capacitance microscopy. Annu. Rev. Mater. Sci. 57, 1437–1444

(1999)
42. McKelvey, T., Akay, H., Ljung, L.: Subspace-based identification of infinite-dimensional

multivariable systems from frequency-response data. Automatica 32(6), 885–902 (1996)
43. Melitz, W., Shen, J., Kummel, A.C., Lee, S.: Kelvin probe force microscopy and its

application. Surf. Sci. Rep. 66(1), 1–27 (2011)
44. Patra, S., Lanzon, A.: Stability Analysis of Interconnected Systems With “Mixed” Negative-

Imaginary and Small-Gain Properties. IEEE Trans. Autom. Control 56(6), 1395–1400 (2011)
45. Petersen IR.: Negative imaginary systems theory in the robust control of highly resonant

flexible structures. In: Australian Control Conference. Melbourne, Australia. pp. 1–6 (2011)
46. Petersen, I., Lanzon, A.: Feedback Control of Negative-Imaginary Systems. IEEE Control Sys.

Mag. 30(5), 54–72 (2010)
47. Pota H, Moheimani SR, Smith M.: Resonant controllers for flexible structures. In: Proceedings

Conference of Decision and Control, vol. 1. pp. 631–636 (1999)
48. Pota, H., Reza Moheimani, S., Smith, M.: Resonant controller for smart structures. Smart

Mater. Struct. 11, 1–8 (2002)
49. Prater, C., Hansma, P., Tortonese, M., Quate, C.: Improved scanning ion-conductance

microscope using microfabricated probes. Rev. Sci. Instrum. 62(11), 2634–2638 (1991)
50. Ratnam M, Bhikkaji B, Fleming A, Moheimani S. PPF Control of a Piezoelectric Tube

Scanner. In: 44th IEEE Conference on Decision and Control and European Control
Conference, pp. 1168–1173 (2005)

51. Rost, M.J., vanBaarle, G.J.C., Katan, A.J., vanSpengen, W.M., Schakel, P., vanLoo, W.A.,
Oosterkamp, T.H., Frenken, J.W.M.: John Wiley and Sons Asia Pte Ltd; Video-rate scanning
probe control challenges: setting the stage for a microscopy revolution. Asian J. Control 11(2),
110–129 (2009)

52. Salapaka, S., Sebastian, A., Cleveland, J.P., Salapaka, M.V.: High bandwidth nano-positioner:
A robust control approach. Rev. Sci. Instrum. 73(9), 3232–3241 (2002)

53. Scherer, V., Arnold, W., Bhushan, B.: John Wiley & Sons, Ltd.; Lateral force microscopy
using acoustic friction force microscopy. Surf. Interface Anal. 27(5–6), 578–587 (1999)

54. Schitter G, Astrom KJ, DeMartini B, Fantner GE, Turner K, Thurner PJ, Hansma PK. Design
and modeling of a high-speed scanner for atomic force microscopy. In: Proceedings of
American Control Conference (2006)

55. Schitter G, Rost MJ. Scanning probe microscopy at video-rate. Mater. Today 11(0), 40–48
(2008)

56. Schitter G, Stemmer A, Allgower F. Robust 2 DOF-control of a piezoelectric tube scanner for
high speed atomic force microscopy. In: Proceedings of American Control Conference the
2003, vol. 5, pp. 3720–3725 (2003)

57. Schitter, G., Menold, P., Knapp, H.F., Allgöwer, F., Stemmer, A.: High performance feedback
for fast scanning atomic force microscopes. Rev. Sci. Instrum. 8, 72 (2001)

58. Schoenenberger, C., Alvarado, S.: Springer, Understanding magnetic force microscopy.
Z. Phys. 80(3), 373–383 (1990)

390 S.K. Das et al.



59. Sebastian A, Salapaka MV, Cleveland JP.: Robust control approach to atomic force
microscopy. In: Proceedings of 42nd IEEE Conference on Decision and Control, vol. 4,
pp. 3443–3444 (2003)

60. Sebastian, A., Salapaka, S.M.: Design methodologies for robust nano-positioning. IEEE
Trans. on Control Sys. Tech. 13(6), 868–876 (2005)

61. Stern, J.E., Terris, B., Mamin, H., Rugar, D.: Deposition and imaging of localized charge on
insulator surfaces using a force microscope. Appl. Phys. Lett. 53(26), 2717–2719 (1988)

62. Tuma, T., Lygeros, J., Kartik, V., Sebastian, A., Pantazi, A.: High-speed multiresolution
scanning probe microscopy based on Lissajous scan trajectories. Nanotechnology 23(18),
185501 (2012)

63. Williams, C., Wickramasinghe, H.: Scanning thermal profiler. Appl. Phys. Lett. 49(23),
1587–1589 (1986)

64. Williams, C.C., Wickramasinghe, H.K.: Microscopy of chemical-potential variations on an
atomic scale. Nature 344, 317–319 (1990)

65. Yong YK, Moheimani SOR, Petersen IR. 2010. High-speed cycloid-scan atomic force
microscopy. Nanotechnology 21(36)

Intelligent Tracking Control System for Fast Image Scanning … 391



Fault Diagnosis Algorithms by Combining
Structural Graphs and PCA Approaches
for Chemical Processes

Rafika El Harabi, Rahma Smaili and Mohamed Naceur Abdelkrim

Abstract This work presents a diagnosis algorithm that combines structural causal
graphical model and nonlinear dynamic Principal Component Analysis (PCA) for
nonlinear systems with coupled energies incorporate the chemical kinetics of an
equilibrated reaction, heat and mass transport phenomena. Therein, a coupled Bond
Graph (BG) model, as an integrated decision tool, is used for modeling purpose.
A Signed Directed Graph (SDG) is then deduced. A fault detection step is later
carried out by generating initial responses through causal paths between exogenous
and measured variables. After that, the localization of the actual fault is performed
based on a nonlinear PCA (NLPCA) and back/forward propagations on the SDG.
Simulation results on a pilot reactor show that the physic-chemical defects such
as matter leakage, thermal insulation, or appearance of secondary reaction or
temperature runaway when a very exothermic reaction occurs, can be detected and
isolated.

Keywords Structural graphs � PCA � Fault diagnosis � Chemical process

1 Introduction

The increasing diversity of products manufactured by chemical process industries
has made it more and more common for these industries to use reactors, conduits
and storage vessels in which hazardous substances are handled at elevated
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temperatures and/or pressures. In fact, accidents in such units caused either by
material failure (such as crack in the storage vessels), operational mistakes (such as
raising the pressures temperature/flow-rate beyond critical limits) and secondary
events appear in chemical reactions (undesired secondary reactions, hazard event of
thermal runaway…etc) can have serious-often catastrophic-consequences (see [1, 2,
5, 27] for wide overview). Fault Detection and Isolation (FDI) of chemical reactors
is then a difficult task and their modelling is often complex and therefore less
developed in the literature. It is this fact that has motivated our research in this
paper.

The graphical modelling such as the bond graph tool becomes further significant
in this case, because it is appropriate for multiphysics modelling of complex sys-
tems, as it is given in [6, 28] through node and arcs which represent a power
transfer (effort-flow) within a system and the interaction of different phenomena
(chemical, thermal and fluidic). Indeed, the multiport elements represent energy
dissipation (R-element), storage (C-element), inertia (I-element), balance and con-
tinuity equations (0- and 1-junctions) or inter-domain coupling (TF transformer and
GY gyrator elements). However, this tool can be used for residual generation and
monitorability analysis of systems [22, 23]. Analytical Redundancy Relations
(ARRs) are derived from the set of over-determined equations obtained from the
structural system model. Hence, the ARR derivation from bond graphs incurs high
computational costs for equation derivation and structural equivalence checking,
and this method cannot be applied when unknown variables cannot be eliminated
because of the presence of algebraic loops and nonlinear non-invertible constraints
[24]. Although, some times component signs for monitoring and diagnosis should
be determined. Unlike bond graph methodology, a signed directed graph becomes
more adequate for this situation.

In this context, a SDG model captures both the information flow and the
direction of effect (increase and decrease). Iri et al. [7] were the first to introduce
SDG for modeling chemical processes. Recently, Maurya et al. [13] have proposed
algorithms for the systematic development of SDGs and digraphs for various types
of systems and gave methodologies for SDG analysis to predict initial and steady-
state responses of system variables for deviations in exogenous variables from their
nominal value for fault diagnosis. In fact, nodes in the SDG assume values of (0),
(+) and (−) representing the nominal steady-state value, higher and lower than
steady-state values, respectively. Directed arcs point from a cause node to its effect
node. Arc signs associated with each directed arc can take values of (+) or (−)
representing whether the cause and effect change in the same direction or opposite
direction, respectively. Based upon the procedure for SDG-based analysis, this
graph has been combined with many approaches like the Qualitative Trend Anal-
ysis (QTA) [14] to improve the isolability of faults, moreover, Vedam et al. have
combined the PCA and the signed directed graph [29], where a fault detection is
performed using PCA and a SDG model is involved to isolate the root causes.

After all in our previous works [25, 26], case studies show that SDG-based initial
response analysis helps in fault diagnosis, for nonlinear systems, considerably.
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The results can be further narrowed down by using steady-state measurements. It’s
shown also, that almost no quantitative information is required to develop the SDG
model; the diagnosis resolution and performance are quite good. The reliability of
SDG-based analysis and fault diagnosis results is yet dependent upon the correctness
of the mathematical model from which the SDG or the qualitative equations are
developed. Initial or steady-state responses obtained from forward/back propaga-
tions can generate spurious solutions that can not indicate (identify) the actual fault.

Two causal graphical tools (BG and SDG) discussed above have more advan-
tages than the PCA detailed in the next section. A more comprehensive comparison
of causal graphical methods (qualitative and quantitative) for diagnosis is presented
in [19].

In this paper, we keep our focus on methods that exploit the causal structure
implied by the bond graph and signed directed graph models. Moreover, to over-
come the problems cited above, we shall propose a combined nonlinear dynamic
PCA and graphical approaches (BG, SDG) based fault diagnosis algorithm to
update FDI systems to track process changes for industrial chemical processes
when the secondary events (secondary reaction, hazard event of thermal runaway…
etc) appear in a chemical reaction. This extension improves the fault detection and
isolation stages based on ARRs [19]. Based on the behavioral, structural and causal
properties of an integrated coupled bond graph models, a signed directed graph is
hence deduced. Fault detection is later performed using initial responses of all
measured variables. Whenever an abnormality is indicated, a nonlinear dynamic
PCA (obtained by using a neuronal network with five layers and three hidden
layers) and back/forward propagations through paths from exogenous variables to
system variables on SDG models are combined so as to identify fault roots through
contribution plots.

The rest of the paper is organized as follows. Section 2 presents a PCA theory
and its interest for fault diagnosis. After that, Sect. 3 provides the integrated design
scheme combining graphical and nonlinear PCA approaches for FDI system. The
efficiency of the proposed methods is then applied to monitor the pilot reactor
equipped with a mono-fluid heating/cooling system in Sect. 4, the main results are
also discussed therein. Section 5 presents concluding remarks and future scope of
works.

2 Nonlinear Principal Component Analysis

In this section, we focused on a NLPCA method which is assumed as an extension
of linear PCA [11, 21]. The aim of NLPCA is to extract both linear and nonlinear
relationships between process variables.

Let us consider xðkÞ ¼ x1; . . .; xn½ �T2 R
n the vector formed with n observed

variables at time instant k. The data matrix X, with m samples x(k), is then:
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X ¼
x1ð1Þ x2ð1Þ � � � xnð1Þ
x1ð2Þ x2ð2Þ � � � xnð2Þ
..
. ..

. ..
.

x1ðmÞ x2ðmÞ � � � xnðmÞ

2
6664

3
7775 ð1Þ

By analogy to PCA, the data matrix X and the principal components matrix T are
determined as follows:

X ¼ X̂ þ E ¼ FðTÞ þ E and T ¼ GðXÞ ð2Þ

where X̂ is the estimated of X, F and G are nonlinear vector functions which are
selected to minimize the prediction error E. To extract the nonlinear principal
components, an auto-associative neural network [9] is used in the present paper.
This method is based on a neuronal network with five layers and three hidden
layers. The first hidden layer represents the nonlinear function G and the last one is
the function F (see Fig. 1), the bottleneck layer is the nonlinear principal component
ti. The extraction of these components can be carried out of sequential or parallel
way. Training of each network is complete when E, the sum of squared errors
between the inputs and outputs of the network given in Eq. (3), is minimized:

EðkÞ ¼
Xn
i¼1

ðxiðkÞ � x̂iðkÞÞ2 ð3Þ

2.1 Fault Diagnosis Using a PCA

Fault detection using a PCA is based on two detection index: the SPE (squared
prediction error) and the Hotelling’s T2 [11]. Whenever the detection index exceeds
its confidence limit [8], the presence of an abnormality is indicated. Process
diagnosis using PCA model is done by identifying the measured variable with

:G X T→ ˆ:F T X→

1( )t k

( )lt k

1( )x k

2 ( )x k

( )nx k ˆ ( )nx k

2ˆ ( )x k

1̂( )x k

Fig. 1 Network architecture
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significant contributions to the residual [15]. The contribution of process variable
j to the SPE-statistic at time period k is defined as:

contSPEj ðkÞ ¼ ðejðkÞÞ2 ¼ ðxjðkÞ � x̂jðkÞÞ2 ð4Þ

In the case of T2-statistic, the contribution of process variable xj for a normalized

principal component ti
ri

� �2
(ri is a singular value equal to

ffiffiffiffi
ki

p
) is:

conti;j ¼ ti
ki
pi;jxj ð5Þ

where pi;j is the jth element of the eigenvector Pi corresponding to the eigenvalue
ki. Thus, the total contribution to the T2-statistic of a variable xj is as follows:

Contj ¼
Xl

i¼1

conti;j ð6Þ

Consequently, a process variable is identified as a fault when it has the higher
contribution plot.

2.2 Dynamic PCA

The PCA discussed previously assume implicitly that the observations at one time
instant are statistically independent to observations at past time instances. For
typical industrial processes, this suggests that a method taking into account the
serial correlations in the data is needed in order to implement a process monitoring
method with fast sampling times. Alternatively, PCA can be used to take
into account the serial correlations by augmenting each observation vector with
the previous s observations [10] and stacking the data matrix in the following
manner:

XðsÞ ¼ XðkÞ Xðk � 1Þ � � � Xðk � sÞ½ �

¼

xTðkÞ xTðk � 1Þ � � � xTðk � sÞ
xTðk � 1Þ xTðk � 2Þ � � � xTðk � s� 1Þ
..
. ..

. . .
. ..

.

xTðk þ s� nÞ xTðk þ s� n� 1Þ � � � xTðk � nÞ

2
66664

3
77775

ð7Þ

The procedure for selecting s is discussed in detail in [10].
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3 Causal Graphical Approaches for FDI

3.1 Bond Graph Methodology

Bond graph language allows to deal with the enormous amount of equations
describing the process behavior and to display explicitly the power exchange
between the process components starting from the instrumentation architecture
Dauphin-Tanguy [3]. The exchanged power between two variables A and B (Fig. 2)
is represented by a bond (half arrow) and it is the product of two generic power
variables named effort e and flow f. The causal stroke indicates the direction in
which the effort signal is directed [18]. In a bond graph, two sources (Se and Sf ),
three generalized passive elements (I, C, and R) and four constraints (0, 1, TF, and
GY) are used to model any energetic processes.

3.1.1 Coupled Bond Graph

Industrial processes are very nonlinear, principally due to the interaction of different
phenomena (chemical, thermal and fluidic). Therefore, the bond graph models the
interaction of phenomena by a multiport element, indeed, the multiport elements
represent energy dissipation (R-element) (electrical, mechanical or thermal friction),
storage (C-element) (as compliance for instance or volume), inertia (I-element)
(electrical inductance and mechanical inertia), balance and continuity equations
(the 0- and 1-junctions) or inter-domain coupling (the TF transformer and GY
gyrator elements). Finally to reproduce the architecture of the global system to be
modelled, bond graph elements (R, C, I,..) are interconnected by a “0” junctions
when they have a common effort and by “1” junction if their flow is the same.
In addition to matter transformation phenomena, chemical and electrochemical
processes involve additional complexity in the modelling task, since the mass that
flows through the process carries the internal energy which is stored in it, and which
is thus transported from one location to another in a non-dissipative fashion. Power
variables are thus in vectorial form [17]:

A B

e

f

Type of energy

Physic bond  between A 
and B

Flow direction : from A to 
B

Causality: effort is given 
for A

Fig. 2 Bond graph representation
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E ¼ eh et ec½ �T ð8Þ

F ¼ fh ft f½ �T ð9Þ

where eh, et and ec are, respectively, the hydraulic, thermal and chemical effort. fh, ft
and fc are, respectively, the corresponding flows.

3.1.2 Bond Graph for FDI System

The causal properties of the BG model is used to determine the origin and con-
sequences of faults, they also generate analytical redundancy relations (ARRs)
based on energy conservation equations from junctions 0 and 1. There are essen-
tially two parts in a monitored system using BG: a bond graph model and an
information system. The bond graph model consists of the process and the set of
actuators. The sensors and the control system form the information system.
A system S may be described by a set of constraints F (which represents the system
model), a set of variables Z and a set of parameters q; S ¼ SðF; Z; hÞ. The con-
straints, F, can be seen as any relation which links the system variables and the
parameters. It has to include information about the structure, the behavior, the
measurement and the control system. The set of constraints, F, map to a set of
variables, Z: known (K) contains the control variables u, the variables whose values
are measured by the sensors, Ym; and the supervision parameter (such as set points)
and is associated with the characteristics of R, C, and I elements. Unknown (X) are
the power variables (flow and effort) that label the bonds. The constraints and
variables are deduced directly from the bond graph model [17].

3.1.3 Generation of Fault Indicators

Finding the ARRs can be done by eliminating the unknown variables which are
systematically obtained from the model BG thanks to causal properties and through
causal paths.

• Algorithms for generation the ARRs:

(1) the Bond Graph model should be converted in preferred derivative cau-
sality (by reversing the causality of detectors);

(2) write the equations of the model;
(3) for all constitutive equations of the junction 0 and 1 containing at least one

detector: Eliminate the unknown variables by covering causal paths in the
bond graph and for sensors whose causality is reversed an ARR is deducted;

(4) An ARR is obtained from each controller by comparing the measured
output with the output predicted by the control algorithm;
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(5) repeat steps (3) and (4): if the ARRs obtained are strictly different from
those already obtained then keep them, otherwise continue until all equa-
tions junctions and those regulators are considered.

• Fault signature matrix:
The structure of the residuals forms a binary matrix Sji which expresses dis-
crepancy in which component j (sensors, actuators, controllers and physical
devices) can change the value of which residual, i.

Sji ¼ 1 if the ith residual contains the jth component;
0 otherwise:

�
ð10Þ

The matrix Sji is called the fault signature matrix that provides the logic for the
process fault isolation after the monitoring application has detected a fault. Each
component has a corresponding signature and its fault is isolable if its signature
is unique, i.e. different from the signatures of all other components.

3.2 Signed Directed Graph

A signed directed graph is a representation of the process causal information, in
which the process variables (and parameters) are represented as graph nodes and
causal relations are showed by directed arcs [13]. Nodes in the SDG assume values
of (0), (+) and (−) representing the nominal steady-state value, higher and lower
than steady-state values, respectively. Directed arcs point from a cause node to its
effect node. Arc signs associated with each directed arc can take values of (+) or (−)
representing whether the cause and effect change in the same direction or opposite
direction, respectively.

Definition 1 (exogenous variables) Exogenous variables are the variables (denoted
by 8eieE) that are not affected by any other variable. They represent disturbance and
fault variables and can change independently. Thus, there are no arcs incident on
them [13].

Definition 2 (System variables) These variables (denoted by 8xjeX) get affected by
exogenous variables and affect each other. So, they have both input and output arcs
associated with them. These are often called state variables also [13].

SDGs for the processes modeling can be derived from expert or operator
knowledge of the process or from known model equations that define the behavior
of the system. In this section, only algorithms for development the signed digraph
models from analytic system models.
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3.2.1 Build the SDG Model

• Algorithm for systems described by DE: In systems described by differential
equations, explicit causality is from right to left [20]. To develop the SDG, for
every differential equation, the variable on the left-hand side is matched with
that equation and directed arcs are drawn from all the variables on the right-hand
side to the system variable on the left-hand side in that equation. The arc sign
(el ! xi) is given by ½ofioel

�.
Example: Consider the DE system given below

dx1
dt ¼ x1 � x2 þ 2e1
dx2
dt ¼ �x1 � 4e1

�
ð11Þ

The SDG for the DE in Eq. (11) is given in Fig. 3.
• Algorithm for AE systems: A bi-partite graph between the equations and the

system variables is drawn and a perfect matching is performed. A perfect
matching between the equations and the dependent variables is a complete
matching in which each equation is matched with a variable and no variable or
equation is left unmatched. The arc sign sign(el ! xj) is given by �ðofioel

= ofi
oxj
Þ.

Example: Consider the AE system given by Eq. (12)

2x1 � e1 � e2 ¼ 0
x1 � 2x2 þ x3 � 2e1 ¼ 0
2x2 þ 4x3 � 3e1 þ e2 ¼ 0

8<
: ð12Þ

The SDG for Eq. (12) is shown in Fig. 4.
• Algorithm for DAE systems: The previous two algorithms (DE and AE) are

combined to develop the algorithm for DAE systems.
Example: Consider the DAE system given by Eq. (13)

dx1
dt ¼ x1 � x2 þ 2e1
dx2
dt ¼ �x1 � 4e1
2x2 þ 4x3 � 3e1 þ e2 ¼ 0

8<
: ð13Þ

The corresponding SDG for Eq. (13) is represented in Fig. 5.

e1

x2x1

Fig. 3 SDG for the DE system
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3.2.2 Procedures for SDG Analysis

Definition 3 (Initial response) The initial response of a system variable is its first
nonzero response [13].

Definition 4 (Steady-state response) The ultimate response of a dynamic system is
governed by the AE system [13].

The SDG developed using algorithms presented in the previous section is analyzed
to predict the initial response and/or steady-state response of the system for devi-
ations in exogenous variables from their nominal value.

• For DE systems, initial response of a system variable xj due to changes in an
exogenous variable el can be predicted by propagation through all the shortest
path(s) from el to xj in the SDG.

• For AE systems, if it has only one perfect matching, the response of an AE
system is predicted by propagation through paths in a SDG. If not, this response
is incomplete but, there is an exception: in the SDG should exist negative cycles.

• For DAE system, by considering the arc length for the arcs corresponding to the
DE is 1 and to the AE is 0, the initial response, with only one perfect matching,
is obtained by propagation through shortest paths from el to xj.

3.2.3 FDI Based on Signed Directed Graph

Algorithm 1 (initial response) This algorithm is applied for system equations and
it consists on: the generation of SDG model, then determination of measured node
deviations for a given fault (these deviations called initial response). Finally,
comparing the simulation results with the prediction of initial response. Fault
diagnosis for single faults using measurements simulation and initial response is
performed separately. The possible faults are identified as the faults that are
predicted by both analysis.

Algorithm 2 (steady-state response) [12] is applied when the system is in its
steady-state (corresponding algebraic equations). Steps of this algorithm are given
below:

1. Chose a system variable xi and push it on to the stack S (initially S was empty).
Go to Step 2.

2. For a chosen xi, use back-propagation to infer the signs of the predecessor
nodes.

3. If the predecessor node xj or el has not been explored in any other parts of the
search tree, go to Step 4. Else, go to Step 5.
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4. If this node is an exogenous variable (el), it could be a possible fault. To verify
this, perform forward-propagation to predict the sign of measured nodes. If there
are no violations, it is concluded that el, with its sign, is a candidate fault, else it
is not. In either case, go to Step 5. If the predecessor node is a system variable
(xj), it must be further explored. Push xj on to the stack S and go to Step 2.

5. If there are no unexamined predecessor nodes, the search is complete and
stop. Else select and explore another predecessor node from P(xi). Go to Step 3.

4 New Algorithm for Multi-energy Systems

The proposed generalized algorithm combines graphical approaches [quantitative
(BG) and qualitative (SDG)] and nonlinear dynamic PCA so as to improve the
robustness of the isolation from residuals generated by a model based diagnosis
system. This algorithm involves three steps: modelling, fault detection and isolation
steps (see Fig. 6). The overall flow of the FDI algorithm is summarized as follows:

• Modelling step: The bond graph methodology is a suitable tool for modelling
nonlinear processes with coupled phenomena. A signed directed graph model is
then generated directly from this coupled bond graph, using causal and struc-
tural properties of these graphs (see BG-SDG analog Table 1), consequently, the
graphical model is obtained.

• Fault detection is an important step because it indicates the state (normal or
abnormal situation). Abnormal situations are detected when initial responses of
all measured variables due to deviation in exogenous variables on the SDG
model are determined. Thus, the given non-zero sign of a measured variable, a
fault is detected.

• Fault isolation: whenever a fault is detected, contribution plots of process
variables are determined using a nonlinear PCA, the variable with a higher
contribution is the faulty variable. It is selected (with its sign) and if it is a
measured node in the SDG, a backward-propagation from this variable to the
fault node is performed. If it was an exogenous variable then it constitutes a
candidate fault.

Note that, when the contribution of process variables to SPE-statistic is used,
sign of the selected variable is taken from initial response table.
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5 Case Study and Discussion of Results

A case study is developed to test the effectiveness of the proposed scheme on a
simulation model built in the Matlab/Simulink environment and Symbols 2003
software. The pilot unit that we have considered here is a continuous stirred tank
reactor (CSTR) equipped with coolant jacket developed in [19]. The following
exothermic reaction scheme is considered:

Coupled Bond graph 
model

Signed directed graph

Initial response

 Variables with a 
qualitative value   0 ?

False 

Variable not detected

True 

Variable detected

Nonlinear PCA

Contribution plots

Contribution > thershold ?

Exogenous 
variable  ?

True 

False 
No lacalization

False 

Select the variable with a 
correspont sign

Same pattern False True 

Back/forward propagation

Same pattern with 
inital response

True 

Exogenous variable  is a 
candidate fault

False Exogenous variable  is not 
a candidate fault

True 

Modelling step

Detection 

Isolation 

Fig. 6 Proposed algorithm
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mAAþ mBB � mCC þ mDD ð14Þ

where mi (for i ¼ A;B;C;D) are the stoichiometric coefficients. A simple sketch of
the process is shown in Fig. 7 and more details on the system description can be

Table 1 BG-SDG analog
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found in [4, 19]. The CSTR is highly nonlinear with its state variables, volume of
the water inside the tank and total enthalpy, being nonlinear functions of the input
flows. The tank’s thermodynamic properties and the output flow also have non-
linear characteristics. Moreover, inside the closed-loop, time varying reference
signals causes plant’s dynamics to change rapidly. The relevant parameters of the
reactor and jacket models are summarized in Table 2. In the previous researches
[4, 19], because of modular and functional aspect of the bond graph, a pseudo bond
graph model of the system developed from the energy and mass balances has been
presented as subsystems modeled separately.

Thus to design a nonlinear FDI scheme, the SDG model must be constructed
with the information obtained from coupled bond graph models in integral causality
based on BG-SDG analog (see Table 1), as shown in Fig. 8. The positive (→) and
negative (→) arcs indicate positive and negative influence.

The faults that may occur in the chemical process can be broadly divided into
four groups; namely: physical faults (matter leakage in the tank reactor, blockage of
the valve, thermal insulation and appearance of secondary reaction), actuator faults
(pump defect), sensor faults (temperature and level sensors) and controller faults.
These faults are listed in Table 3. In fact, nodes in the SDG assume values of (0),
(+) and (−) representing the nominal steady-state value, higher and lower than
steady-state values, respectively.

The initial responses are predicted by cause-effect propagation through the
shortest paths on the SDG from local exogenous variables to relevant system
variables. Hence, Table 3 shows the effect of the fault witch is propagated from the
root node (fault node) to the nodes representing system variables in the SDG.

To perform comparison between these initial responses and simulation results,
all faults are tested. In fact, two separate process faults are treated here. They are
leakage of the mixture from the reactor vessel and appearance of secondary product.
The rate of leakage in the tank [RðþÞ] can be fast in a time window from 75 to
100 min. From Fig. 9, one can see that the measured variables (h, T, mC, mb) are

Cooling coil

Reactant A (C 2 H2 O2) ReactantB (C4H6O)

Chemical reactor

LC

Lm1

u1 Lref

Mixture outlet

Fm1

Fm2

Pump

Tm1

PID

u2

Tref

Agitator

Output flow of
water

Input flow of
water

a
losses

Fig. 7 Scheme of the CSTR
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Table 2 Simulation
parameters Variable description Tag Value

Concentration of acid CA 4:313mol L�1

Concentration of alcohol CB 12:49mol L�1

Mass of acid mA 1.2 kg

Mass of alcohol mB 2.7 kg

Factor Arrhenius k0 4.141013 Lmin
−1 mol−1

Activation energy E 76,534.704 J mol−1

Inlet temperature TA,
TB

275K

Heat of the reaction H 1170 cal

Reaction rate J 2:513e�6 mol s�1

Density of the mixture q 1,000 g L−1

Heat capacity of mixture Cp 4:2 J g�1 K�1

Heat transfer
coefficient × area

S:A 12:105 J min�1 K�1

Heat capacity of coolant Cpw 4,200 J kg−1 K−1

Inlet jacket temperature TJ 250 K

Coolant temperature TC –

Chemical potential l –

Thermal transfer TL –

Level h –

Surrounding temperature T0 –
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408 R. El Harabi et al.



sensitive to fault 9. By comparing the initial response in Table 4, R(+) can be
detected.

It is assumed now for example that the cooling system is never failing and that
the exits of the regulators and the sensors are always correctly measured. A sudden
appearance of secondary product E occurs from 70 min. The reaction dynamics are
modified and the reaction scheme becomes:

Table 3 Faults description
Fault Description Symbol Type

1 Inlet flow A QiAðþÞ Actuator

2 Inlet flow B QiBðþÞ Actuator

3 Chemical fault lEðþÞ Process

4 Flow Fm1ðþÞ Sensor

5 Flow Fm2ðþÞ Sensor

6 Level Lm1ðþÞ Sensor

7 Level Lm2ðþÞ Sensor

8 Pump Qf 1ð�Þ Actuator

9 Leakage RðþÞ Process

10 Cooling coil TfaultðþÞ Process

11 Temperature control PIDðþÞ Controller

12 Level control LCðþÞ Controller

13 Reaction rate JRðþÞ Sensor
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mAAþ mBB � mCC þ mDDþ mEE ð15Þ

An exothermal chemical reaction requires an extensive knowledge of their
thermodynamic characteristics, not only under normal operation conditions, but
also in the case of deviations. Indeed, to stop the evolution of the secondary
reaction and to eliminate these effects in real-time, it is necessary to add a reagent
able to eliminate the undesirable products. As can be seen in Fig. 10, the chemical
fault lEðþÞ affects (T, mC and mD) variables and generates a same qualitative
signature 0 þ 0 0 þ þ½ �. Thus, fault 3 is detected.

After a fault has been detected, the dynamic nonlinear PCA is then used. The
case study has six measured variables (h, T , lA, lB, lC and lD), therefore, the
vector xðkÞ is xðkÞ ¼ h T lA lB lC lD½ �T . Here, only m ¼ 50 samples are
used. By using the eigenvalues analysis of the covariance matrix method and a
Cumulative Percentage of Total Variation CðlÞ, the number l of principal compo-
nents retained is 2 (Fig. 11). In Fig. 11a, we can see that from l ¼ 2 the eigenvalues
is lower than 1. Indeed, as shown in Fig. 11b, the Percentage cðlÞ can explain
99.5 % from l ¼ 2. To select the time-lagged s, we have applied the algorithm
presented in [10] which allows in this case study to get s ¼ 1.

When a leakage RðþÞ is occurred, the contribution of process variables to SPE-
statistic, as shown in Fig. 12, indicates that only the second variable (T) has the
highest contribution with a positive sign (according to the initial response table).
This variable is selected and as T is a measured variable in SDG model, backward
propagation from this variable give RðþÞ, TAðþÞ and TBðþÞ. But only the forward
propagation from RðþÞ allows the same pattern of measured variables found in the
initial response table (we assumed that others exogenous variables (QiA and QiB) are
in faulty-free case). Thus a leakage RðþÞ is a root cause.

Table 4 Initial response
Fault no. Measured variables

h T lA lB lC lD
1 + − + 0 + +

2 + − 0 + + +

3 0 + 0 0 + +

4 + − 0 0 − −

5 0 + 0 0 − −

6 − + 0 0 + +

7 0 − 0 0 − −

8 0 + 0 0 + +

9 − + 0 0 + +

10 0 + 0 0 + +

11 0 − 0 0 − −

12 − + 0 0 + +

13 0 + 0 0 + +
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Furthermore, we note that the contribution of process variables to SPE-statistic
(Fig. 13) indicate that only the temperature variable T has the highest contribution
with a positive sign in the occurrence of chemical fault (lEðþÞ). This variable is
selected and as T is a measured variable in the SDG model, therefore, the backward
propagation from this variable is performed. By exploiting causal paths between
variables of the SDG, the predecessor variables of T are lE and QiA, QiB and R. But
only the forward propagation from lEðþÞ allows the same pattern of measured
variables found in the initial response table (we assumed that others exogenous
variables (TA and TB) are in faulty free case). Thus an undesirable product lEðþÞ is
as a root cause. Consequently, RðþÞ and lEðþÞ are isolated as candidate faults.

The above simulation results further demonstrate the merits of the proposed FDI
algorithm. The result of a fault isolation is consistent when process and chemical
faults are occurred so as the candidate fault is identified exactly.

Comparison of Causal graphical and PCA methods:
The signed directed graph (SDG) is a qualitative model-based diagnosis method.

The qualitative model is created from causal or inferential analysis. Therefore, a
detailed mathematical model is not necessary. The nodes of a SDG are process
variables, measurements, inputs, and faults. To use a SDG for fault diagnosis, high
and low thresholds are defined for variables. In fact, if a detailed model of the
process is available then one can easily construct a SDG from the model. The
causality concept in bond graph (BG) model is helpful in this regard. The procedure
for the construction of a SDG from a bond graph model is similar to construction of
temporal causal graphs from bond graph models as detailed in [16].
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The SDG model can be used in different ways for diagnosis. The forward
propagation method assumes one or more faults in variables (nodes) in the SDG
and propagates the fault effects to adjacent nodes. The qualitative states of the
measured variables are then recorded in a knowledge base which stores the
symptoms seen in the measured variables for each fault case. The backward
propagation method traverses from symptoms (qualitative states of measurements)
to qualitative states of physical variables and needs conflict resolutions when
ambiguities arise during the propagation process. The approach developed in this
article has the potential to be a unified approach for carrying out various activities
involved in process supervision by using a common modeling tool. Some process
faults may not be isolated with the given sensor architecture. In such situations,
more than one fault candidates are hypothesized. In fact, such Principal Component
Analysis is often able to isolate the actual fault although the fault is structurally not
isolating. Thus, the analysis of the transient’s setup due to fault occurrence gives
useful information about the nature of the fault. A SDG can be derived from the
bond graph model through a set of transformations. The SDG approach uses ACP
to improve the fault isolation capability especially when some faults cannot be
isolated structurally.

Note that the development of a combining graphical and PCA-based multiple
fault diagnosis algorithm is introduced here in order to be used later. The proposed
method is an extension of the single fault case. It consists, essentially after a
construction of the signed directed graph model directly from the bond graph, on:

• According to the obtained SDG model, determine the initial response of all
measured variables due to the deviation of exogenous variables as in single fault
diagnosis case;

• For an abnormal situation, arrange the root nodes in lists that explain the same
symptom;
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• For each symptom, get lists which contain combinations of the root nodes;
• Contributions plots of PCA is used to fix the number N of faults that can affect the

system. Hence, the correspond list is identified. For instance, if a contribution
plots of two variables exceeds its confidence limit then N is set equal to 2;

• The combination of greater than N fault origins occurring simultaneously should
be deleted. For the others combinations, forward propagation from these
exogenous variables for all measured variables is performed to obtain their
deviations (signs), if this symptom is the same that found previously then this
list (eventually combination) is considered as the root causes.

6 Conclusion

In this paper, the new FDI generalized algorithm for nonlinear processes with
coupled energies in presence of chemical and thermodynamic phenomena has been
addressed. Indeed, we investigated an automated framework for the interpretation
of causal graphical approaches (coupled BG and SDG) using a nonlinear dynamic
PCA to perform process monitoring in normal situations as well as in the presence
of failures without any need of numerical calculations.

An advantage of this approach is the automation of SDG-based fault diagnosis
where the situation ambiguities to determine the faulty variables is replaced by
automated interpretation of the contribution plots using NPCA.

The proposed algorithm further reduced the number of spurious solutions of the
SDG-based fault diagnosis, in which a faulty variable is selected by NPCA and the
use of back/forward propagation on the SDG. The effectiveness of this combination
is has been validated to a chemical reactor coupled with a complex heat exchanger
taking into account chemical faults such as occurrence of secondary reaction.

In our future works, we will consider multiple fault diagnosis issues. Extension
to nonlinear uncertain processes will be also envisaged.
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