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The aim of automatic emotion recognition (AER) from speech is to recognize the
underlying emotional state of a speaker from his or her voice. Motivated by a broad
range of commercially promising applications, speech emotion recognition has gained
rapidly increasing research attention over the past few years [1]. In recent years a
great deal of research has been done to automatically recognize emotions from human
speech [1-10]. Some of this research has been further applied to call centers, multi-
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Abstract. In this paper we present a robust feature extractor that includes the In
this paper we study the performance of emotion recognition from cochlear im-
plant-like spectrally reduced speech (SRS) using the conventional Mel-
frequency cepstral coefficients and a Gaussian mixture model (GMM)-based
classifier. Cochlear-implant-like SRS of each utterance from the emotional
speech corpus is obtained only from low-bandwidth subband temporal enve-
lopes of the corresponding original utterance. The resulting utterances have less
spectral information than the original utterances but contain the most relevant
information for emotion recognition. The emotion classes are trained on the
Mel-frequency cepstral coefficient (MFCC) features extracted from the SRS
signals and classification is performed using MFCC features computed from the
test SRS signals. In order to evaluate to the performance of the SRS-MFCC fea-
tures, emotion recognition experiments are conducted on the FAU AIBO spon-
taneous emotion corpus. Conventional MFCC, Mel-warped DFT (discrete
Fourier transform) spectrum-based cepstral coefficients (MWDCC), PLP (per-
ceptual linear prediction), and amplitude modulation cepstral coefficient
(AMCC) features extracted from the original signals are used for comparison
purpose. Experimental results depict that the SRS-MFCC features outperformed
all other features in terms of emotion recognition accuracy. Average relative
improvements obtained over all baseline systems are 1.5% and 11.6% in terms
of unweighted average recall and weighted average recall, respectively.
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Extraction of features from a speech signal that efficiently characterize the emo-
tional content of speech and at the same time do not depend on the speaker or lexical
content is an important issue in speech emotion recognition [2, 16]. Speech signals
may contain linguistic and paralinguistic features indicating emotional states. The
paralinguistic features can be classified to one of three categories: Prosodic such as
pitch (FO), intensity, and duration, Voice Quality such as jitter and shimmer, and
Spectral such as MFCC (Mel-frequency cepstral coefficients) or LPCC (linear predic-
tion cepstral coefficients) [6, 7, 16]. Among the features mentioned in the literature as
being relevant for characterizing the manifestations of speech emotions, the most
widely used are prosodic features. This is because the earliest studies of emotion de-
tection were carried out using acted speech, where the linguistic content was con-
trolled [16]. The spectral features, when used in combination with other categories of
features (or even as a stand-alone feature vector), have been found to improve (or to
achieve good) performance [6-7, 10, 17]. MFCC [18] and Perceptual Linear Predic-
tion (PLP, with or without RASTA filtering) [19] are examples of spectral features
that achieve good results not only on speech processing in general but also on emo-
tion recognition [6-7, 9]. Reduction of speech variability due speech production or
environment is important to achieve robust emotion recognition performances. There-
fore, in an AER system, the aim of speech analysis module is to reduce signal varia-
bility and extract relevant acoustic features for emotion recognition. In spite of speech
variability reduction achieved by the standard MFCC and PLP features AER perfor-
mance is still affected by the sources of speech variability. As most of the emotion
recognition features are extracted by analyzing speech in the spectral domain it is
natural to seek the relevant spectral information from the speech signal that is suffi-
cient for AER [20]. One technique to estimate relevant speech spectral information
for a GMM (gaussian mixture model)-based AER system is to train GMM models for
emotion classes and evaluate emotion recognition performance on the cochlear im-
plant-like spectrally reduced speech (SRS) signals. The acoustic simulation of a coch-
lear implant is a spectrally reduced transform of original speech and it has been
shown in [24] that normal hearing listeners could achieve a nearly perfect recognition
score when listening to these SRS signals.

MEFCC and PLP front-end, which mimic the speech processing performed by the
human auditory system, are basically aimed at reducing the acoustic variability while
putting emphasis on the most relevant spectral information for recognition. Therefore,
cochlear implant-like SRS should contain sufficient information for AER based on
conventional MFCC or PLP features. Inspired from the algorithm, introduced in [24],
to synthesize acoustic simulation of a cochlear implant, spectrally reduced speech has
already been applied in HMM-based automatic speech recognition [20-22], and
GMM-UBM -based speaker verification [23] tasks. In this work, our objective is to
find out whether cochlear implant-like SRS contains sufficient spectral information
for AER based on the conventional MFCC features.

In order to evaluate the performance of SRS-MFCC features and make a compari-
son with the original speech-based cepstral features MFCC, PLP, MWDCC (Mel-
warped DFT spectrum-based cepstral coefficients), AMCC (amplitude modulation
cepstral coefficient), and SRS-MFCC features are used in experiments on the FAU
AIBO corpus, a well-known spontaneous emotion speech corpus. The extracted fea-
tures are used as short-term information (analysis frame length is 25 ms with a frame
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shift of 10 ms) and modeled using GMM models. Experimental results show the ef-
fectiveness of the SRS-MFCC features in terms of emotion recognition accuracy.

2 Cepstral Features from Spectrally Reduced Speech

This section describes the procedure to obtain spectrally reduced speech (SRS) from
the original speech and compute mel-frequency cepstral coefficients (MFCC) features
from it. Here, we denote this as SRS-MFCC features. Fig. 1 presents a complete block
diagram for the SRS-MFCC feature extraction process and Fig. 2 shows the various
steps to compute MFCC features from the SRS signal.
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Fig. 1. Block diagram showing various steps to obtain spectrally reduced speech (SRS) from a origi-
nal speech signal and then computation of mel-frequency cepstral coefficients (MFCC) features from
that SRS signal. BPF and LPF stands for bandpass filter and low-pass filter, respectively.

Original speech signal is first framed (frame length is 20 ms with a frame shift of
10 ms) and windowed using a Hamming window. The windowed speech signal is
then decomposed into C channel (or subband) signals x,.(t),c’=1,2,...,C by applying a

perceptually motivated analysis filterbank and overlap-add technique. The analysis
filterbank consists of C non-uniform bandwidth bandpass filters (BPFs) which are
linearly spaced on the Bark scale in order to approximate the nonlinear characteristics
of the human auditory system. Each bandpass filter (BPF) in the filterbank is a 2nd
order elliptic BPF having a minimum stopband attenuation of 50 dB and a 2 dB peak-
to-peak ripple in the passband [20, 23]. The lower, upper, and central frequencies of
the BPFs are computed in the same way as described in [27]. Fig. 3 presents the fre-
quency response of an analysis filterbank comprised of C =16 second order BPFs that
are linearly spaced on the Bark scale.

The c’-th channel amplitude modulation a, (1) (or temporal envelope) of the
¢’-thsignal x,(r),c’=1,2,...,C is then obtained by applying a low pass filter followed

by full-wave rectification of the output signal of the ¢’-th channel bandpass filter. The
purpose of using a low-pass filter, a fourth order elliptic LPF with 2 dB of peak-to-
peak ripple and a minimum stopband attenuation of 50 dB, is to limit the bandwidth
of the subband temporal envelopes.

The c’-th channel amplitude modulation a_(r)is then used to modulate a sinusoid

whose frequency f equals the centre frequency f, . of the BPF of that channel.
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Fig. 2. Various steps for the MFCC feature extraction process from the spectrally reduced
speech signals

J 2%
st

%K
w iR ST

ANV

SRR RRERR

-100

-40

Amplitude (dB)

—_—

0 0.8 1.6 2.4 32 4.0 4.8 5.6 6.4 7.2 8.0
Frequency (kHz)

Fig. 3. Frequency response of an analysis filterbank consisting of sixteen 2nd order elliptic
bandpass filters (BPFs) that are linearly spaced on the Bark scale. Sampling frequency is 16 kHz.

The modulated signal of ¢’-th channel %.(¢)=a,_(¢)cos(27f,t)is again bandpass fil-
tered using the same BPF used for the original analysis subband. If Fj,, (-) denotes

the ¢’-th channel bandpass filtering operation then the spectrally reduced signal (SRS)
%(r) of the original signal can be expressed as:

£(0)= L F (3.0
_Z Fopr (a(t)cos(27f.t)).
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Fig. 4. All-pole spectral envelopes (using linear prediction with a model order of 20) of a frame
of original speech and the corresponding spectrally reduced speech (SRS). Sampling frequency
of the speech signal is 16 kHz. Number of subbands in the analysis filterbank is 16 and the cut-
off frequency of the LPF (low-pass filter) is 50 Hz.
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Fig. 4 shows short-term spectral envelopes of a frame of original speech (taken
from the emotion corpus) and the corresponding SRS signals. Linear prediction with a
model order of p=20is used to estimate the short-term all-pole spectral envelopes.
Fig. 4 demonstrates that the global shapes of the all-pole spectral envelope of the SRS
signal, obtained with C = 16, and f, =50 Hz, frame is rather similar (specifically, up

to 6 kHz) with that of the all-pole spectral envelope of that frame of original speech.
By increasing the number of subbands C and the cut off frequency f, it is possible to

obtain SRS spectral envelopes that are more similar to the original speech spectral
envelopes [23].

The SRS signal it is then passed through the feature extraction process to compute
cepstral features. MFCC processing begins with pre-emphasis, typically using a first-
order high-pass filter. Short-time Fourier Transform (STFT) analysis is performed
using a hamming window, and triangular-shaped Mel-frequency integration is per-
formed for auditory spectral analysis. The logarithmic nonlinearity stage follows, and
the 13-dimensional static features are obtained through the use of a Discrete Cosine
Transform (DCT). After normalizing the static features using a cepstral mean norma-
lization (CMN) technique, first and second derivatives are appended with the static
features, making a final set of 39-dimensional MFCC features.

3 Emotion Recognition Experiments

The effectiveness of the spectrally reduced speech-mel-frequency cepstral coefficients
(SRS-MFCC) features on an emotion recognition task is tested using the FAU AIBO
[28, 17] emotional speech corpus. For comparison the following features computed
from the original signal are chosen: conventional MFCC [18], Mel-warped DFT (dis-
crete Fourier transform) spectrum-based cepstral coefficients (MWDCC) [7], and
amplitude modulation cepstral coefficients (AMCC) [7] features. The dimension of
features for each system is d = 39 and all systems use the cepstral mean normalization
method as a post-processing scheme to normalize the static features.

3.1 Emotion Recognition Corpus

The FAU AIBO dataset consists of spontaneous recordings of German children inte-
racting with a pet robot. The corpus is composed of 9959 chunks for training and
8257 chunks for testing. A chunk is an intermediate unit of analysis between the word
and the turn, which is manually defined based on syntactic-prosodic criteria. The
chunks are labeled into five emotion categories: Anger (A), Emphatic (E), Neutral
(N), Positive (P, composed of motherese and joyful) and Rest (R, consisting of emo-
tions not belonging to the other categories such as bored, helpless, and so on). The
distribution of the five classes is highly unbalanced. For example, the percentage of
training data of each class is as follows: A(8.8%), E(21%), N(56.1%), P(6.8%),
R(7.2%).
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3.2  Gaussian Mixture Models (GMMs)

Cepstral feature vectors are modeled using a GMM model. GMM is a generative
model widely used in the field of speech processing. It is a semi-parametric probabil-
istic method that offers the advantage of adequately representing speech signal varia-
bility. Given a GMM modeling a d-dimensional vector, the probability of observing a
feature vector given the model M ={w,p,,X,}is computed as follows:

P(x|M) =iwiN(X;pi,Ei), 2
i=1

where m, w, p,, and X, correspond to the number of Gaussians, weight, mean vector

and diagonal covariance matrix of the i-th Gaussian, respectively.

GMM parameters are estimated using a Maximum Likelihood (ML) approach
based on the Expectation Maximization (EM) algorithm [26]. The classification of a
test sequence of T frames X ={x,.x,.....x, } is based on the Bayes decision. Using an

equal prior probability for all classes, the classification is achieved by computing the
log-likelihood of the test utterance against the GMM of each emotion class. The test
recording is classified as the emotion class label that maximizes the log-likelihood
value over all class models [7].

3.3  Experimental setup

The training of GMM models has been made with different numbers of mixtures tak-
en from the set {2,4,8,16,32,64,128,256,512,1024}. The best parameter is tuned sepa-
rately for each system based on the training data using a 9-fold cross validation proto-
col. Each fold contains a separate group of speakers to ensure speaker independent
evaluation. After optimization, the selected numbers of Gaussians used for test data
are as follows: 128 for the baseline MFCC, 128 for MWDCC, 128 for PLP, 256 for
the AMCC, and 256 for SRS-MFCC systems. The metrics used for the evaluation of
automatic speech emotion recognition performances are: unweighted average recall
(UAR) and weighted average recall (WAR). The results are optimized to maximize
the UAR measure and secondly the WAR (namely accuracy) given that FAU AIBO
emotion classes are highly unbalanced (i.e., one class is disproportionately more
represented than the others).

3.4 Results and Discussion

Similar to [20-23, 24], in order to evaluate the effect of reducing the bandwidth of the
temporal envelope information we did emotion recognition experiments by varying
the cut-off frequency f, of the low-pass filter (LPF) from 16 Hz to 500 Hz. The value
of f, was chosen optimal that provided highest emotion recognition accuracy. To find

the optimal number of subbands, we synthesized spectrally reduced speech (SRS)
from the original speech by varying the number of subbands (or channels) C from 16
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to 50 and found that C = 16 with f, =50 Hz provided highest accuracy. Here, we re-
port emotion recognition results on the eval (or test) data for C= 16 & f, =50 Hz.

Table 1 presents the results obtained using the baseline systems and the SRS-
MFCC system. It is observed from this table that the SRS-MFCC system outper-
formed the baseline MFCC, PLP and MWDCC systems in terms of both UAR and
WAR measures. Although the performance of SRS-MFCC is close to that of AMCC
in terms of the UAR metric SRS-MFCC outperformed AMCC in WAR metric. It has
been shown in [7] that the MFCC obtained via the direct warping of the DFT (discrete
Fourier transform) spectrum, denoted as MWDCC, achieved better recognition accu-
racy, in terms of the WAR scoring metric, than the conventional MFCC. The perfor-
mance of MWDCC was almost the same as the MFCC in UAR scoring metric. Rela-
tive improvements obtained by the SRS-MFCC, in UAR metric, over the baseline
MECC, PLP, MWDCC, and AMCC are approximately 1.3%, 3.9%, 1.9% and -1.3%,
respectively. With the WAR metric, the relative improvements are approximately
14.9% and 11.4%, 11.5%, and 8.6%, over the MFCC, PLP, MWDCC, and AMCC,
respectively. Presented results demonstrate that the cochlear implant-like SRS is a
relevant speech model for using in AER. Our future work is to compute PLP and
AMCC features from SRS signals and compare their performances with the PLP and
AMCC features computed from the original speech signals.

Table 1. Emotion recognition results achieved on FAU AIBO test data for the baseline MFCC,
PLP, MWDCC (Mel-warped DFT spectrum-based MFCC), AMCC and SRS-MFCC systems in
terms of the UAR and WAR scoring metrics

UAR (%) WAR (%)
MFCC 43.37 40.26
PLP 42.30 41.50
MWDCC 43.11 41.48
AMCC 44.50 42.58
SRS-MFCC 43.94 46.24

4 Conclusion

In this paper, we present spectrally reduced speech (SRS) -based Mel-frequency cep-
stral coefficients (SRS-MFCC) features for emotion recognition. Inspired from speech
signal processing algorithms in standard cochlear implants, the SRS signals are ob-
tained by applying cochlear implant-like synthesis algorithm to the original emotion
corpus. Although SRS has reduced spectral information than the original one it is
observed, experimentally, that SRS-MFCC features carry relevant information for
emotion recognition. Performance of the SRS-MFCC features is compared, in the
context of speech emotion recognition task on the FAU AIBO emotion corpus, with
the conventional MFCC, PLP, MWDCC, and AMCC systems. SRS-MFCC features
are shown to outperform the baseline features in terms of emotion recognition accura-
cy measured using UAR and WAR scoring metrics. Average relative improvements
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obtained over all baseline systems are 1.5% and 11.6% in terms of UAR and WAR,
respectively.
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