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Abstract. This paper introduces an application that uses a webcam and
aims to recognize emotions of an elderly from his/her facial expression in
real-time. Six basic emotions (Happiness, Sadness, Anger, Fear, Disgust
and Surprise) as well as a Neutral state are distinguished. Active shape
models are applied for feature extraction, the Cohn-Kanade, JAFFE and
MMI databases are used for training, and support vector machines (v-
SVM) are employed for facial expression classification. In the future, the
application is thought to be the starting point to enhance the mood of
the elderly by external stimuli.
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1 Introduction

In recent years, there has been a growing interest in improving all aspects of
interaction between humans and computers [1]. The emerging field of human-
computer interaction has been of interest to researchers from a number of diverse
fields, including Computer Science, Psychology, and Neuroscience. Gaining in-
sight into the state of the user’s mind via facial analysis can provide valuable
information for affective sensing systems. Facial expressions reflect not only emo-
tions, but also other mental activities, social interaction and physiological sig-
nals. For establishing emotional interactions between humans and computers, a
system to recognize human emotion is of a high priority. An automated system
that can determine the emotions of a person via his/her expressions provides the
system with the opportunity to customize its response [2].

Now, emotion recognition using visual cues has been receiving a great deal
of attention in the past decade. Most of the existing approaches do recognition
on six universal basic emotions (Happiness, Sadness, Anger, Fear, Disgust
and Surprise) because of their stability over culture, age and other identity
related factors. For instance, an integrated system for emotion detection has
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been presented, in which only eye and mouth expressions are used for detecting
five emotions (all the above minus Disgust) [3]. Even, an approach to facial
expression recognition for estimating patients’ emotion is proposed with only two
expressions (Happiness and Sadness) [4]. Applications that use these techniques
are varied, ranging from software able to recognize and act according to the
emotions of the user who is using it, systems capable of detecting lies, up to
applications that allow knowing if a product is liked or not with only analyzing
the emotional reaction of a user.

A facial expression recognition system is normally composed of four main steps:
face detection/tracking, feature extraction, feature selection, and emotion classi-
fication. Choosing suitable feature extraction and selection algorithms plays the
central roles in providing discriminative and robust information [5]. The selection
of features employed for emotion recognition are classified into two main cate-
gories: geometric features and appearance features. In this paper, we are inter-
ested in geometric features, which are extracted from the shape or salient point
locations of important facial components such as mouth and eyes. Moreover, this
paper introduces the extraction of facial features to detect emotions represented
by particular facial expressions. This involves a series of steps: (a) the study of
techniques for detecting and extracting facial features, as well as the attainment
of a model to operate in real-time, and, (b) the creation of an emotion detector
through implementing the most suited classification techniques.

2 ASM and SVM for Facial Expression Recognition from
Geometric Features

It has been demonstrated that the active shape model (ASM) is a good method
for locating facial feature points [6]. Generally speaking, ASM fits the shape pa-
rameters using optimization techniques such as gradient descent. On the other
hand, support vector machines (SVM) [7] exhibit good classification accuracy
even when only a modest amount of training data is available, making them par-
ticularly suitable to a dynamic, interactive approach to expression recognition.
This is why the tandem ASM-SVM is intensively being used for facial expression
recognition.

For instance, 58 landmark points are used to construct an ASM for face ex-
pressions [8]. These are then tracked and give facial expressions recognition in
a cooperative manner. Introducing a set of more refined features, facial char-
acteristic points around the mouth, eyes, eyebrows, nose, and chin are utilized
as geometric features for emotion recognition [9]. A quite recent approach [10]
utilizes facial components to locate dynamic facial textures such as frown lines,
nose wrinkle patterns, and nasolabial folds to classify facial expressions. Ad-
aboost using Haar-like feature and ASM are adopted to accurately detect face
and acquire important facial feature regions. Gabor filter and Laplacian of Gaus-
sian are employed to extract texture information in the acquired feature regions.
These texture feature vectors represent the changes of facial texture from one
expression to another expression. Then, SVM is deployed to classify the six facial
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expression types including Neutral, Happiness, Surprise, Anger, Disgust and
Fear. The Cohn-Kanade database is used to test the feasibility of the method.

Recently [11], an algorithm of face recognition based on ASM and Gabor fea-
tures of key points has been proposed. Firstly, AdaBoost algorithm detects the
face region in an image. Then, the ASM localizes the key feature points in the
detected facial region. The Gabor features of these points are extracted. Finally,
the features are classified using SVM. Preliminary experiments show promising
results of the proposed algorithm on “The ORL Database of Faces” (see http://
www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html). Another
paper describes a method for recognition of continuous facial expression change
in video sequences [12]. Again, ASM automatically localizes the facial feature
points in the first frame and then tracks the feature points through the video
frames. After that comes the selection of the 20 optimal key facial points, those
which change the most with changes in expression. After building the feature
space, SVM is trained for classification and results are tested. Another proposal
for geometric feature extraction integrates the distances between face fiducial
points and the center of gravity of the face’s ASM shape with the FAU rela-
tive facial component deformation distances [13]. The approach also introduces
a multiclass one-against-one v-SVM for facial expression classification.

Another paper [14] empirically evaluates facial representation based on statis-
tical local features, ASM and local binary patterns (LBP) for person-independent
facial expression recognition. AdaBoost-LBP based ASM is used for emotion
classification. Lastly, a work’s system overview is explained next [15]. Face re-
gion of interest is detected with a boosted cascade of Haar-like features. Dynamic
and static information are computed in separate pathways. Dynamic information
is quantified with ASM; facial points detected with ASM are used for registra-
tion, and appearance features are developed from the registered images. Static
information is obtained by estimating a static representation of the face and
warping each face to minimize dynamics. Appearance features are generated
from this representation. The two approaches are fused at the match-score level
and emotion labels are classified with an SVM classifier.

3 Real-Time Recognition of Emotions from Face
Expressions

This paper presents a real-time facial expression recognition system based on
geometric features [16]. This method first uses ASM to track the fiducial points
coarsely and then applies a method based on threshold segmentation and de-
formable model to correct the mouth fiducial points due to the incorrect lo-
cations in the presence of non-linear image variations such as those caused by
large facial expression changes. The geometric features extracted from the fidu-
cial points are classified in one of the six basic expressions plus Neutral by an
SVM classifier.
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3.1 Facial Expression Analysis

Today, less intrusive automatic emotion recognition is based on the facial ex-
pression of the subject. In recent years, several methods have been developed to
extract and analyze facial features. To do this, a complete description of facial
expressions is needed. The Facial Action Coding System (FACS) [17] is a system
based on human observation to detect changes in facial features. This system
encodes all possible facial expressions as action units (AUs) which take place
individually or in combination.

Indeed, FACS considers 44 AUs, 30 anatomical which are contractions of cer-
tain facial muscles, and 14 miscellaneous ones that involve a change in expression
but are not associated with a facial muscle. For each AU there are five levels of
intensity, depending on the force you have to exert the muscle. Facial expres-
sions associated with emotions are generally described as a set of AUs. The way
to get the AUs of a subject is to locate a series of facial points and compare
their distances to know what facial muscles are moving. This approach analyzes
the changes that occur in facial expression and relate them to a specific emo-
tion. Obviously, a reference database is used to associate the facial expressions
observed.

3.2 Facial Emotion Detection

The approach described in this paper is divided into 4 steps:

1. Detection of facial points. Currently, the detection of emotions is based
on the analysis of facial expression from different facial points. The first step
is to generate points on a facial expression in the simplest possible way. At
this early stage it is necessary to perform a series of tests to select the model
of facial detection points that best fits the needs and provides better results.

2. Feature extraction. Once the facial points have been obtained, we study
what are the most useful features which are obtained from these points
for the detection of emotions. It is also detailed how to obtain each of the
features.

3. Training and classification. The third step consists of the selection of
images for training, the choice of the most appropriate SVM kernel function,
and the generation of a classification model that operates in real-time.

4. Detection of emotions. At the last step, an emotion detection system is
obtained. It is built from the models generated in the previous steps.

Detection of Facial Points and Features. ASMLibrary [18] is a library that
easily creates an ASM from an image database and the images’ corresponding log
files. ASMLibrary is used in our case for generating ASMs that will later detect
facial points. In order to construct a valid model, a series of face image files are
needed along with an annotation file attached to each image. The coordinates of
each of the image points of interest are annotated in the log file. On the other
hand, several models are generated from databases prepared for this purpose.
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This way, the advantages and disadvantages of each of them are studied before
choosing the best model. The major database repositories are: (a) Informatics
and Mathematical Modeling (IMM) [19], which contains the analysis of 37 images
of frontal faces. The model is composed of 58 facial points; (b) BioID [20] is a
database consisting of 1521 images of frontal faces. Each face is labeled with 20
facial points; (¢) Extended Multi Modal Verification for Teleservices and Security
(XM2VTS) [21] consists of 2360 images which have been marked-up 68 facial
features.

Three ASMs are created with the images and log files that make up the above
mentioned databases. The objective is to analyze new images and verify that
the facial point detection is performed correctly. Each model is checked in terms
of its performance for still images, recorded videos and real-time video input
(webcam). The model of the XM2VTS database, with 68 facial points, is the
most complete with respect to the other two models in terms of reliability of
point detection. Furthermore, it allows a more accurate alignment of the face.

Training, Classification and Detection of Emotions. LibSVM [22] is a
library for programming support vector machines (SVMs). The image features
belonging to properly labeled emotion databases are extracted in order to gener-
ate the file that is used in training the SVM. The method used for classification
is a multiclass SVM, because we aim at distinguishing among seven classes. We
have chosen the one-vs-one method for multiclass SVM (see [23]) from the two
possible alternative approaches. Although this method involves using more clas-
sifiers, the employed training time is much lower. It has been decided to use the
RBF kernel as it is the one that offers best results in terms of accuracy and
training time.

Furthermore, four different well-known image databases are selected to carry
out the training of the SVM: (1) JAFFE (Japanese Female Facial Expression)
database [24], (2) IMM facial expressions database [25], (3) Cohn-Kanade (CK)
database [26], and, (4) Cohn-Kanade extended (CK+) database [27]. Finally,
the ¥-SVM algorithm is used due to the ease of adjustment of the v parameter.
The classification features and values used are shown in Table 1.

Table 1. Features of the v-SVM model

Feature Value

Type of SVM v-SVM

Type of kernel RBF (Radial Basis Function)
Parameter v 0.52

Parameter 0.12

Number of classes 7

Number of support vectors 237
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Fig. 1. Example of webcam capture where the detected emotion is (a) Joy. (b) Sadness.
(c) Anger. (d) Fear. (e) Disgust. (f) Surprise. (g) Neutral.

4 Data and Results

In order to validate our proposal, we capture video in real-time from a webcam
situated in front of older persons. The tests are performed by requesting each
elderly to pretend the facial expression associated with a particular emotion. The
user receives no other external stimulus. So, the tests are performed for each of
the seven classes that the system has to distinguish, that is, Joy, Sadness, Anger,
Fear, Disgust, Surprise and Neutral.

The emotions that offer better results are Surprise, Joy, Sadness and Anger
(all of them with a hit rate over 0.95). The results are acceptable when the facial
expression reflects Surprise and Fear (hit rate over 0.8). Emotion Disgust
provides the most false positive results (around a hit rate of 0.5), probably
because it contains features that can lead to confusion with other emotions,
such as frowning (characteristic of emotion Anger) or lips down (characteristic
of Sadness and Fear). The main reasons that probably explain the prediction
errors are: (a) the ASM adjustment is incorrect, (b) the pretended emotion is
clearly not representative of the expected emotion, (c) the features between two
emotions are very similar, and, (d) the transition from one emotion to another
causes troubles during a short interval of time.

5 Conclusions

This article has described the steps followed to study some facial feature extrac-
tion and detection techniques, as well as methods that allow the recognition of
emotions in real-time. This has allowed choosing an appropriate face recognition
system and establishing the most suitable features to discriminate emotions.
We have implemented an emotion detector that uses the techniques studied. In
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this sense, we have studied models for automatic acquisition of facial features.
We have decided to use an active shape model, due to its good performance in
real-time. Tests have been performed with several models, and the best results
were obtained with the 68 facial points model. Also, we have studied support
vector machines for classification and used a v-SVM with RBF kernel. Thus, we
have obtained a suitable classification system to work with the six basic emo-
tions, namely Happiness, Sadness, Anger, Fear, Disgust and Surprise, plus
the Neutral emotion.

This has led to the construction of an application capable of distinguishing
emotions of older people in real-time from their facial expressions captured by a
webcam. It has been found that LibSVM and ASMLibrary libraries are adequate
tools for programming such a system. The emotions that offer better results
in terms of detection are Surprise, Joy, Sadness and Anger. The results are
acceptable, especially when the facial expression reflects Surprise. For other
emotions, such as Disgust and Fear, the system tends to get confused because
emotions have very similar facial features. The work described in this paper is
the first step in developing a system to improve mood in the elderly by external
non-intrusive stimuli.
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