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Preface

This volume contains the works presented at the 6th International Work-
Conference on Ambient Assisted Living (IWAAL 2014) held in Belfast during
December 2–5, 2014. This event was established in 2009, inspired by the Euro-
pean Union’s Ambient Assisted Living Joint Program (AAL JP). The ageing of
the population has immense impact on national healthcare systems throughout
all developed countries in relation to the increasing burdens being placed on
the provision of health and social care. Predictions have estimated that by 2020
around one quarter of the European population will be over 65. This will make
healthcare systems almost unable to sustain adequate delivery of care provision
unless new models of care, prevention, and social integration are introduced. The
AAL JP has a core strategy to support the development of solutions to improve
the delivery of care and increase levels of independence for an ageing population.

Information and communication technologies provide a way toward a new
paradigm of advanced systems aimed at both preventing and managing long-term
healthcare conditions in addition to de-hospitalizing care provision. The interest
of healthcare stakeholders is continuously growing around such technological
solutions that help address the impact of the ageing of the population. As a
result, Ambient Assisted Living (AAL) is becoming a well-recognized domain.
AAL relates to the use of ICT technologies and services in both daily living and
working environments aiming to help inhabitants by preventing health conditions
and improving wellness, in addition to assisting with daily activities, promotion
of staying active, remaining socially connected and of living independently.

The theme of this year’s event was “Ambient Assisted Living and Daily Ac-
tivities.” This year, once again, IWAAL collected a remarkable set of scientific
works reporting new methods, methodologies, algorithms, and tools specifically
devised to address AAL research challenges. In addition, a variety of assistive
applications that harness the benefits of sensing technologies, human–computer
interaction, and ambient intelligence were included.

Moreover, some valuable case studies and trials in which healthcare technolo-
gies for AAL have been tested to prove their cost-effectiveness were collected.
This reflects the growing awareness that one of the problems blocking the adop-
tion of AAL in every-day practice is the lack of well-designed Health Technology
Assessment (HTA) studies capable of assessing the real impact of AAL on health-
care systems and society as a whole. Taking this into consideration, for the first
time, a special session on “HTA of Healthcare Telematics” was organized during
IWAAL in collaboration with the HTA Division of the International Federation
of Medical and Biological Engineering (IFMBE). These contributions are also
included in these proceedings.

The review process of the material submitted was supported by over 70 mem-
bers from an international Program Committee. This included members from
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the following countries in Europe: Czech Republic, the UK, Spain, Italy, Aus-
tria, Belgium, England, Germany, The Netherlands, France, and Cyprus; it was
further supported by members from the USA, Canada, Mexico, Chile, Panama,
and Costa Rica. Each paper was allocated up to three reviewers and the final
decision was made in consultation with the workshop co-chairs.

In the present edition, 62 papers were submitted with an acceptance rate
of 51%. The final set of papers represents a truly international perspective
of research with authors from countries including: Argentina, Australia, Aus-
tria, Canada, Chile, Costa Rica, Croatia, Cyprus, Finland, Germany, Greece,
Iran, Italy, Japan, Korea, Mexico, The Netherlands, Norway, Panama, Portugal,
Spain, Sweden, UK, and USA.

To conclude, we wish to thank all authors for their contributions and the
members of the Program Committee for their time and effort for reviewing and
for helping us to realize a top-quality conference and to produce this volume.

December 2014 Leandro Pecchia
Liming Luke Chen

Chris Nugent
José Bravo
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Mariano Alcañiz UPV - i3bh/LabHuman, Spain
Rosa Arriaga Georgia Institute of Technology, USA
Danilo Avola Sapienza University of Roma
Emilia I. Barakova Technical University of Eindhoven,

The Netherlands
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Sylvie Ratté École de Technologie Supérieure, Canada
Marcela Rodriguez UABC, Mexico
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Abstract. Detection of falls is very important from a health and safety perspec-
tive. However, falls occur rarely and infrequently, which leads to either limited or
no training data and thus can severely impair the performance of supervised activ-
ity recognition algorithms. In this paper, we address the problem of identification
of falls in the absence of training data for falls, but with abundant training data for
normal activities. We propose two ‘X-Factor’ Hidden Markov Model (XHMMs)
approaches that are like normal HMMs, but have “inflated” output covariances
(observation models), which can be estimated using cross-validation on the set of
‘outliers’ in the normal data that serve as proxies for the (unseen) fall data. This
allows the XHMMs to be learned from only normal activity data. We tested the
proposed XHMM approaches on two real activity recognition datasets that show
high detection rates for falls in the absence of training data.

Keywords: Fall Detection, Hidden Markov Models, X-Factor, Outlier Detection.

1 Introduction
Detection of falls is important because it can have direct implications on the health
and safety of an individual. However, falls occurs rarely, infrequently and unexpectedly
w.r.t. other normal Activities of Daily Living (ADL) and this leads to either little or no
training data [9], which makes it very difficult to learn generalized fall detection clas-
sifiers due to the skewed class distributions. A typical supervised activity recognition
system may not be very useful as a fall may not have occurred earlier. An alternative
strategy is to build fall detection specific classifiers [5] that assume sufficient training
data for falls, which is hard to obtain in practice. Another challenge is the data col-
lection for falls, as it may require a person to actually undergo falling which may be
harmful, ethically questionable, and cumbersome. The research question we address in
this paper is: Can we recognise falls by observing only normal ADL with no training
data for the falls in a person independent manner? To tackle this problem, we present
two Hidden Markov model (HMM) based sequence classification approaches for de-
tecting short-term fall events. The first method models individual activities by separate
HMMs and an alternative HMM is constructed whose model parameters are averages
of normal activity models, while the averaged covariance matrix is artificially “inflated”
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to model falls. In the second method, all the normal activities are grouped together and
modelled with a common HMM and an alternative HMM is constructed to model falls
with a covariance matrix “inflated” w.r.t the normal model. The inflation parameters
of the proposed approaches are estimated using a novel cross-validation approach in
which the outliers in the normal data are used as proxies for the (unseen) fall data.

In Section 2, we discuss the related research work, and the proposed HMM based
approaches for fall detection in Section 3 and 4. Experimental results are presented in
Section 5, followed by conclusions in Section 6.

2 Related Work

Several research works in fall detection are based on thresholding techniques [2],
wherein raw or transformed sensor data is compared against a single or multiple pre-
defined thresholds. A two-layer HMM approach, SensFall [13], is used to identify falls
from other normal activities. In the first layer, the HMM classifies an unknown activity
as normal vertical activity or “other”, while in second stage the “other” activity is clas-
sified as either normal horizontal activity or as a fall. Chen et al. [4] present a fall detec-
tion algorithm that uses accelerometer data from a smartphone. A HMM is employed to
filter out noisy data, One-class Support Vector Machines (OSVM) is applied to reduce
false positives, followed by a posture analysis to reduce false negatives. Honda et al. [8]
present an approach detecting nearly fall incidents of pedestrians in outdoor situations.
They use Wii and Wii motion plus sensors and collected data for both normal activi-
ties and nearly fall incidents and use a SVM classifier for their identification. Zhang
et al. [25] trained an OSVM from positive samples (falls) and outliers (non-fall ADL)
and show that falls can be detected effectively. Yu et al. [24] propose to train Fuzzy
OSVM on fall activity captured using video cameras and tuned parameters using both
fall and non-fall activities. Their method assigns fuzzy membership to different training
samples to reflect their importance during classification and is shown to perform better
than OSVM. Shi et al. [19] use standard HMMs to model several normal activities in-
cluding falls and perform classification with high accuracy from inertial sensors. Tong
et al. [22] uses the accelerometer time series from human fall sequences and a HMM is
trained on events just before the collision for early fall prediction. They also compute
two thresholds for fall prediction and detection to tune the accuracy. Thome et al. [20]
present a Hierarchical HMM (HHMM) approach for fall detection in video sequences.
The HHMM’s first layer has two states, an upright standing pose and lying. They study
the relationship between angles in the 3D world and their projection onto the image
plane and derive an error angle introduced by the image formation process for a stand-
ing posture. Based on this information, they differentiate other poses as ‘non-standing’
and thus falls can be identified from other motions.

The research works mentioned above assume that sufficient ‘fall’ data is available for
training, which is hard to obtain in practice. Learning with few ‘fall’ samples has the
disadvantage that it can underfit the results and may not produce generalized classifiers
that work across people. To overcome the need for a sufficient set of representative ’fall’
samples while learning, we propose two ‘X-Factor’ HMM based approaches that can
identify falls across different people while learning only on data from normal activities.
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3 Proposed Fall Detection Approaches

3.1 Threshold Based Detection – HMM1out and HMM2out

The traditional way to detect unseen abnormal activities is to model each normal activity
using an HMM, compare the likelihood of a test sequence with each of the trained
models and if it is below a pre-defined threshold then identify it as an anomalous activity
(we call this method as HMM1out) [12, 21]. In respect to fall detection, this method
can be described as follows: Each normal activity i is independently modelled by an
ergodic HMM which evolves through a number of k states. The observations oj(t) in
state j are modelled by a single Gaussian distribution. Each model i is described by the
set of parameters, λi = {πi, Ai, (μij , Σij)}, where πi is the prior, Ai is the transition
matrix, and μij and Σij are the mean and covariance matrix, respectively, of a single
Gaussian distribution, N (μij , Σij), giving the observation probability P (oj |j) for the
jth HMM state. The parameters, λi, of a given HMM are trained by the Baum-Welch
(BW) algorithm [18]. This method estimates the probability that an observed sequence
has been generated by each of the ni models of normal activities. If this probability falls
below a (pre-defined) threshold Ti for each HMM, a fall is detected (HMM1out).

Another common method to detect anomalous activities is to model all the normal
activities by a common HMM instead of modelling them separately. The idea is to learn
the ‘normal concept’ from the labelled data itself. The parameters of this combined
HMM are λnormal = {π,A, (μj , Σj)}. This method estimates the probability that the
observed sequence has been generated by this common model and if this probability
falls below a (pre-defined) threshold T , a fall is detected (HMM2out) [10].

3.2 Approach I - (XHMM1)

The ‘X-factor’ approach [17] deals with unmodelled variation from the normal events
that may not have been seen previously by inflating the system noise covariance of the
normal dynamics to determine the regions with highest likelihood which are far away
from normality based on which events can be classified as ‘not normal’. We extend this
idea by constructing an alternate HMM to model unseen fall activity, which has the
same number of states as the other ni models for normal activities (each normal activ-
ity is modelled with same number of states). The parameters of this alternate HMM is
obtained by averaging the parameters of ni HMMs and increasing the averaged covari-
ances by a factor of ξ such that each state’s covariance matrix is expanded. Thus, the
parameters of the X-Factor HMM will be λXHMM1 = {π̄, Ā, μ̄, ξΣ̄)}, where π̄, Ā, μ̄,
and Σ̄ are the average of the parameters πi, Ai, μi and Σi of each ni HMMs. The value
of ξ is computed using cross validation.

3.3 Approach II - (XHMM2)

Similar to XHMM1, an alternative HMM is constructed to model the unseen ‘fall’
activities (XHMM2) whose parameters remain the same as the HMM to model normal
activities (λnormal) except for the inflated covariance, and is given by, λXHMM2 =
{π,A, (μj , ξΣj)}. The parameter ξ is computed using cross validation.
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4 Threshold Selection and Proxy Outliers

Our goal is to train both the XHMMs and threshold based HMMs using only “normal”
data (activity sequences that are not falls, see Figure 2). Typically, this is done by setting
a threshold on the likelihood of the data given an HMM trained on this “normal” data.
This threshold is normally chosen as the maximum of negative log-likelihood [10], and
can be interpreted as a slider between raising false alarms or risking miss alarms [21].
However, any abnormal sensor reading or mislabelling of training data can alter this
threshold and adversely effect the classification performance.

We propose to use outliers from the “normal” data to set thresholds. The idea is that,
even though the “normal” data may not contain any falls, it will contain sensor readings
that are spurious, incorrectly labelled or significantly different. These outliers can be
used to set the thresholds that are required for fall detection, thereby serving as a proxy
for the fall data in order to learn the parameters of the (X)HMMs. To find the outliers,
we use the concept of quartiles from descriptive statistics. The quartiles of a ranked set
of data values are the three points that divide the data set into four equal groups, where
each group comprises of a quarter of the data. Given the log-likelihoods of sequences
of training data for a HMM and the lower quartile (Q1), the upper quartile (Q3) and the
inter-quartile range (IQR = Q3 −Q1), a point P is qualified as an outlier if

P > Q3 + w × IQR || P < Q1 − w × IQR (1)

where w represents the percentage of data points that are within the non-extreme limits.
Figure 1 (a) shows the log-likelihood logP (O|λrunning) for 1262 equal length (1.28s)
running activity sequences. Figure 1 (b) is a box plot showing the quartiles for this
dataset, and the outliers (shown as +) for w = 1.5 (representing 99.3% coverage). Fig-
ure 1 (c) shows the same data as in (a) but with the outliers removed.

(a) (b) (c)

Fig. 1. Outlier removal using IQR on likelihoods Fig. 2. Cross Validation Scheme

To train both the XHMMs/HMMs using only normal data, we first split the normal
data into two sets: “non-fall” data and “outlier” data (see Figure 2). We do this using
Equation 1 with a parameter w = wCV that is manually set and only used for this
initial split. We train the HMMs on the “non-fall” data and then set the thresholds (w
(which is defined as Ti for HMM1out and T for HMM2out) and ξ for XHMM1
and XHMM2) by evaluating performance on the “outlier” data. We use a 3-fold cross
validation: the HMMs are trained on 2/3rd of the ‘non-fall’ data, and tested on 1/3rd

of the ‘non-fall’ data and on all the “outlier” data. This is repeated for different values
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of w and ξ. The value of parameters that give the best averaged gmean (see Table 4)
over 3-folds are chosen as the best parameters. Then, each classifier is re-trained with
these values on ‘non-fall’ activities.

5 Experimental Analysis

5.1 Dataset

The proposed fall detection approaches are evaluated on the following two datasets:
1. German Aerospace Center (DLR) [15]: This dataset is collected using an Inertial

Measurement Unit with integrated accelerometer, gyroscope and 3D magnetometers
with sampling frequency of 100 Hz. The dataset contains samples taken from 19
people under semi-natural conditions. The sensor was placed on the belt either on the
right/left side of the body or in the right pocket in different orientations. The dataset
contains 7 activities: standing, sitting, lying, walking (up/downstairs, horizontal),
running/jogging, jumping and falling.

2. MobiFall [23]: This dataset is collected using a Samsung Galaxy S3 device equipped
with 3D accelerometer and gyroscope. The mobile device was placed in a trouser
pocket in random orientations. Mean sampling of 87Hz is reported for accelerometer
and 200Hz for the gyroscope. The dataset is collected from 11 subjects; eight normal
activities are recorded in this dataset: step-in car, step-out car, jogging, jumping,
sitting, standing, stairs (up and down joined together) and walking. Four different
types of falls are recorded – forward lying, front knees lying, sideward lying and
back sitting chair. Different types of falls are joined together for testing.

5.2 Data Pre-Processing

For the DLR dataset, accelerometer and gyroscope sensor readings are tilt compensated
with the calibration matrix provided with the dataset. For MobiFall dataset, due to the
difference in sampling rates, readings from the gyroscope were not used. Sensor noise
is removed by using a Buttersworth low-pass filter with a cutoff frequency of 20Hz.
The dataset is segmented with 50% overlapping windows, where each window size is
1.28 seconds to simulate a real-time scenario with fast response. To extract temporal
dynamics for the XHHMs and HMMs, each window is sub-divided into 16ms frames
and features are computed for each frame. Each activity in the XHHMs and HMMs is
modelled with 4 states, and 5 representative sequences per activity are manually chosen
to initialize the parameters. Initialization is done by segmenting a single sequence into 4
equal parts and computing μij and Σij for each part and further smoothing by BW with
3 iterations. The transition Matrix Ai is chosen such that transition probabilities from
one state to another are 0.025, self-transitions are set accordingly. Four signals were
extracted from the dataset (see Table 1) and 19 time and frequency-domain features are
computed from them (see Table 2).
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Table 1. Different signals extracted
from sensor readings

Name of
Signal

Description

Norm of
acceleration

anorm =√
x2 + y2 + z2

Horizontal
acceleration ahoriz =

√
x2 + y2

Vertical
acceleration

avert = z

Horizontal
Angular
velocity

ωhoriz =
√
ω2
x + ω2

y

Table 2. Number of computed features

#features Type of feature
3 Mean of anorm, ahoriz , avert
3 Max of absolute values of anorm, ahoriz , avert
3 Standard Deviation of of anorm, ahoriz , avert
4 IQR of anorm, ahoriz , avert, ωhoriz

1 Normalized Average PSD of anorm
1 Spectral Entropy of anorm [6]
1 DC component after FFT of anorm [1]
1 Normalized Information Entropy of the Dis-

crete FFT component magnitudes of anorm [1]
1 Energy i.e. sum of the squared discrete FFT

component magnitudes of anorm [1]
1 Correlation between anorm and avert

To estimate the performance of the proposed approaches for fall detection, we per-
form leave-one-subject-out cross validation (LOOCV) [7], where only normal activities
from (N − 1) subjects are used to train the classifiers and the N th subject’s normal
activities and fall events are used for testing. This process is repeated N times and
the average performance metric is reported. This evaluation is person independent and
demonstrates the generalization capabilities as the subject who is being tested is not
included in training the classifiers. For the DLR dataset, one person did not have falls
data and for the MobiFall dataset, two subjects only performed falls activity; hence
these subjects are removed from the analysis. The different values of w tested for
HMM1out and HMM2out are [1.5, 1.7239, 3,∞] and ξ for XHMM1, XHMM2
are [1.5, 5, 10, 100]. The value of wCV for rejecting outliers from the normal activities
is set to 1.5. Table 3 and Table 4 shows the performance metrics used in the paper.

Table 3. Confusion Matrix

Predicted Labels
Normal Falls

Actual
Labels

Normal
True

Positive
(TP)

False
Negative

(FN)

Falls
False

Positive
(FP)

True
Negative

(TN)

Table 4. Performance Metric

Metric Formula
Geometric Mean

(gmean) [11]

√
TP

(TP+FN) ∗ TN
(TN+FP )

Fall Detection Rate
(FDR)

TN
TN+FP

False Alarm Rate
(FAR)

FN
(TP+FN)

Table 5. Performance of Fall Detection methods

Method
DLR MobiFall

gmeanFDR FAR gmeanFDR FAR

HMM1full 0 0 0.0001 0 0 0
HMM2full 0 0 0.0001 0 0 0.0001

HMM1out 0.068 0.029 0.008 0.030 0.003 0.022
HMM2out 0.831 0.859 0.175 0.793 0.755 0.159

XHMM1 0.883 0.882 0.102 0.413 0.222 0.224
XHMM2 0.581 0.974 0.640 0.752 0.938 0.390
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5.3 Results

For comparison purpose, we implemented two threshold based HMMs similar to
HMM1out and HMM2out with the difference that they are trained on full ‘nor-
mal’ data and the threshold is set as maximum of negative of log-likelihood. We call
them as HMM1full and HMM2full. Table 5 shows the performance of the XHMM
methods along with threshold based HMMs on both the datasets. When the fall data is
not present during the training phase, for the DLR dataset, XHMM1 has the highest
gmean in comparison to other X-factor and threshold based methods. XHMM2 has
the highest FDR but at the cost of high FAR. The reason for poor performance of
HMM1out is that most of the falls are misclassified as jumping/running. For Mobi-
Fall dataset, HMM2out and XHMM2 show higher value of gmean in comparison
to other X-factor and threshold based methods, with XHMM2 having the highest
FDR, whereas XHMM1 and HMM1out classify most falls as sitting and step in
car, thus their performance is greatly reduced. We also observe that HMM1full and
HMM2full that are trained on full ‘normal’ data performed worst and are unable to de-
tect falls due to setting of large negative of log-likelohood threshold due to the presence
of outliers in the training data for normal activities.

We also implemented two supervised versions of XHMMs (HMM1Sup and
HMM2Sup): a) when only 1 fall is used (chosen randomly 10 times and average met-
ric reported), and b) where all the falls data are used, during the training phase. This
experiment demonstrates a practical scenario when we have very little falls data and
compares it with an optimistic view on collection of data for falls. Table 6 shows that
the supervised versions with very small falls data did not show consistent performance
for both the datasets, however when all the falls data present is used for training, perfor-
mance is improved both in terms of higher gmean and FDR and lower FAR, except
forHMM1sup where most of the falls are misclassified as sitting or step in/out car. Our
results show that when there is no fall data available during training time, the supervised
methods cannot be used and the performance of these methods is not consistent if very
few training data is available.

Table 6. Supervised Fall Detection

#Falls data Method
DLR MobiFall

gmeanFDR FAR gmeanFDR FAR

1
HMM1Sup 0.247 0.172 0.013 0.173 0.067 0.003
HMM2Sup 0.442 0.480 0.326 0.552 0.406 0.038

All
HMM1Sup 0.660 0.525 0.022 0.249 0.066 0.005
HMM2Sup 0.729 0.709 0.174 0.875 0.837 0.083

6 Conclusions

Falling is the most common cause of both fatal and nonfatal injuries among older adults
[3]. Recent advancements in ambient assistive living have led to the development of
several commercial devices (e.g. Philips Lifeline [16]), MobileHelp Fall ButtonTM [14]
etc). However, these products may fail to identify diverse types of falls, can produce
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lot of false alarms and require manual intervention. The reason is that the performance
of fall detection algorithms is hampered by the lack of training data for falls because
they occur rarely and infrequently. With little or no training data for falls, supervised
classification algorithms may underperform as they may either underfit or not-model
falls correctly. In this paper, we presented two ‘X-factor’ HMM based fall detection
approaches that learn only from the normal activities captured from a body-worn sensor.
To tackle the issue of no training data for falls, we introduced a new cross-validation
method based on the IQR of log-likelihoods that rejects spurious data from normal
activities to help in optimizing the model parameters. The XHMM methods show high
detection rates for fall. We also showed that the traditional method of thresholding with
HMMs trained on full normal data to identify falls is ill-posed for this problem.
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12. Lühr, S., Venkatesh, S., West, G.A.W., Bui, H.H.: Explicit state duration HMM for abnor-
mality detection in sequences of human activity. In: Zhang, C., Guesgen, H.W., Yeap, W.-K.
(eds.) PRICAI 2004. LNCS (LNAI), vol. 3157, pp. 983–984. Springer, Heidelberg (2004)

13. Luo, X., Liu, T., Liu, J., Guo, X., Wang, G.: Design and implementation of a distributed fall
detection system based on wireless sensor networks. EURASIP Journal on Wireless Com-
munications and Networking 2012, 1–13 (2012)

http://www.cdc.gov/HomeandRecreationalSafety/Falls/nursing.html
http://www.cdc.gov/HomeandRecreationalSafety/Falls/nursing.html


X-Factor HMMs for Detecting Falls 9

14. MobileHelp: Fall button (2014), http://www.mobilehelpnow.com/products.
php (accessed on September 12, 2014)

15. Nadales, M.J.V.: Recognition of Human Motion Related Activities from Sensors. Master’s
thesis, University of Malaga and German Aerospace Cener (2010)

16. Philips: Lifeline (2014),
http://www.lifelinesys.com/content/lifeline-products/
auto-alert (accessed on September 12, 2014)

17. Quinn, J.A., Williams, C.K., McIntosh, N.: Factorial switching linear dynamical systems ap-
plied to physiological condition monitoring. IEEE Transactions on PAMI 31(9), 1537–1551
(2009)

18. Rabiner, L.: A tutorial on hidden markov models and selected applications in speech recog-
nition. Proceedings of the IEEE 77(2), 257–286 (1989)

19. Shi, G., Zou, Y., Jin, Y., Cui, X., Li, W.J.: Towards hmm based human motion recognition
using mems inertial sensors. In: ROBIO, pp. 1762–1766. IEEE (2008)

20. Thome, N., Miguet, S.: A hhmm-based approach for robust fall detection. In: ICARCV, pp.
1–8. IEEE (2006)

21. Tokumitsu, M., Murakami, M., Ishida, Y.: An adaptive sensor network for home intrusion
detection by human activity profiling. Artificial Life and Robotics 16(1), 36–39 (2011)

22. Tong, L., Song, Q., Ge, Y., Liu, M.: Hmm-based human fall detection and prediction method
using tri-axial accelerometer. IEEE Sensors Journal 13(5), 1849–1856 (2013)

23. Vavoulas, G., Pediaditis, M., Spanakis, E., Tsiknakis, M.: The mobifall dataset: An initial
evaluation of fall detection algorithms using smartphones. In: 2013 IEEE 13th International
Conference on Bioinformatics and Bioengineering (BIBE), pp. 1–4 (November 2013)

24. Yu, M., Naqvi, S., Rhuma, A., Chambers, J.: Fall detection in a smart room by using a fuzzy
one class support vector machine and imperfect training data. In: ICASSP, pp. 1833–1836
(2011)

25. Zhang, T., Wang, J., Xu, L., Liu, P.: Fall detection by wearable sensor and one-class svm
algorithm. In: Intelligent Computing in Signal Processing and Pattern Recognition, vol. 345,
pp. 858–863. Springer, Heidelberg (2006)

http://www.mobilehelpnow.com/products.php
http://www.mobilehelpnow.com/products.php
http://www.lifelinesys.com/content/lifeline-products/auto-alert
http://www.lifelinesys.com/content/lifeline-products/auto-alert


 

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 10–13, 2014. 
© Springer International Publishing Switzerland 2014 

A Thermal Data Simulation Tool for the Testing  
of Novel Approaches to Activity Recognition 

Jonathan Synnott1, Chris D. Nugent1, and Paul Jeffers2 

1 School of Computing and Mathematics, University of Ulster,  
Jordanstown, UK 

{j.synnott,cd.nugent}@ulster.ac.uk 
2 IoT Tech Ltd., Lisburn, UK 
care@iottech.co.uk 

Abstract. Researchers require access to sensor datasets for the development of 
novel data driven activity recognition approaches. Access to such datasets is  
limited due to issues including sensor cost, availability and deployment time. 
The use of simulated environments may facilitate rapid generation of compre-
hensive datasets with minimal cost. This paper introduces an approach to the 
simulation of thermal sensor data for activity detection and recognition. The 
approach utilizes multi-touch interfaces to facilitate intuitive recordings of a 
range of scenarios and supports deployment to a range of mobile platforms. 
Functional testing has considered the ability of the approach to record activities 
including: normal room navigation, falling, hypothermia and multiple occupant 
navigation. 

Keywords: Simulation, Computer Vision, Activity Detection, Thermal Sensor. 

1 Introduction 

Access to sensor datasets is required for the development and testing of data driven 
activity recognition approaches [1]. Nevertheless, access to such datasets is limited 
for several reasons. The implementation of Intelligent Environments (IEs) containing 
sensors is both expensive [2] and time consuming, and the technology to be used 
may be difficult to obtain or may not yet be available [2, 3]. Additionally, annota-
tions of existing datasets may be of limited detail and accuracy. The issues with the 
collection of such datasets may slow advances in the development of novel activity 
recognition approaches [4]. The use of simulated datasets may accelerate research by 
facilitating production of verifiable, highly realistic activities with the ability to fine 
tune activity and simulator performance [4]. Existing work in the simulation of data-
sets includes parameterized [1] and simulated environment approaches [5]. These 
approaches rely on the creation of activity or environment models to generate data-
sets. This paper describes a novel approach to thermal sensor simulation, facilitating 
the intuitive simulation of activities within a scene using a multi-platform, multi-
touch interface. The following Sections describe the approach, its implementation 
and functional testing.  
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2 Approach 

The simulator was designed to represent a thermal sensor capable of producing an n-
by-m array of temperature values detected within a scene. The solution was designed 
to model a sensor placed in an overhead position with a bird’s-eye view of a scene. To 
facilitate the testing of a range of sensor configurations, the design facilitates adjust-
ment of several parameters including: sensor resolution (Pixels), noise amplitude 
(Celsius), noise frequency (Hz), and sample rate (Hz). Other parameters relate to the 
scene and heat sources, including background temperature (Celsius), heat source tem-
perature increase and decrease rate (Degrees Celsius per second), heat source maxi-
mum temperature, minimum temperature (Celsius) and size (Pixels). 

The approach was designed to support provision of input through the use of touch 
screen devices with multi-touch support. This was chosen given that these devices are 
capable of facilitating intuitive, yet complex interaction, providing control over the 
speed and direction of movement of multiple heat sources simultaneously within a 
scene. Multi-touch support also facilitates the use of gestures to control the size and 
shape of heat sources. Heat sources are positioned at any location touched by the user, 
affecting the recorded temperature at the corresponding location according to the 
specified parameters. 

3 Implementation 

The simulation tool was implemented using Unity v4.3 [6]. Unity was chosen as the 
development platform as it supports multi-platform deployment to desktop, web, and 
mobile platforms including Android, iOS and Windows Phone. 

The sensor is represented in the simulation tool by a two-dimensional array of 
cells, each with an associated temperature value. The grid dimensions are defined by 
the user and the size of each cell is scaled to fit the device screen. The temperature 
value of each cell defaults to the background temperature. Upon receiving a touch 
event, all cells within a radius of 0.5 x heat source size are increased in temperature at 
heat source temperature increase rate until the heat source maximum temperature 
value is reached. Cells unaffected by touch events either return to background tem-
perature or heat source minimum temperature at a rate defined by heat source tem-
perature decrease rate. Manipulation of these parameters allows the user to manipu-
late a scene by moving multiple heat sources simultaneously throughout the scene 
using a multi-touch interface. Additionally, users can place fixed heat sources within 
a scene with a variety of sizes and temperatures. A Gaussian noise filter with adjusta-
ble amplitude and frequency provides increased realism and facilitates testing of the 
robustness of novel algorithms in handling noisy data.  

A grayscale color gradient is used to represent the temperature value of each cell, 
where black represents the minimum scene temperature and white represents the max-
imum scene temperature. Data samples are saved at a rate defined by the sample rate 
property and are saved to a time stamped plaintext file. 
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4 Functional Testing 

For the purposes of testing, the simulator was deployed to 2 mobile platforms -  
Android (on a Nexus 7 tablet) and Windows Phone (on a Windows Surface 2). Addi-
tionally, the simulator was deployed as a Windows desktop application and was also 
embedded into a web page for internal testing, demonstration and distribution. Func-
tional testing of the simulation tool was performed through the recording of 4 scena-
rios. These were: Single occupancy – a person entering the scene and following a 
fixed path; a fall – a person entering the scene and following a fixed path before brief-
ly falling over; hypothermia – a person entering a scene, remaining stationary and 
slowly reducing in body temperature; multiple occupancy –  two persons moving 
within a scene simultaneously. These scenarios were chosen to provide examples of 
the types of interactions that can be recorded using a multi-touch interface, and were 
recorded using a Nexus 7 tablet. A sensor resolution of 16x16 pixels was chosen as 
the authors are currently involved in research into the use of low-cost, low-resolution 
thermal sensors, currently being developed by IoT Tech Ltd [7].   

The data collected during the performance of each of the scenarios was used to test 
the performance of an object tracking function written in Matlab. The data values 
were converted to grayscale images, and then background subtraction was performed 
to create a binary mask containing heat sources within a scene. An assignment-cost 
algorithm based on Euclidean distance was implemented and used to assign blob de-
tections to continuous tracks for scenes with multiple heat sources. Fig. 1 (a) provides 
an example of the simulated data converted to a grayscale image. The data represents 
two people moving within a scene. Fig. 1 (b) is the resulting binary mask with blob 
labels after background subtraction and blob detection was performed. Fig. 1 (c) pro-
vides an example of a grayscale representation of the simulated data generated during 
the recording of a fall, and Fig. 1 (d) provides an example representing a stationary 
individual emitting a low amount of heat, which may be indicative of hypothermia. 

 

 
       (a)            (b)              (c)      (d) 

Fig. 1. An example of the simulated thermal sensor data representing multiple scenarios. (a) 
Simulated data demonstrating multiple occupancy, represented as a grayscale image. Darker 
areas are colder, lighter areas are warmer. (b) The binary mask and blob annotations resulting 
from background subtraction and blob detection.  (c) A subject who has fallen and (d) A subject 
with a reduced temperature (hypothermia). 

The simulator has received positive feedback from industrial partners who are cur-
rently developing a low resolution thermal sensor for activity monitoring, and has 
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proven successful in facilitating the development of activity monitoring solutions 
prior to the completion of sensor development.  

5 Conclusion 

The use of simulated sensor datasets has the potential to address the difficulties asso-
ciated with the collection of data from IEs. This paper has introduced a thermal sensor 
simulation tool which provides researchers with the ability to generate temperature 
data describing a range of scenarios using a multi-touch interface with adjustable 
sensor and scene parameters. Four scenarios have been considered in this paper. The 
ability to input the generated data into an object tracking algorithm has also been 
demonstrated. Future work with the simulator will focus on the modelling of more 
complex background and foreground heat sources with characteristic heat patterns. 
For example, the ability to include heat patterns representative of common household 
objects such as televisions and refrigerators, or heat patterns associated with activities 
such as opening a window. Other future work will involve a comparison study inves-
tigating the similarity between data generated by the simulator and real sensor imple-
mentations. 
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Abstract. Within the medical domain, paper based and electronic approaches 
are the two main methods of collecting and sharing various types of medical  
information.  Through the continual development of technology, healthcare  
services and industries are engaging more and more with online resources in an 
effort to become part of the digital age.  This paper presents a study involving 
26 participants who were familiar in using the paper based Barthel Index  
assessment for the assessment of Activities of Daily Living (ADLs).  The expe-
riment conducted considered the subjects completing the assessment using both 
a digital variant of the assessment technique deployed through the World Wide 
Web, in addition to a traditional paper based version.  Results from  
post-evaluation assessment indicated that 22 participants found that the digital 
variant of the ADL assessment tool was more effective than, if not the same,  
as the test if it where conducted on paper.  

Keywords: Activity of Daily Living, digital healthcare provision. 

1 Introduction 

Within the medical domain, paper based and electronic approaches are the two main 
methods of collecting and sharing various types of medical information.  Neverthe-
less,  most hospital records, medicine charts, health and wellness charts in addition to 
patient records are still predominantly paper based and are therefore prone to “human 
error” [1, 2]. In relation to investigating the design for reducing the amount of human 
error, analysis will occur between paper based data and the same data reproduced 
digitally.  

The Barthel Index Activity of Daily Living (ADL) affectively processes the func-
tional disability of an individual by scoring their performance in 10 activities of daily 
living [3]. These activities are; mobility indoors, transfers, stairs, toilet use, bladder, 
bowels, bathing, grooming, dressing and feeding [4]. A therapist would score each ac-
tivity based on assessing the individual. The total calculation is presented as a score out 
of 20.   The higher the score, the more independent the individual can be considered to 
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be in undertaking various aspects of daily living [2].  The therapist would use the to-
talled score to recommend the best action plan that would be individually suited to the 
user; for example, recommending the installation of a stair lift in the home or providing 
the person being assessed with an aid such as a walking frame etc.  This study aims to 
evaluate results from participants completing the Barthel ADL on paper, as well as the 
Barthel ADL reproduced digitally.  

2 Methods 

The digital version of the ADL assessment was designed in accordance with the paper 
version of the Barthel Index of Activities of Daily Living.  This approach was chosen 
as it has been considered the ‘gold standard’ for measuring ADLs [5]. With this tech-
nique there are 10 ADLs to be assessed and each assessor must select only one option 
for each, based on the scenarios provided.  The digital ADL was created as a web-
based solution.  This allows data from a large group of users to be collected simulta-
neously during evaluations [6].  A comparison of both the digital and paper based 
ADL assessment was performed on a class of 26 undergraduate students (25 female, 
one male with an average age of 22) studying in their final year for the degree of BSc 
(Hons) Occupational Therapy at the University of Ulster. The participants were pro-
vided with three scenarios, one to be completed using the web-based assessment tool 
and a further two to be completed using the conventional paper based assessment 
approach. The study was granted ethical approval by the University of Ulster ethics 
committee and participants gave their written consent prior to the start of the study. 
The scenarios were prepared as vignettes and would not be used in any session that 
would affect real life patient treatment.  Once the participant submitted their selec-
tions, using the various scenarios, a score was displayed along with a recommenda-
tion for further assistance if required.  The recommendation is based on the score of 
the digital ADL and differs between 0-5, 6-10, 11-15 and 16-20.  The higher the 
score, the more independent the individual is deemed capable [2]. 

3 Results 

Overall results from the study illustrate that there was a degree of subjectivity and 
variation between participants in all of the three scenarios.  Scenario 1: Male with a 
recent back injury relies on his wheelchair to move about his home. He is unable to 
use the stairs as his legs are too weak.  He is doubly incontinent and has a catheter 
fitted.  He requires help with showering, dressing and grooming.  He is able to make 
and prepare meals, although this is done from his wheelchair. The first scenario was 
completed online and had as its highest calculation a score of 8/20, however,  at the 
lower end of a scale there was a calculation of 2/20 (range = 6).  The mean score was 
4.7, the standard deviation (SD) was 1.4 and the variance was 2.02.  Scenario 2: Male 
with a head trauma can move with an aid around his home. There is no issue with 
stairs and he is doubly continent.  Bathing can sometimes be a struggle and he also 
needs help with dressing, especially clothing that requires to be put on/taken off over 
his head.  He is able to partly prepare meals, however can sometimes get confused as 
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4 Conclusion  

To conclude, within the medical domain, paper based and electronic approaches are 
the two main methods of collecting and sharing various types of medical information.  
In relation to investigating the reduction in errors, an analysis was undertaken be-
tween paper based data and the same data reproduced digitally. This study evaluated 
results from participants completing the Barthel ADL on paper, in addition to the 
Barthel ADL reproduced digitally.  Overall, there was the same inter-rater reliability 
and variance in results with the Barthel ADL completed on paper, and with the 
Barthel ADL completed online.  Future developments would involve the same study 
being carried out by healthcare professionals who work with various forms of ADLs 
on a daily basis, as well as an increase in scenarios from the initial three to ten with 
different levels of severity.  This would offer an improved comparison in relation to 
results and would prove valuable in terms of further developments based upon their 
scores and recommendations.   
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Abstract. We present an approach to monitor user activity by utilizing  
commercially and readily available home automation technology. Varying user 
constitutions demand an adaptive system that involves components from several 
device-families, which are not particularly designed to work together as an  
entity. We introduce the concept of a modular gateway architecture to meet 
these challenges. To evaluate our research with field studies, a prototype apart-
ment, that uses largely but not exclusively KNX-based components has been 
implemented. Within the scope of this paper we focus on the integration of 
those devices into a larger OSGi-based framework.   

Keywords: KNX, ambient intelligence, home gateway, activity monitoring. 

1 Introduction 

Against the background of demographic change in industrialized countries, new strat-
egies for the health care systems and the support of older people have to be devel-
oped. Due to the increasing aging society, the disparity between service users and 
providers keeps on growing. Therefore, there are not enough resources for inpatient or 
outpatient care of the relevant age groups in the near future. Older people in need of 
care should be able to live as long as possible and independent in their familiar home 
environment. To meet the requirements resulting from an aging society and the grow-
ing number of people in need of care the living environment hat to adapt itself to the 
prevailing conditions of it residents. A contribution to this adaptation is provided 
through modular equipment with innovative, modular ubiquitous home automation 
technology. The installed technology should act as inconspicuously as possible to be 
accepted by the residents [1]. 

2 Classification  

The research project A²LICE – Ambient Assisted Living in Intelligent Controlled 
Environments - deals with practical approaches for technically supported housing  
for the elderly. In 2012 we successfully concluded the research project Low Energy 
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Living [2]. The building automation infrastructure designed in the context of this 
project represents the base for the A²LICE project. The involved practice partners 
pursue sustainable use of the existing technical building equipment (TBE) and aspire 
an expansion into other aspects of living. For example sensor data derived from home 
automation can be used for the detection of activities of daily living (ADL), which has 
been discussed in several publications [3,4,5,6]. For our project related field studies, a 
prototype apartment has been equipped with TBE and is used to evaluate different 
technologies for ADL recognition. A further goal is to enhance certain residential 
aspects with additional equipment. To increase acceptance, the needs of the inhabi-
tants were taken into account. Especially for the target group of elderly people, the 
interaction with the TBE was reduced to a minimum [7]. After testing the TBE on a 
test setup, the devices were installed in prototype apartment. 

3 Technology Used 

For the major part of the TBE installed in the prototype apartment we chose KNX [8] 
devices. This decision is based on several reasons: As already mentioned, we were 
able to draw on the experience with KNX-devices gained in previous projects. In 
addition, KNX is a widespread bus standard and its acceptance range will be ex-
panded in the coming years. The installed KNX-devices are listed in the following 
table.  

Table 1. KNX-devices and useage 

    KNX device Useage 
IP Router Gateway Communication and programming of KNX  

devices 
Switch actuators Switching of the lighting and sockets, 

power consumption measurement 
Heating actuator Heating valve control 
Room temperature controller Temperature control, humidity measurement 
Air quality sensor CO2 measurement 
Presence detector Presence detection 
Smoke detector Smoke detector 
Button interface Input for binary contacts 
Switch / push button Diverse uses 
LED indicators Display status main function 

 
Because KNX-devices do not cover all areas of living and do not offer enough 

programming freedom, we installed equipment using various other standards. The 
WAGO [9] components serve as an interface between different standards and offer 
the possibility to use the advanced Codesys IDE for Programmable Logic Controller 
(PLC). The connection of the modular arranged components was realized by using a 
Wago controller. Furthermore, various wireless solutions (EnOcean, Z-Wave),  
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Dali-controlled LED technology, binary contacts on drawers, beds, doors and win-
dows and sensors for vital data acquisition and safety of the residents were installed in 
the prototype apartment. 

The collected data is used to detect inactivity and ADLs. In addition, LEDs and 
audio transducer indicate events and dangers for the resident via aural and visual sig-
nals. We partially installed redundant technology to verify the practicability and prof-
itability of each solution. One example is the sensor arrangement of the bed. Strain 
gauge elements as well as force-resistive sensor strips were attached to the slatted 
frame. In the field test the most cost effective and reliable solution will be determined.  

For programming of the KNX devices we used the ETS-program [10]. For more 
complex scenarios, ‘Codesys’ IDE [11] and the automation software ‘IP-Symcon’ 
[12] were used. ‘IP-Symcon’ in particular is characterized by the versatility and was 
additionally used for visualization and data storage. 

In some residential areas we have installed in-house developments in order to re-
flect specific processes. For access management, an RFID reader was attached invisi-
bly behind the doorbell push. A further in-house development is the stove distance 
sensor, which measures presence close to the stove.  

4 Home Gateway 

One of the biggest challanges to overcome is the lack of a scalable system to 
incorparate a heterogenous collection of devices. The intrinsic characteristics of the 
various device-families make it difficult to unify them under a common framework. 
Using the WAGO-System as a gateway would be a less-than-ideal solution due to its 
overall costs and limited options for advanced programming. To solve this we have 
been designing custom hard- and software components that allow us to connect those 
systems on a physical and logical layer. By applying the OSGi [13] concepts for 
modular software we are able to abstract the complexity of the different standards and 
create a unified front-end for developing applications and interacting with the TBE. 
Building a first prototype gateway we focused on incorparating KNX into our system 
because the installed KNX-devices cover the majority of the functionality. Beyond 
that, the gateway is designed to be highly modular, so that expansions and 
modifications can be made at any point later in the project. 

The different software layers for such a system include the operational system (OS) 
with kernel and device drivers, as well as the application software itself. The KNX 
bus access is realized by using the ‘Calimero’-API [14]. Since both OSGi and Cali-
mero are Java-based we had to consider appropriate hardware to run the OS and Java 
environment. The gateway is going to be rail-mounted in an electric cabinet within 
the prototype appartment, therefore a quiet and subtle operation is desirable. At the 
same time it has to offer enough processing power and memory to support a scaled-
down Linux system with Java Virtual Machine and Run Time Environment. To meet 
all the requirements the Beagleboard-xM [15] – an open source ARM-based 
GNU/Linux computer - was chosen as a prototyping platform. It runs with Ångström-
Linux and OpenJDK as a base for Java development. A custom add-on board was  
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objective of such a service is to provide a solid programming interface and to improve 
the compatibility between subsystems by using a standardized data exchange format 
to deliver data point values back to its callers. 

5.1 KNX Bus Access 

Because the KNX standard definition is very complex and an implementation of the 
standard itself would be a non-trivial project, we decided to look for open source 
software or libraries that provide us with a basic communication infrastructure. This 
includes reading and writing device data, but also reacting to bus events that can be 
emitted by KNX devices at any time. The coverage of these three main aspects would 
allow the user to efficiently monitor and control a KNX network and react to occur-
ring events. 

Since most of our software development work is based on the Java platform and 
technology stack, we were primarily focussing our search on software, libraries and 
frameworks that were developed using Java technologies and thus are easy to inte-
grate into already existing Java software and components. Our investigations have 
shown, that there is only one library that really suits our needs, called ‘Calimero’ [17] 
library. As far as we can tell, this library is the only Java library of its kind and that 
there are thus no alternatives to it. Also this library has already been successfully used 
by a handful of other projects that were working with KNX networks, which encour-
aged our decision towards ‘Calimero’. 

5.2 KNX Service Design and Implementation 

After covering the basic technological requirement of accessing the KNX bus system, 
the necessity for a device and network management arose. This included defining data 
structures for storing device information such as group addresses, data types and de-
vice names, as well as managing access to the bus system by providing an interface 
that can be accessed by other systems or components. 

As a first step we defined the database structure, followed by a REST interface that 
makes the database accessible for other applications and software components, using 
the HTTP2 protocol. A major advantage of a REST interface over other technologies 
is that it is well supported by a lot of programming languages. 

The last step to finishing our communication component was to define a simple 
data exchange format. Just like before, we wanted to go with a platform independ-
ent solution, which led us to use JSON. This allowed us to define a human readable 
data format. Figure 1 shows the schematic structure of the KNX access service. As 
can be seen, it consists of a service interface, which handles the communication 
with the caller, and a second layer that holds the internal services for accessing the 
data point database and a communication component that can read and write data 
point values. 

                                                           
2 HTTP, Hypertext Transfer Protocol. 



 KNX-Based Sensor Monitoring for User Activity Detection in AAL-environments 23 

 

 

Fig. 2. System architecture 

5.3 Database and Service Structure 

Since data points are complex objects which are defined by extra information like 
data point types and group addresses it was necessary to store them. To accomplish 
this we developed a very slim data model using basic object rational mapping (ORM) 
technologies, i.e. Java Persistence API (JPA), Hibernate, as well as data access capa-
bilities delivered by the ‘Spring’ framework [18]. As can be derived, this data model 
is kept really simple. The data point entity is the main part of this model and will later 
be accessed by a RESTful3 service. This service will provide access methods to cover 
all CRUD4 mechanisms needed by using the appropriate HTTP verbs. 

The service architecture is the main part of this bus access component. Not only 
does it provide access to data point information over a REST interface, but also inter-
nally manages KNX connections and data transmission. It wraps basic ‘Calimero’ 
operations in a service-oriented environment and reports read values or error messag-
es back to the caller of its service methods. These services were implemented using 
the ‘Spring’ framework. 

As outlined in Figure 1, the service layer consists of two components, the data 
access component and the bus access component. Internally the bus controller com-
ponent is defined as a REST controller, which means that it is responsible for serving 
REST requests. The data access component on the other hand provides internal ser-
vices that allow other components to access the database. This capability is used by 
the REST controller to read certain data points. For example if a user wants to read 
the value of a data point, the bus access component reads the data point information 
                                                           
3 REST, Representational State Transfer. 
4 CRUD, Create Read Update Delete. 
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using the data access component and then accesses the KNX bus to read the current 
value. This value then can be interpreted with respect to its data point type. 

5.4 Data Exchange and Representation 

As already mentioned we wanted to keep the data exchange free from platform or 
programming language specific technologies. That is, why we decided to use JSON5 
as a data exchange format. JSON allows us to easily define a data representation that 
fits our needs. It is also well supported by ‘Spring’, so that we can simply create 
JSON representations of plain Java objects (POJO’s 6). In our current implementation 
we defined two data types, of which one represents a data point value and the other an 
error information data type. 

If, for example, a user calls the GET method of the REST interface, the bus access 
components reads the value of the data point with a given identification number. De-
pending whether or not the call was successful, the user gets a JSON representation of 
the current value or an error object back. This can look like in the following code 
snippet: 

{ 
  "dataPointId": 1, 
  "dataPointNme": "Temperature data point", 
  "value": "26.48 °C", 
  "timeStamp": 1400502780575 
} 

6 Conclusion 

Within the scope of this paper we were outlining the design and implementation of a 
platform for accessing a home automation system through non-proprietary hard- and 
software components. The major advantages of this approach are the increased scal-
ability and flexibility it provides to our work within the context of ambient assisted 
living (AAL) projects. 

To further showcase the usage of those platforms we were initially describing a 
current scenario in which KNX devices play a major role to control home automation 
devices inside a prototype apartment environment. We then introduced our hardware 
platform, which allows us to integrate our own devices within a KNX network. It 
provides the capabilities of running Java applications and thus builds the foundation 
for more complex software components. An example for a software component like 
this was then introduced in the last part of the paper, which handled the KNX binding 
within a Java context. We showed that it is useful to further abstract the KNX device 
access logic, to enable other applications to comfortably control, i.e. read and write 
device data such as temperature sensors and switches. To achieve this we choose to 

                                                           
5 JSON, Java Script Object Notation. 
6 POJO, Plain Old Java Object. 
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implement a simple REST-based service with a separate device database, which uses 
JSON as its data exchange format, since this approach gave us the most benefits re-
garding system interoperability. 
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A Multiple Kernel Learning Based Fusion Framework
for Real-Time Multi-View Action Recognition
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Abstract. Due to the increasing demand of multi-camera setup and long-term
monitoring in vision applications, real-time multi-view action recognition has
gain a great interest in recent years. In this paper, we propose a multiple kernel
learning based fusion framework that employs a motion-based person detector
for finding regions of interest and local descriptors with bag-of-words quantisa-
tion for feature representation. The experimental results on a multi-view action
dataset suggest that the proposed framework significantly outperforms simple fu-
sion techniques and state-of-the-art methods.

1 Introduction

Multi-view action recognition has gain a great interest in video surveillance, human
computer interaction, and multimedia retrieval, where multiple cameras of different
types are deployed to provide complementary field of views (FOVs). Data fusion of
multiple camera views leads to more robust decisions on both tracking multiple targets
and analysing complex human activities, especially where there are occlusions. Wein-
land et al. [12] introduced motion history volumes (MHV) as a free-viewpoint represen-
tation for human actions in the case of multiple calibrated, and background subtracted,
video cameras. Cilla et al. [3] proposed a probabilistic distributed system that fuses the
posterior distribution corresponding to each camera view into a single distribution for
the final decision making. Later on they applied a feature fusion approach to efficiently
combine 2D observations extracted from different camera viewpoints in [4]. Holte et
al. [6] demonstrated an approach that detects 4D spatio-temporal interest points and
local description of 3D motion features in multi-view images, using 3D reconstructions
of the actors and pixel-to-vertex correspondences of the multi-camera setup. However,
the above methods are computationally expensive and thus the recognition can only
be performed in an offline manner. Researchers have therefore shifted their focus onto
real-time multi-view action recognition. Weinland et al. [11] proposed an approach
to provide robustness to both occlusions and viewpoint changes, which is capable of
processing over 500 frames per second while maintaining a reasonable recognition per-
formance. Chaaraoui et al. [1] presented a method, where pose representation is based
on the contour points of the human silhouette and actions are learned by making use
of sequences of multi-view key poses. Their method is able to process 26 frames per
second, and the recognition accuracy and speed are then further improved in [2].

In this paper, we propose a multiple kernel learning (MKL) based fusion framework,
for real-time multi-view action recognition. We evaluate the proposed framework on a

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 26–33, 2014.
c© Springer International Publishing Switzerland 2014
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multi-view action dataset, by comparing it with some simple fusion techniques, as well
as the state-of-the-art methods in the literature.

2 Framework Overview

The proposed framework consists of two major components, namely ‘motion-based
person detector’ and ‘multi-view action recognition system’. The former localises the
region of interest (ROI), e.g. a person constituted by moving pixels, in the image plane
at every frame. The latter extracts low-level local descriptors of appearance and motion
as visual features, which are then classified by discriminative models.

2.1 Motion-Based Person Detector

There exist a number of challenges in detecting the person of interest under the multi-
camera setting: for some views only the top part (e.g. head and shoulders) and bottom
part (e.g. feet) of a person is visible in most frames, in addition to drastic and frequent
changes of subject shapes and appearances. We choose the background subtraction
based detector, due to the difficulty in modelling the subject’s shapes and appearances

Here we adopt the motion-based detector by Stauffer and Grimson [7], which em-
ploys a segmentation algorithm based on an adaptive background subtraction method
that models each pixel as a mixture of Gaussians and uses an online approximation
to update the model. Each pixel of an upcoming frame is then evaluated against the
background to determine its corresponding Gaussian distribution of colour in the back-
ground model. Any pixels that do not match the background model are consider fore-
ground, until sufficient and consistent evidence is presented to suggest the creation of a
new Gaussian distribution, and the background mixture is then updated. The foreground
pixels are connected to form the ROI of the person of interest.

2.2 Multi-View Action Recognition

We use local descriptors of Space-Time Interest Points (STIP) and improved dense
trajectories (IDT) [10], to represent appearances and motions of actions. The STIP de-
scriptor employs Harris 3D to detect local interest points that define particular spatio-
temporal regions in a video. The histograms of gradient (HOG) and histograms of op-
tical flow (HOF) are extracted for each interest point along with its regional spatio-
temporal attributes, to represent as the local feature for that particular spatio-temporal
region. The IDT descriptor employs dense sampling to extract video blocks at regular
positions and scales in space and time. Those video blocks are then tracked using a
state-of-the-art dense optical flow algorithm to detected trajectories that potentially cor-
responds to the actions of interest. The HOG, HOF and motion boundary histograms
(MBH) are extracted along the detected trajectories to represent visual features.

For both descriptors, the Bag-of-Words (BoW) approach is used to generate a code-
book from the training set through K-Means clustering. Descriptor features inside a
spatio-temporal cuboid are then matched to the generated codebook to compute a high
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dimensional histogram feature vector potentially corresponding to an action. STIP de-
scriptor uses the entire image plane, while IDT descriptor requires person detections for
find the spatial location of the cuboid. A learned action model is then used to classify
the cuboid into one of the predefined action classes. Although the IDT descriptor [10]
has shown the best performance up to date on a range of action recognition datasets, the
STIP descriptor has the advantage of computational efficiency due to the sparse nature
of its features and not requiring the precomputed person detections. As a result, both
descriptors are considered in this paper. The classification stage uses discriminative
models to learn the appearance and motion patterns of each action class, while employ-
ing various fusion techniques to combine either the visual features or the classification
scores of multiple camera views for an aggregated decision making.

Simple Fusion Strategies. Let xk
i ∈ R

D, where i ∈ {1, 2, . . . , N} is the index of a
feature vector and k ∈ {1, 2, . . . ,K} is the index of a camera view. We define a number
of simple fusion techniques that combine either the input histogram feature vectors or
the output classification scores as follows:

– Concantenation of Features: a simple solution is to concatenate the histogram
feature vectors of multiple views of a spatio-temporal cuboid that is potentially
associated with an action, into one single feature vector x̃i = [x1

i , . . . ,x
K
i ]. The

concatenated feature vectors are then used to train a SVM model per action class as

f(x) =
N∑
i=1

αiyik(xi,x) + b (1)

where αi is the dual-form weight, yi ∈ {−1,+1} is the label with respect to the
action class, k(·) is the non-linear kernel function, and b is the bias. Thus we can
compute a classification score in terms of the probability of an instance x being
positive via a sigmoid function as

p(y = 1|x) = 1

1 + exp(−f(x))
(2)

– Sum of Classification Scores: we can also train a SVM model and compute a
classification score for each camera view with respect to an action class, i.e. p(y =

1|x) as in 2, and then average them across all the camera views as 1
K

∑K
k=1 p(y =

1|xk)
– Product of Classification Scores: alternatively if we assume that a camera view is

independent of another, we can apply the product rule as
∏K

k=1 p(y = 1|xk)

Multiple Kernel Learning. Multiple kernel learning (MKL) algorithms have been
shown to be flexible and effective for learning complex problems involving multiple,
heterogeneous data sources [5]. They consider multiple kernels that correspond to the
multiple data sources, and combine them via a convex function such as

K(xi,xj) =

K∑
k=1

βkkk(xi,xj) (3)
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where βk ≥ 0 and
∑K

k=1 βk = 1 and each kernel kk only uses a distinct set of features.
We can rewrite 1 with respect to a kernel kk as f(xk) =

∑N
i=1 α

k
i yikk(x

k
i ,x

k) + bk.
As a result, in addition to learning the αk weights and bk bias of a standard SVM model,
the system also needs to learn the parameters βk in the combination function 3. Such
an optimisation problem involves two set of continuous parameters, namely ‘kernel pa-
rameters’ (αk, bk) and ‘combination parameters’ (βk). A popular solution is to employ
a two-step optimisation as suggested in [5], where the first step finds the optimum of the
kernel parameters (αk, bk), e.g. via quadratic programming, while fixing the combina-
tion parameters (βk), and the second step searches for the optimum of the combination
parameters, e.g. via line search based gradient decent, while fixing the kernel param-
eters. The system keeps alternating between these two steps, until it converges to an
optimal solution of both sets of parameters.

In [9], the authors employ a generalised MKL algorithm [8] for object detection,
where each kernel corresponds to a particular type of visual features. We adopt a sim-
ilar idea, however each kernel in our framework corresponds to a particular camera
view. The intuition behind this is that the optimal combination of parameters enables a
weighted sum of all the camera views while ensuring the optimality of the kernel param-
eters. Such a system should be advantageous over methods merely using weighted sum
of classification scores. We therefore hypothesise that it should outperform the methods
using the simple fusion techniques, due to the inherited advantage of MKL algorithms
for coping with the heterogeneous nature of multiple camera views.

2.3 Real-Time Capacity of The Framework

Assuming the codebook of BoW and action models are learned through training, the
system executes the following steps at testing: an image per frame (1) and local descrip-
tors (2) are simultaneously extracted, where the image is compared with the learned
background models to derive foreground detection of a person of interest (3) at each
frame. The derived person detections and local descriptors are used to compute the
histogram feature of an instance that is potentially associated with one of the action
classes (4). The histogram features are then classified by the action models to pro-
duce the recognition results (5). Empirically we find the actual bottleneck of the above
pipeline is step (2). The STIP descriptor can be extracted at about 48 frames per second,
while the IDT descriptor can be extracted at around 25 frames per second. As a result,
the framework satisfies the requirement of real-time action recognition, if the testing
videos have a frame rate less than 25 or 48.

3 Experimental Conditions

In order to validate our hypothesis that MKL (SVM-MKL) outperforms other sim-
ple fusion techniques, e.g. concatenation (SVM-COM), sum (SVM-SUM) and product
(SVM-PRD) rules, for multi-view action recognition, we conduct a series of experi-
ments on the INRIA Xmas Motion Acquisition Sequences (IXMAS) dataset [11], and
evaluate the recognition rates of all the compared methods.
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3.1 IXMAS Multi-View Datasets

IXMAS is a multi-view dataset created for view-invariant human action recognition [11].
The dataset captured 13 daily actions, each of which was performed 3 times by 12 actors.
Original views of 5 cameras produce video sequences at 23 frames per second and 390×
291 resolution. Each actor was free to choose the location and the direction to which they
face while performing the actions. As a result, the view of each camera may vary from
one actor to another for different runs. We use all 12 actors and 5 cameras, and evaluate
11 actions classes as in [11]. A subject-wise leave-one-out cross validation is applied,
and the reported recognition rate will be the mean of all the folds.

3.2 Implementation Details

We use the default parameters of the motion-based person detector, STIP and IDT de-
scriptors. A codebook sized 4000 is quantised from 100000 randomly selected descrip-
tor features of the training set. The codebook is then used to compute the histogram
feature vectors. As described in the previous section, the STIP descriptor uses the entire
image plane and the frame span of an action given in the ground truth to define a spatio-
temporal cuboid, while the IDT descriptor relies on the person detections in addition to
the frame span. All the SVM models use 	1 normalisation and employ the χ2 kernel as

χ2(xi,xj) = 2

D∑
l=1

xilxjl

xil + xjl
(4)

where l is the dimension index of feature vectors. All the cost parameters of SVM mod-
els are set to 100, which is found to give the overall best performance on a validation set
randomly selected from the training set. Preprocessing steps of the proposed framework
are implemented in OpenCV and C++, while the classification stage is implemented in
MATLAB. All the experiments are run on a machine with Intel i7 Quad-Core CPU,
32GB RAM and Ubuntu 14.04 LTS installed.

4 Results and Analysis

In this section, we firstly provide an internal comparison among the methods described
in Section 3, while using the STIP descriptor and BoW or the IDT descriptor and BoW.
This is mainly to test whether the MKL method is indeed advantageous over the other
methods for multi-view action recognition. We then give an external comparison be-
tween our proposed framework and the state-of-the-art methods applied to the IXMAS
dataset in the literature under similar experimental conditions.

Fig.1 lists the person detection results of all the camera views, produced by our
motion-based person detector for the subject ‘Alba’. As all the camera views are tem-
porally synchronised, we randomly select a frame number and plot the corresponding
bounding boxes generated from the foreground detections. We have also quantitatively
evaluated our person detections against the silhouette ground truth, by considering de-
tections that satisfy the following inequality bd∩bg/bd∪bg ≥ 0.5 (a commonly used
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Fig. 1. Detections of our motion-based person detector of the first run of the subject ‘Alba’, for
all the camera views, at a randomly selected frame

threshold in the object detection literature) as true positives, where bd and bg are the
boxing box of a person detection and that of the ground truth respectively. The overall
detection rate is 100%, which indicates our motion-based person detector is capable of
localising the person of interest with a great accuracy.

4.1 Comparison Between MKL and Simple Strategies

Fig.2 (a) plots the recognition rates of all the compared methods using the STIP de-
scriptor and BoW. The MKL method shows overall superior performance over the other
methods and gives significantly better results of certain actions, e.g. ‘scratch head’ and
‘punch’. Similarly Fig.2 (b) displays the recognition rates of the compared method us-
ing the IDT descriptor and BoW. The results of the all methods have been drastically
improved, compared those using STIP descriptor and BoW. The MKL method also
produces overall better performance than the other methods.

First of all, the combination of IDT descriptor and BoW appears to be a better choice
than that of STIP descriptor and BoW for feature representation. This is mostly due to
the fact the IDT descriptor uses dense sampling and additional MBH features, which
leads to more expressive visual features in terms of appearance and motion. In addition,
it is facilitated by the use of person detections to have more accurate ROIs of a person
in the image plane. However visual features of the STIP and BoW approach are much
faster to compute and do not require the extra computation of person detections. As a
result, for scenarios where person detections are easy to obtain and the ROIs are reli-
able, the IDT and BoW approach should be applied, while for those where recognition
speed is more important than recognition accuracy or limited computational resource
is available, the STIP and BoW approach could be applicable. Nevertheless, for both
combinations, the MKL method shows superior performance over all the other methods,
which confirms our hypothesis. The guaranteed optimality of both the kernel parame-
ters and combination parameters significantly contributes to not only the classification
of each camera view but also the fusion of all camera views.

4.2 Comparison with The State-of-The-Art

Based on the results demonstrated in the previous section, the proposed MKL frame-
work using the IDT descriptor and BoW significantly outperforms all the other compared
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(a) STIP+BoW (b) IDT+BoW

Fig. 2. Class-wise mean recognition rates of all the folds of the compared methods using STIP
descriptor and BoW, where μSVM−COM = 0.819, μSVM−SUM = 0.820, μSVM−PRD = 0.815,
and μSVM−MKL = 0.842, and those using IDT descriptor and BoW, where μSVM−COM =
0.915, μSVM−SUM = 0.927, μSVM−PRD = 0.921, and μSVM−MKL = 0.950

Table 1. Comparison of the proposed MKL method using improved trajectory descriptor and
BoW, where the methods with ‘N/A’ in the FPS column are offline systems

Method Actions Actors Views Rate FPS
Cilla et al. [3] 11 12 5 0.913 N/A

Weiland et al. [12] 11 10 5 0.933 N/A
Cilla et al. [4] 11 10 5 0.940 N/A
Holte et al. [6] 13 12 5 1.000 N/A

Weinland et al. [11] 11 10 5 0.835 500
Chaaraoui et al. [1] 11 12 5 0.859 26
Chaaraoui et al. [2] 11 12 5 0.914 207

SVM-MKL (IDT+BoW) 11 12 5 0.950 25

methods. As a result, we here compare it with state-of-the-art methods (both offline and
real-time) in the literature.

Table 1 lists the experimental conditions and recognition rates of the proposed MKL
framework and the state-of-the-art methods. Top half of the table includes methods that
can only perform action recognition offline, and the bottom half details the real-time
methods. Our framework is comparable with the offline methods while outperforming
all the real-time methods. It is capable of processing 25 frames per second, which is
more than enough for the IXMAS dataset, captured at 23 frames per second. As a result,
our framework is sufficiently fast to process streamed videos with a similar frame rate
in real-time, and to produce good performance for multi-view action recognition.

5 Conclusions and Future Work

According to the internal and external comparisons on multi-view action recognition,
the proposed multiple kernel learning based framework outperforms not only the simple
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fusion techniques but also the state-of-the-art methods, on the IXMAS dataset. It is also
capable of performing real-time action recognition at 25 frames per second. As a result,
we have introduced a practical framework that is easy to implement and produces great
performance in terms of both recognition accuracy and speed. For future work, we want to
apply our framework to other vision problems with a similar setup. In addition, it would
also be beneficial to study alternative feature representation and fusion techniques, to
further improve the recognition performance.
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Abstract. A novel approach for human behavior modelling is repre-
sented in this paper based on the Pachinko Allocation Model (PAM) al-
gorithm for the video-based road surveillance. In particular, the authors
focus on the behavior analysis and modelling for learning and training
as the main distribution of this research. Sparse object features in se-
quence of frames are modelled into activities and behaviors with full
topic correlations to avoid omissions of small activities.

Keywords: human behavior modelling, CCTV system, pachinko allo-
cation model, video-based road surveillance.

1 Introduction

In recent years, Human Behavior Analysis via the CCTV systems has become
an interesting field, however, achieving high performance of recognition is not
an easy task, especially in the real-time environment. The recognition perfor-
mance by classifying the new behavior based on existing models depends on the
modelling. Therefore, the correlation of a behavior and its class would be de-
scribed via a probabilistic model. As a simple Dynamic Bayesian Network (DBN)
[1], [2], the Hidden Markov Models (HMMs) [3], [4], have become the powerful
tool for activity modelling. However, they are usually sensitive to noise or input
errors which are the reasons for low recognition rate. Therefore, these shortcom-
ings have motivated recent approaches to apply topic models as the effective
and novel solution. These approaches such as Latent Dirichlet Allocation (LDA)
[5], Dual Hierarchical Dirichlet Process (DHDP) [6], can define the relationship
between each atomic activity with its corresponding behavior through the prob-
abilistic model. However, they can not represent relationships fully, especially
topic-topic and topic-word, thus missing or incorrect classification can occur in
both the modelling and recognition stage. In this paper, the authors propose a
modelling approach using the Pachinko Allocation Model [7] to solve existing
problem of previous approaches.

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 34–37, 2014.
c© Springer International Publishing Switzerland 2014
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2 A PAM-Based Behavior Modelling

After achieving the object features as position and direction, they need to be
modelled into sparse activities. The behavior is the collection of atomic activities
which are considered in the sequence of frames. In this paper, PAM is proposed
to capture not only correlations among activities but also correlations among
behaviors themselves. As a special structure, a four-level hierarchy PAM consists
one root behavior, s1 behaviors at the second level T = {t1, t2, . . . , ts1}, s2
activity groups at the third level T ′ = {t′1, t′2, . . . , t′s2} and N features at the
bottom. In PAM, behaviors are fully associated to activity groups which are
then connected to features. The Fig. 1 shows the hierarchical topic model (a)
and the graphic model (b) of PAM for behavior modelling. The multinomial of
the root θdr and behaviors θdti are sampled from the Dirichlet distribution gr (αr)
and gi (αi)|s1i=1, respectively, where d is a matrix containing features of a number
of frames. A long clip D presenting for a certain behavior will be divided into n
small clips D = {d1, d2, . . . , dn}. Meanwhile the activity group is modelled with
fixed multinomial distributions φt′j

∣∣s2
j=1

and ψt′j

∣∣s2
j=1

which are sampled from

Dirichlet distributions g (β) and g (γ), respectively. For each small clip:

1. Derive a multinomial distributions θr from αr.
2. For each behavior, derive s1 multinomial distributions θti from αi.
3. Derive s2 multinomial distributions φz′ from β and ψz′ from γ for each

activity group z′. For kth feature with location pk and direction qk in d:
(a) Derive a behavior zk and a activity group z′k from θr and θz
(b) Derive a location pk and direction feature qk from φz′ and ψz′ .

The hyper-parameters as Dirichlet priors α, β, and γ can be estimated via the
Gibbs sampling [7]. The marginal probability of a small clip as:

P (d|α, β, γ) =
∫

P (θr|αr)

s1∏
i=1

P (θt1 |αi)

∏
k

∑
zk,z′

k

(P (zk| θr)P (z′k| θz)P (fk|φz′ , ψz′))dθ(d) (1)

Finally, the probability of generating D is computed as:

P (D|α, β, γ) =

∫ s2∏
j=1

(
P
(
φt′j

∣∣β)+ P
(
ψt′j

∣∣ γ))∏
d

P (d|α, β, γ) dφdψ (2)

In order to recognize, the Support Vector Machines (SVMs) is chosen to train
the model derived from the behaviors and activity groups with labels.

3 Experimental Results

The QMUL data set [8] was used for evaluation with non-overlapping clips which
run at 30fps in frame rate and 360×288 in frame resolution. The QMUL dataset
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Fig. 1. Pachinko Allocation Model: (a) Hierarchical topic model (b) Graphic model

contains 108 clips (72 for training and 36 for testing) presenting 2 behaviors:
vertical and horizontal traffic. The 4-second clips will be generated from a long
clip for assessment. The Fig. 2 represents the detected activities in some samples
as small clips which will be modelled for different probabilistic models. Some
activities can appear in clips of both behaviors, therefore, the decision of class
is employed based on a trained structure of SVM with the highest correlation.
Moreover, the evaluation is performed though recall and precision value and
compared with an approach using the LDA. The detail results have been shown
in the Table. 1. In both recall and precision results, PAM is better than LDA due
to subtopic as activity group layer. However, taking more computation time in
learning and recognition is the trade-off of this approach. Thus, this limitation
can be reduced by discarding reduplicated models for the training stage to ensure
the real-time results.
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Fig. 2. Activities have been detected in PAM-modelling for training. (a)-(c): 3 models
of the vertical traffic behavior. (d)-(h): 5 models of the horizontal traffic behavior.
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Table 1. Confusion matrix of the SVM classifier

PAM LDA

Behavior Vertical Horizontal Recall Vertical Horizonta Recall

Vertical 53 7 0.883 49 11 0.817
Horizontal 7 48 0.873 8 47 0.855

Precision 0.883 0.873 0.860 0.810

4 Conclusion

In this paper, we proposed the human behavior modelling based on the four-level
hierarchy PAM, in which, the probabilistic data presenting the relationship of
features and behaviors will be generated for training stage. The PAM captures
correlations among words as features and among topics as activities or behav-
iors, thus the errors in modelling will be limited to improve the recognition
rate. The model was also evaluated and compared with the LDA approach. In
the future, we need to improve the recognition performance by filtering highest
characteristic features for training and optimizing the SVM classifier.
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Abstract. Nowadays, the Metabolic Equivalent Task (MET) is the most often 
used indicator for energy expenditure (EE) calculation of physical activity (PA). 
The use of novel devices based on inertial movements (e.g. accelerometers) ena-
ble the measurement of the PA using “counts”:, where each count is an aggre-
gated value that can be used to determine the number of METs. For some kind of 
users, such as elderly people or patients in AAL environments, the MET is an im-
portant indicator in order to maintain a good health. At present, there exist several 
types of inertial devices that enable different forms of count calculation and types 
of exercise monitoring. From the point of view of process analysis and infrastruc-
ture needed, they differ in several aspects, such as extra devices required and out-
of-device processing. This paper presents a survey analysis about the possibilities 
of different types of accelerometers to measure EE in AAL contexts. To achieve 
this objective, we have conducted several experiments based on the performing of 
different exercises with different accelerometers placed in different body parts. 

Keywords: Energy expenditure, elderly people, ambient assisted living,  
accelerometers. 

1 Introduction 

The special attention given to health and wellness is a main concern nowadays.  
Several organizations around the world are targeting at healthy activities promotion, 
emphasizing on changeable health risk factors such as unhealthy habits [1], where 
physical activity (PA) has proven to be an important factor related to a number of 
positive health outcomes [2]. 
 Although for most people the performance of a self and informally managed PA is 
enough [3], for other kinds of users, such as elderly people or dependent people -for 
whom Ambient Assisted Living (AAL) technology is required-, accurate awareness 
and assessment of their PA (how energy is expended) is crucial to ensure health and 
wellbeing [4]. 

To measure the energy expenditure (EE), the most commonly used unit of measure 
is the Metabolic Equivalent Task (MET), where many research  about the equivalence 
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between a specific physical activity and the number of calories burned have been car-
ried out so far [5][6].  

For the intermediate user, the use of these equivalence are enough, because al-
though the EE of each user is not totally accurate, the margins of error do not cause a 
problem to their health. However, for other kinds of users, e.g., elderly people or de-
pendent people at home, the EE spent in the performance of a PA must be bounded 
according to professional advice in order to prevent a worsening of health. 

The use of accelerometers to measure the PA is one of the most often used ap-
proaches for this aim since they make it possible to define the intensity of the PA [7] 
and represent an alternative out-of-lab method to estimate EE, enabling to take meas-
ures in indoor and outdoor conditions [8]. 

To measure the amount of PA detected by an accelerometer, the concept of “count” 
[9] is used in this research. Unlike MET, where a MET has equivalence in calories 
[6], there is no consensus or standard calculation (in calories or METS) about how 
counts are computed and in which time unit (e.g. per minute). In this way, the number 
of counts of a PA is dependent of the device and the calculation process used. 

In this paper we analyzed different types of accelerometers for EE measurement, in 
order to provide further insights and comparisons about the kinds of data they pro-
vide, how the collection process is, the exercises for which they can be used and if 
they need additional hardware to interact with them. We have conducted several expe-
riments where different exercises have been carried out and supported by three differ-
ent accelerometers placed on three different parts of the body or clothing: legs, chest 
and pocket.  

With the results obtained, we discuss which sensor should be used depending on 
the PA to be performed and the kind of user with special focused on AAL domain. 

This paper is organized as follows. Section 2 presents the related work. Section 3 
introduces EE methods. The research study carried out in this work is presented in 
Section 4. The results of this research are presented in Section 5 and discussed in 
Section 6. Finally, Section 7 summarizes the conclusions and future work. 

2 Related Work 

The calculation of the EE is not an easy challenge, and several researches have ap-
peared in the last decades intending to provide a good method to estimate it. 

Before the use of novel technologies, the calculation of the EE was done on the ba-
sis of medical features such as Basal Metabolic Rates (BMR), obtaining a close ap-
proximation, but generalizing the results [10]. Other, and more recent, methods such 
as the use of indirect calorimetry or bioelectrical impedance are also used to provide 
an approximation of the real EE [11]. 

Recent proposals intend to measure the PA using accelerometers, showing the ef-
fectiveness and powerful of these devices in the inertial measurement [12].  

Many projects applied with elderly people, which could be also apply in AAL, 
have shown the importance of the measurement of the EE in these kind of users [13].  
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For example, the research presented in [14-15] show the evolution of the EE in el-
derly people during a period of time, determining the importance of measuring EE to 
enhance, or at least maintain, health and wellbeing of users. However, these proposals 
are focused on the EE of a particular PA or are based on the use of a single accelero-
meter. This entails that the results obtained are fully conditioned by the technology 
used or by the PA performed, so in some cases the EE has a high margin of error. In 
this paper, we address this issue. We have conducted several activities with different 
accelerometers to study how they behave depending on the activities to monitor. 

3 Energy Expenditure Assessment 

EE is a key indicator that can be used to determine the intensity and duration of a PA. 
In some contexts (e.g., rehabilitation and AAL) and for different types of users, such 
as elderly people, this indicator can be useful to define which activities (intensity, 
duration) are suitable to be performed [4]. 

Furthermore, the recent advances in the integration of sensors and wireless devices 
are given rise to the proliferation of accelerometer devices which can be placed on 
different body members: accelerometers of smartphones (which are usually taken in 
the pocket), a chest and waist sensor with accelerometers, etc. 

The EE calculation process of a PA is not a single and closed process. Several me-
thodologies have been proposed based on different approaches to calculate the EE 
[11]. Nowadays, one of the most common approaches to measure the PA is based on 
the use of accelerometers [12]. Using these devices, the researchers can estimate the 
EE in a precise manner, using the concept of count [9] as PA indicator. 

Several processes to calculate the counts from the raw accelerometer information 
(x, y and z axis) have been proposed, being the most used the following three ap-
proaches [9]. 

1. Use a digital counter to accrue the number of times the signal crosses a preset 
threshold. 

2. Use an algorithm that can determine the maximum value for a selected time 
period (epoch). 

3. Use the area under the curve (integration) algorithm. 
According to the literature [9], the third one is the most used approach and the one 

chosen for this research work. 

4 Experiment 

There exist different correlated factors to determine the EE: the type of user, the type 
of physical activity to be performed and the type of accelerometer. In this research we 
have analyzed three different types of accelerometers (two open stand-alone sensors 
and one smartphone accelerometer) applied in three activities, studying the process to 
collect data and infrastructure required in terms of additional devices and software. In 
this study we address the following objectives: 
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• Perform different kind of activities using three different accelerometers with 
different features and placed in different body member to determinate which is 
the one that get a better approximation to the EE real cost. 

• According to the results obtained from the previous study discuss about the re-
sults, in order to determine in which situations/contexts is appropriate to use each 
accelerometer, depending on the PA and the user. 

4.1 Energy Expenditure Calculation Process 

The number of METs can be calculated according to the number of counts obtained 
from the accelerometers and other characteristics of the user, such as weight, height or 
gender. 

Figure 1 shows the complete process to obtain the number of METs. The calcula-
tion process of the counts from the accelerometer sensors is a static process, regard-
less of the kind of user or sensor, unlike the final calculation of METS, which de-
pends on the user information. To calculate the counts, we have applied the following 
algorithm: 

 

1. Obtain the X, Y, Z axis values from the accelerometer(s) for a period of time (the 
duration of the physical activity). 

2. There are many accelerometers from different vendors whose values range from +-
2g, +-4g or +-8g in standby, so is needed to filter the data obtained from each acce-
lerometer. We applied a Low-pass filter to isolate the force of gravity and a High-
pass filter to remove the gravity, obtaining the linear acceleration: 

alpha = 0.8; 
//Low-pass filter 
gravity_x = alpha + gravity_x + (1 – alpha) * x_value 
gravity_y = alpha + gravity_y + (1 – alpha) * y_value; 
gravity_z = alpha + gravity_z + (1 – alpha) * z_value 
//High-pass filter 
linear_x = x_value – gravity_x; 
linear_y = y_value – gravity_y; 
linear_z = z_value – gravity_z; 

3. Using the linear acceleration values from the previous step, and since these values 
range from negative to positive values, the values are normalized to obtain a repre-
sentative positive value for each accelerometer captured data: 

 ඥሺ݈݅݊݁ܽݔ_ݎሻଶ ൅ ሺ݈݅݊݁ܽݕ_ݎሻଶ ൅ ሺlinear_ݖሻଶ         

4. We apply an integration process to calculate the area under the curve (AUC) to 
determine the value for every two different values of the array. We have decide to 
use the Trapezoidal rule [16]: න ݂ሺݔሻ ݀ݔ ൌ ሺܾ െ ܽሻ כ  ݂ሺܽሻ െ ݂ሺܾሻ2௕

௔  

The sums of these areas (raw counts) equal the total number of counts obtained by 
the accelerometer in the PA performed. 
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Fig. 1. Energy expenditure calculation process 

5 Results 

We have applied the algorithm shown in Section 4 to different PAs (walk at 4Km/h, 
sweep the floor and watch TV) and with different accelerometers, in order to compare 
the results provided by each type of accelerometer in the different activities per-
formed.  

Two of the three accelerometers are commercial devices and the third one is the in-
ternal accelerometer of a smartphone (Nexus 5). These devices have been selected 
because they are designed to be placed on different parts of the body: chest (Sensor 1), 
pocket (Smartphone) and legs (Sensor 2). 

In order to compare the effectiveness and the importance of the accelerometer 
used, as well as the place to use it, we have performed each activity with the three 
different sensors in the three different possible locations. 

All the PAs have been done for the same interval of time, 60 seconds, and in the 
same conditions.  The number of counts for each sensor and activity is represented in 
the Table 1 (C = Chest; P=Pocket; L=Leg). 

Table 1. Numbers of counts obtained from the accelerometers in the different PA 

 
Sensor 1 Sensor 2 Smartphone 

 C P L C P L C P L 

Walk at 4Km/h 121 200 342 16 22 30 1351 2433 3250 

Sweep the floor 65 88 86 18 15 11 1660 1324 1191 

Watch TV 25 21 17 2 8 4 175 206 117 

 
To calculate the number of METs we have used the formulas of the research 

work presented in [17], which are defined for different group of users. We se-
lected medium and standard values for the different groups: youth (180 cm, 80Kg, 
male), adult (180cm, 80kg, male) and elderly (180cm, 80kg, male). Table 2 shows 
the METs obtained of the Sensor 1, Table 3 of the Sensor 2 and Table 4 of the 
Smartphone. 
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Table 2. Number of METs of Sensor 1 

 
Walk at 4KM/h Sweep the floor Watch TV 

Group C P L C P L C P L 

All groups  1.02 1.06 1.14 0.98 1.00 1.00 0.96 0.96 0.96 

Youth 1.62 1.67 1.77 1.58 1.60 1.60 1.56 1.56 1.55 

Adults 1.04 1.09 1.69 1.01 1.03 1.03 0.99 0.99 0.99 

Elderly 1.35 1.39 1.45 1.32 1.33 1.33 1.30 1.30 1.30 

Table 3. Number of MET of Sensor 2 

 
Walk at 4KM/h Sweep the floor Watch TV 

Group C P L C P L C P L 

All groups  0.96 0.96 0.97 0.96 0.96 0.95 0.95 0.95 0.95 

Youth 1.55 1.56 1.56 1.55 1.55 1.55 1.54 1.55 1.54 

Adults 0.99 0.99 1.00 0.99 0.99 0.99 0.98 0.98 0.98 

Elderly 1.30 1.30 1.31 1.30 1.30 1.30 1.29 1.30 1.29 

Table 4. Number of METs of Smartphone 

•  
Walk at 4KM/h Sweep the floor Watch TV 

Group C P L C P L C P L 

All groups  1.70 2.31 2.77 1.88 1.69 1.62 1.05 1.06 1.01 

Youth 2.43 3.14 3.68 2.63 2.41 2.33 1.66 1.68 1.62 

Adults 1.71 2.29 2.73 1.88 1.69 1.62 1.07 1.09 1.04 

Elderly 1.93 2.44 2.82 2.07 1.91 1.85 1.37 1.39 1.35 

6 Discussion 

The different results obtained in the section 4 show that each accelerometer differs in 
the number of counts it allows to be reckoned for each PA and such differences are 
not linear, i.e., they vary depending on the type of activity.  

In order to compare the results with a reliable source, we compare the results with 
the study presented in [18], which is one of the most referenced papers in the litera-
ture. This paper provides results of several activities from different contexts. To com-
pare the results we selected the elderly people sample presented in the tables above. 

The EE of walking at 4KM/h (2.5 mph) is 3 METs per minute, sweeping the floor 
is 3.3 METs and watching TV is 1 MET [18]. According to Table 4, the best approx-
imation to the counts of walking at 4Km/h is obtained with the smartphone accelero-
meter placed in the leg (2.82 Mets). In the same way, in the floor sweeping experi-
ment, the best result is also obtained with the smartphone placed in the chest, but with 
a greater margin of error: from 2.07 to 2.7. 
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Instead, the results obtained with the three sensors in the last exercise (watch TV) 
are very similar, around 1.30. So in this case any of them could be used for measure-
ment of this kind of activities. 

Focusing in a specific group, such as elderly people in AAL, we can conclude, ac-
cording to the results and the interpretation of them, that the appropriate choice would 
be the use of the smartphone (pocket) as accelerometer to measure the PA, but placed 
in different parts of the body, depending on the activity to perform.  In two of the 
three exercises, walk and watch television, the result obtained with the smartphone 
has been conclusively: 3 as reference value and 2.82 as value obtained; 1 as real value 
and 1.30 as value obtained.  

In the other activity (sweep the floor), the error has been around 1.4 METS. Even in 
this case, the margin of error is the smallest compared to the other two accelerometers 
(2 METs –Sensor 1- and 1.9 METs – Sensor 2-).Besides, although Sensor 1 is consi-
derably more expensive than Sensor 2, they obtained practically the same results. 

Finally, the results presented in this paper have been obtained in a set of experi-
ments performed by a single case study with the same interval time (60 seconds). In 
this manner, this research work is not intended to be conclusive, but the first stage of 
a broader study. 

7 Conclusions and Future Work 

Nowadays the attention about health and wellness is a main concern in order to en-
hance the quality of life. The EE of PAs (METs) is crucial in some contexts, such as 
elderly people and dependent people monitoring at home (AAL), where the supervi-
sion of the EE is mandatory to be aware of a good health condition. 

This research presents 27 experiments where three accelerometers have been used 
in three different body parts, in order to perform different real activities and determine 
which accelerometer provides a better approximation. 

The results have concluded that the closest approximation of EE obtained is using 
the internal accelerometer of the smartphone (placed in different body members, de-
pending on the PA to perform). Focusing in AAL environment, such as monitoring of 
elderly people, the success rate has been highly enlightening. The use of smartphone 
accelerometer has obtained better results. Smartphones have additional benefits, such 
as the use of only one device to monitor all the process and the avoiding of manual 
transfer of data to second devices, which results more convenient to users and super-
visors. In addition, the smartphone is more and more an affordable and natural device 
for the age group studied. However, ergonomics is also an aspect to be considered and 
smartphones are not naturally (and even used) taken in the chest or certain body 
limbs, so that special straps are needed. 

As for future work, we will try to carry out several studies with different kinds of 
users and using different accelerometers with others characteristics, in order to broa-
den and validate the research proposed in this paper. 
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Abstract. Safety and security rank highly in the priorities of older people on 
both an individual and policy level. Older people are commonly targeted as 
victims of doorstep crime, as they can be perceived as being vulnerable. As a 
result, this can have a major effect on the victim’s health and wellbeing. There 
have been numerous prevention strategies implemented in an attempt to combat 
and reduce the number of doorstep crimes. There is, however, little information 
available detailing the effectiveness of these strategies and how they impact on 
the fear of crime, particularly with repeat victims. There is clear merit in the 
creation and piloting of a technology based solution to combat doorstep crime. 
This paper presents a solution which utilizes everyday technology to provide 
increased security for older people within their home whilst simultaneously 
reinforcing doorstep etiquette through educational material.  

Keywords: Independent living, Doorstep crime, Security. 

1 Introduction 

The term doorstep crime covers a number of offences including, distraction burglary, 
rogue traders and pressure sales. This includes cases where the offender first enters 
the premises and subsequently uses distraction burglary tactics in order to remain on 
the premises in order to commit burglary [1]. Indeed, doorstep crime has been 
highlighted as a priority within the Consumer Protection Partnership (CPP) Priorities 
Report 2013/2014 as an area, which is currently or has the potential to cause, the 
greatest detriment to consumers [2]. In 2010/2011 5,480 distraction burglaries were 
recorded in England and Wales [3]. Not all offences, however, are reported. 
Distraction burglary is often cited as one of the most under reported crimes. Some 
studies have estimated the actual number of cases to be between 15,344-17,294 [4]. It 
has been further estimated that the social and economic cost of distraction burglary in 
the UK is £35 million [4]. This paper considers the nature and prevalence of doorstep 
crime, in addition to prevention strategies and describes an information and 
communication technology (ICT) based solution to aid in its prevention. 
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2 Background 

Research has shown that victims of doorstep crime are predominantly older, female 
and white [1]. Data from Operation Liberal, which focused on combating doorstep 
crime, indicated that the average age of doorstep crime victims was 81 and over two 
thirds (69%) were female [5]. Worryingly, it is estimated that 63% of victims of 
distraction burglary experience repeat victimization [6]. Specific targeting of a victim 
is characteristic of doorstep crime, with criminals assessing the potential risks and 
rewards. Older people are perceived as ‘suitable targets’ as they are commonly 
associated with increased vulnerability. The stereotype of an older person can include: 
living alone; keeping amounts of cash within the home; less likely to remember stolen 
items; less likely to make good identification of perpetrator and less likely to report 
the incident [7].  

A number of prevention strategies have previously been employed in an attempt to 
prevent doorstep crime. These can broadly be broken into 3 categories; Enforcement, 
Situational and Educational. The aims of these strategies along with examples are 
presented in Table 1.  

Table 1. The aim of the three categories of prevention strategies for doorstep crime; 
enforcement, situational and educational, including examples  

Prevention Strategy Aim Example 

Enforcement Improve detection rates so more 

offenders are brought to justice and 

increase local knowledge.  

Specialist distraction burglary 

detectives/task force and specialist 

forensics to gather evidence. 

Situational Manipulation of the environment with 

the aim of reducing susceptibility to 

crime. 

The use of locks and chains to 

prevent forced entry or intercoms, 

and security camera as deterrents. 

Educational Raise awareness of the risk of doorstep 

crime and what steps can be taken to 

minimize the risk. 

Educational events, Television 

adverts, Trusted Trader register, 

doorstep etiquette to improve 

safety. 

 
The use of situational security devices has increased over time. For example the use 
of double locks has increased by 13% since 1995 [8]. Security enhancements can 
range from simple physical solutions, such as door chains and peepholes, to audio and 
video intercoms and more complicated solutions such as remote video and access 
devices. The effectiveness of these solutions is, however, yet to be fully evaluated and 
understood [5]. One study found that installation of a voice intercom system provided 
a reduction of 21.5% in distraction related burglaries [9]. Installing these features 
does not, however, address the issues as the victim may still be persuaded to grant 
access to the perpetrator. Therefore, education and reinforcement of proper doorstep 
etiquette is essential in lessening the risk of falling victim to doorstep crime [10]. The 
Cambridgeshire Distraction Burglary and Rogue Trader Taskforce organized 
awareness days which included an introduction of the ‘Stop, Chain, Check’ message, 
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a video on doorstep crime and multiple advertisements highlighting the issue [10]. 
While such events may receive positive feedback, it is difficult to assess if these 
approaches actually prevent attendees from becoming victims of doorstep crime. 

3 Implemented Solution to Reduce Doorstep Crime 

The solution, described within this paper, combines situational ICT prevention 
strategies with educational approaches allowing the user to seek assistance in deciding 
if it is safe to grant access to a person visiting their house. In Figure 1, an overview of 
the implemented solution is presented. A key component is a low-cost (≈€€ 40) wireless 
IP camera (Fig. 1a) which provides a video stream input of the area outside a user’s 
door. The introduction of a person at the user’s door (a caller) to this image scene 
results in motion. A motion detection algorithm [11] is used to identify frames 
potentially containing the caller. A face detection algorithm, based on the Viola- 
Jones method [12], is then executed on each of these frames. Should a face be 
identified within a frame the user is alerted via a sound and web browser notification 
(Fig. 1b). The person may then either request help through the system or indicate that 
they are familiar with the caller. In future iterations the option to capture photos from 
the press of a door bell will also be included. Upon requesting help, alert details 
containing the user’s id, alert time and the caller’s image are transmitted and stored in 
a remotely hosted SQL database. A Google Cloud Message (GCM) is subsequently 
pushed to all carers who are registered for the relevant user. GCM is utilized as it 
provides an off-the-shelf solution for pushing light-weight notifications (<=4Kb) to 
multiple devices. Additionally, in the event of a carer’s device being offline the GCM 
architecture includes message persistency whereby messages are stored on the GCM 
servers and retransmitted when the device regains connectivity. When the carer clicks 
the GCM notification on their mobile device an Android based application is 
launched (Fig. 1c) which retrieves and displays an image of the caller.  In addition to 
the image of the caller being displayed the following options are relayed to the user, 
e)‘let in’ or f)‘keep out’. Once the carer chooses an option the recommended action is 
transmitted to the SQL database and a GCM message is pushed to the remaining  
 

 

Fig. 1. ICT solution incorporating both situational and educational approaches, a) low cost 
camera and captured images, b) user interface showing caller image and choices, c) carer app 
showing captured image, d)doorstep etiquette educational information, e) carer response to 
allow entry and f) carer response to deny entry. 
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carers informing them that the alert has been answered. The recommended action is 
subsequently fetched by the user-side device which continuously polls the database 
until a carer response has been inserted or a timeout value (10 minutes) is reached. In 
all end cases (Fig. 1 d, e, f) educational content relating to doorstep etiquette is 
displayed to the user thus helping to reinforce safe doorstep behavior.  

4 Conclusion 

This paper describes the issues around doorstep crime and the effects it can have on 
health and economy. In order to address this, an ICT solution which can combat these 
issues has been developed. This technology solution is targeted at older people (70-
80) who may suffer from a limiting cognitive, functional, mobility, visual or hearing 
impairment, that can give the impression that the person is vulnerable to becoming a 
victim of doorstep crime. The solution within this paper combines situational and 
educational prevention methods to provide piece of mind for the user whilst 
reaffirming doorstep etiquette. By keeping the installed technology to a minimum and 
as unobtrusive and familiar as possible the system will avoid heightening the user’s 
fear of crime. Future work shall seek to evaluate the system with a cohort of older 
adults who have been previously targeted by doorstep crime in the past.  
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Abstract. Alzheimer’s Disease is a global health concern, with no known cure. 
There is evidence, however, that certain risk factors can be targeted to prevent 
the development of the disease. Most of these risk factors are non-genetic and 
can be modified by behavioral change. In this paper, we present a smartphone 
app with a gamification element designed to encourage and track this behavior 
change as part of a 6-month randomized control trial with 146 participants. Ini-
tial results from the first 9 weeks of the study have been promising; 98% 
(n=102) of participants in the treatment group (n=104) are using the app on a 
daily basis to check their self-reported behaviors against recommended values, 
predominantly at the end of each day (9pm-12am). Additionally, based on  
session duration data, users appear to become familiar with the app following  
1 week of use. 

Keywords: behavior change, preventative healthcare, gamification, mobile 
computing, Alzheimer’s disease. 

1 Introduction 

Alzheimer’s disease (AD) is a recognized global health concern. It is the most com-
mon cause of dementia and the sixth leading cause of death in the United States [1]. 
Currently, a new AD case develops every 68 seconds, which is projected to surge to 
every 33 seconds by 2050 [1]. There is, however, currently no cure for AD. Current 
research is now focusing on the risk factors and prevention methods associated with 
the condition. International experts agree that AD may be preventable and have called 
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for a concentrated effort to study modifiable risk factors related to dementias [2]. All 
genetic factors discovered to date that are associated with AD account for approx-
imately one third of the risk of developing the disease, leaving the majority of risk 
due to lifestyle and environmental factors and their effects on genetic function [3]. 

1.1 Non-genetic Risk Factors 

To date efforts to create a preventive vaccine for dementia have proven unsuccessful. 
Nonetheless, findings from epidemiological and clinical studies, have suggested that 
biological, behavioural, social and environmental factors may delay or prevent the 
onset of dementia [4, 5]. These studies have investigated the possibility of inducing 
longitudinal behavioural change across multiple lifestyle domains. Multi-domain 
preventative interventions, targeting several risk factors simultaneously, have been 
suggested to have the highest likelihood of being effective [4]. Additionally, as each 
of the domains are addressed, additional unintended benefits are also observed, such 
as lowering the risk of other chronic diseases (diabetes, heart disease and stroke), 
accompanied with a 10% reduction in body mass index in those who are overweight 
[6]. It was noted that adherence to a healthy lifestyle that addresses these risk factors 
throughout life may be more important than after disease treatment, especially if the 
person has a genetic predisposition to AD [7]. 

1.2 Behavior Change 

Health education programs have demonstrated the effectiveness of empowering 
individuals with health-related knowledge of factors affecting risk for various 
diseases, for example, breast cancer [8] and coronary heart disease [9].  A limited 
number of studies have,  however, been conducted with a focus on AD risk reduction 
via lifestyle behavioral change. Nevertheless, positive results from health education 
interventions targeting other health conditions suggest that a similar effort targeting 
AD prevention would be likely to result in favorable rates of adoption of healthy be-
haviors, given that AD shares many of the same risk factors [10]. Cardiovascular 
factors (heart failure, hypertension, high cholesterol and sedentary lifestyle), psycho-
social factors (education, higher work complexity, social participation and intellectual 
activities) [11] diabetes and dietary factors (endocrine disorders, high body mass in-
dex and eating a balanced diet) [12], have all been linked to cognitive decline and the 
onset of AD. Importantly, these factors are modifiable and could, therefore, be useful 
targets for the prevention of cognitive decline and dementia through behavioural 
change programs. It is therefore hypothesized that, health education programs that 
provide evidence-based knowledge about ways to reduce risk for AD may have the 
additional benefit of reducing risk for these other health conditions.  

It is becoming more widely accepted that the neuropathological processes involved 
in AD may begin decades before symptoms emerge, thereby justifying preventative 
interventions in mid-life. Motivation for positive lifestyle changes may be enhanced 
for AD risk reduction given that there is no known cure and many middle-aged per-
sons have experienced first-hand substantial dementia caregiving burden. Rather than 
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targeting just one health-related behavior, there has been a recent movement to test 
risk-reduction efforts that target multiple behavioral domains, in recognition that a 
disease such as AD may have multiple etiologies [13].   

Behavior change can be positively reinforced with a sense of achievement. In the 
gaming world, this sense of achievement is provided through in-game rewards or via 
a points system. Gamification utilizes game design techniques and mechanics to en-
gage and motivate individuals through incentives and a sense of achievement, specifi-
cally for non-gaming domains [14]. Gamification to encourage behavior change in 
healthcare is a recent concept, however, has been successfully applied in health care 
promotions to maximize engagement [14].  

None of the aforementioned longitudinal studies relating to AD have, however, in-
vestigated multi-domain interventions within a middle aged population (40-64 years), 
focusing instead on an older population (65-80 years). The current Gray Matters 
project, a collaborative project between Utah State University and the University of 
Ulster, aims to assess the effect of behavioral changes on the risk of developing AD, 
through the use of everyday technologies, with a gamification element, as a platform 
to deliver lifestyle recommendations.  

2 Methods 

The Gray Matters Project has recruited 146 participants (age 40-64) for a 6-month 
pilot study from the state of Utah, USA. This state has the quickest projected growth 
rate of AD cases in the US [15]. Participants have been randomized to control (n=42) 
or treatment group (n=104), with a full health assessment conducted prior to the study 
and a further assessment scheduled for the end of the study. The treatment group is 
involved in a comprehensive health education campaign focused on evidence-based 
methods for lowering their risk of developing AD. As part of this campaign, they 
have been provided access to the Gray Matters smartphone app, developed by the 
Smart Environments Research Group at the University of Ulster.  

2.1 App Design 

An interdisciplinary team of computer scientists, biomedical engineers, mathemati-
cians, psychologists, gerontologists, epidemiologists and statisticians designed the 
functionality of the Gray Matters app. Initially the app was developed for the iOS 7.x 
platform due to initial screening of the cohort and the prevalence of iOS device own-
ership amongst those recruited. As recruitment progressed, Android handset owners 
expressed the desire to also be involved in the study, which required a version to be 
developed for the Android 4.x platform. The functionality of both versions of the 
Gray Matters app are identical. The app has been designed to provide the user with 3 
core functions:  

1. Presenting a fact and behavior suggestion pair relating to AD prevention.  
2. Facilitating behavior self-reporting. 
3. Calculating and presenting personalized performance feedback. 
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Each feature is contained within its own tab in the app. From each tab the user can 
perform a number of bespoke functions which are detailed in the following Sections.  

Fact and Suggestion Pairs (Tips tab). The knowledgebase for the app is based upon 
6 domains: Food, Physical, Cognitive, Social, Sleep and Stress. For each domain, fact 
and suggestion pairs (n=164) have been generated from peer-reviewed literature, to 
provide information about AD and preventative strategies. An example pair is as fol-
lows: “Consuming high amounts of processed foods is related to cognitive decline.”; 
“Try a fresh salad for dinner instead of something from a box”. The fact and sugges-
tion pairs are displayed in their own ‘tips’ tab, accompanied by a sports coach avatar; 
to aid visual delivery and personification of the knowledge source. These motivating 
fact and suggestion pairs are refreshed daily and can be accessed by the user at any 
time. The user may tap the fact text to display the reference and URL of the literature 
source, to gain further detailed information if required.  

Self-Report Behavior (Log tab). The Log tab enables the user to self-report their 
behavior via the app. This is performed by asking the user 12 questions daily. Each 
question relates to a specific domain and has a recommended answer value. For ex-
ample, in the physical domain the following question: “How many minutes of mod-
erate physical activity did you do today?” has a recommended value of 30 minutes, 
based on the Center for Disease Control and Prevention’s (CDC) minimum daily 
target [16]. The user, if unsure, can tap the question to receive information as to what 
constitutes ‘moderate’ physical activity (walking, heavy gardening, yoga). By answer-
ing all 12 questions the user can longitudinally track and report their behavior across 
the 6 core domains. A 7th domain, named NikeFuel, has been included to track physi-
cal activity points which are calculated by a wrist worn activity monitor developed by 
Nike. Data entry for the answers is facilitated by a bespoke list view that uses a drag-
gable slider to allow a quick entry of data (refer to Fig. 1). Using a fixed width slider, 
with a fixed upper limit, enables the user to have an immediate understanding of their 
progress. The fixed upper limit, however, is typically double the recommended value. 
This is to facilitate the users who exceed the recommended values and wish to log 
precise values.  

 

Fig. 1. Custom sliders (android) for user data entry in the log tab view. The length of the bar 
provides visual feedback to the user on their progress.  
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Performance Feedback (Performance tab). The performance tab accumulates and 
summarizes the data gathered from the log tab and presents it to the user in the form 
of a star rating. Utilizing the concepts of gamification, a user can achieve a maximum 
of 5 stars in each domain, for their efforts in reaching the recommended values. As 
such all log values are normalized to a range of 0-5, for the purpose of plotting onto 
stars, using the following equation: 
 

݂ሺݔሻ ൌ ቐሺݔ െ ܳ௅ሻ ൈ ሺܴ௎ െ ܴ௅ሻܳீ െ ܳ௅ ൅ ܴ௅, ܳ௅ ൑ ݔ ൏ ܳீܴ௎, ݔ ൒ ܳீ  (1) 

where x is the user’s answer value to a particular question, QG is the goal value for the 
question, QL is the lowest possible value for that question, RU is the upper boundary of 
the normalized result and RL is the lowest boundary. The resulting star ratings pro-
duced from this equation are presented in Fig. 2a. 

 

Fig. 2. (a) A snippet of the performance screen on iOS showing the current day’s performance 
in the form of a 5 star rating. (b) A radar chart typically displayed to the user, showing their 
performance across all domains for the past 7 days.  

The stars are designed to encourage and reinforce the user’s effort to change their 
behavior. Additionally, the user may wish to view their overall performance over the 
past 7 days. To facilitate this the app makes a call to a graphing service on the server, 
which collates the data for that specific user, renders a radar chart and pushes the 
chart image to the handset, as presented in Fig. 2b. 

The user is reminded via notifications, that they have a new fact/suggestion pair 
and a log to complete each day. They are also reminded once a week that they can 
view a summary of their weekly effort. Combined, these 3 core features of the app 
allow the user to become informed about AD and preventative measures whilst hig-
hlighting, at a glance, which domains they can make the most impact by changing 
their lifestyle or behavior. 
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3 Results 

Following in-house beta testing, the app was initially released for the iOS platform 
and subsequently for the Android platform in week 3 of the study. Of the 104 partici-
pants in the treatment group who were permitted to use the app, currently 102 have 
installed the app. As of week 9 in the study, based on installation figures, there are 
119 total installations of the app with 100 (84.03%) on the iOS platform and 19 
(15.97%) on the Android platform. There are more installations of the app than partic-
ipants in the treatment group due to participants opting to install the app on both a 
smartphone and a tablet. Smartphone installs account for 82 (68.91%) installs and 
tablets 37 (31.09%) installs. With regard to operating system versions, 90.26% of iOS 
devices and 52.63% of Android devices are running the latest releases of their respec-
tive platform. Additionally, all in-app behavior, including session time, time of day, 
day of week, number of times each tab is checked and preferences for notifications is 
all anonymously tracked. An example of such data has been presented in Fig. 3 show-
ing a summary of the time of day that participants have been using the app. 

 

Fig. 3. A combination graph showing the total number of sessions generated by all participants 
and their average duration against the 24 hours in a day 

Additionally, from the analysis of the weekly usage data (refer to Fig. 4) we can ob-
serve that the participant’s average session time has steadily reduced over time.  

 

Fig. 4. A graph of the average session time of all participants within the first 9 weeks of the 
study. A linear regression line shows the average session time declining over the period. 
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4 Discussion 

Supplementary to observing user data relating to behavioral change for AD preven-
tion, the study is also monitoring and analyzing typical usage patterns of the app. 
Analytic data may be used to identify if participants require encouragement, by set-
ting a threshold to detect a drop in their session data. In addition to targeting individu-
als for support, analytic data enables the investigators to examine the profile of the 
average user, providing insight into how the app is currently used, or can be im-
proved. From Fig. 3 we can find that there is a peak of activity in the morning around 
9-10am, which correlates to the default reminder time for the daily fact. Conversely, 
the notification for the log reminder is defaulted for 6pm, however, usage data reveals 
that most user’s sessions peak around the hours of 9pm to 12pm, a significant time 
after the reminder has been issued. This has been highlighted for future releases to 
alter the default reminder time to the late evening. The average session duration of the 
app during these times (9pm-12pm) is 1 minute 49 seconds, which is representative of 
the global session average across all devices (1 minute 29 seconds). Nevertheless, at 
2am, 3am and 5am there are abnormal session duration times that peak at over 5 mi-
nutes. 2 participants have been identified as the origin of these anomalies. On aver-
age, during each session users typically look at 2.62 screens. Further analysis of 
screen flow behavior explains this observation, as users typically check the perfor-
mance tab, then update their log, and then finally re-check their performance. This 
supports the theory that gamification elements encourage continual engagement with 
the app, however, the long term effects of this are yet to be fully examined in this 
study. From the analysis of the weekly usage data (refer to Fig. 4) we can observe that 
the participant’s average session time has steadily reduced over time. It is believed 
this is indicative that the users are becoming more comfortable and efficient using the 
features of the app. Spikes in session time averages in week 3 and 8 coincide with 
new app version releases, for iOS and Android respectively. 

5 Conclusion 

We have developed an app to encourage positive behavioral change for a middle aged 
cohort, aiming to reduce the risk of developing AD in later life by targeting individual 
risk factors. For that purpose, we have chosen to develop a multi-platform app to 
allow for maximal adoption from the target cohort. Additionally, we have added a 
gamification element to the logging aspect of the app, with the aim of improving and 
maintaining frequent engagement with the app, to ultimately induce behavior change. 

Initial results from the first 9 weeks of usage data have been promising. The adop-
tion rate of the app amongst the treatment group is very high with 98% running the 
app on their smartphone or tablet. Future development work will include continual 
improvement and support for the platform, with additional lower level behavioral 
tracking implemented to assess the utility of individual components. Ultimately the 
Gray Matters study would like to observe the clinical impact of the app assessed 
against the control group in 4 months. 
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Abstract. As life expectancy increases it has become more necessary to
find ways to support healthy ageing. A number of active ageing initiatives
are being developed nowadays to foster healthy habits in the population.
This paper presents our contribution to these initiatives in the form of
a conversational agent that acts as a coach for physical activities. The
agent can be developed as an Android app running on smartphones and
coupled with cheap widely available sport sensors in order to provide
meaningful coaching. It can be employed to prepare exercise sessions,
provide feedback during the sessions, and to discuss the results after the
exercise. It incorporates an affective component that informs dynamic
user models to produce adaptive interaction strategies.

Keywords: Sentient computing, m-health, wearable technologies, active
ageing,mobile interfaces, conversational interfaces,multimodal interacion.

1 Introduction

Although life expectancy has increased due to advances in medicine and health-
care, it is important to ensure that this longevity is coupled with a good quality
of life. Active ageing is concerned with extending healthy life expectancy in
several different ways. The World Health Foundation in a report from 20121

indicated different guidelines to make active ageing possible, the first being the
promotion of “good health and healthy behaviours at all ages to prevent or de-
lay the development of chronic disease”. These include being physically active,
eating a healthy diet, and avoiding alcohol and tobacco. Also they highlighted
the need that the strategies developed should take into account the constraints
of low- and middle-income health systems.

We are particularly interested in the guideline of promoting physical activity.
Currently there are different technologies being developed to help users achieve

1 http://whqlibdoc.who.int/hq/2012/WHO_DCO_WHD_2012.2_eng.pdf
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this goal. For example, there exist many commercial applications, especially for
runners, which rely on sensors that offer feedback about the user’s achievements
after the exercise sessions. Most of these applications are rather static in the
sense that they offer the information after the sessions, mainly in the form of
statistics and graphics. Also, they follow a traditional HCI approach in which
the interaction with the user is limited.

As will be discussed in Section 2, research systems offer more natural interac-
tion through the use of conversational agents that allow speech-based interaction.
However, in this case there is a lack of dynamic feedback while the exercise is
being performed, as most agents do not incorporate sentient computing.

The proposal in this paper is an architecture to build conversational coaches
to encourage healthy habits, monitoring the user’s health during the exercises,
planning appropriate exercise routines, and supporting users to achieve their
goals. The system employs easily accessible and widely available sensors that
can be used together with mobile speech technologies in order to foster and
control regular exercising at an appropriate pace for each user. Our proposal
adapts the interaction metaphor to the different conditions in which the system
can be used, and includes an affective component that allows the user about how
they felt during the sessions, which helps to build a complex user model for a
more intelligent system behaviour.

2 Related Work

Traditionally, healthcare applications have been designed for in-home use in the
context of assisted living, where users can, for example, communicate some vital
signs to a system that logs them, provides feedback and/or forwards them to a
doctor [1], or obtain advice [2]. However, advances in the development of smart-
phones and their spread among the population provide interesting opportunities
to migrate such functionality to m-health apps that offer the possibility to make
more meaningful and dynamic interventions [3].

Conversational interfaces have been used in recent years to provide services
such as interviews [4], counselling [2], chronic symptoms monitoring [5,6], medi-
cation adherence [7,8], and the adoption of healthy behaviours [9].

However, we often find a dichotomy between mobile and home applications
which rarely combine to provide more dynamic services in different contexts.
Also we can differentiate between applications that are focused on monitoring,
for example blood pressure for diabetes [10], and others that are more focused
on counselling [11,12], or planning, e.g. plan and remind medication intake [13].

Sophisticated industrial sport coaches (e.g. by Adidas™, Garmin™, or Nike™)
include personalised workouts and performance tracking. However, they are not
aimed at older populations, and the interaction modes are restricted. While
exercising, some of such applications provide voice messages, but there are no
conversational features and the user’s affect is not considered in the design of
the training plans.

We propose a single framework to develop a virtual coach that operates in
two modes that combine the benefits of mobile and in home applications and
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that fulfil the objectives of monitoring, planning and coaching. The first mode is
active while the user is engaged in exercise, for example, going for a walk. In this
mode the system monitors and provides multimodal feedback to the user, while
it updates the user model with their achievements. The second mode corresponds
to a more relaxed situation in which the user can talk to the agent to plan new
activities or discuss their progress; an affective component makes it possible for
the system to support the user appropriately.

3 The Proposed Architecture

In the following sections we describe the main aspects of our proposal, including
the sensors and mobile technology required for its implementation, the models
defined, how the interaction is controlled and the operation modes of the agent
(see Figure 1).

Fig. 1. Architecture of the virtual coach

3.1 Sensors and Mobile Technology

The sensors employed in our architecture belong to two types. The first type
involves sensors that are already incorporated in the smartphone running the
coach. These include the microphone and GPS.

The second type involves sensors that are external to the smartphone, such as
the pulsometer and pedometer. These sensors measure biosignals: pulsometers
offer information about heart rate and skin conductivity, whereas pedometers
count the number of steps during walking. They are widely available and can be
found in sport shops with prices under 30 euros, in the form of easily wearable
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devices, such as watches and bands. One of the key points of our proposal is
that the user can choose the brand and type of sensors they prefer, so it is not
necessary to buy any special or expensive equipment for the app.

With respect to mobile technology, there are several novel possibilities offered
by Android. In particular, the Google speech APIs enable the user to communi-
cate with the app using speech. Text-to-speech (TTS) is provided as standard on
Android devices and offline speech recognition is also available on more recent
devices in addition to cloud-based speech recognition services. We augment the
speech interface with multimodal facilities and a dialogue capability is provided
using the Pandorabots chatbot technology (http://www.pandorabots.com/).
In [14] we provide several tutorials on how to use the Google speech APIs and
how to enhance them with multimodal capabilities and chatbot technologies.

3.2 User, Training and History of Interaction Models

In our proposal there are three main knowledge sources: the user model, train-
ing model, and interaction model. The user model contains “static” information
(name, age, and gender), as well as information that is updated according to
the exercise sessions and interactions. This dynamic part deals mainly with the
user’s progress in the exercises and the user’s affect in relation to this progress.
Currently, for the user progress we consider the frequency of use of the app,
the frequency of exercise sessions, and for each session the extent to which the
objective of the session is achieved (e.g. if the user had to cover a certain dis-
tance, what is the percentage covered), heart rate register (percentage), distance
register (kms), time register (minutes), and rhythm register (km/minute).

The training model codifies the best strategies for the coach according to
the physical condition of the user, and the expected behaviour of the user in
positive and negative scenarios. This knowledge is provided by expert trainers
and codified as rules which are augmented with suggestions from the scientific
literature (e.g. from Journal of the American Geriatric Society, Journal of Aging
and Physical Activity and Journal of Exercise Science and Fitness. With respect
to the affective model, currently we consider a simple model of polarity and
arousal (positive vs. negative affect and intensity level specified as a percentage),
which is coupled with the information of the exercise session to which it relates.
All this information is codified as tuples (session id, expected results, observed
results, expected affect, observed affect).

The history of the interaction is saved as logs including the date, interaction
mode (see Section 4), log of sensor information, and log of sensor communi-
cation errors. Moreover, when there is a conversation with the agent we trace
interaction parameters (duration of the dialogue, number of user turns, number
of system turns, information about the speech recognizer performance, speech
understanding success rates), and emotion recognition results.

3.3 Interaction Management

By interaction management we refer to both setting the global goals of the agent
and managing the conversation between the user and the agent.

http://www.pandorabots.com/


A Virtual Coach for Active Ageing 63

The goals are related to choosing the most appropriate exercises and schedul-
ing them, as well as to avoiding negative affect and fostering positive attitudes.
The common goal for all users is to keep them practising regularly and to try to
make them be positive about their results.

These objectives are achieved by choosing appropriate training for each in-
dividual user and providing supporting dialogues, which are based on the user,
training and interaction models described in the previous section. This is finally
translated into the scheduled training sessions, which are expressed as time goals
(e.g. to walk for 20 minutes), rhythm (e.g. to walk at a certain pace), and/or
distance (e.g. to walk to a certain spot for a number of kms).

The exercises included in the app are walking, running, doing aerobic exercises
and playing petanque. In Spain there is special equipment in public spaces with
infrastructure specially designed for elderly people, so sessions in these spaces
are also included (e.g. exercises to strengthen their joints).

With respect to the dialogue, there are planning/explanatory and motiva-
tional interactions. Planning/explanatory interactions are modelled like a form-
filling task in which the system prompts the user for some pieces of information
(e.g. the time they have for exercising or their preferences for certain types of ex-
ercises), agrees a schedule with the user, and explains how they should perform
the sessions (e.g. how to use certain equipment or what are the main objec-
tives). To do this we use a dialogue management technique based on a simplified
VXML, using an enhanced version of the interpreter that we presented in [14].

Motivational interactions are centred on the emotion conveyed by the user.
Currently for these dialogues we propose a very basic speech understanding
method based on a database of relevant keywords. The idea is to be able to assess
and respond to the user’s affect. For recognizing the user’s emotions we use the
acoustic information as in our previous work [15], and optionally the information
conveyed by the pulsometer. To respond to the user’s affect the system employs
the strategies encoded in the training model, a user state composer approach
[16], as well as a rapport building mechanism based on [17][18].

4 Agent Operation Modes

The virtual coach has two operation modes: exercise and conversation. The first
mode is used during exercise, and the second before and after the exercise in
order to prepare and discuss the sessions.

4.1 Exercise Mode

The first mode corresponds to the training sessions. During exercise, the user
wears the sensors, which communicate with the smartphone via bluetooth. The
system collects the biosignals at run time and updates the user state. When a
significant change occurs either because there is an important change in the user
state, or because they have reached a target in the training session, the system
provides feedback to the user.
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Systems that provide feedback based on biosignals, for example, smart watches
for runners, usually present just statistics and graphics, and often once the ses-
sion is finished and not during the training session. In our case, the system is
able to provide feedback to the user which, on the one hand, is tailored to the
user’s needs whilst on the other provides reinforcement for the exercise, giving
advice and support to the user, for example, how to continue or when to stop.

As can be observed in Figure 1, in the first stage the user state composer takes
the biosignals and the user model as input and constructs the user state which is
forwarded to the advice manager. This manager is a specialised dialogue manager
that does not require any user input and that computes the best coaching advice
taking into account the the user and training models. For example, walking for
40 minutes at a high speed may be good for some users, but too exhausting for
others. Thus, the advice depends on the type of exercise, the dynamic user state,
and the user characteristics.

Finally, once the output is decided, the multimodal output generator produces
an appropriate feedback to the user which is visual (through graphics and texts
in the smartphone screen), spoken (through synthesised messaged) and tactile
(through vibrations). The user is able to configure the multimodal output so
that it adapts to their preferences and needs.

4.2 Conversational Mode

The second mode corresponds to the interaction with the system when it plays
the role of a coach before and after each exercise session. In this case, the sys-
tem follows an architecture which is similar to traditional multimodal dialogue
systems (see Figure 1), enhanced by an emotion recognition module.

Wearing a pulsometer is not mandatory in this mode. Thus, the user can talk
to the agent through the smartphone and can also wear the heart rate sensor
so that the system can check how their heart rate changes when preparing or
remembering the exercise sessions.

In a setting before the exercise, the agent and the user can discuss the schedule
for the next set of exercises, and the agent can provide appropriate support
depending on the user state. For example, if the agent finds that the user is
very stressed, it may try to provide some comfort and try to relieve the stress
by planning a schedule with smaller challenges so that the user can experience
some progress more easily.

At any time after doing exercise, the user can switch the system to conversa-
tional mode and describe how they felt. This information is then used to update
the user model and the training schedule.

5 Conclusions and Future Work

As life expectancy increases, there is a need to find ways to support healthy
ageing. This is the purpose of active ageing initiatives that aim to foster healthy
behaviours in the population. In this paper we present a coaching conversational
agent that helps users to keep exercising at an appropriate level.
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In this paper we presented a proposal to build a coaching conversational agent
based on m-health and sentient computing. This agent is developed in Android
and supports two modes. On the one hand, an exercise mode that processes
information from sensors dynamically producing run-time advice based on the
user state, the characteristics of the user, the knowledge about the exercise,
the history of the interaction and the user’s achievements. On the other hand,
the agent features a conversational mode that offers coaching dialogues between
the user and the system, before and after the exercise sessions, with emotion
recognition from voice and optionally from the biosignal captured by sensors.

The sensors are widely available in general sport shops at a cheap price, and do
not pose special requirements to be used with the app. Also, the conversational
mode can be used without sensors, so that the coaching agent can be used with
just a smartphone.

For future work we plan to implement an Android app based on the architec-
ture proposed and carry out an evaluation of the system with elderly users with
different fitness conditions. This will allow us not only to assess user satisfac-
tion with the system, but also to obtain a rich knowledge base for the training
sessions with feedback from expert personal trainers.
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Abstract. Current approaches to patient education provide standardized mate-
rials to all patients regardless of their demographics and abilities. Nevertheless, 
the effectiveness of this approach may suffer from a patient’s motivation to ful-
ly engage with the material. To alleviate these concerns this study proposes a 
personalized approach to patient education that is tailored to the individual cha-
racteristics and health objectives of the patient. Personalized features will en-
hance the comprehensibility and usability of the process of medical education. 
Taking this into consideration, this paper introduces a conceptual framework to 
create web based personalized patient education. A central component of this 
architecture comprises ontological models of the patient, medical conditions 
and the educational components. Use case scenarios are also provided to high-
light the effectiveness of personalized education provision.  

Keywords: personalization, patient education, ontology, context. 

1 Introduction 

Patient education is an essential component of healthcare services as it can equip pa-
tients with the knowledge and skills they require to manage their condition and make 
informed decisions about subsequent treatment and daily care [1]. Sources of educa-
tion can include medical websites and printed pamphlets [1-3]. Pamphlets can provide 
standardized, medically certified information that can be revisited at varying stages of 
treatment [1, 2]. Nevertheless, the effectiveness of this educational approach may be 
hampered due to a patient’s inability or motivation to engage with the material. A 
patient may have difficulty understanding the medical terminology and images used 
or may feel overwhelmed or confused by the volume of information introduced [2]. 
These factors may result in a patient finding it difficult to identify important points or 
misinterpreting fundamental information [4, 5]. Personalization presents a means to 
overcome these concerns by enabling the provision of education that focuses on the 
particular needs and health objectives tailored for each patient. Personalization has 
been used in health communication to motivate patients to process health messages 
and improve their health behaviors [6]. Personalized education may be more accessi-
ble, usable and engaging for the patient by providing advice that is more relevant to 
their lifestyle when compared to standardized pamphlets. 
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Decreasing levels of physical activity and increases in unhealthy dietary habits 
have contributed to a worldwide increase in non-communicable conditions such as 
diabetes and obesity [7]. This paper proposes a web based framework for providing 
personalized education to patients that have been diagnosed with diabetes or obesity. 
Successful management of these conditions includes an increase in physical activity 
and following a healthy diet [7], activities which typically must be incorporated into a 
patient’s lifestyle. This framework addresses the limitations of standardized education 
for diabetic and obese patients through the provision of education that is adapted to 
the characteristics, health objectives and lifestyle of each patient. 

The remainder of this paper is structured as follows. Section 2 discusses related 
work in the field of patient education. Section 3 describes a framework for persona-
lized patient education and introduces the ontological models within the framework. 
Section 4 provides two use case scenarios describing typical usage and Section 5 de-
scribes the conclusions drawn from the research. 

2 Related Work 

A recent focus in health informatics research has been the concept of health literacy, 
which is the ability to obtain, understand and apply health information [8-11]. Health 
literacy is considered a prominent factor in a patient’s ability to make health decisions 
and to carry out self-management and medication practices [10]. A patient’s compre-
hension of written health information can be affected by the readability level of the 
information. The readability of a piece of text refers to the reading comprehension 
level that a person must have to understand it [3]. There is, however, a clear associa-
tion between low levels of literacy and poor health outcomes [8, 10], which highlights 
the need for educational materials that are suited to a range of readability levels. The 
readability of online and printed patient education material has been widely investi-
gated. In many cases the materials examined are found to be at a higher readability 
level than the national recommendation. Examples of this include an evaluation of 
hearing and paediatric hearing loss pamphlets in which 95% were above the expected 
level [9] and an analysis of websites targeted at adolescents diagnosed with the cancer 
osteosarcoma in which 86% exceeded the recommended grade level [12].  In cases 
where the readability level of materials is high there is a concern that the engagement 
of patients with low levels of literacy or limited patience may be reduced [11, 12]. In 
addition to the words and grammar used, many other features can limit a patient’s 
ability to understand and use medical information. This may include the introduction 
of excessive information, a poor flow of information and descriptions that are overly 
complex [9, 11]. For many patients and caregivers the preference is for simple and 
understandable language [9]. It is being increasingly recognized that health literacy 
can be affected by contextual factors. For example a patient with a sufficient level of 
literacy may find it difficult to interpret information that contains unfamiliar terms 
and diagrams [9] or they may find it more demanding to understand information at 
different stages of their treatment or at times of stress [8]. For this reason some pa-
tients have expressed a desire to be able to choose between different levels of com-
plexity and detail in the information supplied [8].  
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Other research directions have focused on the effectiveness of patient participation 
in the design of educational material. Such participatory approaches can help to iden-
tify complexities in the material, and can enhance the comprehensibility of the mate-
rials for a range of literacy levels [11, 13].  The authors of [13] evaluated the effect 
of patient participation in the design of an Internet-based education system for pa-
tients affected by Fibromyalgia Syndrome. The developers used online user forum 
discussions to add tools that correlated to user suggestions. Appraisal of the system 
usage and user feedback found that many of the sections that were designed in colla-
boration with the end users were frequently used.  The developers proposed that this 
approach should be further developed so that functionality derived from patient re-
quirements could be mapped to specific outcomes such as increased learning.  

Much of the research in this area has focused on the factors that can limit the effec-
tiveness of patient education. The composition, readability and format of materials are 
prominent factors, and a patient’s level of health literacy can also affect their ability to 
use health information. The involvement of patients in the design of educational mate-
rials has been one approach to improving usability.  Prominent goals in this field 
include the design of materials that fulfill the informational needs and objectives of 
patients whilst also facilitating learning. 

3 A Conceptual Framework for Personalized Patient Education 

This paper proposes a novel framework for creating personalized patient education. A 
conceptual model for the framework is illustrated in Fig. 1. In this framework infor-
mation is captured about 3 main entities; the patient, the educational content and the 
medical conditions. This information is modeled as an ontology in the Modelling and 
Management layer.  An ontology has been defined as “a shared understanding of 
some domain of interest” [14]. It reflects a particular world view of a domain by 
representing domain knowledge as an organization of concepts, definitions and rela-
tionships [14]. Modeling data in an ontology ensures that the meaning of the data is 
unambiguous and is therefore suitable for processing by reasoning technologies [15].  
The information modeled in the Modelling and Management layer includes characte-
ristics of the patient, aspects of diabetes and obesity such as symptoms, health risks 
and treatments, and formatting features of the educational content. A patient’s demo-
graphic characteristics may be populated from their electronic medical record, with 
further health and activity specifications entered by a physician.  

The Personalisation and Contextualisation layer contains a set of personalization 
rules and a reasoning engine. The reasoning component can utilize the ontology and 
rules to make inferences about associations in the data [15]. For example a rule could 
be specified to determine an association between a set of symptoms exhibited by the 
patient and a particular health complication. The educational content is maintained in 
the Educational Repository which includes text and graphical components. Personali-
zation mechanisms determine the combination of components that are selected for 
each patient. The educational content will be formatted as a web page and presented 
to the patient through a web browser.  
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Fig. 1. Proposed framework to provide personalized patient education 

3.1 Ontological Modeling of Patients, Medical Conditions and Education 

In order to generate personalized education we need to design a comprehensive set of 
data about the user. User modeling is the process of determining which user characte-
ristics are relevant to a service and designing a structure that will capture these 
attributes. User modeling results in the definition of a User Model, a uniform template 
of the attributes that should be included for each user. A User Profile is an instance of 
the user model that retains the unique attribute values for an individual user. In this 
framework the user model and models of the health conditions and educational con-
tent are encoded as an ontology. The ontology was developed using Protégé, an on-
tology editor and has been represented using the Web Ontology Language (OWL).   
 

(a)  (b)  (c)  

Fig. 2. An excerpt of the user model (within Protégé) illustrating (a) classes, (b) object proper-
ties and (c) datatype properties 

Within an ontology, the concepts of a domain are defined as classes and are arranged 
in a hierarchy of superclass-subclass relationships. A class will contain properties to 
represent features and restrictions [16].  Object properties denote relationships be-
tween classes whilst datatype properties denote attributes or data values of a class 
[16]. Fig. 2 provides an illustration of the classes and properties that are included in 
the user model. 

Fig. 3 indicates how associations can be inferred between classes represented in the 
user model and the educational content model. These associations are then utilized to 
adapt the composition and presentation of the education to the preferences and needs 
of each patient. Associations are normally derived from the properties of each class. 
The data captured in the user model is categorized in three strands that are represented 
by the classes, PersonalProfile, HealthProfile and EducationProfile. PersonalProfile 
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by dynamically correlating a patient’s readability level with textual information. The 
EducationProfile contains the patient’s highest qualification and this information can 
be used to deduce their readability level. Furthermore the HealthProfile indicates 
whether the patient is experiencing stress. This characteristic can be modified at differ-
ent stages of the patient’s treatment and can be used to adapt their readability level 
accordingly. Deriving associations between the readability level of the user and the text 
ensures that the education is comprehensible and useful for the user in their current 
situation. 

A Conditions model captures the characteristics of diabetes and obesity. The cha-
racteristics modeled include symptoms and health risks, specific treatments such as 
medications and health checks, and more generic treatments such as lifestyle changes.  
Although aspects of diabetes and obesity are common to many patients it is likely that 
not all patients will have the same combination of symptoms, health concerns and 
treatments. Personalization can ensure that the education provided focuses on the 
particular aspects of the condition that are relevant to each patient. Data regarding a 
patient’s health status is captured in the user model class ConditionsProfile. The pa-
tient’s combination of symptoms, health risks and treatments are represented through 
relationships with instances of the conditions model. This information can be utilized 
to ensure that the education components selected correlate with the pertinent aspects 
of the condition. For example, for a patient with type 2 diabetes, the information pro-
vided could relate to treatments such as cholesterol checks and weight management, 
while for another patient with the same condition the education may concentrate more 
on diabetic medications. Tailoring the education in this way ensures that the education 
is focused on the needs of the patient and can change dynamically in response to 
changes in their medical status. Moreover the patient is not overwhelmed by informa-
tion that is not directly applicable to their needs. 

One aspect of treatment for diabetes and obesity relates to increased physical activ-
ity. An activity model has been designed to model various aspects of physical activity. 
Class Activity captures various sporting activities which are categorized in the sub-
classes AerobicExercise and ResistanceExercise. Activities are also characterized by 
properties including hasEnvironment which specifies whether the activity takes place 
indoors or outdoors and hasLocation. Each patient has an activity profile which de-
notes their preferred physical activities, preferred activity environments and current 
physical activity level. Associations between these two models can be utilized to en-
sure that activity suggestions are focused on the patient’s preferred activities and are 
suitable to their current physical capability. Nevertheless, while it is favorable to pro-
vide information that is personalized to the preferences of the patient it must also be 
contextualized to their lifestyle. One means by which to achieve this is to consider 
whether it is convenient for the patient to take part in this activity. Location informa-
tion is captured for activities and can be used to determine whether this activity takes 
place within a specified distance of the home or workplace of the patient. This ensures 
that the activity advice provided is relevant to the patient’s lifestyle and is applicable 
to the different environments in which they reside. 
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4 Use Scenarios for Personalized Patient Education 

The following vignettes are presented to illustrate how personalized education can 
adapt to the particular health objectives of two patients that have been diagnosed with 
type 2 diabetes. Fig. 4 presents illustrations of the personalized education. 

Peter is a 26 year old man who has just been diagnosed with type 2 diabetes. His 
physical activity level is quite low and he is eager to increase this to help him manage 
his condition. He has identified cycling as an activity that he is interested in and this 
preference is added to his activity profile. His personal profile also holds his home 
address. Information from Peter’s profile is then used to identify places where he 
could go cycling. His home is very close to a bike trail so this is suggested for bi-
cycles trips. The information provided to Peter includes a description of the trail, and 
directions and a map are also provided.  

 

(a)  (b)  

Fig. 4. Screen shots of web based personalized education delivered to (a) Peter, (b) Jane 

Jane is a 55 year old woman who has just been diagnosed with type 2 diabetes. She 
is worried about this diagnosis, however, her physician explains that one way to  
manage her condition is by maintaining good blood glucose control. The education 
provided to Jane focuses on her worries about managing her blood glucose level by 
describing how a balanced healthy diet can help, and she finds that the information 
uses vocabulary that she can understand. Jane’s profile also indicates that she has a 
mild sight impairment therefore the text is presented in a suitable size.  

5 Conclusion 

This paper introduces a novel approach to providing personalized patient education. 
An analysis of related literature highlighted the limitations of the current approach of 
providing standardized education for all patients regardless of background, education-
al capability and health status. The proposed approach overcomes these weaknesses 
by tailoring the education to the changing needs and goals of each patient under vari-
able contexts. Ontological models of user characteristics, health conditions and educa-
tional content were presented. Associations between these models can be utilized to 
create educational content that is focused on the particular health concerns of the pa-
tient and supports their understanding of the material. Two use case scenarios were 
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also provided to describe potential educational provision. The future development of 
the framework includes implementation of the personalization mechanisms, popula-
tion of the educational repository and evaluation. 
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Abstract. By 2030 it has been predicted that Chronic Obstructive Pulmonary 
Disease (COPD) will affect, on a global scale, over 64 million people and will 
be the third leading cause of death worldwide. This work discusses the devel-
opment of a self-management system that records physiological and contextual 
information via a smartphone, a wrist worn accelerometer for measuring activi-
ty and a chest worn device for monitoring patterns of respiration. The data rec-
orded through this system facilitates analysis to identify changes in the patterns 
of the bio-signals and may pave the way for advice to be offered regarding the 
self-management of this long-term condition. Feedback relating to specific ac-
tivity goals that can be set and monitored will be provided to the user as part of 
the self-management solution  

Keywords: COPD, Self-management, Activity recognition, Chronic disease, 
wearable Sensors. 

1 Introduction 

A significant shift in population ageing is currently taking place. The median age for 
European citizens has been projected to increase from 41 years in 2013 to 46 years in 
2050 [1]. This dramatic shift will impact upon the provision of healthcare, given that 
increased life expectancy will increase the number of people at risk of developing 
long term conditions.  Chronic Obstructive Pulmonary Disease (COPD) is set to have 
an increased prevalence.  It is one of the most common chronic diseases affecting the 
older age groups [2]. It has been projected that over three million people in the UK 
are afflicted with COPD, however, just over 900,000 have been clinically diagnosed 
and are receiving treatment [3]. In addition, COPD has been reported as consuming 
50% of the European Union Health Care budget allowance for respiratory disease [4]  
This is set to increase as COPD becomes more prevalent. 

Symptoms, which are indicative of COPD, include shortness of breath known as 
dyspnoea, chronic cough and the production of excess sputum. It is common for those 
with COPD to suffer from exacerbations, an acute increase in previously mentioned 
symptoms alongside increased levels of nocturnal awakening, breathlessness and 
wheeze [5]. Research has shown that delayed treatment following an exacerbation cor-
relates directly with a lower Health Related Quality Of Life (HRQoL), delayed recovery 
time and a dramatically increased risk of hospitalisation [6]. Self-management has been 
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defined as: “any formalized patient education programme aimed at teaching skills 
needed to carry out medical regimens specific to the disease, guide health behavior 
change, and provide emotional support for patients to control their disease and live 
functional lives” [11]. Self-management solutions availing of technological advances 
may therefore offer benefit to those suffering from COPD by offering relevant and 
timely information relating to their condition. This information and its interpretation 
could facilitate self-management, which in turn could lead to behaviour change by faci-
litating goal setting and ensuring relevant and timely feedback is presented to the 
user[7] and may even reduce symptomatic conditions. This could reduce the burden on 
the healthcare system. In addition, such an approach empowers the patient with an in-
creased level of control over their healthcare [8].   

It is conceived that the detection of sudden or gradual declines in physical activity 
could lead to earlier non-pharmaceutical interventions. This would enable levels of 
activity to recover to an appropriate level before a decline impacts upon the person’s 
daily life, in the hope that this could lead to a reduction in disease progression and 
further complications. Section 2 presents a background review into the management 
of COPD and technology based self-management techniques. A self-management 
monitor currently under development referred to as CAS (COPD Activity Support) is 
discussed in Section 3. Section 4 discusses implementation and initial testing of CAS 
with section 5 discussing future work. 

2 Background 

The management of a chronic condition such as COPD is expensive and time con-
suming placing a burden on National Health Services, those with COPD and their 
immediate family. Self-management alleviates an aspect of this burden by enabling 
the person with COPD to manage their own condition [9][10].  

The American Thoracic Society stated that “pulmonary rehabilitation will lead to a 
reduction in symptomatic features of COPD, improve functional status and will lead 
to a reduction in health care costs by either reversing or stabilising the condition”[14]. 
Pulmonary rehabilitation has been defined as: “an evidence based, multidisciplinary 
and comprehensive intervention for patients with chronic respiratory diseases which 
are symptomatic and often have decreased daily life activities” [13]. A typical pulmo-
nary rehabilitation course includes: a physical exercise programme, carefully de-
signed for each individual; advice on lung health and coping with breathlessness; and 
a friendly, supportive atmosphere. In such a programme physical activity is focused 
on the exercise programme, not monitoring. This ensures that the participant is pro-
vided with a core set of skills enabling them to self-manage their condition more 
effectively. Pulmonary rehabilitation has been determined to provide significant short 
term levels of improvement for those with moderate to severe COPD, such as the 
ability to carry out physical activities, however, improvements may not last[15][16]. 
Research in this area has found that benefits gained from pulmonary rehabilitation 
return to levels witnessed prior to the intervention within 1 – 2 years [17] [16]. With 
this information, it is therefore important to determine how benefits gained can be 
maintained over a longer period of time. Several research studies have discovered that 
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providing activity related feedback to the end users can be of benefit. Studies have 
investigated the use of a pedometer as a motivational feedback tool [18][19][20] and 
found that levels of physical activity in participants increased when presented with 
feedback on activity [18]. Positive results were also presented by Verwey et. al.  [20], 
however,  a number of technical problems relating to the system architecture resulted 
in 90% of participants not always retrieving activity feedback. The authors in [20] 
also queried how sustainable the positive results would be with less human support.  

Changes in levels of physical activity over a period of 6 months in those who had 
previously completed a pulmonary rehabilitation course were monitored by Dwyer et. 
al. [21] using an Activpal accelerometer. A trend in decline was identifiable at 6 
weeks in participants who would subsequently continue to deteriorate after rehabilita-
tion with no identifiable cause over those that did not. The authors,  however,  post-
ulated that this could be due to lower levels of self efficacy [21]. 

This Section has highlighted the benefits and difficulties associated with the self-
management of COPD and how supporting this with technology can offer improve-
ments, however,  also lead to difficulties. The current work will contribute to COPD 
self-management by creating a system that will be self-contained, enabling consistent 
provision of feedback to the participant whilst also recording comprehensive physio-
logical and contextual data enabling post trial analysis to determine which factors and 
their combination correlate with changes in activity levels. This information can e 
used to inform future work in the area. 

3 CAS (COPD Activity Support) Monitor 

A self-management tool, COPD Activity Support or CAS monitor, was designed and 
developed to achieve the aim of physiological monitoring and the provision of feed-
back on levels of daily physical activity for those with COPD. An iterative design 
process was followed complimented with utilisation of current medical guidelines and 
knowledge to ensure the system design was relevant and appropriate for those with 
COPD. It is anticipated that this CAS monitor may regulate levels of activity whilst 
simultaneously empowering participants with more knowledge and information con-
cerning their own condition therefore touching upon the subject of self-efficacy. It 
will also provide a tool which has the facility to collect a dataset providing an insight 
into how physiological and contextual information contribute to symptoms and beha-
vior in those with COPD. 

The self-management monitor requires participants to use a smart mobile phone and 
two ‘off-the-shelf’ sensor(s), a wrist worn Fitbit bracelet (http://www.fitbit.com/uk/flex) 
and a chest worn bio-harness strap (http://zephyranywhere.com/). The former records 
activity information, specifically, steps taken, distance traveled (estimated), number of 
active minutes per day, total number of hours asleep, number of times awoken during 
the night and information related to sleep quality (the number of awakenings throughout 
the night). The latter records physiological information from the participant, specifically 
heart rate, respiration rate, levels of activity and electrocardiogram R-R intervals.  
Sensors within the smartphone (GPS, Microphone) record contextual information from 
the participant, specifically ambient noise to determine if a noisy sleeping environment 
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be retrieved from a weather API using GPS coordinates to specify location. Ambient 
noise levels will be recorded at night. The microphone within the smartphone will be 
utilised from 10pm to 8am or set for normal sleeping time. Real time audio processing 
is carried out on data retrieved from the microphone to generate ambient decibel levels 
(dB), which are stored. This ensures that background or conversational data are not 
stored addressing possible  privacy issues. Finally the bioharness and accelerometer 
sensors provide a live data stream of heart rate, respiration rate and activity levels. 

Table 1. Data to be recorded from the end user throughout the trial period 

Features to Record Method Unit Example 
Cough Manual input (Subjective) Text Increased Cough 

Sputum Levels & Color Manual input (Subjective) Text Sputum Yellow 

Wheeze Manual input (Subjective) Text Decreased Wheeze 

Fatigue Manual input (Subjective) Text Increased Fatigue 

Diet Manual Entry Text 1 Chicken fillet 

Weight Digital Scales Kilogram 74kg 

Activity (Steps) Fitbit (sensor) Daily Steps 3421 Steps 

Sleep Efficiency Fitbit (sensor) Percentage 98% 

Total time asleep Fitbit (sensor) Hours & Min 7h 32m 

# times awakened Fitbit (sensor) Integer 6 times 

Heart rate Zephyr Beats per Minute 66 

Respiration rate Zephyr Breaths per Minute 22 

Activity Level Zephyr g 16 - 16 

R-R interval Zephyr Milliseconds 780 

Location Smartphone GPS Lat - Long (54.686 -5.882) 

Ambient Night Noise Smartphone microphone dB 120 

 
Recorded symptomatic and contextual information is presented to the participant 

visually on the smart mobile device. This enables current and historical information to 
be reviewed and potentially empowers the participant with greater knowledge regard-
ing their health. The CAS monitor automatically presents the participant with relevant 
information daily, for example, current weather conditions and outside temperature. 
Feedback on how close the participant is to achieving a specific number of steps for 
that day is also presented. Participants can also set a heart rate limit. If the heart rate 
limit is reached an audible and visual alarm will sound on the mobile alerting the user 
of their condition. The alarm will then delay for 30 seconds at which point it will 
sound again if the participant’s heart rate is still at or above the set limit. This is use-
ful for a participant to monitor how their heart rate fluctuates depending on the activi-
ty carried out. The participant can also review recorded information, total number of 
steps achieved, number of active minutes completed that day, total hours slept the 
night before and the quality of sleep rating for the previous night. 

Conditional rules will be determined empirically enabling a traffic light system in-
dicating that everything is either within a personalised pre-set range. Green will indi-
cate that everything is ok, orange will indicate readings are just outside pre-
determined safe ranges and red indicating readings are outside the guideline limit. 
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A distinction can be found between each activity, specifically fluctuations in activity 
levels. No significant increase in respiration rate can be detected due to the brief record-
ing period; however, it can be found that the heart rate gradually increases over the re-
cording period. A technology validation will be carried out to ensure that sensor readings 
are correct, specifically respiration rate as little deviation occurred during the initial test. 

5 Conclusions and Future Work 

Future work will involve further system validation and a usability study with 10 nor-
mal participants using the system for a period of 5-10 days. Participants will have a 
background in computing or nursing therefore offering distinct perspectives on the 
system. It is anticipated that 10 participants will provide sufficient feedback for fur-
ther system refinement. Following this, generation of an initial dataset on levels of 
activity with an expert patient performing pulmonary rehabilitation will occur. This 
will provide baseline data, which can be used to determine if activity levels are in 
decline over a set period of time and to what degree.  Daily activity analysis will also 
be carried out to determine if prompts on the mobile device encourage increased le-
vels of activity or a quieter sleeping environment can effect levels of daily activity. 

This CAS monitoring tool, when further validated, could provide a method of de-
tecting the early onset of activity or health decline and may lead to earlier implemen-
tation of relevant interventions. It is important that future trials be carried out over a 
longer period of time allowing for the creation of a large dataset with the goal of test-
ing a cohort of users with COPD. 
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Abstract. Pervasive healthcare aims for a decentralized, preventive,
and assistive approach to healthcare. Recognizing their merits, many
authors have proposed systems based on this approach; some include
theoretical proposals and architectural designs, while others have im-
plemented real working systems. Most systems are tested in controlled
laboratory conditions, and just a few of them in real-setting scenarios.

For three years now, we have been using a system that assists care-
givers in performing their duties at a geriatric residence. In this paper,
we report the lessons learned with this system, during a period span-
ning the requirements gathering, design, implementation, maintenance,
update and continuous running phases. This report tries to fill a void
in the literature for real-life experiences that can be taken into account
when designing and implementing pervasive healthcare systems to be
installed in real settings.

Keywords: pervasive healthcare, AAL, elders, caregivers, in-situ
evaluations.

1 Introduction

Many Ambient Assisted Living (AAL) systems and environments have been
proposed to improve care assistance services to elders [1]. Several overviews of
research challenges and systems issues can be found in the literature [2,3,4]. The
majority of them describe multi-layer system architectures that support care
processes and involve the participation of elders, caregivers, nurses, doctors and
external healthcare services (hospitals, emergency services, etc.).

Figure 1 depicts a general and usual scheme of the AAL systems for elders.
The first layer (level 1) is usually formed with a Body Area Network (BAN)
with medical sensors and smart devices embedded in the environment around
the elder. The data generated through the BAN are stored in local devices or
sent to a collector or server for further analysis. The wireless communication is
guaranteed by a Wireless Sensor Network (WSN) which connects all the sen-
sors and actuators. The combined infrastructure of sensing and wireless com-
munication enable continuous monitoring of the elders, and data about elders’
life styles are collected and stored. The second layer (level 2) provides intelli-
gent capabilities to recognize activities, or to infer risky and unusual situations.

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 83–90, 2014.
c© Springer International Publishing Switzerland 2014
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In the third level layer are all notifications systems to support formal and infor-
mal caregivers, and other medical services. Depending on the elder’s behaviours,
the system triggers notifications and alarms which are sent to caregivers, fam-
ily, physician, and emergency services. The last layer (level 3) is in charge of
managing these notifications.

Fig. 1. Generic scheme of AAL systems

Our Approach

In the past three years we have worked with geriatric residences in Baja Califor-
nia, Mexico, where elders suffering different conditions live. Alzheimer, Parkinson,
dementia, cognitive impairment are the most common illnesses there. One phase
of our methodology [5] involved a qualitative study with staff members(n=6),
nurses(n=7), caregivers(n=12), physician(n=1), family members(n=2) and older
adults(n=72). Then we designed a system with a three-level architecture, similar
to other works found in the literature [6]; we called our system SMAMI (Sistema
de Monitoreo de Adultos Mayores Institucionalizados, spanish acronym for Mon-
itoring System for Residents [7]), and it contains the following modules:
- Sensing module. For the first level of our system, a WSN was deployed in the
residence to support real-time communication, recording the tracking of elders
inside the residence. Each resident wore a wireless sensor [8]. The data generated
by three-axis accelerometer and signal strength were stored.
- Activity analyser module. This module is part of level 2 of SMAMI. It analysed
accelerometer’s data, motion activities (walking, sitting down, standing up and
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lying down); and events like falling down were recognized. Also, signal strength
was used to determine the location of each elder. Location and time were used
and combined to recognize elders’ daily activities (feeding, resting, hygiene, med-
ical and recreation).
- Behaviour register module. This module complements level 2 of SMAMI. It con-
sidered the temporal events and activities, deviations from the usual behaviours
were detected based on activities and locations’ logs using decision trees.
- Notifications module. Level 3 of SMAMI included an Android application de-
veloped for caregivers and nurses. The application showed the location of the
residents in real-time, and alerted caregivers when a dangerous situation oc-
curred. For example, in an emergency when a fall occurs.

The development of all these subsystems is not an easy task. Moreover, if the re-
search demands a real implementation, the in-situ deployment of the technology
could imply some changes in the prototypes. Controlled laboratory environments
are not enough for feedback, and there is a gap in the literature discussing the
challenges faced in this kind of research.

The objective in this work is not to present with great detail our pervasive
system approach or give a list of technical issues presented during evaluations.
Instead we present the socio-technical issues found during the design and im-
plementation of our system under real conditions. This work complements the
technical-oriented experiences reported by others researchers about field stud-
ies. We aim at helping researchers with non-technical advices when conducting
in-situ studies or evaluations.

2 Realities vs Expectations

The initial thrill of designing a system full of features, with sleek design, unob-
trusive, useful and neat, drive the expectations at very high levels. The daily
experiences wear out the initial expectations, and the researcher has to be pre-
pared for unexpected challenges. We share our practical experiences obtained
all along the process, since the initial gathering of contextual understanding,
through deployment and continuous use of the system.

2.1 Designing for People

Before proposing an application or solution for a specific community and envi-
ronment, a qualitative field study is useful to acquire all the initial knowledge
about the problem. Understanding and modelling the problem and its peculiar-
ities enables researchers to design and develop ad-hoc technology for users.

Through a field study researchers collect information using qualitative and
quantitative techniques, such as interviews, focus groups, questionnaires, shad-
owing, and many others. The objective is working with people’s comments and
perceptions, and at the same time capturing the big picture about what they
do and how they do it, what issues users face and how they solve them. Ideally,
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the researcher expects full commitment and collaboration from the stakeholders,
but in reality this is not always true.

For our particular problem we conducted a field study to know how the elders’
care process took place inside a geriatric center, and to find design insights useful
to guide the development of the system. We describe below the problems we faced
in this stage.

Time. Setting up meetings with the stakeholders is inevitable. In the process
of matching agendas of the participants we noticed that, on the part of the re-
searchers, possessing social skills, empathy, and patience is fundamental. Perhaps
the only time stakeholders can participate would be within their own working
hours, when they are immersed in their duties and distractions are not welcome.

Moods and personalities. Each participant is different, some are shy and oth-
ers are extroverted. This situation could be a problem when a focus group is
conducted because the extroverts can overshadow the participation of others.
Sometimes participants had a bad workday and they would not have a good
mood to participate or share their experiences.

Individual and group discussions. Researchers need to balance the number of
participants per session. In small groups interactions are minimal, and the pro-
cess is not as rich as with a large group. One consequence is a large number of
versions of the same topic, which implies more hours devoted to further off-line
analysis. Larger groups encourage controversy, more vivid discussions but also
lead to dispersion; participants tend to start unrelated topics. Also, having as
many people as possible in a focus group would be optimal to maximize the
resources, but in reality getting as few as two people per focus group can be a
complicated task.

Explanations needed. Participants need explanations. The study goals should
be shared with elders and caregivers. The explanations offered should be simple
enough without being misleading. Some of the elders may have Alzheimer or
some kind of cognitive impairment which causes them to not understand techni-
cal aspects or why the study is conducted. Sometimes researchers need to play
a game with elders as if they were actors performing. With caregivers the fine
point to understand is the wide array of educational levels, some of them may
need extra help to understand complex concepts or even to write and to express
themselves.

2.2 Continuous Monitoring

Figure 1 shows the BAN sensing infrastructure to continuously monitor elders.
We expected the elders to wear the sensing devices at all times, we also ex-
pected batteries to last for a fair amount of time. The expectations came from
pre-deployment trials done in the laboratory, by students and staff performing
as elders. However, some things did not go according to expectations because
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participants are real people living in real conditions. Even if we tried to depict
and anticipate all possible situations in a constrained environment, unexpected
behaviours and situations emerged.

People using technology. Pervasive healthcare involves people and technology.
Therefore when in-situ studies are conducted, researchers should find ways to
engage users, as not all may enjoy wearing gadgets. We found that sometimes
older adults feel that having a lot of devices is a sign of illness, while others
think that the device will help them, for instance, to lose weight. In this respect,
researchers should use subtle and non-obtrusive sensors [9]. Elders could frighten
when a lot of devices are set around them. Sometimes elders would take off the
wearable sensor and they would hide it too, because they used to change clothes
frequently. Some older adults are used to save things, the sensors are not the
exception. Finding them could be an exhaustive task, our suggestion is over
provisioning of devices considering they could be lost, hidden or damaged.

Batteries. Portable devices for continuous monitoring should have a continuous
source of energy; we expected, of course, battery power to be exhausted. We also
anticipated that elders cannot be asked to recharge the batteries. The only other
alternative was asking caregivers to do that, however adding this task to the list
of other activities results in perceiving the technology as a burden. Hence, a
third-party was needed to monitor the sensors’ energy and recharge the battery
when necessary.

Real workers. In-situ studies have the advantages of getting first-hand informa-
tion and acquiring the most real characteristics from a process, because partic-
ipants are immersed into their real environment. This is a double-edged sword
because surely they would provide the know how, but it would depend on their
work load and the commitment to participate into the study. Since the initial
observations and interviews, it is advisable to identify the most experienced staff.

2.3 Real-Time Wireless Communication

When enhancing an environment with intelligent technology, it is an almost
obvious choice to install wireless nodes, as they are less intrusive, require no
wiring, and thus incur less cost and set-up time. However, there are some inherent
problems with wireless technologies, as they are prone to interference, noise, and
other physical phenomena that adversely affect communications.

Physical infrastructure. Care institutions were not planned having in mind the
installation of small wireless nodes at all places. They lack infrastructure for
base nodes (not even wall plugs where they were needed). Sometimes a simple
piece of furniture or wall may interfere with the signals, and finding the failure
could take a considerable amount of time. Since the transmitted data may be
critical, it is paramount to allocate time for designing a robust communication
system, performing tests for signal strength, identifying sources of interference,
and devising strategies for recovering from data lost.
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Energy sources. As previously stated, deploying battery-operated nodes is too
burdening, as somebody should monitor and recharge the batteries. Choosing the
alternative of connecting nodes to the electrical plugs carry a set of problems, as
most times the electrical plugs were placed in low locations (to connect vacuum
cleaners, for instance), or in odd places such as near the water sinks. Hence,
connecting the nodes blocks the plugs and either the nodes are disconnected
by the staff when needed for their intended purposes (or even by accident), or
else many cumbersome, multi-plug power strips were connected. In any case,
the placement of the plugs is not ideal for wireless transmitting nodes. We also
observed that there were periods of power supply outages, leading to servers,
sensors and communications to be down. As suggested by [10] alternative and
sustainable energy sources can be considered to support continuous information
infrastructure operation.

2.4 Intelligent Module

The second level of our prototype was the data analysis module. The server
processed the received data and recognized the activities processing the ac-
celerometer data using well-known decision tree algorithms [11]. Furthermore,
the recognized activities and location were combined in the server to detect risky
situations, and immediately send notifications to caregivers; for example, when
residents entered restricted areas (e.g. the kitchen or the infirmary) or in case
they suffered a fall. The notifications module (third level) was built considering
mobility, places, duration and the hour of the day. Also, a decision tree [12] was
used to decide when to send notifications and inform caregivers about the risk
situations.

Synchronization. Sometimes it is difficult to synchronize data packets traveling
through the WSN with the server. Timestamps do not match, affecting the real
time system. For further analysis of the collected data it is necessary to devise
a timestamp synchronization method to allow all stored data to be processed to
find correlations and time-based patterns.

Support for easy maintenance. At the application level, procedures should be
devised to backtrack to a previous state in case some failures occur (due for
instance to a power outage). These procedures should allow to identify when the
failures occur and immediately notify the system administrators.

2.5 Withdrawal of the Technology

In long term studies it is usual to propose new versions of the original system,
after various design iterations and evaluations. Sometimes the technology should
be reclaimed to deploy new versions [13]. The next version release may take siz-
able time, disturbing the participants in the waiting. Moreover, the participants
could be reticent to restart the study due to the protracted wait.
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Obsolescence

Due to the constant technological advances in devices and platforms, technology
expires. The initial gadget used could not be compatible with some of the im-
provements and facets of the new version. The researcher needs to allocate time
to adapt and update software and hardware, and for retraining participants.

Adoption of Technology

Once the benefits and advantages are experienced by the participants, the man-
agers and administrative staff could adopt the ideas proposed. Besides, they
could start to develop their own systems and technology. This development may
seem to benefit the research. However, if requirements are not perfectly under-
stood by a generic IT developing company the work already done is regressed.
This fact could cause that caregivers become sceptical about the technology ad-
vantages and decline participation when starting a new study. There is a gap
to be filled because neither the generic IT developer, the researcher or the care-
giver are to blame. The goal of research is not to have a product, but to test
new ideas and produce pre competitive prototypes. To ensure a continued co-
operation with an institution, managers should be convinced to provide sizeable
funds to develop a competitive prototype by a third party.

3 Summary of Lessons Learned

1. Participants include working people, so researchers should be flexible to
match schedules (even if this implies working during the night shifts).

2. From the research team, the person with the most social skills, empathy
and patience should be the one participating in meetings with stakeholders
(qualitative study).

3. If possible, try to disguise as part of the staff, this will make it easier to
blend in and collect the information needed.

4. Promote good relationships with participants, as this could lead to increased
engagement in the project.

5. Explanations about the study should be as simple as possible; this could
involve providing the information in the form of a play.

6. Buildings were rarely built having ”smart spaces” in mind, therefore the
conditions may not be ideal for wireless communications, nodes placement,
finding electrical plugs in the right amount and at the right place.

7. Devices running on batteries have the advantage of easier placement (not
necessarily where the plugs are) but need more attention in order to monitor
power and replace batteries; consider who will do that.

8. For long term studies, it should be kept in mind that technology expires and
upgrades will be surely needed. This involves allocating time not only for
upgrades, but also for retraining participants.
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4 Conclusion

In this paper, we described some socio-technical issues we have faced during
three years of in-situ study within geriatric centers. We presented a list of rec-
ommendations regarding the technical aspects as well as social aspects when
conducting studies in realistic environments. We consider these evidences are
useful for researchers to save time when in-situ studies are addressed.
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Abstract. Mobile health is an emerging field which is attracting much
attention. Nevertheless, tools for the development of mobile health appli-
cations are lacking. This work presents mHealthDroid, an open source An-
droid implementation of a mHealth Framework designed to facilitate the
rapid and easy development of biomedical apps. The framework is devised
to leverage the potential of mobile devices like smartphones or tablets,
wearable sensors and portable biomedical devices. The framework pro-
vides functionalities for resource and communication abstraction, biomed-
ical data acquisition, health knowledge extraction, persistent data storage,
adaptive visualization, systemmanagement and value-added services such
as intelligent alerts, recommendations and guidelines.

Keywords: mHealth framework, mobile health, digital health, portable
sensors, wearable sensors, biomedical sensors, health devices.

1 Introduction

The way healthcare services are delivered has radically changed during the last
years. Recent surveys show a growing tendency in physician mobile health adop-
tion. Mainstream medical applications are mostly devoted to learning and in-
formative purposes [13]. Physicians increasingly recommend the use of health
apps to patients [1]. While most apps require users to actively report about
their health conditions, e.g., through annotating dietary habits [9] or daily rou-
tines [12], new technological trends seek to benefit from the information collected
through wearable biomedical devices. For example, built-in smartphone sensors
[10,14] or external wearable devices [11,8,6] may be used to detect abnormal
conditions.

Mobile health (mHealth) is far from mature. Scientists still need to build and
assess the complete spectrum of mHealth technologies. Powerful frameworks and
tools that support the development and validation of multidisciplinary mHealth
applications are required. Various attempts exist to this respect. For example,
[7] provides an open source code for electrocardiogram signal processing. In
[3] a mobile phone platform to collect users psychological, physiological, and
activity information is presented. A mHealth middleware framework integrating
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multiple interfaces and multiparameter monitoring of physiological measurement
is proposed in [5]. Tools to analyze the provenance of mHealth data have also
been suggested in [4]. These solutions focus on a specific domain or lack essential
features for health applications. Therefore, this work proposes a novel mHealth
Framework for the development of safe, scalable and effective applications.

2 Requirements of a mHealth Framework

The main goal of mHealth frameworks is to foster the research and development
in health and medical domains as well as to accelerate the market of mobile
health technologies and applications. The essential requirements needed in the
design of a mHealth framework are outlined next. A certain level of abstrac-
tion from heterogeneous resources should be ensured to make hardware and its
communication transparent to the developer. For the sake of interoperability,
the framework should define a unified model for multimodal health data. Se-
cure local and remote storage of health data is required to ensure persistence.
The framework should provide techniques to extract health knowledge from raw
medical and physiological data. Mechanisms to visualize medical and health in-
formation in a user-friendly fashion must be also provided for both average users
and specialists. Another major requirement refers to the provision of healthcare
services such as health delivery, personalized guidelines and intelligent recom-
mendations. Finally, the framework should be modular and extensible to future
sensor technologies and application needs.

3 Architecture of the mHealth Framework

In the light of the requirements defined in Section 2, a novel framework devised to
enable the easy and agile development of mHealth applications leveraging on het-
erogeneous wearable biomedical devices is proposed. This mHealth Framework
implements functionalities to support resource and communication abstraction,
biomedical data acquisition, health knowledge extraction, persistent data stor-
age, adaptive visualization, system management and value-added services.

Figure 1 shows the architecture that implement the functionalities and the
components of the mHealth Framework. mHealth data delivered by mobile and
biomedical sensors is collected and structured by the Communication Manager.
This raw data can be stored in the Storage Manager, further processed by the
Data Processing Manager, graphically represented by the Visualization Manager
or directly used by the applications built on the mHeath Framework. Moreover,
the medical knowledge derived by the Data Processing Manager can also be
stored in the Storage Manager, input to advanced functionalities provided by
the Service Enablers or used by the mHealth applications. Since the Storage
Manager offers persistence, stored data can be offline processed by the Data
Processing Manager, graphically represented by the Visualization Manager or
accessed by the mHealth applications. Finally, the mHealth Framework offers,
by means of the System Manager, functionalities to manage general resources of
the mobile device.
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Fig. 1. mHealth Framework architecture

3.1 Communication Manager

mHealth applications may operate on multiple heterogeneous mobile and biomed-
ical devices. The Communication Manager provides the abstraction level re-
quired to enable the functioning of applications independently of the underlying
health technologies. This manager makes the communication transparent and
serves as interpreter of the multimodal health data. In order to procure trans-
parent communication and data retrieval, the Communication Manager incor-
porates Adapters, which are standalone modules devised to support the use of
an specific mobile or biomedical device. The Adapter manages the connection
with the device, interprets the received data and maps it to the unified data
model (Section 3.7). The modularity of the Adapters makes the Communication
Manager extensible and evolvable to future devices and technologies.

3.2 Storage Manager

The Storage Manager provides data persistence both locally and remotely. It
enables the easy retrieval of stored data, abstracting the queries from the un-
derlying storage system. This manager is also responsible for the efficient syn-
chronization of the data and its secure transmission to the remote store, either
in the cloud or remote server.
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3.3 Data Processing Manager

This manager is in charge of the processing of health data by providing signal
processing, data mining and machine learning techniques. These functionalities
can run either on-the-fly by processing the data collected at runtime by the Com-
munication Manager, or offline by retrieving the data from the Storage Manager.
The Data Processing Manager includes four independent modules typically used
in data processing.

Preprocessing. The collected health data may be affected by diverse type of
artifacts such as spurious spikes or electronic noise, or be loosely controlled re-
sulting in abnormal values and inconsistencies. Accordingly, it may be necessary
to remove these anomalies from the raw data, e.g., by using filtering or screening
techniques. This module is devised to apply mechanisms to clean, transform and
ultimately adequate the data to the specific needs.

Segmentation. Biodata streams generally need to be split into segments or
pieces. For example, sliding window approaches are commonly used for the par-
titioning of body-motion data. This module provides diverse techniques to split
the data.

Feature Extraction. To provide a more tractable representation of the signals
general or domain-specific features are extracted. Examples of features are sta-
tistical functions such as the mean or median, time/frequency transformations,
heuristics, etc. This module permits to transform the input data into a reduced
representation set of features or feature vector.

Classification. Artificial intelligence algorithms are widely used to gain knowl-
edge from the collected health data. The features extracted by the Feature Ex-
traction module are input to this type of algorithms provided by the Classifica-
tion module to eventually categorize the data.

3.4 Visualization Manager

The data representation is a fundamental element of any mHealth app. Since
applications may have different objectives and target users, developers require
a wide sort of graphical representation tools. This manager is in charge of pro-
viding diverse modes and ways to display data. An online mode is identified
for the depiction of the data provided by the Communication Manager, which
corresponds to the information collected by the health sensors at runtime. On
the other hand, an offline operation mode is defined for the visualization of data
saved by the Storage Manager. Not only raw signals may be represented but also
the information obtained after the data processing.

3.5 System Manager

The System Manager provides developers with functionalities to manage general
resources of the mobile device. Examples of these resources are wireless con-
nections (WiFi, 3G connection, Bluetooth), geopositioning technologies (GPS),
screen configuration or battery management.
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3.6 Service Enablers

An important characteristic of several mHealth applications is the intervention
on health states. Health data may be profited to influence elements of the inter-
vention and yield new information from which to act. This information is here
devised to be provided to the users through a set of Service Enablers, which
support advanced functionalities for alerts, notifications, guidelines and reports.

Alerts Enabler. This enabler provides mechanisms to trigger alerts and emer-
gency procedures when abnormalities or risk situations are detected. Examples
of these mechanisms are automatic phone calls and messages that may be de-
livered to the patients’ family, carers and emergency services in the event of a
critical situation (fall detection, cardiac event, etc.).

Notifications Enabler. Users may need to be timely or occasionally informed
about important facts of their healthcare and wellbeing process. Health remain-
ders (medication, workout, etc.) are essential mechanisms to engage users in the
care process, to procure their organization and to empower them to meet the
treatment goals. This enabler is devised to support prescheduled or event-based
user-friendly notifications that may also trigger additional services.

Guidelines Enabler. Instructions, encouragements and educational informa-
tion from specialists are of high value to promote healthy lifestyles and to support
the patient self-care. This enabler provides multimedia tools for displaying guide-
lines that may be personalized and adapted to the user’s needs and conditions.

Medical Reports Enabler. This enabler is devised to facilitate the structuring
of the medical knowledge in an expert-oriented format. It may help clinicians and
care professionals to interpret health trends and to support medical decisions.

3.7 Data Model

A unified Data Model enables the representation of heterogeneous health data
and guarantees interoperability among the mHealth Framework components and
applications. A generic, flexible and extensible model is of utmost importance
due to the variety of available and future sensing modalities. The mHealth Data
Model comprises five elements. The Session object is the main element and
represents a recording session including its metadata. The Session is composed of
several Sample objects which refer to each sample from the data stream collected
during the session. Each Sample links to multiple Device objects which represent
the devices streaming during the session. Since a device offers different sensor
modalities, the Device links to the Sensor objects. The Sensor contains the data
collected by a given sensor in a specific moment. Metadata is required to interpret
the data collected by the multimodal sensors and the different devices. To reduce
the model overhead and since the metadata does not vary during a session, the
Metadata object is associated to the Session. The Metadata defines the types of
sensors, the units of the measurements, the start and end time of the recorded
session and the sampling rate.
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4 mHealthDroid: mHealth Framework Implementation

mHealthDroid is the Android implementation of the proposed mHealth Frame-
work, released open source1 under the GNU General Public License version 3.
mHealthDroid is devised to operate on the Android operating system 4.2 (“Jelly
Bean”), although it provides backwards compatibility to version 2.3.3 (“Ginger-
bread”).

The mHealthDroid Communication Manager has been implemented to facili-
tate the incorporation of new Adapters. To do so, it provides a generic Adapter
skeleton. The current implementation of mHealthDroid provides the Adapter for
Android mobile devices and the Adapter for the Shimmer3 wearable device [2].
The Android Mobile Adapter abstracts the sensors embedded into the mobile
device, e.g., GPS, temperature or humidity. Likewise, the Shimmer Adapter pro-
vides the means to communicate the wearable device with the mobile device and
map the data to the proprietary format. The Shimmer3 device provides multiple
sensing modalities that span from inertial sensing via accelerometer, gyroscope,
magnetometer, and altimeter, to physiological signs measurement such as elec-
trocardiogram or electromyogram among others.

The Storage Manager incorporates a SQLite2 database to implement the local
persistence functionality. SQLite is a popular database engine on memory con-
strained systems, like mobile devices, since it runs in minimal stack space and
very little heap. The Storage Manager also offers an interface to easily retrieve,
based on diverse identifiers (session, device identifier, date, time interval), the
data stored in the SQLite database. Database consistency check procedures are
implemented by the Storage Manager to ensure integrity in the synchronization
between the remote and local storage. The transmission to the remote storage is
implemented using a HTTP POST request method which encloses in the request
message’s body the JSON3 representation of the data. mHealthDroid also offers
a server side implementation for remote persistence. This implementation builds
on a MySQL4 database and provides PHP scripts that use the MySQLi5 API to
manage the remote database.

The mHealthDroid Data Processing Manager provides an essential set of
functionalities typically used in the data processing chain. The Preprocessing
module implements two techniques: upsampling to increase the sampling rate
and downsampling to reduce the sampling rate. A sliding window approach,
widely-used in signal processing problems, is implemented by the Segmentation
module. The Feature Extraction module implements some generic statistical fea-
tures such as mean, variance, standard deviation, zero crossing rate, mean cross-
ing rate, maximum and minimum. The Classification module builds on an open
source stripped version of Weka6. It provides functionalities to train and validate

1 Available at https://github.com/mHealthDroid/mHealthDroid
2 http://www.sqlite.org/
3 http://json.org/
4 http://www.mysql.com/
5 http://www.php.net/manual/en/book.mysqli.php
6 https://github.com/rjmarsan/Weka-for-Android
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machine learning models, that can be used for classification purposes. mHealth-
Droid currently implements Naive Bayes, Adaboost, Decision Trees, Linear Re-
gression and ZeroR classification techniques.

The Visualization Manager builds on the open source library Graphview7,
which has been adapted to fulfill the particular needs of mHealth data represen-
tation. The manager allows multiplot visualization, multisignal representation
and customization for diverse graph types.

The System Manager offers simple interfaces to access common mobile devices
resources (WiFi, 3G, Bluetooth and screen) and builds on the standard Android
API.

mHealthDroid implements three Service Enablers. The Alerts Enabler provides
interfaces to trigger phone calls and text messages. The Notifications Enabler im-
plements text remainders that can be scheduled in a simple way.Moreover, this en-
abler also provides advanced notifications that can trigger external functionalities
or applications. Both Alerts and Notifications Enablers build on the standard An-
droid API. Finally, the Guidelines Enabler provides interfaces to reproduce mul-
timedia content, both locally and remotely stored. The Media Player Android8

API is used in mHealthDroid to control playback of audio and video files for the
local content. For the reproduction of remote multimedia content, the Guidelines
Enabler implements a set of functions that build on the YouTube Android Player9

API. This is particularly practical to access a huge variety of medical and wellbe-
ing content.

An exemplary app10 (see Figure 2) has been developed to illustrate the po-
tential of the mHealthDroid implementation and to validate it.

Fig. 2. Exemplary mHealth app developed using mHealthDroid

7 http://android-graphview.org/
8 http://developer.android.com/reference/android/media/MediaPlayer.html
9 https://developers.google.com/youtube/android/player/

10 Available in Google Play at https://play.google.com/store/apps/details?

id=com.mHealthDroid.activitydetector&hl=es_419

http://android-graphview.org/
http://developer.android.com/reference/android/media/MediaPlayer.html
https://developers.google.com/youtube/android/player/
https://play.google.com/store/apps/details?id=com.mHealthDroid.activitydetector&hl=es_419
https://play.google.com/store/apps/details?id=com.mHealthDroid.activitydetector&hl=es_419
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5 Conclusions

This paper presents a novel framework devised to facilitate the development of
mobile health applications in a simple and agile fashion. The framework has
been designed taking into account the essential requirements of mHealth tech-
nologies and applications. Moreover, this work introduces mHealthDroid, an
open source implementation of the proposed mHealth Framework that operates
on the Android OS. The mHealthDroid initiative aims at bringing developers,
healthcare professionals, academics and health enthusiasts together to exchange
ideas and cooperate in the definition of valuable tools for a healthier world. Ac-
cordingly, the authors encourage the community to contribute to this innovative
platform by supporting the use of the latest sensors, incorporating new behav-
ioral algorithms or simply making use of it for the development of mobile health
applications.

Acknowledgments. Work supported by the CICYT SAF2010-20558 and UGR
Plan Propio PP2012-PI11 projects and the FPU Spanish grant AP2009-2244.
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Abstract. This paper proposes a framework to model dynamically changing 
situations in real world environments.  In the real world, situations naturally 
vary in how they occur.  Understanding these variations is essential to establish 
accurate knowledge of the environment and provide situation aware services.  
Current approaches to situation modeling may benefit from the inclusion of a 
dedicated method of adapting to changes in how situations occur over time.  
The proposed framework is introduced and a description of its components and 
their relations is provided.  The proposed implementation of the framework is 
described in a smart office based scenario. 

Keywords: Situation Awareness, Knowledge Representation, Sensor Data Fusion. 

1 Introduction 

The conventional approach to modelling situations has focused on modeling static 
concepts with fixed methods of interpretation for the purpose of conducting research 
into decision-making applications of situation awareness [1,2,3]. In real-world envi-
ronments situations have complex dynamic characteristics that evolve in response to 
changes in the environment [4]. Issues with and approaches to adaptive situation 
modelling have been investigated by the following [5,6,7]. The work by Chen et al. 
defines a method of adapting an activity specification for situation awareness [8].  
They develop a three-step approach consisting of knowledge based activity modeling, 
activity recognition and activity specification learning. They describe how a probabil-
istic learning algorithm can incrementally discover changes in activity specifications 
over time.  The work provides a theoretical basis for investigating methods of learn-
ing complex situation models that reflect changes in how situations occur in real 
world environments. 

The data produced by the range of sensor devices are deployed in smart environ-
ments is characteristically complex and heterogeneous [9]. This prevents the know-
ledge required to interpret situations from being easily extracted from sensor data 
[10]. The framework proposed in this paper aims to address this issue through the use 
of a novel platform for collecting, managing and storing generic sensor data from 
multiple sources.   
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2 Description of the Framework 

The proposed framework is presented in Figure 1.  The framework is designed to be 
domain independent in respect to application orientated use.  Specifically, it will 
provide a platform to capture and fuse generic multisensor data and leverage its full 
value.  This platform will provide a representation of the fused sensor data from 
which knowledge of the temporal, spatial and domain specific attributes of a situation 
can be interpreted.  It will also extend existing research into domain independent 
methods of modelling and interpreting context in real world dynamic environments 
[8] by investigating situation interpretation under similar conditions.  The following 
sections provide a description of the architecture. 

 

Fig. 1. Proposed situation awareness framework depicting how data driven situation interpreta-
tion can be achieved in a dynamically changing environment 

2.1 Sensor Data Representation and Situation Interpretation 

Multisensor data is typically impaired by a lack of uniformity and structure [10].  
Specifically, multisensor data is characteristically uncertain, multimodal and hetero-
geneous [4].  Being able to effectively use multisensor data to create situation aware-
ness requires these challenges to be addressed [10].  Comparatively little research has 
addressed a generic method of fusing non-specific sensor data to form a representa-
tion of that information which can be used in situation awareness [12].  A technique 
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is required that can leverage generic multisensor data, as the sensor platform in Figure 
1 depicts, to form a consistent and reasonable representation of the situations 
represented  within sensor data.  By using such a representation higher level fusion 
processes can reliably interpret situations.  Lee et al. define a platform for sensor data 
management that allows non-specific or generic sensor data input [12].  Their ap-
proach utilizes a schema-less data storage architecture allowing the flexibility that 
multisensor data management requires.  Their work provides a theoretical backing to 
generic sensor data management, fusion and representation for situation awareness.  
Such an approach should allow the information outputs of low-level fusion to satisfy 
the requirements of higher-level fusion and situation interpretation. 

An ontology can serve as an adaptable model of situations [8].  An ontology-based 
specification of domain knowledge will act as the primary situation specification and 
reasoning method in the framework.  It will contain expert knowledge on specific 
situations within a particular domain.  However, interpretation of these situations is 
not sensor specific but simply requires an appropriate information input representa-
tion as described above.  The work by Ye and Dobson [11] demonstrated a method of 
activity recognition and situation awareness using a context lattice.  We believe this 
approach is adaptable to the demands of dynamic situation modeling in an ontology-
based specification, as depicted in Figure 1.  It should also be capable of driving 
potential intelligent services, such as decision support, depicted as the service provid-
er in Figure 1.  It is envisioned that wireless smartphone technologies utilizing a 
graphical user interface would provide these services to users.  Similar services have 
been proposed by [9].  The knowledge representation, adapted from [11] will main-
tain its capability of rich semantic reasoning in the framework, to drive application-
orientated behavior.  The situation history component will contain semantically 
enriched sensor data from previous instantiations of the situation knowledge model. 

3 Planned Proof of Concept 

To validate the proposed framework a case study using an intelligent office based 
scenario is planned.  Specifically a person’s current situation will be categorized to 
assess their availability for interaction with another person in the office.  Initial situa-
tion models will be constructed and refined over time using knowledge derived via 
the framework.  A variety of sensor devices including proximity, contact and motion 
and camera based sensors will be utilized in the experiment.   

4 Conclusion 

In this paper, a framework to model dynamically changing situations was proposed.  
It focuses on a method of learning the evolving characteristics of situations in a dy-
namic environment and using this knowledge to update and refine existing situation 
specification. A protocol for sensor data representation is proposed to allow situation 
inference from generic multisource sensor data. 
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Future work aims to develop a situation aware application in a smart environment 
based upon the user scenario described in Section 3.  It will also investigate the ap-
proaches to sensor data representation, situation specification, learning and interpreta-
tion presented here. 

References 

1. Nwiabu, N., Allison, I., Holt, P., Lowit, P., Oyeneyin, B.: Case-Based Situation Awareness. 
In: IEEE International Multi-Disciplinary Conference on Cognitive Methods in Situation 
Awareness and Decision Support, pp. 22–29 (2012) 

2. Li, Z.Y., Park, J.C., Lee, B., Youn, H.Y.: Situation Awareness Based on Dempster-Shafer 
Theory and Semantic Similarity. In: IEEE 16th International Conference on Computational 
Science and Engineering, pp. 545–552 (2013) 

3. Pereira, I., Costa, P.D., Almeida, J.P.: A Rule-Based Platform for Situation Management. 
In: IEEE International Multi-Disciplinary Conference on Cognitive Methods in Situation 
Awareness and Decision Support (CogSIMA), pp. 83–90 (2013) 

4. Leida, M., Gusmini, A., Davies, J.: Semantics-Aware Data Integration for Heterogeneous 
Data Sources. Journal of Ambient Intelligence and Humanized Computing 4(4), 471–491 
(2012) 

5. Fischer, Y., Beyerer, J.: Defining Dynamic Bayesian Networks for Probabilistic Situation 
Assessment. In: IEEE 15th Conference on Information Fusion (FUSION), pp. 888–895 
(2012) 

6. Baumgartner, N., Gottesheim, W., Mitsch, S., Retschitzegger, W., Schwinger, W.: BeAware!—
Situation Awareness, the Ontology-Driven way. Data & Knowledge Engineering 69(11),  
1181–1193 (2010) 

7. Roy, N., Gu, T., Das, S.K.: Supporting Pervasive Computing Applications with Active 
Context Fusion and Semantic Context Delivery. Pervasive and Mobile Computing 6(1), 
21–42 (2010) 

8. Chen, L., Nugent, C., Okeyo, G.: An Ontology-Based Hybrid Approach to Activity Mod-
eling for Smart Homes. IEEE Transactions on Human-Machine Systems 44(1), 92–105 
(2014) 

9. Moradi-Pari, E., Tahmasbi-Sarvestani, A.F., Yaser, P.: Wireless Architectures for Hetero-
geneous Sensing in Smart Home Applications: Concepts and Real Implementation. Pro-
ceedings of the IEEE 8(1), 1–10 (2014) 

10. Luo, R.C., Chang, C.C., Lai, C.C.: Multisensor Fusion and Integration: Theories, Applica-
tions, and its Perspectives. IEEE Sensors Journal 11(12), 3122–3138 (2011) 

11. Ye, J., Dobson, S.: Exploring Semantics in Activity Recognition using Context Lattices. 
Journal of Ambient Intelligence and Smart Environments 2(4), 1–18 (2010) 

12. Lee, C.H., Birch, D., Wu, C., Silva, D., Tsinalis, O., Li, Y., Yan, S., Ghanem, M., Guo, Y.: 
Building a Generic Platform for Big Sensor Data Application. In: IEEE International Con-
ference on Big Data Building, pp. 94–102 (2013) 

 



Context-Aware and User-Centered Evaluation

of Assistive Systems.
Methodology and Web Analysis Tool
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Abstract. One of themain challenges onAmbientAssisted Living (AAL)
is to reach the massive use and acceptance of the promising assistive sys-
tems that are being developed. This challenge entails the appropriate eval-
uation of these systems following a user-centered perspective. We propose
a framework to deal with this issue that consists of a methodology and
a web-based analysis tool developed based on methodology. The basis of
this software tool is to gather information of the user from two different
sources: adapted psychological questionnaires and naturalistic observa-
tion of their own context in a transparent way. The aim is to enable an
in-deep analysis focused on improving the life quality of end users.

Keywords: Ambient Intelligence, Ambient Assisted Living, Evaluation,
User-centeredMethodology,Context-awareness,PsychologicalAssessment.

1 Introduction

Ambient Assisted Living (AAL) is an initiative that promotes technological so-
lutions to enhance the quality of life (QoL) of elderly people. There are an
increasing number of solutions because of the evolution of assistive technologies
and the public support in this area. However, it seems that there is a big gap
between the promising results from those solutions and end users and market.

In last years, an important number of assistive systems applies user-centered
participatory approaches that involve end-users during the whole project lifecycle
[1]. The application of user-centered methods (scenarios, mock-ups, focus groups,
interviews, real tests, naturalistic observation, etc.) enhances the requirement
acquisition, the effective evaluation and, theatrically, ensures the final product
aceptation.

In general, the problem of these user-centered methods is that they require a
huge human effort and interdisciplinary groups of work. Additionally, the user-
centered evaluation tests are typically developed into a lab environment. Even

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 103–110, 2014.
c© Springer International Publishing Switzerland 2014



104 J. Fontecha et al.

those tests conducted in the real user environment usually require that experts
observing the evaluation activities.

The present work deals with the problems described above. We propose a
mechanism to evaluate assistive systems consisted of two artifacts (a) a concep-
tual methodology to determine the specifications and guidelines to analyse the
user experience and the achieved assistive benefits; and (b) a software infras-
tructure that includes an adaptable web application to easily create, distribute
and hand out psychological assessments, and several web services to monitor
and acquire information from user interactions in a transparent way. Addition-
ally, the web application makes easier the analysis of data through information
visualization techniques. In this work, the data analysis provide us an input
mechanism to develop decision-support systems, although we need to consider
colateral issues related to ethical aspects of monitored users.

Section 2 describes briefly some relevant works on the same line of this paper.
Section 3 describes the proposed methodology for analysis of assistive systems.
Section 4 shows a particular scenario in which the methodology and the analy-
sis tools are being used and tested. Finally, Section 5 includes the conclusions
obtained from this work.

2 Related Work

The use of automatic or semi-automatic tools to evaluate software systems is
not new. There are tools for analyzing accessibility of web sites [2], for remote
analysis of usability [3], for evaluation of user experience of user interfaces (UI)
[4], etc. However, the analysis of assistive systems is a more complex scenario
that involves different roles of users using different devices in real environments
and needing a transversal evaluation (health, psychology, usability, etc). Curcin
et al. [5] propose a model-driven approach software to evaluate the feasibility
of healthcare systems based on data gathering and reports visualization. Other
works such as [6] present the advantages of information service systems to provide
valuable results for doctors and patients in hospital environments.

On the other hand, the assessment of users, in healthcare contexts, is another
field to be taken into account by our system. The completion of questionnaires
by using electronic devices, to facilitate the gathering of information and the
analysis of results, is usual today. There are many applications which offer this
kind of services, however these applications are not focused on paticular domains.
An example of these is SurveyMonkey engine 1. It allows the creation of surveys
to collect information about users. This tool provides a solution to study users
and markets, but it is limited when the questionnaires must be more specific
and we need to have available all collected data. In healthcare domain, there are
companies which provide mobile solutions to convert traditional questionnaires
into electronic ones2. However, there are important drawbacks when the own
users need to manage these tools. Besides, the work presented takes into account

1 https://www.surveymonkey.com/
2 http://www.totalmobile.co.uk/healthcare

https://www.surveymonkey.com/
http://www.totalmobile.co.uk/healthcare
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other sources of information, not only those relating to tests. Interactions with
elements of the environment are used as a part of the result assessment.

3 Methodological Specifications

3.1 General View

This proposal is based on different areas and knowledge fields. Since we are
finding a methodology for an assistive and interactive system, it is necessary to
study both Human-Computer Interaction (HCI) and social sciences methodolo-
gies. Moreover, this methodology can be considered a development methodology
because it lays the foundations to deploy software tools for analysis, and also
this is an evaluation methodology due to the included procedures and tests to
evaluate assistive systems. In general, this methodology is a set of guidelines
and specifications of good practices to integrate analytics user-centered tools
into assistive systems. The user-centered activities can be grouped in two types:

– Questionnaires-Based Survey: many user-centered activities are based
on questionnaires such as interviews, focus groups, psychological assess-
ments, and user experience evaluations. The methodology establishes the
guidelines to conduct these activities through an integrated web application.
It is possible to prepare personalized questionnaires to different roles of users,
hand out them, and collect and analyze the results.

– Naturalistic Observation (Awareness): Naturalistic observation involves
recording subject behavior in their natural environment. This type of re-
search is very useful because the observation of users in a controlled envi-
ronment (lab) would be unrealistic and could affect the subject’s behavior.
The methodology helps to settle down the requirements to monitor the user
interactions with the assistive system and analyze that information.

3.2 Methodology Sub-models and Stages

Inspired in the sub-model organization of interactive system development process
proposed by Peter Warren [7], we have defined 5 sub-models:

– Psychological and Sociological Model: this model is concerned with the
relevant backgrounds on psychological analysis of use on assistive systems,
e.g how they can improve the quality of life and well being [8] of users and
their families and caregivers.

– Conceptual Model: this model will characterize parts of the reality, or
more precisely, it will represent the context as an information source.

– Task Model: this model embraces all activities related to users. The task
model describes the logical activities that have to be carried out in order to
reach users goals. It does not necessary involve interactions with the system.

– Interaction Model: it defines how users manipulate elements of the system
and receive feedback from it. The interaction model is hardly linked to the
user’s task and to the conceptual elements associated to those tasks.
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– Developers Model: this model defines what the system has to do to achieve
the user requirements. The developers model obtains information from the
conceptual model and the interaction model.

This methodology also determines how the life cycle is, i.e., the description
of the set of phases to achieve the goal of analyses and evaluate assistive sys-
tems. The observation phase to identify and quantify the problems that users
face and how assistive systems help on them. Planing phase, consisting of a
problem definition and description of end results in solving the problem, and
the knowledge about the background of the problem. Design phase, in which
the sub-models will be developed. Development phase, which corresponds to
the web tools production. Base-line phase, to gather initial information about
health and psychological status from the particular users (e.g., by using scales
such as [9] to assess depression items and [10] regarding functional measure-
ments). It will be compared with data obtained after using the assistive system.
Execution phase, which corresponds to the running of the system at the en-
vironment. Evaluation phase, to obtain the needed conclusions and evaluate the
suitability of the particular assistive system.

4 Scenario: The Analysis Tool in an Elderly Context

Since the generic perspective of the methodology and web tools, this proposal
has been developed in the context of the Personal IADL Assistant (PIA) EU
AAL project3, being IADL, Instrumental Activities of Daily Living [11]. Using
the methodological specifications defined in section 3, we have developed a web
analysis tool, which plays as back-end application, for supporting the evaluation
carried out by AAL systems. Thus, three types of users have been identified:
elders as primary users, carers as secondary users (who take care of primary
ones) and researchers as third-party users (who perform the analysis of primary
and secondary users).

The developed analysis platform provides researchers a tool for managing
questionnaires and users, and also for analyzing the state of such users (carers
and elders) based on results of the own questionnaires, and collection of external
interactions at elder’s home regarding IADL, carer stress, and QoL measures.
Similarly, a front-end web application has been developed to receive the con-
venient feedback from carers. Carers can know their state (related to QoL and
stress level) and the IADL actions taken by the associated elders. This applica-
tion also shows recommendations to secondary users for improving the eldercare.

4.1 Researcher’s Side. Back-End Web Application

User Management. The community of users can be created and managed
from the web tool. Each user has a role to determine the access privileges in the
assistive system. Carers are associated with researchers and elders are associated

3 http://pia-project.org

http://pia-project.org
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with carers. Note that the user can access to the AAL system from different
locations (e.g., mobile, web or desktop application); for that reason, read-only
tokens can be considered to know the source of user login and facilitate user
retrieving from/to external applications.

Action Management. The actions have been modeled following the method-
ological specification in the interaction model.

Every action carried out by the users of the assistive system can be defined in
the analysis tool. The action consists of the following attributes: an action code
or identifier, name, brief description and the source of the action. Sources are
also defined in the analysis tool.

Actions are used as part of inputs in the assistive system which show the
activities performed by users of this system as it is mentioned in section 4.2.

Questionnaires Management. Third-party users with privileges, researchers
in our scenario, can create and edit test templates to know the state of primary
or secondary users based on considered measures. Measures are determined in
the analysis tool before test creation, and each measure is identified by a name
and a brief description.

We have identified two kind of tests or questionnaires, standard and inter-
active. The first ones, consists of several common fields and a set of blocks of
questions, and each question can have one or more possible answers. Three types
of responses have been defined: exclusive, multiple or text.

Meanwhile, an interactive test consists of a set of blocks with only one question
per block (with multiple or exclusive choices), such as, next questions depend
on the responses to that questions. Fig 1 shows a fragment of flow diagram
which represents a part of interactive test. These tests have a final score which
determines one or more recommendations to be provided to the secondary users,
depending the own score and the path followed along the test.

The created tests are stored in the system and they are filled by primary
and secondary users in the developed assistive system to evaluate that users
taking into account the measure related to the test. The analysis tool allows the
management of every test of the assistive system.

4.2 Results Management

The analysis tool also comprises the management and visualization of results by
researchers. These results come from the interaction between users and applica-
tions of the AAL system. In this sense, we consider the results from the main
activities (see section 3.1). Inputs corresponds to events caused by external ap-
plications of the assistive system, and they are associated with a specific user and
action (see section 4.1). All the inputs generated by the external applications
are listed and monitored in the analysis tool (in both, front-end and back-end).
Figure 2 shows an screenshot with an example of AAL inputs. In this case, input
information regarding elders are displayed in the web application for carers to
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Fig. 1. Example of flow of an interactive questionnaire

know the tasks performed at the elderly home. And test assignments which
indicates the assignation of a created test to a specific carer. Thus, the analysis
tool can monitor the activity of test assignments and third-party users can also
modify the assignment properties. The tests are shown in the web application
for carers according their publication dates.

The results of tests already completed by primary and secondary users are
stored and managed in the analysis tool. A Results entity is responsible for saving
the results of the responses from all questions of the completed and assigned

Fig. 2. Example of inputs in the carer web application
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tests, setting up a log for statistical and analysis purposes. Results are also used
to provide feedback to carers as recommendations.

4.3 Carer’s Side. Front-End Web Application

Analysis tool also comprises a web tool to provide secondary users (carers) in-
formation about their own activities and the actions related to primary users
(elders) those who take care. The main functionalities of this application include
management of user profile, notifications and reminders, visualization of carer
tasks (pending and completed), visualization of IADL inputs and completion of
questionnaires. In this sense, questionnaires proposed by researchers from the
analysis tool are shown in the carer web application to assess different aspects
related to IADL, stress level and QoL. Interactive questionnaires provide users
an instant feedback, proposed by researchers in the back-end application, once
the test is completed. Results are useful for analysis and statistical tasks.

5 Conclusions and Future Work

This paper aims to settle down basics for the evaluation of assistive systems from
a user-centered point of view. We propose a methodology to appropriately anal-
yse psychological aspect of assistive systems as a success measure. For that, we
have proposed several models and procedures to conduct that analysis through
questionnaires and monitoring of the user interactions with an assistive system.

From this methodology, we have developed a common back-end known as
analysis tool to be integrated in assistive systems. The main aim of this software
is to collect relevant information about primary and secondary users to perform
different assessments focused on improving life quality levels, for example, of
people who live alone at home and their closest caregivers. Besides, a front-end
web application has been developed to allow secondary users the completion of
tests and a simple monitoring activities on related elders.

Although the analysis tool has been developed for generic purposes inside
assistive perspective, this is being deployed in an elderly context to support
elderly people to manage the instrumental activities of daily living, as well as to
know stress aspects of the carers applying tests and questionnaires created by
the own tool, following the principles of the methodology.

The future work includes the application of the analysis tool to evaluate a
group of elders and caregivers in a real environment, providing us a validation of
the tools and a more detailed user-system feedback. The results provided by this
system could be used by other applications to create detailed reports and charts,
both valuable for healthcare professionals and researchers in AAL scopes.
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Abstract. Falls in older adults are not only frequent but also potentially disabling
for them. Detecting and preventing these falls have an important impact in the life
of the elderly people. This paper presents the architecture of a pervasive system
designed to perform early detection of older adults in risk of falling or fell down.
The system notifies the appropriate people or healthcare organizations in case
of detecting a fall of the monitored person. This monitoring process produces
minimum disruption in the life style of the elderly.

Keywords: Falls Prevention and Detection, Pervasive Healthcare.

1 Introduction

Advances in embedded systems and new communication technologies have opened
many opportunities to address healthcare procedures, treatments and strategies to deal
with several illnesses. For instance, wireless sensing technology has shown to be suc-
cessful in monitoring elderly people suffering chronic diseases or living alone.

Falls in older adults represent one of the main causes of hospitalization, and they are
also responsible not only of causing disabling fractures and other physical injuries, but
also psychological traumas that reduce their independence and confidence [1]. Detect-
ing falls using sensors is not a simple task, particularly if the solution should be perva-
sive, keep the privacy of the monitored persons and accurately recognize their current
condition [2]. Detecting people in risk of falling is still more useful, but complex.

This paper presents the architecture of a pervasive system that helps prevent falls of
older adults, by doing early detection of people in risk of falling. The system involves
a combination of wearable sensors connected through a Body Area Network (BAN)
and a smartphone that runs a software application. The former captures the information
from a set of wearable sensors embedded in an ad hoc digital device, which is wore by
the monitored person. Such information is sent to the software component running in
the elderly smartphone, which is in charge of determining the current condition of the
person (normal, with risk of falling, fell down). If the system detects a fall, it delivers
alerts to the supporting people or healthcare organizations in order to obtain first aids
as soon as possible.

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 111–114, 2014.
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2 Related Work

It has been shown that falls are one important cause of disability and also death in
elderly people living alone [3]. Nevertheless, there is not a definite solution to this
problem yet [4]. One possible approach to detect falls involves the use of wearable
sensors (e.g. gyroscopes, accelerometers, or microphones) to collect data that helps
identify falling situations [2]. These sensors can be used not only to detect falls, but
also to identify periods with a high probability of falling; e.g. because the person peri-
odically loses his stability when moving. In [1] the authors report a monitoring system
to determine repetitive behavior patterns and falls in the elderly. In [4] a frail studio is
presented. Frailty is a syndrome associated to the ederly that leads to falls. With the sys-
tem proposed, a frailty coefficient is computed for instrumenting different prevention
therapies. In [5] a mechanism based on the smartphone accelerometer is used to gather
information that helps physicians to diagnose and treat cardiologic pathologies. In [6]
it is proved that Bluetooth networks are useful for interconnecting wearable sensors,
however these networks have not bandwidth enough for doing real-time monitoring of
some pathologies; e.g. cardiovascular diseases. In fact, it is shown that most monitoring
systems require performing a first processing of the collected data in order to reduce the
information transmitted to the formal processing unit. In [7] the authors use NFC and
RFID technologies to determine the localization of patients at a hospital, avoiding thus
various patient identification problems. This type of technology has been successfully
used for monitoring people activities. Clearly, there are several previous works related
to the early detection of falls and monitoring diseases in elderly people. However, none
of them present an integral, non-intrusive and self-trained system, able to be customized
by a physician considering the patients features and also the situations to be detected.

3 System Architecture

The proposed system for detecting falls and vulnerable situations in elderly people has
two main components: a BAN that interconnects a set of wearable sensors and a col-
laborative application that runs in the elderlys smartphone. This latter determines the
current probability of fall risk in the older adult that is being monitored. It uses the
data collected from the sensors, which is processed and transmitted to the smartphone
through the BAN. This solution requires that the monitored person wears a digital de-
vice that implements the BAN and embeds most of the sensors.

This device can be attached to the people belt producing minimum disruption to
the user. The system collaboratively balances the computational load, optimizing thus
the energy consumption of the BAN and the smartphone application. Figures 1.a and
1.b show the architecture of both, the master wearable sensor (the digital device that
represents the main component of the BAN) and the collaborative application run-
ning in the smartphone. The master wearable sensor (Fig. 1.a) embeds several small,
lightweight and efficient (in terms of energy consumption) sensors, which usually have
limited capability for data processing and exchange. This master sensor is implemented
as an integrated circuit, designed to accomplish one or more activities. In this case, the
component includes a pulse meter, a gyroscope, an accelerometer, a microphone, the
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(a) (b)

Fig. 1. (a) Architecture of the master wearable sensor, (b) Architecture of the smartphone software
application

BAN-user-interface and a Bluetooth interface to keep a communication link with the
smartphone. It also includes the logic to locally detect falls and instability patterns in
the monitored people.

The wearable master sensor captures the body inclination and other clinically typi-
fied movements, which commonly precede a fall in impaired persons or people suffering
certain pathologies. In order to do that, the data captured from the sensors is classified
by the real-time classifier, which builds an inference table based on classical algorithms
for decision making. Such a data is transmitted to the smartphone and processed ac-
cordingly. The software components monitoring the people motion and inactivity (Fig.
1.b) process this information trying to identify vulnerable or potentially vulnerable situa-
tions and alerting the person about the risky situation. Long periods of inactivity indicate
potential problems and eventual falls. The application running at the smartphone peri-
odically records the user status in a server that may be hosted in the Cloud. If the system
detects a vulnerability situation or a fall, it notifies the relatives or healthcare emergency
services about this situation. The target of these notifications and the channel used with
that purpose can be set during the deployment of the system. The communication chan-
nels include sms, email and some social networks and instant messaging systems, like
WhatApp. A detailed description of this system is available in [7].

In order to determine the level of vulnerability of a person in a certain time instant,
the system uses an inference matrix that was filled using results of clinical studies. The
columns of the matrix corresponds to clinical variables that contributes to identify in-
stability of people; e.g. Orthostatic Hypotension. The rows of the matrix indicate four
movements that also help identify the people instability; e.g. from-sit-to-stand. There-
fore, each cell establishes (based on clinical studies) the level of risk that a from-sit-to-
stand movement represents for a person having orthostatic hypotension for example.

The physician can configure the solution for a certain patient (i.e. an older adult)
by instantiating the clinical variables according to the results of the tests performed to
that person. The sensors identifies the movements done by the elderly and based on the
recognized movement determine the current level of fall risk for that person. Computing
the risk indicators, based on the elderlys movements and the clinical variables for such
a person, it is possible to determine the instability level of that older adult. This value is
used to determine the next action to be performed by the system.
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Table 1. Inference Table

Motion PHT Incontinence Medication TSS>12s Walker Bath Bedroom
Sit to Stand H H H H H H M

Inctivity H M L L L L L
Walking L H M L M H L

4 Conclusions

This paper presents the architecture of a pervasive system designed to prevent and detect
falls in elderly people. Based on empirical, clinical and inferred data, the system deter-
mines the level of fall risk of the monitored person, and eventually it delivers alerts to
make the older adult aware of such a situation, preventing thus a possible accident. The
system utilizes both, real-time and stored information, to accurately determine when
delivering an alarm according to the elderly current activity and his clinical diagnostics.
If the fall is not avoided, an alarm is delivered to supporting people and healthcare emer-
gency services to reduce the latency in the medical attention of the elderly. The system
implementation uses existing technology and it is currently in the first evaluation phase.
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Abstract. This paper presents the findings from an evaluation of a Brain  
Computer Interface (BCI) with a group of people without brain injury and end 
users with acquired brain injury. The system held a number of applications to 
enable communication, web browsing, smart home control and cognitive reha-
bilitation. Participants engaged in a three-session cycle of testing and completed 
usability questionnaires within the user centred design approach adopted. The 
average accuracy score for the people without brain injury was 82.6% (±4.7) 
with the cognitive rehabilitation reporting the highest response rate. End users 
recorded an average accuracy score of 74% (±11.5), with the speller logging the 
highest accuracy score. The findings outline the importance of engaging with end 
users to identify the current functionality and usability of such systems in order to 
move them closer towards a marketable product used in a domestic environment. 

Keywords: Brain Computer Interface, User Centred Design, eHealth, Acquired 
Brain Injury. 

1 Introduction 

Brain Computer Interfaces (BCI) are complex hardware and software systems that can 
be controlled through brain signals. BCI harness brainwaves through non-invasive 
electrodes placed on the skull to enable users to interact with computer systems and 
their applications [1]. BCI offer the unique opportunity for people with complex dis-
abilities to access services and applications that support inclusion, participation,  
enable independence and increase access to healthcare. The present challenge is to 
develop systems and services that are easy to use, reliable and accessible to people 
with disabilities and their caregivers. It is evident that BCI can now control a number 
of applications however little evidence of this is present beyond the laboratory [2]. 
Equally, limited evaluations have been undertaken with participants that would bene-
fit from the use of such a system on a daily bases such as people with acquired brain 
injury (ABI) [3]. Post ABI a number of barriers can impact on a person’s quality of 
life, including physical function, cognition and communication. Thus, BCI systems 
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have the potential to support this population through the trajectory of their rehabilita-
tion and also on a more long-term basis.   
     The overall aim of this research is to develop and evaluate a platform operated by 
BCI that combines devices and applications like smart home control, social network-
ing, online and offline entertainment applications, ambient intelligent systems, and 
eHealth through rehabilitation as well as telemonitoring and home support [3]. This 
ambitious project will identify user requirements and system usability within this 
population by adopting a user-centered approach. Therefore end-user evaluation and 
feedback will inform the technical developers throughout the lifecycle of the project. 
This paper will focus on the user centered evaluation of the second iteration of a BCI 
platform with applications for communication, rehabilitation, smart home control and 
web browsing.  

2 Methodology 

Ten people were recruited to evaluate the prototype. Five participants without an ABI 
(4 female/ 1 male, M= 36.6 years, ± 9.3) in the control group and five target end users 
(1 female/ 4 males, M= 37 years, ± 8.7) who are living with ABI (Post ABI M= 9.8 
yrs, ±3.7) were recruited. All participants had evaluated the previous iteration of the 
BCI prototype. The testing phase required each participant to complete an extensive 
40-step protocol on three occasions each on the P300 BCI platform using gel based 
non-invasive electrodes. The EEG was acquired using a non-invasive electrode cap 
with 8 active Ag/AgCl electrodes (g.Gamma, g.tec Austria), at electrode Fz, Cz, P3, 
POz, P4, PO7, Oz and PO8. Channels were referenced to the right earlobe and a 
ground electrode was placed at FPz and the signals were amplified by a g.USBamp 
(g.tec Austria). The protocol included spelling the word ‘BRAINPOWER’, complet-
ing two cognitive rehabilitation tasks, tweeting ‘#BCI #BACKHOME’ and moving a 
camera application in three different directions, followed by the VAS (visual ana-
logue scale) questionnaire to rate overall satisfaction between 0 and 10.  After each 
final evaluation session participants completed the extended QUEST 2.0 (Quebec 
User Evaluation of Satisfaction with Assistive Technology: [4]), a customized usabil-
ity questionnaire and the NASA-TLX (NASA-Task Load Index: [5]) to assess work-
load. Ethical approval was granted by the University of Ulster. 

3 Results 

The control group recorded an average accuracy of 82.6% (±4.7) following comple-
tion of the evaluation and end users achieved an overall average accuracy score of 
74% (±11.5). End users stopped after each task was completed to facilitate a break 
and this also stabilised the systems in turn reducing its unreliability.  
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Fig. 1. Accuracies Percentages for Speller and Cognitive Rehabilitation Tasks 

Figure 1 and Figure 2 illustrate the control group and end user group accuracy scores 
for the four applications. The cognitive rehabilitation task was the most responsive for 
the control group (91.87% ±8.6) and the Speller was the most accurate for the end 
user group (82.07% ±13.34). The camera task reported the lowest accuracy score for 
both groups. The difference in the camera task accuracy scores between groups could 
be attributed to a system stability issue as stopping and restarting the system between 
tasks for the end user group prevented the system crashing each time with this task as 
it had for the control group. 
 

 

  
Fig. 2. Accuracies Percentages for Twitter and Camera Tasks 

The end-users overall device satisfaction reported on the VAS was 7.64 out of 10 
(±1.78) while the control group indicated a score of 6.57 (±1.2). The subjective work-
load using the NASA TLX was reported as moderate to high workload (57.10 ±10.9) 
for the control group and moderate workload for end users (41.42 ± 23.5). The aver-
age QUEST score for the control group was 4.35 (out of 5: ±.5) and the QUEST Add-
ed Items average was 4.24 (± .5). The average QUEST score for end users was 3.86 
(±.6) and the QUEST Added Items average was 3.58 (± 1.1).  
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4 Discussion 

The results presented are from the evaluation of a newly developed BCI prototype 
with a control group and end users with Acquired Brain Injury. All participants were 
satisfied with the overall improvements, applications and performance of the system 
since the evaluation of the first iteration of the prototype [3] however an increase in 
the response rate would still be required. The results indicated that end users reported 
an overall lower accuracy score, experienced fatigue and there was difficulty focusing 
on and dividing attention between two screens. It is possible this is due to the partici-
pant’s residual cognitive impairment as a result of ABI such as difficultly concentrat-
ing for periods of time as well as decreased stamina, memory and attention.  
     The lessons learned from the present research have been disseminated to the de-
velopers so that the final platform will bring BCI closer to the ultimate goal of a 
commercial available system for home use. This included enhancing the aesthetic 
design of the electrode cap, enabling independent use of the system once the cap has 
been mounted and the training is complete, the applications and BCI matrix should be 
on one screen, and the ability to personalise the system to the unique needs of each 
user. Overall, the system is still too complex to be operated by a non-BCI expert with 
minimal support in a home environment although the findings can contribute to the 
knowledge base aimed at moving systems closer. The research aims to develop novel 
BCI systems to enhance the user’s independence, increase access to services and ul-
timately enrich quality of life. The findings outline promising results for the functio-
nality and usability of the system by people with ABI.  
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Abstract. From an organizational view the coordination of a trans-institutional 
process of patient treatment among different healthcare providers is difficult. If 
the care process includes home monitoring the problems like data dispatching 
and -usage by healthcare providers (HCP) increase. 
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1 Introduction 

In the research project Ambient Assisted Living in Intelligent Controlled Environ-
ments (A²LICE) [1], apartments in a living quarter are upgraded with building auto-
mation sensors and medical devices. The main objective is to support elderly people 
with special care needs, in long-term living in their own home. To achieve this, func-
tionalities such as activity detection and monitoring of health parameters are provided 
with options to communicate the resulting data to the HCP. In the home of the resi-
dent acquired data of medical parameters and recognized activities of daily living 
(ADL´s) must be forwarded to the appropriate target systems of HCP. Considerations 
include in particular the requirements of the healthcare partners regarding quality and 
coding of the data. This is why interface specifications must be observed, which have 
been defined by standardization initiatives such as ‘Continua Health Alliance’ (CHA) 
[2] or ‘Integrating the Healthcare Enterprise’ (IHE) [3]. Since the external service 
providers use very different application systems (AS), the exchange of data between 
apartments and these systems is complex. This paper presents communication archi-
tecture for data transmission between the domestic area of the residents and the pro-
viders of health care.  

2 Domains of Interest 

The consideration of a person´s apartment as a possible supplier of data is particularly 
interesting from the AAL perspective. This raises a number of new application scena-
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rios in terms of safety and comfort which can offer an additional benefit especially for 
elderly persons. These scenarios include the electronic collection and transmission of 
health related and activity data to relatives and providers of health care.  

A telemadical center is a facility for the telemedical care of particular chronically 
ill people. This facility provides besides technical resources to support as well as the 
expertise to monitor the health status of patients. The TMC usually uses a particular 
software system (TMC system TMCS), which assumes the data from domestic field 
of the inhabitants, process them and store it in databases by the means of an electronic 
case record or electronic medical record. The coupling of the TMCS with the AS of 
the HCP the monitoring of a person’s health status can be optimally supported. For 
this purpose a number of standardized interfaces for service providers are offered. A 
broad introduction of telemedical centers is also complicated by the lack of a nation-
wide central communication infrastructure.  

The providers of health care in Germany are separated in the so-called ambulatory 
and inpatient sectors. The ambulatory care providers include physicians in private 
practice or nursing services whereas hospitals and nursing homes are part of the inpa-
tient sector. Each of the service providers uses its own AS, which are available from 
different manufacturers. An electronic exchange of data between these systems is 
often not possible. To this end, appropriate interfaces must be obtained from the man-
ufacturer which is in turn associated with increased cost.  

3 Domain-Specific Processes 

Once the data is collected in the home they are communicated either directly to the 
participating provider or (based on type of data, expected use and configurations) to a 
TMCS. In the direct scenario of data transmission to the systems of service providers, 
the collected data must be transformed into the correct data formats and distributed 
through various interfaces. This is associated with a high configuration overhead of 
the AS used in the home. In addition to the development of interfaces, target systems 
access credentials, data formats and necessary encodings need to be set up. By using 
various adapters, the above mentioned target systems of general practitioners, the 
nursing service and the hospital can be served with the collected data prototypically. 
A more consistent approach causing significantly lower development and configura-
tion efforts (particularly in the home area) is the choice of coupling to a TMCS.  

The TMCS acts as a central service instance for the domestic area and the provid-
ers of the health care sector. Apart from the technical tasks such as acceptance of the 
data from home areas, processing, transformation and routing, organizational func-
tions such as the steering of processes and the adherence of security policies are per-
ceived. This process preceding rules sets, which react on the content of the message 
(measured values, situations, ADLs) are responsible for the pre-processing of the data 
in the TMCS. By maintaining a patient specific electronic health record a consistent 
record can be built. An alarm of the service provider (doctor, nurse, relatives) in  
case of health related problems based on event classification (threshold exceeded at 
measurement results) and intervention by them becomes possible. This requires that 
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the TMCS has a current copy of the person specific threshold values of health related 
measurement data, which has to be provided by HCP.  

Depending on the performance of the care provider's AS processing of the data re-
ceived from the TMCS may be extensive. A general practitioner can import the re-
ceived LDT-File directly into his AS and assign a patient reference. As a result, 
graphical analysis and time series comparisons for the (long-term) development of 
selected parameters are possible. A similar functionality can be provided for the AS 
of the ambulatory nursing service, where the data can be used directly from the appli-
cations database. In the clinical sector using the HL7 standard allows the transmission 
of additional information such as existing medication, allergies and diagnoses. How-
ever the programmatic extension of the appropriate clinical documentation and man-
agement system are required. 

4 Communication Architecture 

In the research project A²LICE a range of communication scenarios for health moni-
toring of patients between the domestic area and the HCP with and without the use of 
a central service instance (telemedical center application system TMCS) were de-
fined. This includes the transmission of measured values, which were recorded by 
medical micro devices (blood pressure meter, weighting scales, etc.). In addition, 
activities of daily living and recognized situations are received from an independent 
software component installed in the home of the resident and have been classified as 
‘AAL incident’.  

A communication between the participants within an IT infrastructure can only be 
successful if a common vocabulary and standardized communication schemes are 
used. The following communication standards are used in the health care sector and 
the A²LICE project. Health Level 7 (HL7) describes a standard that is used predomi-
nantly in the clinical sector and is currently available in version 3. A variety of scena-
rios in the AAL domain can be formulated by means of event-, message type (ETMT) 
combinations using HL7 v2, such as delivering unsolicited observation results without 
an existing order. In the general practitioner sector in Germany the Kassenärztliche 
Bundesvereinigung (KBV) started early to develop standards for data transmission 
between laboratories and the practitioner's office. A product of these standardization 
efforts is the Labordatenträger (LDT - laboratory test report) [5].  

The developed communication architecture is modelled on the provisions of the 
Continua Health Alliance to build architecture for monitoring medical parameters. 
The communication network consists of home areas, a TMC and individual health 
care providers from different sectors utilizing various defined interfaces for data ex-
change. To fulfil the monitoring tasks in each area different application components 
are used. This means to use the same technical concepts for coupling the residential 
home AS to the TMCS via HL7 interface and web service. Through events raised in 
the home, communication is initiated. Different strategies to disseminate the data 
based on the classification schemas allow the preservation of privacy. In the case of a 
direct coupling, extensive configuration procedures in the AS of the residents are 
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moved into the TMCS. In the present scenario, the communication relation aimed 
primarily from the domestic sector to the health care provider´s.  

The HCP are responsible for defining and implementing robust interfaces or use 
(standardized) predefined ones from their AS manufacturer. CHA defines the usage of 
web services for the overall communication. The general practitioners AS ixx.concept 
and MediFox live (nursing service AS) in A²LICE do not support them. That's why 
other approaches such as the provision of a secure FTP server (S-FTP) or a proprie-
tary database interface have been chosen. Only IS-H/ishmed (hospital AS) allows the 
implementation of own web services for the discussed scenario. 

5 Discussion and Future Work 

The developed communication architecture for residential areas benefits from the use 
of standardized interfaces. The components used within the architecture are operated 
on residential home level and exchange messages with the mentioned service provid-
ers of the health care sector. The data processing is carried out by means of different 
strategies for processing measurements of medical parametersADL´s and the energet-
ic data of the flat. An exchange of data collected by sensors and medical technology is 
based on data usage guidelines, which are determined by the resident itself. The target 
system for collected data is a centralized software instance which refers to a telemedi-
cal center. This organization offers different services for the residents for monitoring 
the person's health status as well as energetic data. Within TMCS, the data is proc-
essed and distributed on the basis of person specific configurations to the health care.  
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Abstract. Existing activity recognition based assistive living solutions have 
adopted a relatively rigid approach to modelling activities. To address the defi-
ciencies of such approaches, a goal-oriented solution has been proposed that 
will offer a method of flexibly modelling activities. This approach does, how-
ever, have a disadvantage in that the performance of goals may vary hence re-
quiring differing video clips to be associated with these variations. In order to 
address this shortcoming, the use of rich metadata to facilitate automatic se-
quencing and matching of appropriate video clips is necessary. This paper in-
troduces a mechanism of automatically generating rich metadata which details 
the actions depicted in video files to facilitate matching and sequencing. This 
mechanism was evaluated with 14 video files, producing annotations with a 
high degree of accuracy. 

Keywords: Annotation, Automated Speech Recognition, Parsing, Ontology, 
Assistive Living, Smart Environments, Video, Guidance. 

1 Introduction 

The global population is aging and as a result is developing an uneven demographic 
composition. It is expected that by 2050 over 20% of the population will be aged 65 
or over [1]. Having such an aged population is expected to increase cases of age re-
lated illness subsequently increasing burden on healthcare provision [1]. 

Technology supporting independent living is one solution to alleviate a portion of 
these aging related problems [2]. This may come in the form of a Smart Home (SH), 
which is essentially a residential environment that is augmented with technology to 
promote independent living. Typically, SHs operate by embedding sensors throughout 
the environment. Signals generated by the sensors are processed with the goal of re-
cognising the activities of the inhabitants of the SH. Based on the processing, support 
mechanisms, which are deployed throughout the SH, provide assistance as necessary 
[2, 3]. The assistance that current SHs provide is typically in the form of prompting 
systems, monitoring of behavioural trends and remote assessment of vital signs. 
Prompting systems within SHs provide guidance for inhabitants once specific criteria 
are encountered. Prompts may consist of video, audio or text or a combination of 
these media. Video prompts, which incorporate audio provide a promising method of 
providing instruction as it provides informative and relatable guidance [2, 4].  
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The research presented within this paper introduces a novel mechanism for profil-
ing video clips to generate metadata to be used in support of the provision of dynamic 
instruction within a goal driven SH paradigm. This remainder of the paper is arranged 
as follows: Section 2 provides an overview of related work; Section 3 details the ap-
proach used in this study; Section 4 provides an evaluation of the approach and Sec-
tion 5 concludes the paper. 

2 Related Work 

A number of SHs exist which provide assistance for inhabitants by offering guidance 
in the form of prompting [2, 3, 5, 6]. The prompting systems in these environments 
include video, audio or text instruction. In particular video based instruction provides 
detailed and relatable instruction for SH inhabitants.  

Current SHs that offer video based guidance do so in a relatively static manner. 
This is due to the use of inflexible structures used to model activities [7]. For exam-
ple, the COACH system [8] provided video based assistance to assist dementia suffer-
ers with the task of washing their hands. This approach was based on Partially  
Observable Markov Decision Processes, where current interpretations of world states 
are associated with assistive policies. These policies in turn nominate specific video 
and audio clips to be supplied. Although this approach caters for some variation in 
activity performance it does not provide sufficiently flexible variation in performance. 
Additionally, the activity model cannot be modified without a large amount of effort. 
Also, the assistive policies have static associations with video clips and so provide 
rigid instruction. 

In order to address the inflexibility of modelling activities, SHs focusing on inhabi-
tant goals in place of activities have been proposed to support more variations of ac-
tivities and flexibility with their performance [7]. 

To date video instruction provides assistance for activities in a relatively static 
manner. Such a static assignment is not compatible with a goal oriented approach. In 
the goal oriented approach, goals consist of flexible activity plans/fragments which 
can be sequenced in a multitude of ways covering variations in the activity itself. 
Video based guidance within a goal driven approach, therefore, requires a flexible 
mechanism to compile a number of video clips into relevant instructional sequences 
for a specific goal or to determine the most suitable candidate from a video repository. 
This repository will also be growing over time and so potentially providing better 
candidates for a particular goal variation. In order to create a sequence of video clips 
from a library or provide a suitable match from a repository metadata is required. The 
metadata can subsequently be used for sequencing within a planning mechanism or 
used with a selection mechanism to determine a suitable video clip. This type of me-
tadata is usually provided through manual input which may lead to incorrect or in-
complete records being provided in addition to taking a huge amount of effort [9]. 

Methods of automatically generating video annotations and metadata exist [10–13], 
however, do not provide a suitable method of producing activity annotations as they 
do not identify a set of goal actions in such video clips. In addition, the majority of 
these approaches require training with a dataset beforehand, resulting in a cold start 
problem [10–13].  
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3 Audio Based Profiling of Instructional Video 

In order to automatically generate rich metadata for video clips an automated annota-
tion method needs to be devised and implemented. In this work, an annotation method 
capable of generating rich metadata for video clips has been created and implemented 
within an evaluation platform called ABSEIL (Audio BaSEd Instruction profiLer). 
This annotation method is intended to work in conjunction with the video repository 
generated by the Personal IADL Assistant (PIA) project1. The goal of the PIA project 
is to assist older individuals by offering guidance with Instrumental Activities of Dai-
ly Living (IADL) [14]. In PIA, caregivers record videos which contain an accompa-
nying, detailed, audio explanation of how to achieve a task associated with an IADL. 
Videos are then associated with NFC tags, which are affixed to items in an environ-
ment. Those in need of assistance can use an Android smart phone or tablet to interact 
with and read an ID from one of the NFC tags, which subsequently used to select a 
video to play. To offer effective support, the videos within the PIA repository should 
therefore be of assured quality and contain a useful audio explanation. Further infor-
mation about the PIA project is available in [15]. 

In the proposed approach, videos are initially converted to audio clips. The audio 
clips are then sent to a black-box Automated Speech Recognition system (ASR) [16] 
which returns a transcription. This transcription is processed using actions from goals 
in the goal repository to determine if any are uttered by the explaining party. These 
goals and their actions are defined by caregivers. Variations of these actions are 
created using a semantic lexicon and homophone dictionary. A graphical depiction of 
this method is presented in Fig. 1. 

 

 

Fig. 1. An overview of the automatic metadata generation process 

                                                           
1  Personal IADL Assistant, PIA – EU AAL Funded Research Project (AAL-2012-5-033), 

available at: http://www.pia-project.org/ 
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When passed a video file, ABSEIL uses the FFMPEG suite to transcode it into a 
variety of audio files. These audio files vary in aspects such as channel count (mono 
or stereo), sample rates (e.g., 8000Hz) and CODECs (FLAC, MP3, or PCM). This 
range of files is created to allow interaction with a range of ASR systems.  

Once the FLAC audio file has been transcoded from a video clip, it is then sent as a 
stream to the Google Speech API (GSAPI) service [17] which returns a transcription 
of the audio file. GSAPI was chosen over alternative ASR solutions (Apple, Dragon, 
Windows Speech) due to the high degree of accuracy that was obtained during eval-
uation of ASR systems for this application. The evaluation of these ASR systems was 
achieved by selecting 3 test videos from the PIA project, manually creating a tran-
scription and comparing the accuracy of the manual transcription to those produced 
by ASR systems. The Dice coefficient was used as a string similarity metric [18], the 
equation for this metric is shown in (1). 

 ܵ ൌ  ଶ஼஺ା஻ ൌ ଶ|஺ת஻||஺|ା|஻| (1) 

The result of this comparison is presented in Table 1. ASR systems may be 
trained. Training increases accuracy of transcriptions, however, tailors the ASR me-
chanism towards recognising a specific voice. Given that video clips in the PIA repo-
sitory would have multiple narrators, this training process would prove to be detri-
mental to ASR performance when trained to a specific voice. In addition, it does not 
reflect a realistic use scenario where training would not occur. As such, ASR systems 
were not trained in this evaluation (where possible). 

The videos considered incorporated casual audio guidance containing English, 
Spanish and Norwegian accents reflecting the videos, which would be in the long 
term within the PIA repository. 

Table 1. The accuracy of transcripts produced by ASR systems as compared to a manual 
transcription. N.B. Some systems produced no result, these are intended to produce transcripts 
from direct dictation and so are not tailored to transcribe narration as used in these videos. 

Service provider 
Accuracy of transcriptions  

Video 1 Video 2  Video 3 Average 

Apple* 0% - No Result 0% - No Result 0% - No Result 0% 

Dragon** 0% - No Result 0% - No Result 0% - No Result 0% 

Google (GSAPI)*
 70.0% 57.142% 68.571% 65.238% 

Windows Speech ** 26.839% 22.377%  33.519% 27.587% 

Online Systems are indicated by *, untrained systems are indicated by ** 

 
In this approach, a goal ontology exists which contains modelled goals for a SH. 

This ontology may contain inhabitant goals such as MakeCoffee, which may also 
reference other goals (sub-goals), such as BoilWater. These goals have an associated 
action plan which contains a number of atomic actions. These atomic actions 
represent the steps required to achieve the goal, such as FillKettle, PourWaterInCup. 
Once a transcription for a video clip has been created the atomic actions from all  
 



 Automatic Summarization of Activities Depicted in Instructional Videos 127 

 

goals within the ontology are used as seed terms for a number of search sets that are 
used to process the transcription. Four search sets are generated: these are direct,  
homophone substitution, synonym substitution and homophone/synonym substitution. 
The generation of these sets and their uses are detailed in the proceeding paragraphs. 

The evaluated ASR systems are black box systems and as such offer limited con-
trol over the transcription process. This can introduce issues when homophones are 
encountered. Homophones are words which may be phonetically confused, for exam-
ple ‘pour’ and ‘pore’. During evaluation, all of the ASR systems had issues with se-
lecting the correct homophones for a transcription. As such some form of correction 
for these errors was introduced. Contemporary works within ASR correct for these 
homophones within the statistical/machine learning core of the ASR process [16, 19]. 
Due to the different use scenario of homophone correction required in this study an 
alternative method of substitution needs be used as there is no access to the internal 
working of the ASR systems. Instead, this correction needs to be applied to the pro-
duced transcriptions. In this approach simple substitution produces combinations of 
words from a pre-existing homophone dictionary [20] and stores them in a homo-
phone substitution search set. For example the set generated from the atomic action 
PourWater is [pore water, pour water, poor water]. This provides some correction for 
ASR errors without requiring access to the internal operation of the ASR services. 

The atomic actions provided by the goal plan provide a description of the task 
represented by that action, for example PlaceCoffeeInCup. The exact words used to 
depict these actions are specified by the person modelling the specific goal and are 
somewhat personalized. This introduces an issue when audio descriptions contained 
in illustrative videos use alternative and semantically compatible words. For example, 
the use of the phrase “Place coffee in mug” in an instructive video could be used to 
describe an action of a video which is semantically compatible with the PlaceCof-
feeInCup atomic action. In place of the word cup some of its synonyms could seman-
tically be used, these are [beaker, cup, mug, teacup, tumbler]. In order to cater for 
synonyms a lexicon that can identify and generate a listing of semantically similar 
words was used to produce the synonym substitution search set. In ABSEIL, the cho-
sen semantic lexicon was Wordnet 3.1 [21] which was integrated using JAWS [22]. 

In order to correct for instances where both homophone errors and use of semanti-
cally compatible words occur it is necessary to create a search set that consists of 
synonyms of homophones of words. These combinations of terms are created and 
placed into the homophone/synonym substitution search set. An example of such a 
combination from the action PourWaterInMug could include [poor water in cup, poor 
water in mug]. The combinations in this set provide useful alternatives to atomic ac-
tions in addition to some nonsensical terms which are likely never to be uttered in the 
clear instruction provided in videos stored in the PIA repository.  

Once the 4 search sets have been generated they are used to search the body of the 
transcription to determine if any terms from the search sets are uttered. During the 
search process, words within search terms are given a 4 word window between them. 
This allows atomic actions such as OpenCupboard to be found when more complex 
variations are uttered, for example “Open the top cupboard”. In the evaluation imple-
mentation this search is performed by the Lucene text processing engine [23].  

When matches from the 4 search sets are discovered they are placed in correspond-
ing match arrays. The terms stored in these match arrays are placed in the video  
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action annotation ontology. This ontology stores some metadata about videos; this 
consists of a unique identifier, an optional title for the video and an optional descrip-
tion. The unique identifier is a SHA512 hash of the original video file; this associates 
the metadata to the file in addition to allowing retrieval from the video storage reposi-
tory. The ontology contains 4 classes to hold matched terms from the 4 search sets. 
These are the DirectTerms, HomophoneTerms, SynonymTerms and HomophoneSyno-
nymTerms classes. All these classes contain the same set of data properties: Depicte-
dAction, TimeStamp and Duration. In the evaluation using ABSEIL the TimeStamp 
and Duration properties are not used, their inclusion is to provide support for future 
variations of ABSEIL where the timestamp of each action is recorded. The video 
action annotation ontology is depicted in Fig. 3. 

     
(a)                                                                         (b) 

Fig. 2. The classes and object/data properties of the video action annotation ontology. As 
shown as a hierarchy of concepts (a) and in the Protégé ontology engineering tool (b). 

4 Evaluations 

In order to evaluate the performance of this automatic annotation generation method it 
was implemented in the form of the ABSEIL system. During testing 14 instructional 
videos were evaluated. 8 of which were from the PIA project and 6 were independent-
ly narrated PIA-Style videos. Both sets of videos detailed a number of IADLs. During 
evaluation these videos were manually annotated using a complete list of atomic ac-
tions that were extracted from a “Making Instant Coffee” goal and its 8 subgoals. The 
videos were analysed with the ABSEIL implementation and its accuracy was com-
pared to the manually created annotations.  

The PIA video set contained only 1 video that involved the steps of making coffee 
and so was used to evaluate incorrect profiling of video clips, where annotations 
would be generated without any relevant content.  

The independently narrated videos covered a range of beverage making tasks  
and were used to determine the success of the method. The results of testing the im-
plementation are presented in Table 2. In this evaluation each of the 4 search sets 
were assessed and averaged. Any erroneously identified actions are noted as false 
positives. 
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Table 2. The average accuracy of annotations produced by the automatic annotation method 
compared to the manual annotation, false positives are indicated in brackets 

Video Source 
Accuracy of generated annotation 

DirectTerms HomophoneTerms SynonymTerms HomophoneSynonymTerms 

PIA 87.5 % (0) 87.5 % (0) 87.5 % (0) 87.5 % (0) 

Independently 
Narrated 66.15% (0) 70.91 % (0) 81.41% (4.16) 84.32 % (3.83) 

 
As shown in this evaluation, the devised method to automatically create annotations 
has proven to provide a promising approach to automatically generating the metadata 
required for provision of illustrative video based guidance for a goal driven SH. In all 
cases, false positives were phrases involving additional prepositions or combinations 
which formed nonsensical phrases. Such nonsensical phrases would not be present in 
videos intended to provide clear instruction, as would be the case for those in the PIA 
repository. On a number of occasions semantically compatible words were used in 
place of those specified in the action plan and were not discovered by the processing. 
In order to remedy this, additional sources of synonyms may be introduced. Addition-
al issues were encountered when a narrator referred to a previous object as “it”. Such 
utterances can be catered for by incorporating a more advanced natural language 
processing toolkit into the processing layer. In the case of the PIA videos, no actions 
were incorrectly assigned, however, in the single beverage video the system failed to 
profile any actions. These failures were due to the ASR system encountering strong 
regional accents; a manual transcription gained high accuracy. 

5 Conclusion 

This paper presented a method of automatically generating annotations for video files. 
These annotations are listed actions that are depicted within an instructional video file 
with the objective of providing the meta-data basis for offering assistance within a 
goal-driven SH. This method has been integrated into an evaluation platform and has 
shown promise as a way of automatically generating annotations. Future work will 
include evaluating this approach using a larger number of videos and producing assis-
tance provisioning mechanisms which will leverage this rich metadata to automatical-
ly provide illustrative guidance which is best suited to each particular goal. 
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Abstract. The analysis of facial expressions in telemedicine and health-
care plays a significant role in providing sufficient information about
patients like stroke and cardiac in monitoring their expressions for bet-
ter management of their diseases. Due to some privacy concerns, depth
camera is a good candidate in such domains over RGB camera for fa-
cial expression recognition (FER). The accuracy of such FER systems
are completely reliant on the extraction of the informative features. In
this work, we have tested and validated the accuracy of a new feature
extraction method based on symlet wavelet transform. In this method,
the human face is divided into number of regions and in each region
the movement of pixels have been traced in order to create the feature
vectors. Each expression frame is decomposed up to 4 levels. In each
decomposition level, the distance between the two corresponding pixels
is found by using the distance formula in order to extract the most in-
formative coefficients. After feature vector creation, Linear Discriminant
Analysis (LDA) has been employed to reduce the dimensions of the fea-
ture space. Lastly, Hidden Markov Model (HMM) has been exploited
for expression recognition. Most of the previous FER systems used ex-
isting available standard datasets and all the datasets were pose-based
datasets. Therefore, we have collected our own depth data of 15 subjects
by employing the dept camera. For the whole experiments, 10-fold cross
validation scheme was utilized for the experiments. The proposed tech-
nique showed a significant improvement in accuracy against the existing
works.
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1 Introduction

Telemedicine and healthcare applications that employ video technologies raise
privacy concerns since it can lead to situations where subjects may not know that
their private information is being shared and thus become exposed to a threat
[13]. Unlike RGB-cameras, depth-cameras only capture the depth information
and do not reveal the identity of the subject or other sensitive information,
which makes them a superior choice over RGB-cameras. Therefore, we choose
the depth-camera over RGB-cameras for the proposed FER system. To the best
of our knowledge, no sufficient work has been done to study the expression
recognition with depth camera.

There are three basic modules in a typical FER system: preprocessing, feature
extraction and recognition. Much work has been done so far for preprocessing
and recognition modules, and we also employed well-known method such as his-
togram equalization (HE) and hidden Markov model (HMM) for preprocessing
and recognition modules respectively.

Regarding to the feature extraction, huge amount of methods have been pro-
posed; however, most of them have their own limitations. These methods include
global feature-based methods such as Nearest Features Line-based Subspace
Analysis [12], Eigenfaces and Eigenvector [2, 8] and [7], Fisherfaces [1], global
features [11], neural network, and Independent Component Analysis (ICA) [10].
However, these techniques are poor at handling data in which the classes do
not follow the Gaussian distribution. Also, these techniques do not work well in
case of a small sample size [5]. On the other hand, local feature-based methods
have been proposed to compute the local descriptors from parts of the face and
then integrate this information into one descriptor. These methods include Local
Feature Analysis (LFA) [9], Gabor features [6], Non-negative Matrix Factoriza-
tion (NMF), Local non-negative Matrix Factorization (LNMF) [4], and Local
Binary Pattern (LBP) [15]. Among these methods, LBP is the most commonly
employed feature extraction technique. However, LBP does not provide the di-
rectional information of the facial frame [16].

Accordingly, in this work, we have proposed a new feature extraction tech-
nique based on symlet wavelet transform. In this method, the human face is
divided into number of regions and in each region the distance between the two
pixels has been calculated by employing the distance formula. After that the av-
erage distance of each region is calculated and by this way the feature vector is
calculated. Once the feature vectors have been created, the dimension of feature
space is reduced by employing LDA, and finally, each expression is labeled by
employing a well-known classifier like Hidden Markov Model (HMM).

We already described some related work about this field. The rest of the
paper is organized as follows. Section 2 delivers an overview of the proposed
feature extraction technique. Section 3 provides some experimental results along
with some discussion on the results and a comparison with some of the widely
used feature extraction methods. Finally, the paper will be concluded after some
future direction in Section 4.
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2 Material and Method

2.1 Symlet Wavelet Transform-based Feature Extraction

In real-life scenarios, some environmental parameters (such as lighting effects)
may produce some noise in the expression frames that could reduce the recog-
nition rate. The proposed method employs symlet wavelet to reduce such noise.
Facial frames are converted to grey scale prior to applying this step. In the first
feature extraction, the decomposition process has been applied, for which the fa-
cial frames were in grey scale. The wavelet decomposition could be interpreted as
signal decomposition in a set of independent feature vector. Each vector consists
of sub-vectors like

V
2D
0 = V

2D−1
0 , V

2D−2
0 , V

2D−3
0 , ........, V

2D−n
0 (1)

where V represents the 2D feature vector. If we have an expression frame X
in the decomposition process, and it breaks up into the orthogonal sub images
corresponding to different visualization. The following equation shows one level
of decomposition.

X = A1 +D1 (2)

where X indicates the decomposed image and A1 and D1 are called approxima-
tion and detail coefficient vectors respectively. If a facial frame is decomposed
up to multiple levels, then Eq. 2 can be written as

X = Aj +Dj +Dj−1 +Dj−2 + . . . .+D2 +D1 (3)

where j represents the level of decomposition. The detail coefficients mostly
consist of noise, so, for feature extraction only the approximation coefficients
are used. In the proposed algorithm, each facial frame is decomposed up to
two levels, i.e., the value of j = 4, because by exceeding the value of j > 4,
the facial frame looses significant information, due to which the informative
coefficients cannot be detected properly, which may cause misclassification. The
detail coefficients further consist of three sub-coefficients, so the Eq. 3 can be
written as

X = A4 +D4 +D3 +D2 +D1

= A4 + [(Dh)4 +(Dv)4 +(Dd)4]
+ [(Dh)3 +(Dv)3 +(Dd)3]
+ [(Dh)2 +(Dv)2 +(Dd)2]
+ [(Dh)1 +(Dv)1 +(Dd)1]

(4)

where Dh, Dv and Dd are known as horizontal, vertical and diagonal coefficients
respectively. Note that at each decomposition step, approximation and detail
coefficient vectors are obtained by passing the signal through a low-pass filter and
high-pass filter respectively. In each decomposition level, the distance between
the pixels is found using the distance formula and by this way some of the
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informative coefficients are extracted and hence the feature vector has been
created.

Dist =

√
(x2 − x1)

2
+ (y2 − y1)

2
(5)

where (x1, y1) and (x2, y2) are the location of the two pixels respectively.
In a specified time window and frequency bandwidth wavelet transform, the
frequency is estimated. The signal (i.e., facial frame) is analyzed by using the
wavelet transform [17].

C (ai, bj) =
1√
ai

∞∫
−∞

y (t)Ψ∗
f.e

(
t− bj
ai

)
dt (6)

where ai is the scale of the wavelet between lower and upper frequency bounds to
get high decision for frequency estimation, and bj is the position of the wavelet
from the start to the end of the time window with the specified signal sampling
period, t is the time, the wavelet function Ψf.e is used for frequency estimation,
and C(ai, bi) are the wavelet coefficients with the specified scale and position
parameters. Finally, the scale is converted to the mode frequency, fm for each
facial frame:

fm =
fa (Ψf.e)

am (Ψf.e) .Δ
(7)

where fa (Ψf.e) is the average frequency of the wavelet function, and Δ is the
signal sampling period. The feature vector is obtained by taking the average of
the whole pixels distance for each facial frame that is given as:

fdist =
f1 + f2 + f3 + ....+ fK

N
(8)

where fdist indicates the average distance of each facial frame which is known
as a feature vector of that expressions, f1 f2 f3 .... fK are the mode frequencies
for each individual frame, K is the last frame of the current expression, and N
represents the whole number of frames in each expression video.
In next step, the dimension of the feature space is reduced by employing a
well-known technique Linear Discriminant Analysis (LDA) that maximizes the
ratio of between-class variance to within-class variance in any particular data
set, thereby guaranteeing maximal separability. For more details on LDA, please
refer to [3]. At last, the expressions are recognized by employing HMM for which
the parameters were 64, 4, and 4, respectively. For more details on HMM, please
refer to [14].

3 Results and Discussion

In order to validate the performance of the proposed feature extraction tech-
nique, we have created our own data by utilizing Intel creative depth data.
The dataset was collected from 15 subjects (university students) that displays
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frontal view of the face and each expression is composed of several sequences of
expression frames. During each experiment, we reduced the size of each input
image (expression frame) to 60×60, where the images were first converted to a
zero-mean vector of size 1×3600 for feature extraction. All the experiments were
performed in Matlab using an Intel R© Pentium R© Dual-CoreTM (2.5 GHz) with
a RAM capacity of 3 GB. For all the experiments, a 10−fold cross-validation
scheme (based on subjects) was used. In other words, out of 10 subjects data
from a single subject was used as the validation data, whereas data for the re-
maining 9 subjects were used as the training data. This process was repeated
10 times with data from each subject used exactly once as the validation data.
The total images utilized for the proposed system were 1,080 (6×15×12), where
6 represents the number of expressions, 15 indicates the number of subjects, and
12 shows the frames in each expression video.

The performance of the proposed feature extraction technique has been vali-
dated by comparing it with some of the previous widely used well-known tech-
niques like: LBP, and LDP, and LTP. The experimental results of the proposed
feature extraction technique are shown in Figure 1 and Table 1, while the re-
sults of the existing methods (LBP, and LDP) are described in Table 2. It is

Fig. 1. 3D-feature plot for six different types of facial expressions. It is indicated that
the proposed technique provides best classification rate on depth dataset of facial ex-
pression.
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Table 1. Confusion matrix of the proposed method on Cohn-Kanade database of facial
expressions (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 93 3 1 0 1 2
Sad 2 94 1 3 0 0
Anger 0 3 92 1 0 4
Disgust 2 1 1 94 2 0
Surprise 0 2 0 3 92 4
Fear 0 0 4 2 1 93

Average 93.00

Table 2. Confusion matrix of (A) the LBP on our own dataset, and (B) the LDP on
our own dataset of facial expression (Unit: %)

Happy Sad Anger Disgust Surprise Fear

Happy 87 3 2 2 3 3
Sad 4 85 3 3 3 2
Anger 2 2 88 2 4 2
Disgust 3 4 3 84 4 2
Surprise 3 2 5 4 80 6
Fear 1 2 5 3 2 87

Average 85.17

(A)

Happy Sad Anger Disgust Surprise Fear

Happy 79 7 4 3 2 5
Sad 6 80 4 4 3 3
Anger 2 3 83 5 3 4
Disgust 0 2 4 90 1 3
Surprise 1 5 2 4 85 3
Fear 2 6 3 3 4 82

Average 83.10

(B)

obvious from Figure 1 and Table 1 that the proposed technique achieved better
recognition rate than that of the statistical methods as shown in Table 2. This
is because symlet wavelet is a compactly supported wavelet on gray scale images
with the least asymmetry and highest number of vanishing moments for a given
support width. The symlet wavelet has the capability to support the character-
istics of orthogonal, biorthogonal, and reverse biorthogonal of gray scale images,
thats why it provides better classification results. The frequency-based assump-
tion is supported in our experiments. We measure the statistical dependency
of wavelet coefficients for all the facial frames of gray scale. Joint probability
of a grey scale frame is computed by collecting geometrically aligned frames of
the expression for each wavelet coefficient. Mutual information for the wavelet
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coefficients computed using these distributions is used to estimate the strength
of statistical dependency between the two facial frames. Moreover, wavelet trans-
form is capable to extract prominent features from gray scale images with the
aid of locality in frequency, orientation and in space as well. Since wavelet is a
multi-resolution that helps us to efficiently find the images in coarse-to-find way.

4 Conclusion

Facial Expressions Recognition (FER) has become an important research area
for many applications over the last decade. Communication through facial ex-
pressions plays a significant role in telemedicine, and social interactions. In such
applications, RGB cameras might not be used due some privacy concerns. A
typical FER system consists of three basic modules such as preprocessing, fea-
ture extraction and recognition. Some very common methods such as histogram
equalization (HE) and hidden Markov model (HMM) have been employed for
preprocessing and recognition modules respectively. The facial features are very
sensitive to noise and illumination, and quite merge with each other in the fea-
ture space, that’s why in the feature space, it is very hard to separate these
features. Therefore, very less amount of work can be found on the feature ex-
traction module in literature; however, most of them have their own limitations.
Accordingly, in this work, we utilized Intel creative depth camera in order to
tackle the privacy issue in the proposed FER system. Moreover, we proposed a
new and robust feature extraction technique based on symlet wavelet for feature
extraction. In this technique, the human face is divided into number of regions
and in each region the distance between the two pixels were calculated based
on the distance formula. After that, the average distance was found for each
region and hence by this way the feature vectors were created. To reduce the
dimensions of the feature vectors in the feature space, LDA was exploited. Fi-
nally, the expressions were labeled by employing HMM. In order to validate the
performance of the proposed technique, we have collected our own data from
15 subjects (university students) in the frontal view of the camera. For all the
experiments, we applied 10-fold cross validation scheme. The proposed system
produced a significant improvement in the recognition rate (93%) against the
existing methods. The proposed FER system has been trained and tested in
laboratory. The next step will be the implementation of the proposed feature
extraction technique either in smarthomes or in smartphones.
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Abstract. Depression is a mental illness that is difficult to diagnose and treat. This 
mental disorder affects many older adults due several reasons, for instance be-
cause of their physical limitations and the natural reduction of their social circle. 
This article presents a system for monitoring the mood of the elderly through 
voice processing. The system is particularly focused on detecting sadness, which 
allows caregivers of family members to react on-time in supporting the person in 
need. The sadness recognition is done by classifying emotions in groups, accord-
ing to the Circumflex Model of Affect. After evaluating the system using several 
emotion databases, the obtained results indicate that this solution is able to recog-
nize 94% of the cases in men and 79% in women. This solution can be embedded 
in ubiquitous systems that monitor the mood of people in several scenarios. 

Keywords: Emotion recognition, social isolation, older adults, voice 
processing, emotion monitoring, gender recognition. 

1 Introduction 

When people become older, physical and emotional problems affect them more and 
more. One of those problems is the depression, which can range from temporary epi-
sodes of sadness, to severe persistent depression. There are many factors that can 
cause a depressive status in elderly people, for instance the physical and cognitive 
limitations, emotional fragility and social isolation. Social isolation is affecting many 
older adults. The results of a recent study performed on 3858 random elders (> 75 
years-old) indicate that 77% of them suffer social isolation, social inactivity or loneli-
ness [1]. These psychological conditions make elders highly prone to suffer emotional 
disruptions or diseases, like the depression [2].  

Frequently the relatives of elderly people suffering depression do not react because 
they are not aware of the real condition of an older adult. Detecting symptoms of 
depression and making family members aware of it must be a priority, as a first step 
to treat this mental illness. There is strong evidence indicating that the emotional 
condition of older adults suffering from depression improves, when they perceive 
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support from their social networks; e.g. from their relatives [3]. Therefore, making 
family members (or other supporting people) aware of these situations could contri-
bute to address this problem. 

The voice is an important instrument to get information about the emotional condi-
tion of a person [4]. Taking advantage of this situation, we developed a monitoring 
system able to detect negative emotions in elders through voice processing. The sys-
tem runs, as a background process in a social application named SocialConnector [5], 
that elders have installed in their houses for interacting with other family members 
using (synchronous and asynchronous) voice messages. The SocialConnector runs on 
a slate that is fixed to a wall of a room where elders usually stay; for instance at the 
living room. The system that recognizes the negative emotions transforms the slate in 
a sensor able to identify when these people need external support. In these cases, the 
system delivers messages to caregivers or family members making them aware of this 
situation. The elderly people are not conscious of the sensing process or the actions 
taken by the system. This solution can be embedded in many other ubiquitous appli-
cations with similar purposes. 

Next section reports the related work. Section 3 presents the strategy proposed to 
recognize negative emotions (particularly sadness) in elderly people. Section 4 shows 
the architecture of the monitoring system, which implements the strategy described in 
section 3. Section 5 presents the conclusions and further work. 

2 Related Work 

Dickerson et al. [6] created a real-time depression monitoring system for homes. The 
system involves several wireless sensors and devices that are used by the monitored 
people. In order to do a tracking of depression symptoms, the authors analyze the 
sleep, weight, speech and other factors. The results indicate that in speech analysis, 
the fundamental frequency and speech pause times are variables, which help predict 
affect in the voice. 

Trying to detect mood in speech, Alghowinem et al. [7] recorded voice from sever-
al subjects with depression. The collected data was classified using Hidden Markov 
Models in order to evaluate different audio features in the mood detection process. 
The analysis of results indicated that the Mel-frequency cepstral coefficients, energy 
and intensity features allow high mood recognition rates when male and female audio 
samples are analyzed together. 

The use of classification methods for detecting depression or mood using audio 
features is quite common. Several frameworks and tools are available to extract these 
audio features, for instance openSMILE [8] and Yaafe [9]. The first one is a toolbox 
developed specially for extracting audio features from voice and then processing this 
information in batch. This includes the use of audio descriptors (i.e. audio features) 
that allow extracting features from the voice, such as emotions, age range or sleepi-
ness. The results can be returned in different formats; even in formats that eases the 
use of the support vector machine (SVM) classification technique [10]. 

Concerning Yaafe [9], it is focused only in the audio features extraction, and it can 
use any audio sample as input, including music and voice. The results are represented 
in CSV format, making easier the post processing of such information.  



 Monitoring Moods in Elderly People through Voice Processing 141 

 

3 Emotions Recognition Strategy 

Following the guidance of previous works in the area [4, 11], we used the SVM me-
thod to classify the emotions inferred from audio records. We utilized openSMILE for 
retrieving the audio features, and the LibSVM library [12] for the SVM modelling. 
The audio samples for evaluating the emotion detection proposal were taken from 
three emotion databases: SAVEE, Emo-DB and RekEmozio. SAVEE (Surrey Audio-
Visual Expressed Emotion) [13] includes emotions in audio and video samples. The 
people in the samples use English language and the database includes seven emotions: 
anger, disgust, fear, happiness, neutral, sadness and surprise. 

Concerning Emo-DB (Berlin Database of Emotional Speech) [14], it contains on-
ly audio samples in German language. The emotions included in the samples are: 
anger, boredom, disgust, fear, happiness, neutral and sadness. In case of RekEmozio 
[15], this database was built with samples in Basque and Spanish language. It includes 
audio and video samples, and the emotions considered in this database are the same as 
in the SAVEE database. All of the audio samples contained in these databases were 
recorded by professional actors, and all of them are adult people. 

3.1 Strategies for Emotion Classification 

In this section we describe the strategies used for classifying emotions and the ob-
tained results. 

3.1.1.   Individual classification of emotions  

The first step was to classify the following seven emotions from the previously men-
tioned databases: anger, disgust, fear, happiness, neutral, sadness and surprise. For each 
emotion and database the samples were divided in two groups: training and test. The 
number of samples in both groups was similar. The tests were applied for every data-
base in separated way. Two kinds of kernels were used in these tests, linear and poly-
nomial, with different values for Gamma (G) and C parameters. For both kernels emo-
base2010 was chosen as the audio descriptor. This descriptor comes in openSMILE 
toolbox [16], and following the guidance of such an initiative we used degree 2 and 3 
for a polynomial kernel, and different values for G and C: (G=1, C=1), (G=1, C=1000), 
(G=1000, C=1), (G=0.0001, C=1000), (G=1000, C=0.0001). After training data, gene-
rating the model and evaluating the strategy, the obtained results were the following 
quite poor. Using linear kernel the recognition rates for every emotion were below 30% 
in most cases. The results were even worst when using polynomial kernel, for degree 2 
and 3. The differences in values of G and C did not make a difference. Moreover, using 
this classification strategy, sadness and neutral emotions tends to be in the same group. 

3.1.2.   Classification Based on Two Groups  

After bad results obtained with the first classification strategy, and taking advantage 
from the similarity found between some emotions, a new classification based in 
groups was evaluated. These groups were: anger-fear-happiness-surprise and disgust-
neutral-sadness. 
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As expected, the results of classifying emotions in these two groups were better 
than in the previous case, since these two subsets are clearly differentiable. However, 
the emotion disgust was not expressed in the same way in the different databases; it 
was confused with anger in Emo-DB, and with neutral in SAVEE. Provided that dis-
gust is not a frequent emotion in people, and given the problem for classify it, we 
decided to take it away from the second group. The new results were a bit better than 
the previous ones, but not good enough to be used in real scenarios. Therefore we 
evaluated a strategy that uses three groups of emotions. 

3.1.3.   Classification Based on Three Groups  

The fear was put into a particular group, because sometimes it is confused with neu-
tral and sadness. This leaves us three groups for classifying emotions: anger-
happiness-surprise, neutral-sadness, and fear. Once again we used linear kernel with 
the emobase2010 descriptor for representing SVM model. 

The classification using these groups improved considerably. Table 1 shows the 
classification rates (in terms of True Positives- TP) obtained for each group, using the 
average over all testing samples. However, the groups are still large and they do not 
allow isolate each emotion (particularly sadness); therefore they need extra processing 
to reach such a goal. 

Table 1. Results in three groups’ classification 

Group Average TP (%) 
Anger-Happiness-Surprise 87.1 

Neutral-Sadness 88.9 
Fear 67.2 

3.2 Detecting Sadness 

Having emotions rightly classified in groups, the next step was to recognize each of 
them. From these six emotions, sadness is the one that is more related to depression. 
Therefore, next task was to recognize this emotion. Only neutral and sadness emotion 
samples were used in this test, because they are together in the same group.  

We used a training-all-together strategy to improve classification rate. In this strat-
egy all the training samples from all databases are joined in order to make the trained 
model more robust. This helps perform a better definition of the features that charac-
terize each group. 

The linear kernel and the emobase2010 and emo_large [16] descriptors were used 
for training the model. The emo_large descriptor was included because it helps obtain 
better results when using simple classes (e.g. a category with a single emotion). 

The tests were done using both descriptors and the results showed that the 
emo_large descriptor was not useful for this task, having really low recognition rates. 
However, emobase2010 obtained a rate of TP close to 71% for sadness emotion. This 
result is good enough as to consider the use of this strategy in real scenarios. 
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3.3 Using Arousal and Valence 

In 1980 the psychologist Russell designed a circular taxonomy of emotions known as 
the circumflex model of affect (Fig. 1), where an emotion represents an entity with 
two poles: arousal and valence [17]. Arousal means the intensity expressed through 
an emotion, and valence represents the pleasure that the people feel while expressing 
an emotion. Using these dimensions, we tried to improve the average TP recognition 
rate for sadness obtained with the previous strategies.  

 

 

Fig. 1. Circumflex model of affect (from [17]) 

Four groups were created corresponding to every quadrant in Fig. 1. We used the 
emobase2010 descriptor with linear and polynomial kernel (degree=2, G=1, C=1). 
Although these kernels have a similar performance, the linear obtains more TP and 
less FP (False Positive). Using this classification strategy we reached an 81% of aver-
age of TP for sadness recognition. This represents a 10% higher than the last classifi-
cation (see section 3.2). 

The next step was to automate this classification process, by performing a first clas-
sification in three groups (see section 3.1.3), and then process the results using this 
strategy. The results of using this double filter process do not improve the rate of TP, 
but it allows us assuring that one sample belongs to the groups where it is classified.  

3.4 Considering Gender in the Emotion Detection 

Gender recognition was included in the double filter recognition process, because it 
provides additional information to identify the person that is talking. For instance, let 
us suppose that an elder female, who is being monitored, is visited by his neighbor. 
The system processing the voices captured from the physical environment will detect 
two people talking, and it can determine the mood of each of them. However it is 
required to determine the identify of these persons (when possible) to record properly 
such information and deliver notifications to relatives of a person when the system 
detects that such a person is in need of external support. 

The use of contextual information about the gender of the people that is talking al-
lows us performing a simple and accurate first filter to determine the people identity. 
In many cases, the use of this filter is enough to determine people identify; therefore 
we included it in the proposed strategy for emotion detection.  
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For gender recognition we used audio records of two minutes long for training the 
classifier. The audio records did not belong to the previously mentioned databases, 
and they included the five voice of woman and five of men.  

After exploring several alternatives, we found a simple strategy that has high perfor-
mance for gender recognition. It consists on classifying the training samples according 
to two criteria. First, we classify them according to the respective emotions (as shown in 
the previous section), and then we separated them considering the people gender. This 
gave us a training set that classifies the samples according to the emotion and gender.  

Then, we used the linear kernel and the IS_10paraling descriptor [7]. This latter al-
lows extracting the paralinguistic features of the voice, like age and gender. Using this 
solution we classified the samples stored in the three databases (i.e., SAVEE, Emo-
DB and RekEmozio) according to the gender of the person that is talking. The results 
showed a 94% of TP in men and a 79% for women. This process was implemented in 
the mood monitoring system to classify and recognize sadness and gender. Next sec-
tion describes the architecture of this system. 

4 Architecture of System 

The system uses two steps for processing the voice (Fig. 2): (1) recording the audio 
through the microphone of the slate that the older adults have at home and (2) recog-
nizing emotion and gender using classification method described in section 3.4. 
 

 

Fig. 2. Voice processing strategy 

 

 
 

Fig. 3. Mood tracking process  
 

These results are used as input for the mood tracking process. This process per-
forms two activities (Fig. 3): (1) records the information about the mood of a person 
in a server, and (2) in case of detecting sadness, the system delivers a notification to a 
set of relatives whom provides support to the monitored person. The information 
stored in the server can be accessed on demand by these relatives (or caregiver or 
doctors). Several visual representations of this information are available to help them 
understand the whole situation. 
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The information stored in the server also indicates neutral emotions and happiness 
of the monitored people. These emotions were included in the records not only for 
their usefulness, but also because the recognition strategy showed high accuracy in 
the detection of these emotions (over 80% of TP). In a next step we will include as 
much emotions as we can; however it is important to keep in mind that the accuracy 
of the recognition process is (at least) as important as the detected emotion. 

In order to tests the implemented system we replied the tests described in sections 
3.3 and 3.4. The obtained results were the similar to those previously reported. This 
means that the implemented system can be embedded in an ubiquitous computing 
application, for monitoring of the people mood with a quite high accuracy (at least 
sadness, neutral emotion and happiness). 

5 Conclusions and Future Work 

In this work we focused on the detection of the sadness using voice processing. We 
have chosen this emotion because it is related to depressive states, particularly in 
elderly people. The detection of sadness was achieved using two group classifications 
strategies. During a first step the emotions were grouped according to similarities 
between them. In a second step these groups of emotions were processed considering 
arousal and valence (i.e. affective dimensions). This double filter process was eva-
luated using three emotion databases, and the obtained results showed high rates of 
true positive for sadness recognition (94% in men and 79% in women). This process 
also recognizes neutral emotions and happiness of the monitored people with a high 
accuracy (over 80% of true positive). Although the emotion databases used in these 
tests had audio records in different languages, such an aspect does not seem to be 
relevant for the emotion detection. Something similar happened with the emotions 
detected in adults and elderly people. Therefore, the emotion detection performed in 
by the proposed solution seems to be transversal to various social contexts.  

In a second stage we added gender recognition to such a solution as a way to ease 
the identification of people. This process was implemented as a mood monitoring 
service and embedded in the SocialConnector system [5]. The service keeps the pre-
viously mentioned performance for sadness, neutral emotions and happiness.  

After recording the voice, the system processes the audio record and stores in a 
server the information about the detected emotion. If that emotion is sadness, the 
system delivers a notification to relatives (according to a certain policy) in order to 
make them aware of such a situation.  

The information stored in the server (about the mood of the monitored person) can 
be accessed on demand by the relatives, caregivers or doctors. Using visual representa-
tions the system shows them the history of emotions detected in such a person. Such 
information can be used not only to monitor people suffering from depression, but also 
to perform early detection and diagnose of people vulnerable to these mental illness.  

The next steps in this initiative considers to increase the number of emotions accu-
rately detected using the monitoring system, and also to evaluate the proposal in a real 
scenario. 
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Abstract. This paper introduces an application that uses a webcam and
aims to recognize emotions of an elderly from his/her facial expression in
real-time. Six basic emotions (Happiness, Sadness, Anger, Fear, Disgust
and Surprise) as well as a Neutral state are distinguished. Active shape
models are applied for feature extraction, the Cohn-Kanade, JAFFE and
MMI databases are used for training, and support vector machines (ν-
SVM) are employed for facial expression classification. In the future, the
application is thought to be the starting point to enhance the mood of
the elderly by external stimuli.

Keywords: Facial expressions, Emotions, Active shape model, Support
vector machines.

1 Introduction

In recent years, there has been a growing interest in improving all aspects of
interaction between humans and computers [1]. The emerging field of human-
computer interaction has been of interest to researchers from a number of diverse
fields, including Computer Science, Psychology, and Neuroscience. Gaining in-
sight into the state of the user’s mind via facial analysis can provide valuable
information for affective sensing systems. Facial expressions reflect not only emo-
tions, but also other mental activities, social interaction and physiological sig-
nals. For establishing emotional interactions between humans and computers, a
system to recognize human emotion is of a high priority. An automated system
that can determine the emotions of a person via his/her expressions provides the
system with the opportunity to customize its response [2].

Now, emotion recognition using visual cues has been receiving a great deal
of attention in the past decade. Most of the existing approaches do recognition
on six universal basic emotions (Happiness, Sadness, Anger, Fear, Disgust
and Surprise) because of their stability over culture, age and other identity
related factors. For instance, an integrated system for emotion detection has
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been presented, in which only eye and mouth expressions are used for detecting
five emotions (all the above minus Disgust) [3]. Even, an approach to facial
expression recognition for estimating patients’ emotion is proposed with only two
expressions (Happiness and Sadness) [4]. Applications that use these techniques
are varied, ranging from software able to recognize and act according to the
emotions of the user who is using it, systems capable of detecting lies, up to
applications that allow knowing if a product is liked or not with only analyzing
the emotional reaction of a user.

A facial expression recognition system is normally composed of four main steps:
face detection/tracking, feature extraction, feature selection, and emotion classi-
fication. Choosing suitable feature extraction and selection algorithms plays the
central roles in providing discriminative and robust information [5]. The selection
of features employed for emotion recognition are classified into two main cate-
gories: geometric features and appearance features. In this paper, we are inter-
ested in geometric features, which are extracted from the shape or salient point
locations of important facial components such as mouth and eyes. Moreover, this
paper introduces the extraction of facial features to detect emotions represented
by particular facial expressions. This involves a series of steps: (a) the study of
techniques for detecting and extracting facial features, as well as the attainment
of a model to operate in real-time, and, (b) the creation of an emotion detector
through implementing the most suited classification techniques.

2 ASM and SVM for Facial Expression Recognition from
Geometric Features

It has been demonstrated that the active shape model (ASM) is a good method
for locating facial feature points [6]. Generally speaking, ASM fits the shape pa-
rameters using optimization techniques such as gradient descent. On the other
hand, support vector machines (SVM) [7] exhibit good classification accuracy
even when only a modest amount of training data is available, making them par-
ticularly suitable to a dynamic, interactive approach to expression recognition.
This is why the tandem ASM-SVM is intensively being used for facial expression
recognition.

For instance, 58 landmark points are used to construct an ASM for face ex-
pressions [8]. These are then tracked and give facial expressions recognition in
a cooperative manner. Introducing a set of more refined features, facial char-
acteristic points around the mouth, eyes, eyebrows, nose, and chin are utilized
as geometric features for emotion recognition [9]. A quite recent approach [10]
utilizes facial components to locate dynamic facial textures such as frown lines,
nose wrinkle patterns, and nasolabial folds to classify facial expressions. Ad-
aboost using Haar-like feature and ASM are adopted to accurately detect face
and acquire important facial feature regions. Gabor filter and Laplacian of Gaus-
sian are employed to extract texture information in the acquired feature regions.
These texture feature vectors represent the changes of facial texture from one
expression to another expression. Then, SVM is deployed to classify the six facial
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expression types including Neutral, Happiness, Surprise, Anger, Disgust and
Fear. The Cohn-Kanade database is used to test the feasibility of the method.

Recently [11], an algorithm of face recognition based on ASM and Gabor fea-
tures of key points has been proposed. Firstly, AdaBoost algorithm detects the
face region in an image. Then, the ASM localizes the key feature points in the
detected facial region. The Gabor features of these points are extracted. Finally,
the features are classified using SVM. Preliminary experiments show promising
results of the proposed algorithm on “The ORL Database of Faces” (see http://
www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html). Another
paper describes a method for recognition of continuous facial expression change
in video sequences [12]. Again, ASM automatically localizes the facial feature
points in the first frame and then tracks the feature points through the video
frames. After that comes the selection of the 20 optimal key facial points, those
which change the most with changes in expression. After building the feature
space, SVM is trained for classification and results are tested. Another proposal
for geometric feature extraction integrates the distances between face fiducial
points and the center of gravity of the face’s ASM shape with the FAU rela-
tive facial component deformation distances [13]. The approach also introduces
a multiclass one-against-one ν-SVM for facial expression classification.

Another paper [14] empirically evaluates facial representation based on statis-
tical local features, ASM and local binary patterns (LBP) for person-independent
facial expression recognition. AdaBoost-LBP based ASM is used for emotion
classification. Lastly, a work’s system overview is explained next [15]. Face re-
gion of interest is detected with a boosted cascade of Haar-like features. Dynamic
and static information are computed in separate pathways. Dynamic information
is quantified with ASM; facial points detected with ASM are used for registra-
tion, and appearance features are developed from the registered images. Static
information is obtained by estimating a static representation of the face and
warping each face to minimize dynamics. Appearance features are generated
from this representation. The two approaches are fused at the match-score level
and emotion labels are classified with an SVM classifier.

3 Real-Time Recognition of Emotions from Face
Expressions

This paper presents a real-time facial expression recognition system based on
geometric features [16]. This method first uses ASM to track the fiducial points
coarsely and then applies a method based on threshold segmentation and de-
formable model to correct the mouth fiducial points due to the incorrect lo-
cations in the presence of non-linear image variations such as those caused by
large facial expression changes. The geometric features extracted from the fidu-
cial points are classified in one of the six basic expressions plus Neutral by an
SVM classifier.

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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3.1 Facial Expression Analysis

Today, less intrusive automatic emotion recognition is based on the facial ex-
pression of the subject. In recent years, several methods have been developed to
extract and analyze facial features. To do this, a complete description of facial
expressions is needed. The Facial Action Coding System (FACS) [17] is a system
based on human observation to detect changes in facial features. This system
encodes all possible facial expressions as action units (AUs) which take place
individually or in combination.

Indeed, FACS considers 44 AUs, 30 anatomical which are contractions of cer-
tain facial muscles, and 14 miscellaneous ones that involve a change in expression
but are not associated with a facial muscle. For each AU there are five levels of
intensity, depending on the force you have to exert the muscle. Facial expres-
sions associated with emotions are generally described as a set of AUs. The way
to get the AUs of a subject is to locate a series of facial points and compare
their distances to know what facial muscles are moving. This approach analyzes
the changes that occur in facial expression and relate them to a specific emo-
tion. Obviously, a reference database is used to associate the facial expressions
observed.

3.2 Facial Emotion Detection

The approach described in this paper is divided into 4 steps:

1. Detection of facial points. Currently, the detection of emotions is based
on the analysis of facial expression from different facial points. The first step
is to generate points on a facial expression in the simplest possible way. At
this early stage it is necessary to perform a series of tests to select the model
of facial detection points that best fits the needs and provides better results.

2. Feature extraction. Once the facial points have been obtained, we study
what are the most useful features which are obtained from these points
for the detection of emotions. It is also detailed how to obtain each of the
features.

3. Training and classification. The third step consists of the selection of
images for training, the choice of the most appropriate SVM kernel function,
and the generation of a classification model that operates in real-time.

4. Detection of emotions. At the last step, an emotion detection system is
obtained. It is built from the models generated in the previous steps.

Detection of Facial Points and Features. ASMLibrary [18] is a library that
easily creates an ASM from an image database and the images’ corresponding log
files. ASMLibrary is used in our case for generating ASMs that will later detect
facial points. In order to construct a valid model, a series of face image files are
needed along with an annotation file attached to each image. The coordinates of
each of the image points of interest are annotated in the log file. On the other
hand, several models are generated from databases prepared for this purpose.
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This way, the advantages and disadvantages of each of them are studied before
choosing the best model. The major database repositories are: (a) Informatics
and Mathematical Modeling (IMM) [19], which contains the analysis of 37 images
of frontal faces. The model is composed of 58 facial points; (b) BioID [20] is a
database consisting of 1521 images of frontal faces. Each face is labeled with 20
facial points; (c) Extended Multi Modal Verification for Teleservices and Security
(XM2VTS) [21] consists of 2360 images which have been marked-up 68 facial
features.

Three ASMs are created with the images and log files that make up the above
mentioned databases. The objective is to analyze new images and verify that
the facial point detection is performed correctly. Each model is checked in terms
of its performance for still images, recorded videos and real-time video input
(webcam). The model of the XM2VTS database, with 68 facial points, is the
most complete with respect to the other two models in terms of reliability of
point detection. Furthermore, it allows a more accurate alignment of the face.

Training, Classification and Detection of Emotions. LibSVM [22] is a
library for programming support vector machines (SVMs). The image features
belonging to properly labeled emotion databases are extracted in order to gener-
ate the file that is used in training the SVM. The method used for classification
is a multiclass SVM, because we aim at distinguishing among seven classes. We
have chosen the one-vs-one method for multiclass SVM (see [23]) from the two
possible alternative approaches. Although this method involves using more clas-
sifiers, the employed training time is much lower. It has been decided to use the
RBF kernel as it is the one that offers best results in terms of accuracy and
training time.

Furthermore, four different well-known image databases are selected to carry
out the training of the SVM: (1) JAFFE (Japanese Female Facial Expression)
database [24], (2) IMM facial expressions database [25], (3) Cohn-Kanade (CK)
database [26], and, (4) Cohn-Kanade extended (CK+) database [27]. Finally,
the ν-SVM algorithm is used due to the ease of adjustment of the ν parameter.
The classification features and values used are shown in Table 1.

Table 1. Features of the ν-SVM model

Feature Value

Type of SVM ν-SVM

Type of kernel RBF (Radial Basis Function)

Parameter ν 0.52

Parameter γ 0.12

Number of classes 7

Number of support vectors 237
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Fig. 1. Example of webcam capture where the detected emotion is (a) Joy. (b) Sadness.
(c) Anger. (d) Fear. (e) Disgust. (f) Surprise. (g) Neutral.

4 Data and Results

In order to validate our proposal, we capture video in real-time from a webcam
situated in front of older persons. The tests are performed by requesting each
elderly to pretend the facial expression associated with a particular emotion. The
user receives no other external stimulus. So, the tests are performed for each of
the seven classes that the system has to distinguish, that is, Joy, Sadness, Anger,
Fear, Disgust, Surprise and Neutral.

The emotions that offer better results are Surprise, Joy, Sadness and Anger

(all of them with a hit rate over 0.95). The results are acceptable when the facial
expression reflects Surprise and Fear (hit rate over 0.8). Emotion Disgust

provides the most false positive results (around a hit rate of 0.5), probably
because it contains features that can lead to confusion with other emotions,
such as frowning (characteristic of emotion Anger) or lips down (characteristic
of Sadness and Fear). The main reasons that probably explain the prediction
errors are: (a) the ASM adjustment is incorrect, (b) the pretended emotion is
clearly not representative of the expected emotion, (c) the features between two
emotions are very similar, and, (d) the transition from one emotion to another
causes troubles during a short interval of time.

5 Conclusions

This article has described the steps followed to study some facial feature extrac-
tion and detection techniques, as well as methods that allow the recognition of
emotions in real-time. This has allowed choosing an appropriate face recognition
system and establishing the most suitable features to discriminate emotions.
We have implemented an emotion detector that uses the techniques studied. In
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this sense, we have studied models for automatic acquisition of facial features.
We have decided to use an active shape model, due to its good performance in
real-time. Tests have been performed with several models, and the best results
were obtained with the 68 facial points model. Also, we have studied support
vector machines for classification and used a ν-SVM with RBF kernel. Thus, we
have obtained a suitable classification system to work with the six basic emo-
tions, namely Happiness, Sadness, Anger, Fear, Disgust and Surprise, plus
the Neutral emotion.

This has led to the construction of an application capable of distinguishing
emotions of older people in real-time from their facial expressions captured by a
webcam. It has been found that LibSVM and ASMLibrary libraries are adequate
tools for programming such a system. The emotions that offer better results
in terms of detection are Surprise, Joy, Sadness and Anger. The results are
acceptable, especially when the facial expression reflects Surprise. For other
emotions, such as Disgust and Fear, the system tends to get confused because
emotions have very similar facial features. The work described in this paper is
the first step in developing a system to improve mood in the elderly by external
non-intrusive stimuli.
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Abstract. The aim of this paper is to describe the design and the preliminary 
validation of a platform developed to collect and automatically analyze biomed-
ical signals for risk assessment of cardiovascular events in hypertensive pa-
tients. This m-health platform, based on cloud computing, was designed to  
be flexible, extensible, and transparent, and to provide proactive remote moni-
toring via data-mining functionalities. Clinical trials were designed to test the 
system. The data of a retrospective study were adopted to train and test the plat-
form. The developed system was able to predict a future vascular event within 
the next 12 months with an accuracy rate of 67%. In an ongoing prospective tri-
al, almost all the recruited patients accepted favorably the system with a limited 
rate of inadherences causing of data losses (<20%). The developed platform 
supported clinical decision   by processing tele-monitored data and providing 
quick and accurate risk assessment of cardiovascular events. 

Keywords: remote processing, data-mining, telemedicine, hypertension, Heart 
Rate Variability, cardiovascular risk. 

1 Introduction 

Several technological advances and new concepts, such as wearable medical devices, 
Body Area Networks (BANs), pervasive wireless broadband communications and 
Cloud computing, are enabling advanced mobile health-care services that benefit both 
patients and health professionals. In particular, they enable the development of several 
systems to perform remote real-time collection, dissemination and analysis of bio-
medical signal and data for the purpose of managing chronic disease and/or detecting 
health emergencies. [1-3]  

Cardiology is one of the areas in which the new technology are showing major 
progress and several system for monitoring of electrocardiographic (ECG) signals 
have been proposed. Computer-based analysis of the ECG has been used during the 
last decades with significant success. Innovative signal processing and analysis tech-
niques have been recently developed, resulting in more powerful clinical indexes. 
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Particularly, Heart Rate Variability (HRV), which is the variation over time of the 
period between consecutive heartbeats (RR intervals) [4], can be extracted from ECG. 
HRV is commonly used to assess the influence of the autonomic nervous system 
(ANS) on the heart [5]. The available technology and the encouraging findings of 
previous studies (for more details, see section 1.1) inspired the design of a telemedi-
cine platform, based on HRV monitoring, for automatic identification of patients at 
higher risk of cardiovascular events. This paper describes the design and the prelimi-
nary validation of the platform, which was developed in the framework of the UE-
funded research project “Smart health and artificial intelligence for Risk Estimation” 
(SHARE).  

1.1 Related Works 

Many studies demonstrated that HRV is an effective means for the risk assessment of 
mortality [6-11]. Recently, several studies proposed interesting results, by adopting 
data-mining approach to HRV measures [12-17]. Moreover, several telemedicine 
applications have been developed for home monitoring of patients at risk of cardi-
ovascular events. However, very few of them included a decision support system or 
data-mining methods. Recently, Hervas et al.[18] proposed a mobile application on 
blood pressure monitoring and several related factors to determine the total cadiovas-
cular risk. The authors [18]  adopted a reasoning engine based on Systematic Coro-
nary Risk Evaluation Project chart hosted on a server with a Bluetooth mobile moni-
toring software 

2 Materials and Methods 

2.1 System Architecture 

The general system architecture of the SHARE platform, integrating recording device 
and a Cloud infrastructure, consists of several basic services as shown in Figure 1. In 
the architecture design, the following requirements were considered: 

• management of biomedical signal and data acquired in a highly seamless manner; 
• set up a scalable framework to support the processing of multiple data streams for 

concurrent application services. 
• persistent storage and exchange of data, their automatic analysis and availability 

everywhere to enable further decision making.  

We aimed to provide a framework supporting data management, concurrent applica-
tion execution, and data analysis. For that reason, we adopted a Cloud environment 
providing storage and Virtual Machine (VM)-based approach for computational 
process. In the next paragraphs, we detail on each component of the system. 

The Bioharness™ (vers. 3 BH3, Zephyr Technology) is a state-of-art commercial 
wearable multi-sensing device, which enables long-term recordings of several bio-
medical signals and data. The BH3 is worn in epidermal contact with an elasticated 
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2.2 Remote Processing and Data-Mining 

The platform enabled the remote processing of ECG for HRV analysis. The ECG 
recording were analyzed concurrently in segments of user-specified length (default 
value: 30 minutes[19]). Standard linear HRV analysis according to International 
Guidelines was performed[5]. The frequency-domain HRV measures relied on the 
estimation of power spectral density (PSD), which was estimated with three different 
methods: by Welch periodogram, Auto-Regressive method and Lomb-Scamble peri-
odogram. The frequency domain measures extracted from the PSD estimate for each 
frequency band included absolute and relative powers of VLF, LF, and HF bands, LF 
and HF band powers in normalized units, the LF/HF power ratio, and peak frequen-
cies for each band. Moreover, nonlinear HRV properties were investigated by the 
following methods: Poincaré Plot[20], Approximate Entropy[21], Correlation Dimen-
sion[22], Detrended Fluctuation Analysis[23, 24], and Recurrence Plot [25-27]. More 
details about nonlinear HRV analysis were reported elsewhere[12, 28]. 

Moreover, the SHARE system provides an automatic assessment of cardiovascular 
risk, relying on data-mining approach applied to HRV measures. In order to train and 
test these algorithm, a retrospective study was designed and performed by enrolling 
patients with at least 24h nominal ECG with a one year clinical follow-up after re-
cordings. Each subject was labelled as high risk if a vascular event occurred during 
the follow-up, otherwise the subject was labelled as low risk.  

Different data-mining algorithms have been tested offline for risk assessment. In this 
paper, we present the results obtained with RUSBoost (RB), a new hybrid approach 
designed to handle class imbalance [29], since it is theoretically one of the state-of-art 
classifier for small and unbalanced dataset. RB relies on the Random Under-Sampling 
(RUS) technique and AdaBoost (AB) as boosting algorithm. RUS is one of the most 
common data sampling techniques, and simply removes examples from the majority 
class at random until a desired class distribution is achieved. AB is a well-known algo-
rithm for boosting weak classifiers [30] and as base classifier, the CART, developed by 
Breiman[31], was adopted. Moreover, since HRV features have been shown to be cor-
related, there is the risk that some of the computed features might be redundant and 
could worsen the classifier performance by reducing its generalization ability. In order 
to find the optimal feature space, we adopted the Principal Component Analysis (PCA) 
method [32]. The remote processing was implemented in MATLAB and for Web inte-
gration the MATLAB scripts were compiled as .NET objects.  

2.3 Validation Procedure 

The platform validations was based on two clinical trials: the former, performed to 
develop and test the remote processing and data-mining modules, the latter, prospec-
tive, now ongoing to test the modules used by the patients.  

To evaluate the performance of the data-mining methods, we computed the stan-
dard measurement for binary classifiers using the 10-fold-crossvalidation approach.  

In order to assess the compliance of the patients, we computed the following meas-
ures: the ratio between the real length of the recordings and the expected length; the 
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number of inadherences due to patients failing to use the device for the monitoring 
period (5-7 days); the number of calls from health operator to technical assistance and 
those from patients due to technical reasons. 

3 Results 

The SHARE platform for Remote Processing of Heart Rate Variability and Data-
mining has been designed and deployed through a web portal.   

The remote processing and data-mining modules have been trained, tested and va-
lidated thanks to a retrospective database of 139 hypertensive patients (including 50 
female and 92 male, age 72 ± 7 years). The patients were enrolled at the Ambulatory 
Centre for Hypertension of University Hospital Federico II of Naples and had been 
follow up for at least one year: the subjects who experienced a major cardiovascular 
event or stroke during the follow-up were considered at high risk. No statistically 
significant differences .were assessed between the two groups (low and high risk sub-
ject) in terms of clinical and demographic parameters (i.e. gender 34% vs 47%, smok-
ing habits 29% vs 29%, body mass index 27.6±3.9 vs 27.9±4.9 ). The performances 
of the best classifier are reported in Table 1 and compared with a clinical powerful 
predictor of vascular events, i.e. the intima media thickness. 

Table 1. Performance of the automatic classification (Remote Processing and Data-mining)  

Classification  Accuracy Sensitivity Specificity 

HRV  67.0% 70.6% 66.4% 

IMT 57.9 40.0 60.3 

 
Moreover, a prospective clinical trial has been approved at the University Hospital 

of Naples Federico II in order to test the efficacy of the remote monitoring supported 
by the SHARE system in real environment. Up to now, 19 patients (aged 62 ± 4 yers; 
7 women) have been enrolled at the Ambulatory Centre for Hypertension of Universi-
ty Hospital Federico II of Naples. They instructed to wear the wearable devices and 
invited to use them for a week. Moreover, as for clinically Holter recordings, they 
were asked to fill a brief report. The preliminary results of the patient compliance are 
reported in Table 2.  

Table 2. Performance measurement of the SHARE platform (Patient and Physician Modules) 

 Measures Value 
Ratio between the real length of the recordings and the expected length;  82.5% 

Inadherences due to patients failing to use the device  
for the monitoring period (5-7 days) 

1 

Calls from health operator to technical assistance 1 
Calls from patients due to technical reasons 1 
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Only one patients failed to complete the expected monitoring period and performed 
a call to the health operator for technical reason. The other patients did not report any 
particular problem in using the provided devices, although 4 of them reported that the 
BH3 they received worked for a shorter time than expected. We checked and con-
firmed a shorter battery duration of these devices. The wearable device recorded the 
signals for about 82.5 of the expected time, meaning a data loss of 17.5%, mainly due 
to short battery duration of some devices.   

4 Conclusions and Discussions 

A platform for health remote monitoring with advanced remote processing and data-
mining functionalities was described in the current paper. As regards signal acquisi-
tion, it relies on a commercial multi-sensing wearable device. The most advanced 
functionalities i.e. ECG processing and automatic classification, were provided by the 
centralized structure of the system, and the users, i.e. physician, needs only to have a 
Web browser running in a personal computer and a network connection to access 
these services. The technical programs can be updated and new tools can be easily 
added without interfering with the medical user. The addition or incorporation of a 
new technique in the GUI can be a quite simple task: a button is added which acts as a 
link to the function that runs under MATLAB and performs the corresponding 
processing. This fact makes the system into an open structure that can easily incorpo-
rate new tools as soon as they are developed, and therefore have an immediate pres-
ence in the support of clinical diagnosis. The proposed architecture overcome the 
system based on the discontinued MATLAB WEB SERVER toolbox[33]. Moreover, 
most system proposed in previous studies focused on ECG storage and processing[1-
3], but they did not provide any automatic classification based on data-mining me-
thods. The performance achieved by the classifiers suggest that a clinical decision 
support tool, processing tele-monitoring data, could contribute to a quicker and possi-
bly more accurate clinical assessment of the patients. Moreover, the system appeared 
to be well accepted by almost all the patients (95%) with a limited amount of data lost 
(<20%). Finally, the results of the clinical trials could provide the scientific evidences 
needed for the CE marking of the system as a medical device.  
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Abstract. The objective of this study is developing a forecasting system for 
some childbirth outcomes, based on an input pattern of instrumental and anam-
nestic parameters detected at 37th week of pregnancy. The study stems from the 
need to be able to predict what to expect during labor and childbirth, while dis-
covering new knowledge from the evidence of the data (data mining). Out-
comes to predict concern: underweight newborn, post partum bleeding, need for 
artificially induced birth, necessity of cesarean birth. The predictors parameters 
are a total of 58 dichotomous inputs grouped into 4 categories: pre-conception 
risk factors, obstetric risk factors, risk factors associated with pregnancy, ultra-
sound parameters. The training database is populated with 420 patients, each 
with a single follow-up. Best leave one out cross-validation results were 
achieved in the estimation of underweight (ROC point chosen, sensitivity 0.69 - 
specificity 0.88). 

Keywords: Pregnancy risk, Machine Learning, SVM, Regression. 

1 Introduction 

In this study we build predictive models to identify some birth outcomes with data 
mining operations, using machine learning techniques and logistic regression. The 
analytics was performed on a fully anonymized database of 420 patients, supplied by 
the Department of Development and Molecular Medicine - University of Siena, con-
taining data related to the parametric situation at the thirty-seventh week of pregnan-
cy. In the literature, studies on data mining in the field of pregnancy were mainly 
marked on establishing the risk of premature birth [1], [2], [3] or on detecting fetal 
parameters [4]. 

Outcomes to be found in this study are about clinical complications - such as the 
necessity of surgical cesarean birth or artificially induced birth, post-partum bleeding 
- as well as complications that affect the child such as risk of underweight. In particu-
lar, a newborn is considered clinically underweight if the birth weight is less than 2.5 
kg; postpartum blood loss is considered as significant if greater than 500cc.  
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2    Material and Methods 

2.1    Database 

The database to be analyzed and used to build the model is populated with data con-
sist of a series of 58 true/false conditions grouped into 4 categories: preconception 
risk factors, obstetric risk factors, risk factors associated with pregnancy, ultrasound 
parameters. Outcomes of childbirth that we are going to model and forecast are the 
following: 

• Necessity of cesarean birth (Birth Type) 
• Underweight newborn (Underweight infant) 
• Post partum bleeding (Blood Loss) 
• Need for artificially induced birth (Induction of Labor) 

2.2    Analysis Techniques 

Because of the database structure and of the presence of desired outputs, we decided 
to use supervised training techniques. To create the 4 models (one for each outcome 
to be investigated), we use and compare machine learning and regression techniques. 
As a representative for the machine learning we opted for the Support Vector Ma-
chine (SVM) [5] as we have already successfully tested it in our other studies in 
which the only SVM drawback was poor performances in the case of multiclass clas-
sification if compared to other techniques [6], [7], [8], [9]. In this case, each model 
has binary output (presence or absence of the considered outcome), so the SVM tech-
nique is in its best operation conditions. The chosen regression technique is a multiple 
logistic regression, because both the outcome and all the predictors are dichotomic. 

2.3 Experiment Setup 

We develop and test SVM and Regression in Matlab 7.11.0 (R2012b). We set the 
SVM with a linear kernel and, as a method to calculate the separation hyperplane, we 
chose the quadratic programming algorithm, included in the Matlab "Optimization 
Toolbox" . The function used for training is svmtrain. To realize the regression algo-
rithm we have instead used the glmfit function (general linear model regression), set-
ting its parameters so as to obtain a binomial distribution regression model with logit 
link function. In the use phase we obtained the output from the regression by using 
the beta coefficients generated in the train phase and combining it with the inverse of 
the logit function. As a method of performance evaluation we chose the leave-one-out 
cross-validation. Given that there are 420 patients in the database, this requires 420 
training and testing operations. As a result from cross-validation we have an average 
sensitivity and specificity defined in formulas 1 and 2. All this is further cycled for 60 
times by changing the internal thresholds of the two techniques to generate ROC 
curves at 60 points. Everything is repeated for four times, once for each outcome, and 
then for each model to generate. 
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Due to the very high number of inputs and the relatively low number of training 
examples (420 patients), we decided to perform a first selection of features to analyze 
the data from the SVM and logistic regression. Such operation of features selection 
was achieved by further operation of multivariate linear regression. As a selection 
criterion we used the standardized beta coefficients thus produced, and we have in-
cluded in the analysis only the inputs having standardized beta coefficients above the 
average, if compared to other inputs. 

3    Preliminary Results 

In Table 1 are shown the performances of the SVM and of the Logistic Regression 
(LR) at the chosen work point in ROC Curves, in quantitative terms. Working point 
was chosen in agreement with our clinical partners, in order to find a good compromise 
between sensitivity and specificity, that are calculated with the following formulas, 
where TP = true positive, FP = false positive, TN = true negative, FN = false negative. 

 Sensitivity= TP/(TP+FN) (1) 

 Specificity= TN/(TN+FP) (2) 

Are shown average values of these indicators, obtained by averaging the results of the 
various fold, of cross validation process. 

Table 1.   Performances 

Outcome Method
Average 

 Sensitivity 
Average 

Specificity 

Blood Loss LR 0.64 0.72 
Blood Loss SVM 0.45 0.73 
Birth Type LR 0.59 0.74 
Birth Type SVM 0.42 0.88 

Underweight infant LR 0.69 0.88 
Underweight infant SVM 0.48 0.87 
Induction of labor LR 0.60 0.70 
Induction of labor SVM 0.50 0.72 

4    Discussion and Conclusion 

In this study we predict four pregnancy outcome using machine learning compared 
with a logistic regression method, combined with a regression-based feature selection. 
The results are validated with a standard method (cross-validation). Logistic Regres-
sion provide in general better results than SVM method. 

Even though a system with these performances may still be useful as an aid to clin-
ical decision-making, these performances are not as good as expected in sensitivity 
and specificity and suggest further effort to raise both. It is difficult to compare these 
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results with others in the literature, because most of the outcomes considered in this 
study are never been treated. At this stage we consider that the only predictable out-
comes, with a sufficient level of validation, using these methods and our database, are 
"Underweight infant" and "Blood loss".  
 
Acknowledgments. The authors would like to thank Dr. F. Petraglia and Dr. F. M. 
Severi for their clinical contribution in this study. 
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Abstract. Falls are a major problem in later life reducing the well-being, mobility 
and quality of life. One of the main causes of falls is standing hypotension. This 
paper presents the design and the very preliminary results of a pilot study aiming 
to investigate if it is possible  to predict standing hypotension and in projection 
those falls due to standing hypotension, using the HRV short term recording to es-
timate the blood pressure drop-down (ΔBP) due to fast rising up from a bed.  The 
preliminary results shown that in the 79% of the experiment conducted, the HRV 
acquired with commercial wearable devices could predict ΔBP due to standing 
hypotension with an error below the sphigmomanoter measurement error. 

Keywords: Standing Hypotension, Prediction of falls, HRV analysis, Blood 
Pressure drop-down Prediction. 

1 Introduction 

Standing Hypotension (SH) is a major drop-down in Blood Pressure (BP). Severe SH, 
referred as Orthostatic Hypotension (OH) [1], is defined as drop down (-20 mmHg) in 
systolic BP due to standing, has an incidence of 4% to 33% in elderly, and causes ligh-
theadedness, cognitive impairment, blurred vision and vertigo. These symptoms, associ-
ated with exposure to extrinsic (environmental dependent) risk factors, causes up to the 
30% of falls in later life, and consequently fractures and other major impairments [2]. 
Since 30% of elderly are expected to fall once per year and the mean cost of about £7k 
per fall, predicting falls due to SH would sabe million of pound per year. Nevertheless, 
the phenomena of an huge drop down in BP due to standing hypotension can be ob-
served also in healthy young [3]. Therefore, this pilot study focused on healthy young 
subjects in order to acquire reliable priory knowledge to design in the next week a more 
reliable study involving elderly subjects. Heart Rate Variability (HRV) is one of most 
studied noninvasive markers of the Autonomous Nervous System (ANS) [4], which is 
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the controller of BP equilibrium. Therefore this study investigated the relationship be-
tween HRV and the BP drop-down (ΔBP) when a person stands up from a bed or couch. 
The study is a first attempt to understand the potential of HRV to predict the SH.  

2 Method 

According to [5], 10  healthy subjects were enrolled. Inclusion criteria were: no pa-
thological cardiovascular conditions, neurological or psychiatric disorders or other 
severe diseases; not taking any medication at the moment of the study; not profes-
sional athletes or high-level sport participants; no caffeine or alcohol intake in the 12 
hours prior to the measurements. 

The protocol was defined to maximize repeatability and reproducibility of experi-
ments and aiming to reproduce at best the real life standing from a couch. It was com-
posed by three phases (seating, laying and standing) as described in figure 1. During 
the phase 1 the volunteers were invited to seat in a comfortable position for a baseline 
recording of the systolic BPs and ECG. In the phase 2, the volunteers were invited to 
lay down in supine position for 10 minutes. During the last 5 minutes, ECG was rec-
orded continuously using commercial wearable devices and systolic BPs was record-
ed 4 times (once each 60 seconds). Finally, in the phase 3 the volunteers were invited 
to stand up actively and to stay in upright position for 5 minutes. Once standing, sys-
tolic BPs was recorded 4 times (once each 60 seconds) and ECG was recorded for 5 
minutes. Phases 2 and 3 were repeated 4 times. 

 

 

Fig. 1. The Experimental Protocol for the Pilot Study 

ECG recordings from phase 2 were pre-processed by using Kubios [6] and asso-
ciated with BP drop-down calculated as ΔBP=BP7-mean(BP2, BP3, BP4, BP5). 64 
HRV features were extracted in linear [7] and non-linear domain [8, 9]. Details about 
HRV features extraction and convention can be seen in [10].  

A model to predict ΔBP using the HRV registered in the 5 minutes before standing 
was developed using robust regression [11]. An exhaustive search was performed to 
select the best 5 HRV features to use the model. The employed model was validated 
with the leave-one-out cross-validation technique [12]. Particularly, the model was 
trained using the whole dataset except all the instances of one subject, which were 
then used to test the developed model. This process was repeated 10 times, leaving 
out in turn all the subjects.  

3 Results 

The best combination of features included was: the standard deviation of RR (NN) 
intervals (STDNN), the number of successive RR interval pairs that differ more than 
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derstand how HRV changed before the BP drop-down and how it could be possible to 
predict the ΔBP from HRV measures. 

This study had several limitations, as the small number and the young age of sub-
jects involved, which require further investigations to extend those results to elderly. 
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Abstract. The commitment of time and effort that is necessary to the management 
of the household can be very significant, especially when nurturing activity has to 
be interwoven with other activities. It is necessary to understand the management 
of activities and spaces when a parent has to take care of a child while performing 
chores simultaneously. In this work, we present results of a field trial that moni-
tored activity in a domestic setting. Information from the technology integrated in 
the living and the kitchen room allowed us to examine how the home spaces are 
used and some hints of the possible activity being done in these spaces. Through a 
careful analysis, we developed the “Parent-Child Companion Tool”, a practical 
resource that parents can use to complement their awareness of the child where-
abouts when he/she is not under direct supervision. 

Keywords: pervasive technology, nurturing, domestic activity, intelligent 
spaces, activity aware tools. 

1 Introduction 

For a full- or part-time caregiver of young children, the home can be a demanding and 
stressful environment. The commitment of time and effort that is necessary both to 
keep a child safe and to help her/him develop is very significant, especially for the 
youngest children. The attendance of domestic work such as cleaning and cooking has 
to be traded off with nurturing activities, in particular, when the mother needs to look 
after a baby. As the child grows the mother would attend housework in episodes keep-
ing always an eye on the child’s behavior. Off the shelf surveillance technologies are 
commonly used to monitor children’s whereabouts. There are, however, situations 
where such level of monitoring can be out of hand. Consider the situation when the 
mother’s full focus of attention is for the cooking activity, the child is exploring near 
electrical sockets and the camera reports the child’s back only, or an empty room.  

This can be a good example where pervasive technologies could assist the parent 
with an alert-based tool that differentiates between children different levels of freedom 
to explore and experiment with their home environment, commensurate with their 
knowledge of the dangers that such environments present. That is, smart monitoring 
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technology can enhance nurturance experience for a young child while not putting 
her/him at risk, i.e., allowing exploration and learning of the home spaces while re-
motely supervised by means of alerts, video, and text sent to the mother if needed.  

As a piece of work towards this goal, we have been investigating the challenges of 
sensing activity in real home scenarios, by installing a set of sensors, recording the 
data that they produce, and implementing techniques to analyse this data to extract 
relevant information. 

The rest of this work is structured as follows. Section 2 shows the social motiva-
tion underlying the domestic study. Section 3, describes how the setting was prepared 
to carry out the field trial. Section 4, illustrates the data analysis used to identify loca-
tion and activity. Section 5, introduces the PChCT tool that could be provided to sup-
port some level of parental awareness. Finally, section 6 offers conclusions and future 
work. 

2 Social Motivation 

When both parents have full-time jobs, and even in the case of single parenting, the 
attendance of domestic work and child rearing activity is considered hard to manage. 
Remarkably, in some social studies parents have expressed that home management 
regularly is stressful and time-consuming, and when involving nurturing activities 
children have to be kept occupied in a safe place [1,2]. Furthermore, there are some 
figures indicating that children under 5 years are the family members most subject to 
accidents within the home [3,4]. Off the shelf technology such as baby monitors, 
smoke alarms and fireplace guards is used to add up for the home safety. There are, 
however, spaces, artefacts and objects children may interact with from which we are 
not aware of potential risks; falls from stairs, drowning and poisoning lead statistics 
of children accidents.  

In the domestic setting there is a strong need to maintain a daily awareness of 
home inhabitants, parents often need to be aware of their children’s location, activity 
and status; information that individuals use to coordinate or to promote feelings of 
connectedness or comfort [5]. For instance, couples with children considered that 
there are potential applications of smart home technology to empower their everyday 
activities especially on busy days [6]. Technology augmented settings have been used 
to explore potential scenarios that can track children health and development [7]. For 
instance, data collected from the interaction of a child with technology-augmented 
toys helped get a better understanding of his/her developmental milestones [8]. A 
microphone-video camera based experiment was carried on to record audio-visual 
information available on the surrounding of a child in order to longitudinally study 
language development from birth to three years old [9], even more there is also par-
ticular interest in using technologies for the identification of speech related disorders 
[10]. Multimedia based tools have also been trialled in domestic spaces to allow fami-
lies to capture emotional moments of their children [11], yet sharing these children 
achievements with other family members [12]. 
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the base reading of each sensor, we used this as a reference of the moment when a 
person was nearby an artifact. Secondly, we filtered out unreasonable large sensors 
readings that were mainly caused by the presence of movable furniture, i.e., chairs, 
small tables. Through the complete and detailed log file of sensor readings of all days, 
we encountered very interesting findings that helped us understand the nature and 
needs of one mother and her child at home. This information is crucial to our under-
standing of how the home’s spaces are used, what activities are carried on, and whether 
the child is not at the sight of the mother.  

Table 1. Sensor events from door activity 

Event Event Output Time differences User event 

S1 S2 Entrée Ts1 > Ts2 Adult entering the room 

S1 - * Ts1 << Ts2 Extraordinary event 

- S2 Entrée/Exit Ts1 >> Ts2 Child crossing the door 

S2 S1 Exit Ts1 < Ts2 Adult exiting the room 

 “>” = “greater than”; “>>” = “much greater than” 

4.1 Rooms’ Location and Activity 

Events coming from sensors installed on doors are processed and used to infer the 
room being used and if it was the parent or the child who entered or left the living or 
the kitchen room. For this level of room location we apply a rule-based algorithm 
over consecutive time-based events. The order of how sensors are triggered and the 
time difference between two events determine, for example, if an adult enters or exits 
the room as shown in table 1. Activity data was obtained from the rest of the sensors. 
Motion sensors signal when a person is around the center of the room, and from prox-
imity sensors we can draw whether the person is near an artifact. 

Regarding activity, we observed that there are very well defined time periods with-
in the home where activities are carried out. In our first analysis we were interested in 
tracking the activities on each particular home space. From this first analysis we 
wanted to know what would be a “normal” day for the house’s inhabitants.  

The exploration of collected data indicated that there is an average of 6 hours of ac-
tivity within the kitchen and 4.5 hours within the living room, every day. Several ques-
tions were raised during this stage: What kinds of activities would be part of a normal-
day? Are there behavioural patterns exhibited? How much consistency could we ex-
pect from these patterns? Are these patterns presented during specific time intervals?  

We noticed that the mother has a very specific set of tasks to perform. Firstly, we 
associated these tasks to cooking and cleaning purposes, but as it is presented in the 
next section, the mother can alternate these activities with child nurturing. The kitchen 
experienced very busy time intervals, a tracking of these activities showed specifically 
that the mother interacts heavily and frequently with the cabinets and fridge whilst 
spending most of her time preparing food in the cooker and cupboard. Given the level 
of activity during these specific time intervals, we can infer that the mother had  
very low interaction with the activities that are being held in the living room. On the 
other hand, we were able to spot the spaces where the young child spends most of  
his time. With no surprise, these spaces are located near the TV set and the toy box, 
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some cases, parents assume that there is no risk in the living room for the child so that 
she/he could leave him alone for a moment.  

Following our results, it was possible to identify technology that can offer support 
to parenting within the home setting. The PChCT tool was envisioned to empower 
parenting awareness on busy days. Through this tool, one can pinpoint periods of time 
in which the mother and son are in different rooms, and an alarm is sent to her mobile 
device if the child is playing close to risky artefacts. One of the main features of this 
tool is that it takes into account social issues such as avoiding interruptions. For in-
stance, if the mother or the daughter is looking after the young child, or if the young 
child is not that close to risky artefacts, the tool will not send any notification. Parents 
can also configure the level and type notifications that meet their needs. As a future 
work, we would like to explore other methodology for the analysis of the data. We 
would like to apply data mining techniques to deeply explore the nature and relation-
ships of the sensor readings and the correspondent representation of the home activity. 
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Abstract. The European population is becoming older and older, causing AT 
(Assistive Technology) and AAL (Ambient Assisted Living) topics to become 
increasingly important. A ZigBee based low-cost home automation system 
named CARDEA has been developed at the University of Parma, with the aim 
to allow elderly people to live their lives autonomously and independently. In 
this paper a new feature is presented, named CARDEAGate: a gateway moni-
toring system which allows to detect crossing of a doorway or a predefined ga-
teway and, if the person is carrying a wearable ZigBee sensor, to identify 
he/she. This technology is very useful to supervise the habits of a not complete-
ly self-sufficient person monitoring the access to particular locations or  track-
ing he/she in order to execute a long term behavioral analysis. 

Keywords: ZigBee, Indoor localization, Identification, AAL, AT. 

1 Introduction 

During the last 30 years a steady increase of the life expectancy and a decrease of the 
birth rate has been recorded in Europe [1]. The combination of these two factors have 
led to a strong increase of the population average age, that is expected to become 
more and more marked in the near future: in the next 20 years the number of people 
over 80 years old is in fact estimated to raise by 50% or more [2]. Consequently, our 
social structure is expected to change, with older adults becoming the majority class. 
Increasing needs of care is therefore to be faced, to allow elderly people to remain in-
dependent and autonomous as long as possible, also allowing them to actively contri-
bute to the community life. In this context, support is expected from AT (Assistive 
Technology) and AAL (Ambient Assisted Living) research in fostering the “ageing at 
home” paradigm, according to which the living environment itself plays an active role 
in preserving autonomy and independency. ICT technologies can be exploited to this 
purpose, having large relevance in both economic and social aspects of our society. 

At DoTALab, the Domotics and Assistive Technology Laboratory at the Depart-
ment of Information Engineering (University of Parma, Italy) an Ambient Assisted 
Living system named CARDEA [3] has been developed, merging in the same frame-
work environmental, control functions and personal and health monitoring features. 
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The system is based on the Ethernet standard for the wired part while the wireless part 
is based on ZigBee protocol [4], due to its low cost, versatility and low power con-
sumption. CARDEA handles the usual features of a home automation system (lights, 
windows and temperature control) and deals with safety and security  (floods or gas 
leaks, intrusions). A small wearable device, called MuSA (Multi-Sensor Assistant [5]) 
can be interfaced to CARDEA to monitor vital signs of the home residents (body tem-
perature, heart and breath rates) and to detect falls. An important feature  of such sys-
tem is the localization capability of the people inside the house. Localization informa-
tion can be exploited to discriminate, in a multi-user environment, if the user is actual-
ly interacting with the system at a given touch-point, in order to personalize system re-
sponse and adaption. In specific situations, tracking location can be used to provide ac-
curate alarm information (for instance, within an assisted-living facility, fall alarm can 
include precise location of the fallen person) or to prevent hazards (e.g. wandering of a 
cognitive-impaired person toward dangerous areas). Besides such primary purposes, 
the aim is to exploit localization information for behavioral analysis (BA) i.e. the ex-
traction of behavioral patterns from AAL systems activity logs, to provide an indirect 
monitoring of the health status [6]. Changes in user’s habits can be meaningful to many 
respects (functional decline, adherence and effectiveness of medical therapies, need of 
specific support, etc.) making available to the healthcare systems a new tool for health 
assessment, based on a long-term, objective observation perspective, complementary 
and supporting to the caregiver in day-by-day evaluation. Other wearable devices are 
being studied to improve the system capabilities in terms of BA [7].  Behavioral analy-
sis is inherently based on the fusion of data coming from multiple sensors: within this 
framework, localization information is relevant in itself (as an inherent behavioral 
component) and as a complement of other data sources (again allowing for attributing 
an action detected by any environmental sensor to a specific user).  

In this paper, we discuss a novel approach to user localization and identification, 
particularly suited for behavioral analysis purposes. In general, indoor location is a 
complex and multi-faceted issue and the scientific community is still actively debat-
ing on it, looking for a way to implement reliable and low cost solutions [8,9]. It is 
worth to be emphasized, though, that the behavioral analysis application we are aim-
ing at does not require high accuracy and spatial resolution in user localization, and 
may inherently rely on cooperation among different system components. The MuSA 
platform, in particular, includes an accelerometer, a gyroscope and a compass, this 
making possible to implement an inertial navigation system. Inertial navigation is 
based on double integration of acceleration components to obtain actual position, 
starting from a known reference position. This solution is cheap and accurate in the 
short term, but integration errors tend to stockpile over time, causing progressive drift 
of the solution and thus needing a periodic recalibration: the drift can be zeroed 
whenever the trajectory touches any known location [10]. To provide the MuSA iner-
tial navigation system with such a feature, in this paper a new component of the 
CARDEA system is introduced, consisting of a low-cost gateway monitoring system. 
CARDEAGate allows to detect  crossing of  a doorway or a predefined gateway, and, 
interacting with MuSA,  the identification  of him/her. 
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It has the basic functionality of any “sight-line” sensor (e.g., infrared barriers), de-
tecting any person crossing the gateway line (regardless of wearing a MuSA device), 
however posing much less stringent constraints in terms of placement, alignment, 
maintenance. Wearing a MuSA further “active” interaction modes with the passing 
user are enabled: user’s identification and zeroing the drift error in inertial navigation. 
CARDEAGate features low cost and is completely ZigBee based, so that it can be 
straightforwardly integrated (not needing ad-hoc hardware solutions) not only with 
MuSA and CARDEA, but with any ZigBee-based system. 

2 The Gateway System 

The CARDEAGate structure is sketched in Fig. 1: it is composed by a couple of Zig-
Bee transceivers, named Ga and Gb, continuously communicating with each other and 
mounted on the two sides of a door or wherever there is a monitoring need. 
 Unlike optical-based sensors, CARDEAGate does not need line-of-sight visibility, 
so it can easily be embedded into doorframes, home furniture or stand behind curtains 
and thin (and non-metallic) walls. This makes the system also less intrusive, and al-
lows for smooth integration into most home environments. The gateway system ex-
ploits the absorption of a part of radio signal power caused by the body of the person 
crossing it [11]. To identify a person, the MuSA device has to be worn. Ga and Gb  
exchange a message every 200ms and monitor the RSSI (Received Signal Strength 
Index [12]): if a sudden loss is observed, a walking across the gateway is detected. 
When this happens the identification procedure is started: Ga and Gb transmit an 
identification request to the MuSAs in the network and send the RSSI of the replies to 
the ZigBee network coordinator connected to a PC, which finds out the MuSA 
crossed the gateway and shows it on a friendly UI (User Interface, Fig. 2). It is possi-
ble to load a picture of a map in the UI, to easily monitor the movements of the Mu-
SAs in the network (in the picture the map represents a part of the Information Engi-
neering Department in which DoTALab is located). 

The tables and the Logger contain the information about the devices in the net-
work, the detections and the identifications. The dots on the map represent the loca-
tion of the gateways: once a passage is detected, the corresponding gateway is hig-
hlighted. 

 

 

Fig. 1. The CARDEAGate structure 
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tem for sensitive areas. Both this uses are helpful in order to execute a behavioral 
analysis of a person. 
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Abstract. RF-based localization systems have been deeply investigated
due to their flexibility and limited costs. These systems, when designed
to support the independent life, are generally mission critical and they
should be designed to be dependable. In this paper, we present a method
to provide human localization systemswith concurrent fault detection.We
focus on two possible sources of faults: natural hardware (e.g., empty bat-
tery, faulty components) and human-made (e.g., device not worn). The
adopted strategy relies on two independent measurement systems and on
a fault detection apparatus. We present an implemented case-study, were
the collected data are temporally annotated, processed, compared and, in
case of anomalies, the system activates a notification, eventually to trigger
an intervention.

Keywords: Indoor Human Localization, Home Automation, Assistive
Technology, Smart Home, Dependability, Fault Detection, Human-made
Faults.

1 Introduction

The widespread and well-studied localization systems are the basis for context-
aware services, but they are being widely used also as assistive aids: a tool
able to share the position of a fragile person with his/her relatives, can play
a significant role to satisfy the need for security. This need is certainly one of
the most important needs, standing at the second level of Maslow’s hierarchy
[1]. This applies both to fragile people (such as elderly, people suffering from
small impairments), who need their family to be watching over them, and to
their families, who want to be sure that their loved ones are in safe conditions.
When systems are designed for some crucial purposes, they are often referred to
as Critical Systems: their failure can result in significant losses, physical damage
or even threats of human life. In particular a Mission Critical Systems, is a
system where a failure can degrade or prevent the successful completion of an
intended operation [2]. In our assistive system for human indoor localization, we
need dependability features. While most of the design effort is often devoted to
manage natural faults, i.e. those generated by components of the system (e.g.,
Hardware or Software), we will focus also on those generated by the users.
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2 Related Work

Nowadays several technologies for Indoor Human Localization (IHL), based on
various physical principles, are available [3,4,5]. Radio Frequency (RF) waves
are widely used, in cost-effective and flexible localization systems, by leverag-
ing several different methods. Looking at different technologies inside the RF
category, system can leverage Radio Frequency Identification (RFID), Wireless
Local Area Network (WLAN), Bluetooth, Wireless Sensor Netwok (WSN), Ul-
tra Wide Band (UWB), TV broadcasts (UHF) or mobile phone communications
(UMTS, GPRS, etc.) [4].

Wireless RF technologies rely on an uncontrolled and highly shared medium:
many possible happenings (e.g., interference, shadowing, multipath) inevitably
lead to inaccuracies and errors. The most diffused approach to increase the accu-
racy of localization, is to leverage two or more physical quantities and combine
them to obtain improvements both in precision and reliability [4].

A dense literature has been developed about methods to exclude wrong mea-
surements thanks to redundancy, when dealing with localization and lateration.
Sturza developed a method in 1988 [6], and since then several techniques im-
proved or leveraged those principles, but mainly in GPS (Global Positioning
System) applications and outdoor environments. Three conventional versions of
receiver autonomous integrity monitoring (RAIM) methods are the chi-square
test, the horizontal protection level test (HPL) and the multi-hypothesis solution
separation test (MHSS) [7]. Do et Al. [7] used these techniques within an hybrid
TV-GPS-WLAN localization system, facing multi-faults conditions. In indoor
settings, anyway, there are few examples of works explicitly devoted to depend-
ability. YunFei et Al. [8] use the same principle (of redundancy) to identify faulty
measurements. This is used not to exclude the measure from the estimation pro-
cedure, but to warn the user that the measurements are not reliable.

3 System Architecture

When designing and implementing such systems, costs are considered extremely
important, as well as installation effort and maintenance. A very precise and
extensive system, with a price too high to be affordable by the user is useless.
Furthermore the system must be accepted by the host person, especially in terms
of not feeling invaded by unpleasant devices. This can be respected by prefer-
ring wireless technology, non visual sensors, small and/or not visible devices.
This philosophy drove our decisions, keeping our aim to build best effort useful
system. Its subsystems are an RF localization system for healthcare indoor en-
vironment named LAURA, an off-the-shelf modular wireless Home Automation
(HA) system, Z-wave, and a Fault Detection apparatus based on Esper.

3.1 The Indoor RF Localization Subsystem

LAURA [9,10] is a localization system designed for people tracking in indoor en-
vironments, based on a 2.4GHz WSN. Originally developed by Lim et AL. [11],
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the localization method relies on the RSSI between a mobile node of theWSN and
the other location-known fixed nodes (anchors). It takes advantage of an adapta-
tive calibration by considering the RSS measurements also among fixed anchors.
These features make the LAURA system an ideal candidate for our settings: it is a
critical mission assistive system, wireless, battery powered and no configuration is
needed, making it particularly suitable for home environment. In the setting pre-
sented by Redondi et Al. [9,10], it still lacks any method to provide dependability.

3.2 The Home Automation Subsystem

Ambient Assisted Living (AAL) and Home Automation (HA) technologies are
nowadays spreading in our cities, bringing comfort and the services of a perva-
sive home control. Though they also provides a great opportunity to monitor
and assist fragile people in their homes. The market of such products is highly
competitive: Saidinejad et Al. [12] present an iterative method for the choice
of suitable HA technology, given a set of constraints, considering also financial
aspects. The application of their approach to a more general setting of a reli-
able system, providing not-invasive AAL and home monitoring, identified Z-wave
and 6LowPAN as good candidates for our case study. Between them we adopted
Z-wave, for the lower costs and its orientation toward home environments.

Z-wave [13] has a very large set of different functional devices. Two sensor
types were selected: PIR (Passive InfraRed) sensors and Door/Window contact
sensors. The first detects the human motion (with a persistence of 10s) in a
range up to 5m, with a view angle of 360◦, when ceiling mounted, or 10m and
110◦, when wall mounted. The Door/Window contact sensor (or simply DWS),
has a very common design: the presence of a person can be inferred when the
sensor status toggles (opening or closing).

3.3 Fault Detection Apparatus

The information collected from the two subsystems is numerical and has a strong
temporal connotation. This kind of data stream is not extremely complex, and
has not the gigantic size that usually characterizes Streams of Complex Event
[14], still the processing engine needs a certain flexibility to implement the intro-
duced model. Furthermore, we want our approach to be potentially applied to
more complex settings (e.g., higher sampling frequencies, devices and/or subsys-
tems number, problem complexity). Among the available Complex Event Pro-
cessing (CEP) Systems we identified Esper [15] as a candidate for our study. Es-
per is an open source event series analysis and event correlation engine (CEP)
[15], able to recognize rich situations in event series and to trigger custom ac-
tions. It is designed for high volume event processing, where millions of events
coming in would be impossible to record using classical database architectures.
In our setting, we have adopted Esper’s Java background to represent the system
model and EPL queries to implement the Fault Detection apparatus.
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4 System and Fault Modeling

Aiming for dependability and, in particular, to the identification of system miss-
behaviors, it is crucial to analyze the possible faults. In the following we work
under the assumptions that firmware and software are flawless and only a single
fault can affect the system.

4.1 Faults Scenarios (FS)

We can define separately Human-made Faults Scenarios (HFS) and Natural Fault
Scenarios (NFS). The most important HFS are: (a) the inhabitant is not wearing
the localization device; (b) the inhabitant damages the device.
NFS are related to devices and components wearing, etc., we can report few
examples such as: (c) A device (HA or IHL) is not reachable (e.g., out of the WSN
range); (d) A sensor (HA or IHL) is defective or malicious; (e) The localization
mobile device cannot reach enough anchors to perform a valid localization; (f)
A device (HA or IHL) runs out of power.

Furthermore both the IHL and the HA subsystems are able to provide specific
information used to detect simpler fault conditions:
EL1 - An anchor device is not reachable anymore.
EL2 - Not enough anchors are detected.
EL3 - The user device is not reachable.
EZ1 - Device has run out of power.
EZ2 - Device is not reachable.

These more common (and simpler) errors are managed by the systems in a
different and more traditional way, and, being not related to the model based
methodology introduced with this work, they will not be further tested.

4.2 System Modeling

To approach the fault scenarios hereby presented we decided to apply a model
based method. As stated by Isermann [16] it is possible to detect a fault by
using the dependencies between different measurable signals ; to this aim it is
necessary to build a model of the dependency itself. Given the measured real-
world quantities and a model, reproducing the expected system behavior, it is
possible to generate features (e.g., states, parameters or residuals coming from
the system model). If their values do not comply with the nominal characteristics
of the system, a fault is detected [16]. In the presented settings we have two
subsystems (LAURA localization and Zwave HA): in the following we will model
the relation linking their (shared) input and their measurable quantities.

If we consider the Localization problem, an IHL subsystem is able to return
the estimation of the person’s position. Knowing the precision of this estimation,
we can fix a threshold value δth (maximum acceptable error): we can represent
the output of the system as a circular area, centered around the estimation
itself, with radius identified by the maximum acceptable error. Anyway areas
not reachable (e.g., behind walls) should be rejected even if in the acceptable
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range. It is immediate to state that the IHL system is working properly if the
real position of the target person falls inside this area.

Concerning the HA system, we have that activations of sensors are caused
by the person’s presence, according to its position and interaction with the en-
vironment. To model this behavior, we can identify a sensor-specific activation
area: given the position of the sensor, its orientation, its maximum interaction
angle and distance, we can define a precise region of space (excluding again not
reachable areas). In fault-free conditions the sensor activates only if the person
is inside this area, and he/she interacts properly with the sensor. This do not ex-
clude that the person is inside that area, without activating the sensor. Finally,
considering the PIR sensors dynamics (blind to still person, 10s persistence), it is
opportune to consider that the person must be inside the last active PIR sensor’s
area. This holds true even if none of these sensor is active: in case the person
stops in a sensor’s area, letting the device turn off, to exit that area he/she must
necessarily move, activating again the sensor.

During the usage it is not possible to obtain the real position of the person,
but the systems are independently providing information about the position
of the person. In particular he/she must stand into the area identified by the
localization, but also into the last active PIR sensor and the active DWSs ones.
This comparison is performed by the Fault Detection Apparatus, by checking
that the areas admit a not empty intersection. As this condition is not respected
a fault can be detected.

5 Experiments

The tests were held in some rooms of a Politecnico di Milano building in Como.
As illustrated in Figure 1, nineteen fixed LAURA anchors and 7 Z-wave devices
were distributed along the walls of a portion of one floor. One device was worn
by a tester simulating the inhabitant, to track his movements.

To detect the human presence, four PIRs were mounted in three rooms and
one corridor. Three DWSs were mounted on top of doors to monitor their states.
Data gathered through these sensors were transmitted to the HA system. The
activation, which were stored on the Z-wave controller, were fetched via an ad
hoc developed module.

The model described in the previous sections can be adapted to the subsystem
by tuning a specific set of parameters. In our settings the localization error of
LAURA was studied, determining the value of δth=3m, which is respected in the
84% of the estimations. Concerning HA sensors, the values of maximum range
provided by the producers of each device were reduced to the 80%: wall mounted
PIRs had a maximum detection distance of 10m, thus rpw=8m, similarly ceiling
mounted ones had a reported range of 5m, which were reduced to rpc=4m.
While for DWS, activation areas were assumed to be identified by the human
arm length, thus by a radius rd=1.5m.
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Fig. 1. Testing environment and deployed sensors. In the map a) are visible the test
areas and rooms (colored ones), LAURA fixed devices (blue numbered dots) and Z-
wave devices (labeled with capital letters). PIRs (A-D) have corresponding colored
activation areas. In the map b) the path followed by the testers during experimental
acquisitions. The gray areas represent the not sensorized space.

5.1 Test Protocol

As illustrated in Figure 1, the trajectory for the path was polygonal: the inhabi-
tant walked along the predefined path (designed to trigger the available sensors),
with a constant speed. Since PIRs have time limitations, as mentioned previously
in (Sensor Types), two lingering zones were added, where the tester remained
still for a while in order to be undetected by the PIRs, highlighted in Figure 1
by greater dots (identified by numbers 1-13 and 6). The average test duration
was about 3min, the overall duration of the tests was approximately 18min.

In order to model faults in the environment, two different policies were applied:
Forgotten Device - the worn device is left in a predefined location, while the tester
continues its trajectory; Blinded PIR - A PIR sensor is blinded in order not to
detect the user, but being fully operative.

6 Results

The first run of experiments were in fault-free conditions. The collected data
revealed no significant fault detection. As reported in Figure 2, an initial error
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Fig. 2. Experiment in fault-free conditions. The brief and instantaneous fault activa-
tions are due to IHL system inaccuracies, which is concordant to the 84% precision
threshold imposed. Letters refer to sensors as in Figure 1.
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Fig. 3. Experiment in faulty conditions. Testing the Forgotten Device (top), the device
is left in position 6 (Figure 1) along the trajectory. While, with Blind PIR sensor A
(bottom), as the tester enters the room (point 5-7 in Figure 1) the Error is risen. The
sensor’s A green activation, present in the other figures, here is missing.

condition is risen and few short-duration error are visible (see first line in the
figure). The initial fault is detected since no sensor has been activated yet. While
the brief fault detections (e.g., around t=120s) are due to localization inaccura-
cies. Since we accepted p=84% when defining δth, it is possible that the actual
position of the person is outside of the estimated area. In those cases, the fault
has punctual duration (up to 5s) and can be neglected.

When we emulated the forgotten device condition, the system result was an
expected fault detection. As visible in Figure 3 as the inhabitant moves away
from the device, left in position 6 (Figure 1) and activates other sensors, the
fault detection response is sharp and stable.

If we blind a sensor, the system result is again an evident fault condition. As
visible in Figure 3 we blinded PIR A (Figure 1): as the inhabitant enters the
room (path from 5 to 7 in Figure 1), the fault is detected. In this conditions
the fault detection is less sharp due to the same inaccuracies in localization, as
already explained for fault-free conditions.

7 Conclusions

In this work we presented the method, design and implementation of a depend-
able best-effort IHL system. The system relies on two independent subsystems,
whose result data are jointly checked by a fault detection apparatus. The pro-
posed method is based on the definition of a model representing each of the two
subsystems, defining a joint consistency condition.

The obtained experimental results showed the validity of our approach, cor-
rectly reporting errors in fault injected conditions. Thus, even under some limita-
tions due to localization system inaccuracies, our approach enables the depend-
able localization of a person inside an instrumented house, recognizing both
hardware and human-made faults.
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8 Future Work

More tests will be performed in controlled environments, but it will be interesting
to investigate the system behavior also in an actual home environment.

Further work will include the dependable IHL for many persons, and investi-
gate the possibility of locate the fault on the system.
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Abstract. Thispaperproposes anapproach todetermininganoccupant’s
indoor location through the use of machine vision techniques combined
with wearable computing. Based on “off-the-shelf” machine vision tools
a system is introduced to obtain a user’s indoor location through the de-
tection of “reference” objects in their immediate environment. This infor-
mation is subsequently cross-referenced with a knowledge base containing
details ofwhich rooms referencemarkers are located in.Details of the archi-
tecture required to realize the solution are presented which also accommo-
dates for the fusion of information sources overcoming the heterogeneous
nature of data gathered frommultiple sources within the environment.The
solution can be used to provide context aware assistance with Activities of
Daily Living to those who may normally require assistance in their day-to-
day life hence allowing them to live independently at home for longer.

1 Introduction

One of the most important achievements of the 20th century has been the re-
markable increase in life expectancy throughout the world. This has, however,
resulted in the oldest group of society (aged 65 plus) being the most rapidly
expanding segment of society [3]. The burden being placed on health care sys-
tems to address health problems associated with an aging society will continue
to increase as this segment of the population continues to grow [3]. One poten-
tial solution to ease this is postulated to be through the use of an automated
“smart environment” which affords occupants who would normally require the
assistance of carers, to be supported within their own home through the use of
technology based solutions and gain a larger degree of independence. A smart
environment can be defined as being one that is “able to acquire and apply
knowledge about the environment and its inhabitants in order to improve their
experience in that environment” [4]. It is in the purest sense an example of
ubiquitous and pervasive computing which represents the idea of “computing
everywhere”, in other words, making computing and communication effectively
transparent.
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Wearable technology offers new opportunities within pervasive computing,
allowing data to be continuously collected from a user and their immediate envi-
ronment. Such a solution is particularly useful to support intelligent applications
within smart environments where contextual information is required. Contex-
tual information includes the “user’s physical, social, emotional or informational
state” [5]. This information allows an applications behavior to be altered to the
users current situation to provide task relevant information to the user and can-
not be gleaned by any other means. This paper proposes a solution to facilitate
indoor localization through the use of a single “always on” wearable camera. Lo-
cation is determined using machine vision techniques that identify “reference”
objects within an environment and cross references these against a knowledge
base that indicates which rooms these reference markers are located in.

The current work also aims to address one of the main challenges faced within
smart environments; namely the heterogeneous nature of the data. Each sensing
device within the environment generates data in a different format. This can
create difficulties when data is being exchanged and processed between different
system in addition to limiting the opportunity for data to be reused and com-
pared [10]. This challenge is further compounded given that there is no single
common standard being used [10]. HomeML, an XML based open format, offers
significant potential for solving the problems caused by the heterogeneous nature
of data generated within a smart environment [11]. In Section 2 a review of the
related work is presented prior to discussing the proposed system architecture
in Section 3. A discussion of the current limitations and what the system hopes
to achieve will be presented in Section 4.

2 Related Work

Gómez-Romero et al. developed a system that used multiple fixed cameras placed
within a smart environment which allowed them to detect objects, including
people, in the camera’s field of view [6]. As the system was able to determine
between people and objects it also allowed simple scene recognition using simple
rules such as touch or enclosing (determined by overlapping boundary boxes)
to establish which object the occupant was interacting with [6]. Whilst this
technique was effective there were limitations with this approach. Due to the
static nature of the cameras occlusion was an issue and, while they tried to
overcome this problem by reassigning the size and position of the boundary box
when a size variation over 80% was detected, this did not solve the problem of
total occlusion [6]. One further problem with static systems in general is due
to the static nature of the cameras multiple cameras are required in each room
to attempt to cover all angles, which still may not be possible, driving up the
cost in terms of retro-fitting the users environment. Multiple occupancy is also
an issue as cameras can only detect if a person is present or not and cannot
distinguish between multiple occupants.

Kurze and Roselius proposed an open architecture and runtime environment
for mobile augmented reality applications that would allow the monitoring of
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environmental information to provide context aware support [9]. They also pro-
vided an example system consisting of wearable smart glasses along with a facial
recognition application. Their proposed architecture did not, however, take ac-
count of other external sensors that may be placed within a smart environment.

Kang et al. proposed an approach to identify and segment objects from scenes
that are commonly encountered when completing Activities of Daily Living
(ADLs). They used a bottom-up segmentation approach and extracted object
candidates as groups of mutually consistent segments [8]. Whilst this work could
detect objects in the scene it could not determine what activity the occupant
was performing. The approach has been built on by Pirsiavash and Ramanan in
order to determine what ADL the occupant was performing [12]. Pirsiavash and
Ramanan were able to achieve a 77% accuracy rate in determining the correct
activity with higher accuracy being limited due to genuine ambiguities in the
data, in addition to difficulties in annotation (annotations consist of an action
label, bounding box, identity, and human-object interaction). Examples of such
actions involve interactions with the same object or objects which are small and
often occluded and so may not be fully annotated [12]. While both these tech-
niques could detect objects in a scene and determine ADLs they could not use
this information in order to determine context or provide contextual information.

The challenges involved include determining the occupant’s indoor location
along with inferring contextual information from their location and activity.
There is also the challenge of the heterogeneous nature of the data gathered
being from multiple sources. It is hypothesized that using a single wearable
camera to determine a users location will provide improved contextual infor-
mation through the use of machine vision techniques along with a sensorised
environment [6]. It will also lower the impact, in terms of equipment installa-
tion, to the users environment when compared with fixed vision or dense sensing
based technologies. Also offering the potential to “follow” a user within an envi-
ronment and provide enhanced contextual information based on location based
information, along with the use of a common data storage format.

This research proposes a concept to facilitate indoor localization through the
use of a single “always on” wearable camera. Location is determined using a
wearable camera that identifies objects within the scene and cross-references
these to determine the users location within the environment. For example, if
a cooker and fridge are detected by the machine vision processing then it can
be inferred that the user is in the kitchen. The approach proposes to use “off
the shelf” machine vision tools, more specifically an OpenCV Haar Feature-
based Cascade Classifier for rapid object detection [2]. This method involves
training a classifier using a series of positive images, positive images being images
that contain the object of focus, which are subsequently compared with a set
of negative images in order to “train” the algorithm to discriminate between
environmental objects observed within a given video stream. In an ideal scenario
the negative images would be identical to the positive images minus the object
of focus. The approach uses AdaBoost to combine several “weak” classifiers to
form one “strong” classifier [2].
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3 System Architecture

The architecture of the system is presented in Figure 1. It consists of five main
layers — the physical, data, service, knowledge, context and presentation. What
follows is a brief description of each layer.

Physical layer — this layer consists of the numerous objects that the occupant
will come into contact with in their day-to-day life, such as their bed, cookers, to
name but a few.These objects will be used to determine which room the occupant
is currently in through the use of a wearable camera that will be on their person
at all times. Other objects of note in this layer are the various sensors that will
be placed throughout the environment such as contact and pressure sensors.
This layer will also provide accelerometry data which will support determining
if the occupant is active in addition to more urgent information such as if they
have fallen. One problem from this stage that will have to be addressed is the
heterogeneous nature of that data as all these sensors will be returning data in
their own specific format which will need to be addressed and converted into a
common format for use throughout the system.

Data layer — due to the real-world scenario this system will be used in, i.e. a
patient’s own home, it will not be possible to take account of every object that
may be introduced or that over time more occupants may inhabit the environ-
ment. The Apache Felix framework [1] is a potential solution to mitigate this
risk. It is a community effort to implement the OSGi (Open Service Gateway
Initiative) framework under the Apache license. This allows new devices to be
added on the fly with new services being registered if a new device is detected
and like-wise services de-registered if a device is removed. It also allows commu-
nication with a wide variety of devices, sensors and applications in a uniform
way, this ensures openness and allows new technology to be introduced as it
becomes available.

Service layer — this layer contains agents and composite services along with
the Apache Felix framework which maintains the current active sensors. Once
powered, a sensor registers itself with the service layer by sending its service
bundle definition. This layer will also contain agents which will be responsible
for a certain task within the environment, for example there may be a “grooming”
agent that will be responsible for detecting if the occupant is grooming as well
as relevant reminders etc. about that task.

Knowledge layer — this layer contains all the information pertaining to the
smart environment in an XML format, using the homeML schema. It contains
information such as rooms, sensors in each room, and the classifiers for each
object that can be detected within each room. This layer will also contain a user
profile which will contain personalized information about the occupant such as
their personal schedule. This layer also contains the rules within homeRuleML
(a model for the exchange of decision support rules within smart environments
[7]) that specifies the conditions that need to be met to determine if an activity
is being carried out, e.g. if the sink tap is turned on and the razor contact sensor
has been activated then the conditions of the grooming rule will have been met.
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Context layer — the context layer will contain a “context detection engine”
which will be responsible for detecting the current user’s context with the en-
vironment, if we take a simple scenario of a dementia patient using this sys-
tem to assist in ADL, with the activity being cooking dinner. The system will
show that the cooker has been turned on, that the fridge/cupboards are being
opened/closed along with high activity levels from the user and if the time is
in a pre-defined evening range then the detection engine can determine that
the occupant is making dinner. Opposed to if the cooker is being turned on
and fridge/cupboards are being opened/closed at 0400 then the detection en-
gine could determine that the occupant has become confused. Or if the user is
in a room with multiple people with a moderate activity level then the detection
engine can infer that the user is in a meeting and would not interrupt the user
with low priority reminders/alerts.

Presentation layer — this is the layer where the user would receive any no-
tices or reminders that are determined to be relevant in addition to a developer
area which contains tools such as the Service Manager and Service Browser. The
Service Manager allows the developer to activate or deactivate services through-
out the environment through a graphical interface, whilst the Service Browser
allows the developer to browse and discover services in addition to register new
services.

To contextualize the real world application of the architecture, consider the
following scenario description. John is a patient who suffers from Dementia.
John performs his normal morning grooming routine, when he gets up his bed
pressure sensor registers that there is no longer anyone on the bed. John puts
on the wearable camera and powers it on; the camera then registers itself as a
new service with the system. John moves towards the bathroom; once he opens
the door a sensor event is triggered that has the ID of the bathroom door.
The system then loads the classifiers contained with the “bathroom” tag within
homeML to detect bathroom objects, as shown in Figure 2, as that was the last
sensor event logged.

Fig. 2. Image A – pressure sensor on bed deactivated, Image B – door sensor activated,
Image C – toilet detected, Image D – sink detected, Image E – reminder issued
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In this scenario if John becomes confused or forgets what he is supposed to be
doing then the system can infer the task from the users personal profile as well
as other environmental variables such as the object recognition. For example if
the camera detects that John is staring at the sink for a prolonged period of time
(Figure 3) and it detects the time and that the razor contact sensor status has
not changed since John has gotten out of bed then it could infer that John still
needs to shave. A reminder will then be issued giving to John about the task he
should be completing along with any instructions should they be needed.

Fig. 3. Images A, B and C showing the same image being detected over a period of
time, suggesting the occupant has forgot or become confused with the task, which
would result in a reminder being issued to the occupant

4 Discussion

Due to being early stage work there are some limitations. There has only been
partial implementation of the architecture, with the machine vision aspect be-
ing able to return the names of objects that have been detected along with the
ability to append new sensor event data to a homeML file in order to record
sensor events. The proposed solution will hopefully address the issues previously
discussed in the Related Work section. It should hope to mitigate the multiple
occupancy problems encountered with static vision systems, such as [6], due to
each occupant having a wearable camera to determine their location from their
immediate surroundings. The proposed solution will also expand on the limi-
tations faced by Kurze and Roselius by combining the machine vision aspect
with information gleaned from other external sensors situated within the envi-
ronment, along with building on the work of Kang et al. by applying context to
the information that is acquired from the machine vision aspect of the system.

5 Conclusion

This research aims to develop a context aware application through the use of
wearable technology. In doing so, the research will advance the utility of wear-
able vision based systems through improved location based services based on



202 C. Shewell et al.

vision processing of environmental objects. An effective data storage and in-
ferencing system will also be developed to enable sensor integration of video
based data along with other environmental and biometric sensors. Future work
will focus on collecting and analyzing data from real smart environments and
extending homeML to accommodate video data. Consequently, the adoption of
homeRuleML will be investigated as a method to manage rules through a multi-
agent based system.
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Puebla, México
{alberto.moran,mmeza,a302126,ana.grimaldo}@uabc.edu.mx,

{eloisa.garcia}@uabc.edu.mx,{f.orihuela-espina,esucar}@ccc.inaoe.mx

Abstract. We report the results of an indirect observation usability and
user experience (UX) study on the use of the Gesture Therapy (GT) re-
habilitation platform, as a physical activation and cognitive stimulation
tool for the elderly. The results from this study complement those of
a former self-report study [8]. Elders perceived the system with high
usefulness, usability, and UX, as well as generating low anxiety in both
studies. Also, the results allowed us to analyze and evaluate the impact of
elders’ previous experience on computer use on specific aspects. Interest-
ingly, the significance of the effect of previous computer use experience
on perceived anxiety and perceived enjoyment aspects of UX was dif-
ferent in both studies, although there is an important overlap for ease
of use factors. These results, although not conclusive yet on the causes
for the difference, provides us with further evidence to establish that
elders’ previous experience (or not) on computer use affects their user
experience on the use of the GT platform.

Keywords: Rehabilitation, user experience, cognitive stimulation,
evaluation.

1 Introduction

The increasing incidence of age-related diseases on a larger elderly population
have led to a quest for alternative non-pharmacological treatments to address
them in a preventive manner. Examples of these technologies are those aimed
at supporting cognitive and physical fitness, seeking to maintain cognitive and
physical state in the elderly through cognitive stimulation and physical activation
activities [4,5,6,8]. However, the characteristics of the elderly user group, caused
by a decline in their physical and cognitive abilities, make necessary to evaluate
which is their perception regarding its use, so that a greater acceptance and
adoption by this population could be achieved.

In the literature various types of usability and user experience (UX)
evaluations have been reported to assess the perceptions of older adults regarding
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the use of technology [3,7]. Achieving this type of evaluations can be difficult
given their reported inherent limitations. A common effect in techniques based
on subjective information provided by users (i.e. self-report), participants tend
to answer what they think the researcher wants to listen, or tend to be insincere
and “improve” the perception of their results because they feel evaluated, or
because they have forgotten the details of their experience [1].

Also, in techniques based on subjective information provided by an external
observer (i.e. indirect observation), the observers may introduce a bias due to
subjectivity associated to views and prejudices given their prior experience. For
these reasons, it is desirable to conduct evaluations of both types to complement
their results, and make them more reliable and comprehensive.

In this work we report the results of an indirect-observation UX evaluation of
Gesture Therapy (GT) [10,11], a virtual rehabilitation tool, as an alternative in-
terface for the cognitive stimulation and physical activation of the elderly. Also,
we compare the results of this evaluation to those of a previous one based on
a self-report approach [8]. As mentioned above, the results of each evaluation
provide complementary information and allow establishing more clearly the con-
tribution and specific usability problems of the proposed tool, which would not
be possible if we had only used one technique.

2 Background

We are interested in evaluating the UX of the elderly regarding their use of
the GT platform for their cognitive stimulation and physical activation. In a
first exercise, we conducted a usability and UX evaluation using a self-report
technique [8]. The main features of the tool, and the study and its main results
are briefly described next.

2.1 Self-report UX Evaluation Study

Apparatus. Gesture Therapy (GT) is a low cost virtual rehabilitation platform
for the upper limb [10,11]. It uses a gripper to control a user avatar by tracking a
color ball as well as monitoring gripping forces using a pressure sensor (see Figure
1). It incorporates serious games that encourage repetitive exercises beneficial
for the motor rehabilitation of patients. The games are based on activities of
daily living (e.g. cooking a steak, cleaning a window, or killing a mosquito).

Participants. 32 elderly (age mean±std: 64.96±6.31 years) were recruited from
a local municipal third age support group, who live an independent life and have
no apparent cognitive problems.

Procedure. Participants were exposed to three games of the rehabilitation
platform (Steak cooking, Window cleaning and Fly killer), and asked to evaluate
them in terms of perceived usefulness, ease of use and UX. The subjects played
the games for 15 minutes each, and the order in which the games were played was
randomized. Participants filled a 29-element extended TAM-based questionnaire
[12], addressing perception of usefulness, ease of use, intention of use (should the
system be available), anxiety experienced, and UX.
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Fig. 1. The Gesture Therapy platform. The user interacts with the games by means
of the gripper.

Main Results. The elderly perceived the use of the evaluated tool as useful
(93.75/100), easy to use (93.75/100) and as generating a high UX (91.66/100).
Additionally, we identified that previous experience on the use of computers
by the participants did not significantly impacted their usability perception for
usefulness, ease of use, intention of use, and UX. However, we found a significant
effect of previous experience on the perception of anxiety [8].

3 Usability Evaluation from the Observer’s Perspective

In order to perform an additional validation of the borrowed use of the GT
platform for the cognitive stimulation and physical activation of the elderly, as
well as to gather additional evidence regarding their perceived usability and UX
of the platform, we conducted an additional indirect observation usability and
UX evaluation from the perspective of an expert observer.

3.1 Procedure

Two researchers analyzed the videos of the sessions of 16 of the 32 participants
from the previous self-report usability study (8 experienced and 8 inexperienced
subjects). As mentioned above, each session lasted about 15 minutes, which
resulted in a total of approximately 218 minutes of video recordings.

The researchers used indirect observation analysis techniques to obtain data,
and encoded actions, gestures, body language and verbal interactions of the
elderly with the devices, the application and the facilitator as a rich source of
data [9]. This allowed us identifying the form and function of these interactions
and behaviors, and use them as additional evidence to explain and support the
results from the evaluation conducted. To be able to compare the results from
this evaluation with those obtained from the previous self-report evaluation,
observers were asked to analyze the videos based on a custom observation guide.
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This guide considered aspects such as Usefulness, Ease of use, UX, and Low
Anxiety. After criteria unification and training, inter-observer agreement was
78% (Kappa = 0.557).

3.2 Evaluation Results, Observers’ Perspective

Overall Usability Perception. To evaluate the overall perception, we scored
the seven Likert scale items reported by observers on ease of use, UX and anxiety
following the approach used for the previous self-report evaluation, that is, in a
similar way as the SUS [2]. Considering that the usefulness of the games will be
based on the observers’ own perception, this factor will be analyzed apart from
the overall usability perception of the elderly, and thus, not taken into account
in this part of the study.

Table 1. Evaluation results concerning the overall usability perception of subjects
(according to the observers’ opinion) per groups using the seven Likert scale items
only

Overall Usability of the observed participants (alpha = 0.05, p = 0.033)*

Experienced Subjects (ES) Inexperienced Subjects (NES)
Median 82.93 Median 92.86
IQR 4.46 IQR 7.14
Mean Rank 6.3 Mean Rank 10.8

Table 1 presents a summary of the results categorized according to the ob-
served participants having or not experience on the use of the computer. Con-
trary to hypothesized, observers granted higher notes for inexperienced subjects
(median = 92.86 (Inter-Quartile Range (IQR) = 7.14)) than for experienced sub-
jects (median = 82.93 (IQR = 4.46)); and the effect was found to be significant
at the 0.05 level (Mann-Whitney U: p=0.033). As for the previous self-report
evaluation with older adults, this result suggests that the application provides
or promotes each of the evaluated factors (i.e. ease of use, user experience, etc.).
However, contrary to the result of the previous auto-report evaluation, we found
that previous experience on computer or game console use does have an effect on
the subjects’ overall usability perception of the virtual rehabilitation platform.

3.3 Perceived Ease of Use, User Experience and Anxiety

To further scrutinize usability aspects, and aiming at explaining the possible
causes that lead to the overall usability contradictory result, we further analyzed
the results on the perception of ease of use, user experience and anxiety of elders
(see Table 2). As can be seen in Table 2, both groups of participants perceived
high values for the aspects considered in this section of the study.
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Table 2. Summary of Mann-Whitney U Test results on the perception of ease of use,
user experience and anxiety by category

Experienced Subjects (ES) Inexperienced Subjects (NES)

Perceived Ease of Use (alpha = 0.05, p = 0.281)
Median 95.83 Median 100
IQR 8.33 IQR 4.17
Mean Rank 7.8 Mean Rank 9.3

Perceived User Experience (alpha = 0.05, p = 0.016)*
Median 75 Median 87.5
IQR 4.69 IQR 9.38
Mean Rank 5.9 Mean Rank 11.1

Perceived Anxiety (alpha = 0.05, p = 0.456)
Median 100 Median 100
IQR 25 IQR 25
Mean Rank 8.7 Mean Rank 8.3

Once again, observers granted higher notes for subjects in the inexperienced
group (NES) than for subjects in the experienced group (ES) on the perceived
ease of use (NES: Median = 100 (IQR = 4.17), ES: Median = 95.83 (IQR =
8.33)), and on the perceived user experience (NES: Median = 87.5 (IQR = 9.37),
ES: Median = 75 (IQR = 4.69)). Additionally, observers granted very similar
notes for subjects on both groups on the perceived (low) anxiety (NES: Median
= 100 (IQR = 25), ES: Median = 100 (IQR = 25)).

Given the perceived differences on the ease of use and user experience results,
we conducted Mann-Whitney U tests to determine whether they were signifi-
cantly different. The first test showed no significant difference at the 0.05 level
for perceived ease of use (p=0.281). However, the difference was found to be sig-
nificant for the perceived user experience (p<0.05). These results suggest that
although the experience on computer or game console use does not have an effect
on the perceived ease of use or anxiety of older adults interacting with the GT
platform, it does have an effect on the perceived user experience, which could be
the reason for the contradictory overall usability result in this indirect observa-
tion evaluation vs. the self-report evaluation. A further analysis on the UX and
Anxiety factors is provided in the next section.

4 Detailed Analyses on User Experience and Anxiety

By contrasting the results of this indirect observation evaluation with those of
the previous self-report evaluation (see Table 3), it can be seen that although
there is an overlap in the findings of both evaluations for the ease of use aspect;
and that it is not possible to compare the usefulness and intention of use results
as these are not available for the second evaluation; it is necessary to perform
a further analysis on the findings of the perceived user experience and anxiety
aspects, which are contradictory. A discussion on these follows.
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Table 3. Summary of the significance of results of the conducted evaluation. Ni:
(group) sample size.

Significance of difference

Perceived
factor

Self-report
evaluation

Effect size
N1 = 17
N2 = 15

Indirect
observation
evaluation

Effect size
N1 = 8
N2 = 8

Usefulness Not significant r2 = 0.06 N/A* N/A
Ease of use Not significant r2 = 0.02 Not significant r2 = 0.04
Intention of use Not significant r2 = 0.05 N/A N/A
User experience Not significant r2 = 0.001 Significant r2 = 0.58
Low anxiety Significant r2 = 0.25 Not significant r2 = 0.001

*Observers’ perspective only

4.1 Detailed Analysis on Perceived User Experience

In order to identify which of the aspects considered in the user experience factor
contributed to the contradictory user experience result, we looked at the three 5-
point Likert scale items regarding excitement, immersion and enjoyment. Firstly,
observers reported that inexperienced older adults looked more excited (NES:
Median = 75, IQR = 6.25) than experienced older adults (ES: Median = 50, IQR
= 25) while performing the tasks. However, a Mann-Whitney U test later showed
that this difference is not significant at the 0.05 level (p = 0.113). This means
that although observers agreed that inexperienced participants looked more ex-
cited than experienced participants, whom looked neutral, the difference was
not significant. Secondly, observers reported having perceived the participants
in both groups with an equally high level of immersion during task execution
(NES: Median = 100, IQR = 0) and (ES : Median = 100, IQR = 0). Finally,
observers perceived inexperienced older adults having more fun (NES: Median
= 75, IQR = 12.5) than experienced older adults (ES: Median = 50, IQR =
6.25) while performing the task. A Mann-Whitney U test later showed that this
difference is significant at the 0.05 level (p = 0.033). With these results, from
the perspective of an observer, we can identify that previous experience on using
the computer or video game console has a significant effect on the observed en-
joyment in older adults during the platform use; however, this is not the case for
the level of excitement and immersion of users during the execution of the task.

4.2 Detailed Analysis of Perceived Anxiety

Regarding anxiety levels, observers reported that only two participants (from
the experienced group) presented significant anxiety behaviors while performing
one of the tasks. These participants were those who obtained the first and se-
cond best scores on the other tasks in which they participated (ES16 and ES14,
respectively). In the case of participant ES14, he had problems with the Fly
killer game. The problems arose because he was so immersed in the game, and
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wanting to achieve the most points, that he consistently moved in very close to
the screen, which put the gripper out of the camera’s scope, and therefore did
not worked to control the application. This also reflected a usability problem in
the design of the system, as the mechanism used to notify this, a change in color
and lack of motion of the gripper’s cursor in the video tracker window, was not
salient enough as the make the user aware of this problem. In the case of partici-
pant ES16, she had problems in the Clean window game. The problems arose
because for this activity she located her hand (i.e. the gripper) next to a part
of her blouse that was of the same color of the gripper’s distinctive ball. This
tricked the tracking feature of the application, and resulted in a very poor track-
ing performance for the application and a low score for the participant. Thus,
in both cases, a usability problem with the gripper affected the performance of
the participants, and in turn, turned them anxious during the execution of the
particular task. It should be highlighted that for the additional tasks, the two
participants placed their hands (i.e. the gripper) in positions that were more ad-
equate, so that they did not have the same problems for those other tasks. This
means that participant ES14 kept the gripper within the scope of the camera
and participant ES16 kept her hand up from the position of her blouse that was
of the same color as the gripper.

5 Discussion and Conclusions

We have reported the results of an indirect observation usability and UX study
on the use of the GT platform, a rehabilitation tool, that was “borrowed” from
the rehabilitation domain to be used as a physical activation and cognitive stimu-
lation tool for the elderly. The results from this study complement those of a
first self-report usability and UX study with older adult participants. In both
studies, elders perceived the system with high usefulness, usability, and UX, as
well as generating low anxiety for the proposed tasks. Additionally, the results
allowed us to analyze and evaluate the impact of elders’ previous computer use
experience on specific usability and user experience aspects on the evaluated
tasks. Interestingly, and not unexpectedly as observed in the literature, the sig-
nificance of the effect of previous computer or game console use experience on
the different evaluated factors was different in both studies, although there is
an important overlap for ease of use factors. On the one hand, in the self-report
evaluation, we found that for the perceived anxiety factor, which was slightly
higher for the participants of the inexperienced user group, the effect of previous
experience on computer use was found to be significant, although it was not the
case for the indirect-observation evaluation. On the other hand, in the indirect-
observation evaluation, we found that for the perceived enjoyment factor, which
also was higher for participants from the group of inexperienced users, the effect
of previous experience was found to be significant, although this was not the
case for the self-report evaluation. Thus, even though there is an overlap in the
findings of both evaluations for the ease of use aspect; it is necessary to perform
a more in-depth analysis regarding the contradictory findings for the perceived
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anxiety and perceived enjoyment aspects of UX in order to clarify the meaning
and causes of these results. This latter aspect represents our line of future work.
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Abstract. In this paper, we propose a framework for decision modeling of users 
in smart home design. Individual’s preferences that derived from both of his/her 
“Current Lifestyle” and “Future Lifestyle” are considered as the main factors 
that influence the final decision, Such that the compatibility of the choice alter-
natives with these preferences sets up the final decision for the individual.   

We tested this framework with a virtual experiment. The experiment was 
conducted among 250 respondents, who were asked to explore a smart home in 
a virtual environment and then to make a decision among design alternatives for 
different parts of a smart home. Choices and the underlying effective factors 
were evaluated by MultiNomial Logit model. The outcomes adequately ascer-
tained the proposed framework. Understanding of the effective factors on the 
user’s design decisions for a smart home helps designers to incorporate design 
alternatives with users’ demands in the real world. 

Keywords: Smart Home Design, Decision Modeling, User Preference, Life-
style, Virtual Experiment.  

1 Introduction 

The ultimate goal of this paper is to improve the smart home design process in such a 
way that smart homes become as one the important house type’s in future housing 
industry. But smart homes are still faced with the lack of success to be widely ac-
cepted by the public. Many people overview smart homes just as luxury homes or as 
assisted-living homes, which are suitable only for elderly and disabled people. Whe-
reas smart homes have the capability to benefit different target groups such as middle 
income families, busy lifestyle people, Teleworkers, dual income families and etc. 
Hence, eliciting user preferences of different target groups seems essential in smart 
home design. Reviewing the literature [1] shows that most of the research centers try 
to make smart homes technically possible with little attention to the acceptability 
issues in the real world. In this paper, we try to bring user perspectives to the design 
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process of smart homes. If we would be able to evaluate individuals’ decisions in a 
smart home design, we could understand the effective factors on users’ satisfaction of 
a smart home. Knowing the underlying reasons of users’ satisfaction can help design-
ers and technology developers to match their design alternatives to what users really 
need and prefer. Accordingly, user acceptance of smart homes is expected to increase.  

2 Smart Home Definition  

Smart home is a multidisciplinary notion. An increasing number of research groups 
are working in this domain [1]. Each of these research centers is focusing on the smart 
home from a distinctive perspective. The different names, such as Automatic home, 
Adaptive home, Com home, Aware Home, Internet Home, Independent Living Home 
and Smart Home, show their different perspectives. But what unifies all types of 
smart homes in a joint domain is their final goal. According to the “smart home asso-
ciation” in the Netherlands, smart homes integrate technology and services through 
home environments for higher comfort and quality of living at home [2].  

Several smart technologies are involved in a smart home such as “smart, flexible 
partitions”, “smart boundaries with adjustable transparency”, “smart kitchen table 
with flexible cook top, wireless power system and wireless data network”, “smart 
wall with intelligent and interactive system”, “smart furniture with programmable 
context and sensor network”, “smart floor”, etc. All of these devices help users to do 
their daily activities (both inside and outside of the house) in a more flexible, interac-
tive, natural and comfortable way.  

3 An Individual’s Decision Model in Smart Home Design 

There are several important factors that influence decisions of an individual. In a de-
sign context, knowing the influential factors of a decision helps designers to adapt the 
design alternatives with users’ latent preferences. Investigating the effects of prior 
experiences on individuals’ decisions is not a new topic in behavioral and psychologi-
cal researches. In 1998, Aaarts and et al.[3] discussed about repeated behaviors and 
decisions of people based on the actions they had in the Past; Jullisson and et al.[4] 
Also discussed the effects of prior experiences on the decisions of people for a busi-
ness investment. In a house design, prior experiences refer to the lifestyle of people. 
Meaning that the decision which an individual make can be influenced by the types of 
lifestyle he/she follows in current daily routines. As an example, the extent that an 
individual work at home, has e-meetings or need privacy for working in his/her cur-
rent lifestyle can affect the decision of choosing a specific design alternative for a 
working area at a smart house; In a way that the “Current Lifestyle” forms different 
preferences for the individual (e.g. Preference for the level of flexibility or privacy 
and the layout of public-private). These preferences affect the final decision made by 
the individual. (see Fig. 1) 

Technological changes in the home environment will affect the way people live in 
the house and accordingly the upcoming lifestyle forms new preferences for them [5]. 
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Hence, when an individual wants to make a decision among the design alternatives of 
a smart home, the decision can also be influenced by the preferences resulted from his 
/her “Future Lifestyle” in a smart home. For instance, preference for the kitchen 
layout can be affected by applying a smart kitchen table in the kitchen area. In such a 
way that, an individual who generally prefer to have a separated kitchen may change 
his/her preference to have a more open space kitchen area if he/she has a smart kitch-
en table. Because the smart kitchen table lets him/her do also other activities such as 
Tele-working, Tele-shopping, Telecommunication and family-gathering in the kitchen 
area. Hence, we propose that an individual evaluates the “Choice Alternatives” based 
on not only the preferences come from his/her “Current Lifestyle” but also the prefe-
rences, which come from his/her “Future Lifestyle” (see Fig.1). 

Another important issue which needs to be considered in the decision model is the 
individual differences. Preferences vary among people according to their age, gender, 
working status, nationality, household type and etc. For instance, it is expected that an 
individual from a dual-income family with children who prefer a high level of privacy 
for working at home and high level of flexibility for managing child related activities, 
choose a different alternative for the bedroom layout of a smart home than an elderly 
who is retired and lives alone at home (see Fig. 1).  

 

Fig. 1. The decision Model for an individual in the context of smart home design  

It is obvious that the Choice Alternatives are different in their Attributes. As Fig. 1 
shows, an individual evaluates the Attributes with his/her Preferences for arriving at a 
Final Decision. As soon as, the individual feels that the Attributes of an Alternative 
are compatible with his/her Preferences and adequately cover the major part of them, 
he/she will choose the Alternative from the Choice set.  

4 Virtual Experiment  

In order to test the proposed framework (Fig. 1), we design an experiment which simu-
lates a smart home in a virtual environment. The virtual smart home consists of several 
smart technologies, namely, smart walls, smart kitchen table, smart private zone and 
smart furniture [6]. During the experiment, each respondent performs four tasks:  
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Task1 contains a questionnaire with two main sections. The first section is com-
posed of multiple questions about socio-demographic characteristics, while the 
second section is more about the types of living (e.g. To what extent a respondent 
works at home, does Tele activities, has a busy lifestyle, needs privacy). The outputs 
of this task give us information about the current lifestyle of respondents.  

Task 2 provides a virtual environment for representing a smart home in which res-
pondents can take a virtual tour though the environment and watch several movies 
about smart technologies and their functionalities. This task helps respondents to gain 
a general overview toward the smart home (Fig. 2-a).  

Task 3 is exploring daily living in the smart home, in which respondents are asked 
to imagine if they have a smart home, how they would like to live inside it. This task 
consists of two scenarios:  “weekday” and “weekend”. Respondents are able to virtual-
ly explore different spaces and technologies in the smart home using the navigation bar 
and arrange their activities in the time blocks and space zones. There are several hot 
zones near the smart kitchen table, smart wall, smart work space and smart private 
zone. By clicking on each hot zone, the camera goes there and a blank schedule ap-
pears on the screen in which the respondent can report the activities he/she would like 
to perform in that zone (Fig. 2-b). For instance, the respondent can report the types of 
activities, the duration of activities, possible interactions or conflicts during the activi-
ties. At the end of the task, a complete daily schedule for each respondent is created 
which give us information about the Future Lifestyle of respondents in a smart home. 
The outputs can be used for further analysis such as preference elicitation.  

 

a.  b.  

Fig. 2. a. Virtual tour, b. Daily living in a smart home.  

Task 4 is the final task, in which respondents are asked to make multiple choices 
for different parts of a smart home and make their preferred home layout. For each 
part, respondents explore multiple design alternatives and then choose one of them. In 
this paper, we discuss only one of the choice tasks in which respondents choose their 
preferred private layout of the smart home among three available alternatives: Small- 
Flexible private zone, Medium-Semi-Flexible private zone and large-Not Fixed pri-
vate zone (Fig. 3). Selecting this choice task as a sample for testing is only because of 
simplifying the paper’s structure and no other reasons is involved in its selection.  
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Fig. 3. Three design alternatives for private layout of the smart home; a. Small, Flexible Pri-
vate, b. Medium, Semi-Flexible Private, c. Large, Fixed Private 

5 Model Specification  

The experiment was conducted with the sample size of 250 respondents. As for the 
sample composition, 57 percent were males, while 43 percent were females. From all 
of the respondents, 57 percent lived in apartments, 21.7 percent lived in middle-scale 
houses, while the remainder lived in large-scale houses. 7.9 percent of the respondents 
were Dutch, 67.7 percent were Iranian and the remainder had other nationalities. This 
sample contains more young people with high education. 
Choice modeling attempts to model the decision of an individual with its underlying 
rationale [7]. The typical discrete choice models capture statistical relationships be-
tween a dependent and a set of independent variables. The models statistically relate 
the choice made by each person to the attributes of the person and the attributes of the 
alternatives available to the person. The models estimate the probability that a person 
chooses a particular alternative. They are often used to forecast how people’s choices 
will change under changes in demographics and/or attributes of the alternatives [8]. 

To test the proposed framework (Figure1) and to analyze the influence of users’ 
preferences on their decisions, a multinomial logit model was estimated. The inde-
pendent variables consisted of appropriately “effect coded” variables related to per-
sonal characteristics, variables related to Current Lifestyle and variables related to 
Future Lifestyle. The dependent variable in the multinomial logit model was the 
choice for private layout of the smart home. As depicted in Figure3, this dependent 
variable had three different choice alternatives: a. Small, Flexible Private, b. Medium, 
Semi-Flexible Private and c. Large, Fixed Private.  

The multinomial logit or MNL model form is commonly used in choice modeling 
as it is a good approximation to the economic principle of utility maximization. That 
is, human beings strive to maximize their total utility. In fact, the utility function, U, 
has the property that an alternative is chosen if its utility is greater than the utility of 
all other alternatives in the individual’s choice set [8]. The utility that an individual n 
associates with alternative i is written as: 

 Uni = Vni + ni     (1) 

 Vni = 0+ 1 .X i1+ 2 .X i2+… (2) 
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Where 0 is the constant and  k is the set of estimated parameters of variables X, 
and X i is the set of independent variables. In fact, 0 represents the mean utility of 
‘alternative i’ and the ‘ k parameters’ measure deviations from this mean utility.  

6 Results 

The multinomial logit model for the private layout choice was estimated using 
LIMDEP (Econometric Software). The Table 1 shows the Estimated Parameters of 
Variables X. According to the results, the decision for private layout of a smart home 
depends on both of the Current Lifestyle and the Future Lifestyle. The influential 
factors (variables X) are Gender, Nationality, Current housing types and the Level of 
doing Tele activities in Current Lifestyle. In addition, some other factors such as the 
Activity types that people would like to do in the semi- private zone of a smart home 
and the most time-spending zone in the smart home have significant effects on the 
decision for private layout of a smart home. These factors are based on the Future 
Lifestyle of people in a smart home. Some interpretations of the results are as follows: 

─ Males appear to have a higher preference for choosing the two alternatives of 
Small- Flexible Private and Medium-Semi-Flexible Private than females. In other 
words, females prefer the third alternative (Large- Fixed Private) more than males. 

─ Nationality of Iranian reduces the probability of choosing Small-Flexible Private. 
In contrast, Dutch respondents have the highest preferences for Small-Flexible Pri-
vate. Meaning that they prefer to have several small private areas with flexible 
boundaries rather than having two large bedrooms with fixed boundaries. 

─ Respondents who currently do Tele activities in a medium level appear to have the 
highest preference for the alternative of Medium-Semi-Flexible Private comparing 
to the two other groups (people who rarely do Tele activities or people who are 
fans of doing Tele activities). One of the underlying logic is that people who rarely 
do Tele activities generally like to do their daily activities in ordinary ways. They 
are not interested in the flexible opportunities that a smart home provides for e-
activities. According to the Table 1, this group of respondents has high preferences 
for the third alternative which is closer to the ordinary homes with the Large, Fixed 
Private. The second logic refers to the choice behavior of the respondents who are 
fans of doing Tele activities. They mostly prefer Small-Flexible Private, since this 
alternative gives them the opportunity to have more flexibility for doing Tele activ-
ities and also a large public area. Therefore, they can have more space around the 
smart wall and the smart kitchen table as the main hubs of Tele activities.   

─ In general, the probability of choosing Small-Flexible Private is much lower than 
choosing the two other alternatives, according to the value of Constant presented in 
Table1; but spending most of the time in private zones of the virtual smart home is 
one of the factors that increases the probability of choosing this alternative. This 
interesting result can be based on the reason that this alternative provides different 
privacy levels thanks to several flexible boundaries while the other alternatives 
have limited opportunities for providing different levels of privacy. Therefore,  
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respondents who spent most of their time in private zones have higher preferences 
for choosing this alternative (see Fig.3 and Table 1).   

In all of the interpretations, alternative of Large-Fixed Private is considered as the 
reference. Meaning that, the two other alternatives are compared to this alternative. 

Table 1. Estimated Parameters of Variables X (Multinomial Logit Model). The bold numbers 
represent the significant coefficients (***, **, * ==>  Significance at 1%, 5%, 10% level.) 

Main 

Category 
Independent Variables 

Small 

Flexible 

Private 

Medium 

Semi-

Flexible 

Private 

 Constant  -2.93*** 0.15 

Current 

Lifestyle: 

socio- demo 

and current 

daily living 

 

Male 0.05 0.17* 

Female -0.05 -0.17 

Nationality (Netherlands) 1.16** 0.13 

Nationality (Iranian) -1.39*** 0.04 

Nationality (Other) 0.23 -0.17 

Housing Type (Apartment) 0.62 -0.23* 

Housing Type (Middle-scale House) 0.14 0.20 

Housing Type (Large-scale House) -0.76 0.03 

Doing Tele activities at current lifestyle (Low) -0.61 -0.16 

Doing Tele activities at current lifestyle (Medium) 0.49 0.55*** 

Doing Tele activities at current lifestyle (High) 0.12 -0.39 

Future 

Lifestyle 

Activity Type in semi- private zone of smart home (None) 0.29 0.40*** 

Activity Type in semi- private zone of smart home (1 type) -0.92 -0.37** 

Activity Type in semi- private zone of smart home (2 types) 0.63 -0.03 

Most time-spending zone in smart home (kitchen) -0.46 0.13 

Most time-spending zone in smart home (public) 0.05 -0.23 

Most time-spending zone in smart home (private) 1.23** -0.30 

Most time-spending zone in smart home (semi- private zone) -0.82 0.40 

7 Conclusion 

In this paper, we reported the results of a decision modeling in the context of smart 
home design. We aimed at providing evidence that users’ satisfaction of a smart home 
is based on the evaluation users made for the extent of meeting their preferences 
through the design alternatives. We tried to advocate that these latent preferences 
come from both current and future lifestyles which differ among different individuals.  

In the experiment and analysis part, we focused only on one choice task in which 
we asked respondents to choose their most preferred private layout of a smart home. 
Accordingly, the estimated parameters of the multinomial logit model adequately fit 
in the described decision model. Such that gender, nationality, current housing types 
of the respondents, the level of doing Tele activities in their current lifestyle, also the 
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activity types and the time spending patterns they would like to have in a smart home 
had significant effects on their decision of choosing a specific alternative for the pri-
vate layout in a smart home. This provides evidence for the hypothesis that for being 
satisfied of a design, an individual looks for an alternative which is more compatible 
with the preferences derived from his/her lifestyle. Hence, taking into account user’ 
preferences in smart home design can increase users’ satisfaction and consequently 
users’ acceptance of smart homes. Such a user centered approach for smart homes 
helps designers to match smart home development with users’ real need and future 
demands and to broaden the domain of smart homes to the future housing industry.  
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Abstract. Constant pregnancy monitoring is a promising alternative to reduce 
the number of stillbirths and preterm delivery due to false alarms. Tele-
monitoring systems can provide regular, accurate and timely monitoring to re-
duce risks, costs and the time the mothers-to-be spend at hospitals. A smart 
garment integrated with sensors and a flexible printed circuit board for ambula-
tory pregnancy monitoring is proposed. A study was conducted to gather user 
requirements to ensure comfort during long registrations of Fetal Heart Rate 
(FHR) and Electrohysterogram (EHG). Based on those requirements, several 
garment alternatives for the monitoring system are proposed and evaluated. 

Keywords: Pregnancy monitoring, user research, body area networks. 

1 Introduction 

Assessing fetal well-being during pregnancy and labor is a priority to reduce the num-
ber of stillbirths and preterm deliveries due to false alarms. Around 3 million annual 
third-trimester stillbirths occur around the world [1]. Moreover, the counts might be 
underestimated, as stillbirths are often not counted nor included in the Global Burden 
of Disease. Most of these stillbirths occur in low-income countries where interventions 
in the maternity care are not enough. In high-income countries the rates of stillbirths 
have been reduced in since 1940, but the improvements have decreased in recent years 
[2]. To effectively identify fetal distress and to ensure timely interventions, screening 
tools for fetal well-being can be used. These tools include fetal movement, heart rate, 
fetal growth, among others. Currently, pre-existing or pregnancy related medical con-
ditions are predictors of high-risk pregnancies [1]. In the Netherlands, obstetric care 
differs for low- and high-risk mothers. Low-risk pregnancies are handled by the prima-
ry care system, with the help of midwives. As soon as a high-risk situation is identi-
fied, mothers-to-be are referred to the secondary care. Most pregnant women are sche-
duled for regular screenings, regardless of their status. If complications arise, they are 
referred to secondary care for additional checkups. Within this system, women at low-
risk in the primary care have a greater risk of prenatal dead than those at high-risk who 
deliver in the secondary care. Furthermore, mortality increases with transfers between 
primary and secondary care. A potential explanation is that fetal distress is not detected 
on time [1], [3]. Hence, tele-monitoring might prove to be a good solution to provide a 
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electrodes are chosen to have a good electrode-skin contact, and thus, reduce motion 
artifacts. They will be optimally arranged [12] for measurement of FECG and EHG 
during the last weeks of pregnancy. With this, the system aims to have an increased 
robustness against signal loss due to constant changes in the fetal position.  

3 User Requirements 

Several user needs were identified by user research. The main goals were to (1) iden-
tify opportunities of improvement in the current monitoring process; and (2) elicit the 
experiences they have with garments for pregnancy such as support belts. Finally, it 
was also asked (3) feedback about initial prototypes, and the (4) type of wearable they 
would like to have. This information led to several user requirements. 

3.1 Methods 

Participants  
Six pregnant women (average gestational age = 31.8 weeks, SD = 5.17) and two 
women who recently had a child (less than 3 months after delivery) were interviewed. 
The average age of the participants was 31 years (SD = 3.4). 

Procedure and Analysis  
To help participants elicit their previous experiences and better imagine the possible 
use of the monitoring system at home, in contrast with the hospital, a semi-structured 
contextual inquiry was conducted. Five women were interviewed at their home, and 
three were interviewed at the hospital, where they were admitted for diverse reasons. 
Hospitalized women had Cardiotocographs (CTG) at least once a day, and the inter-
views took place during this monitoring time. Techniques proposed by the co-
constructing-stories method were also used. In the sensitization part of the interviews, 
the questions addressed goals 1 to 3. In the elaboration phase, the concept of the am-
bulatory monitoring system was introduced and illustrated with paper and fabric pro-
totypes. The questions encouraged participants to provide feedback on the concept 
and to propose desired solutions. The analysis was done with affinity diagrams. 

3.2 Results 

The results indicate that the current monitoring system is satisfactory for low-risk 
pregnant women. They go to their scheduled checkups, which include Ultrasound  
and FHR monitoring. In case of an unusual event, they are referred to the hospital, 
where CTGs are more common. The monitoring devices are, in general, comfortable. 
Women appreciate the information provided by their caregiver and the opportunity to 
make questions. Also, they expressed that looking at the baby through the ultrasound 
is pleasant, and it is always reassuring to know that the baby is healthy.  

“It is a long time between the 8, 12 and 20 weeks ultrasound. For me it would be 
more comforting if I had this visual image [of the baby]more often.” - Participant 3 
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On the other hand, they dislike the coldness of the gel used to improve conductivity; 
the tightness of the CTG bands; difficulty to find a moving baby with the CTG; and 
the long time it takes to make a good registration.  

“The CTG would be better if the monitoring times were shorter. I do not like to lie 
down without moving. If I want to go to the toilet I have to call the nurse to unplug 
me.” - Participant 7 

Most of the participants experience uncertainty about what is happening to their body. 
They constantly seek more information with relatives, caregivers, online or in books. 
Women, who had complications in this or previous pregnancies, also expressed that 
they would like to have extensive checkups more regularly to be sure the baby is 
alright. However, the low-risk mothers-to-be were also aware that excessive informa-
tion can cause more worries than needed. 

Required characteristic for the monitoring system were that it should: prevent un-
certainty; provide a sense of safety and control; increase the bond between mother and 
baby; and reduce time at the hospital for monitoring. The system feedback should 
include information about: correct position of the sensors; auditory feedback with the 
sound of the FHR; a visual image of the baby and his/her status; differences between 
sensors in case of twins; fetal movement levels; the correct registration of the mea-
surements and their transmission to the hospital; and have timely, noticeable alarms in 
case of fetal distress. Finally, the wearable should be: unnoticeable to other people; 
easy to combine with other clothes; a shirt or a belt; soft, elastic, not warm or “swea-
ty”, non-sticky, and not heavy. The wearable also should: allow movement of the 
mother; provide clear instructions for use; allow to easily find a moving baby; have 
non-sticky electrodes; and have the ability to grow with the belly. 

4 Garment Design, Prototyping and Evaluation 

The garment consists of two parts: the soft-fabric wearable and a flexible Printed 
Circuit Board (PCB). The PCB contains five female Anorak snaps to plug the elec-
trodes without wires; and the electronic system to filter, amplify and transmit the data 
to a mobile device. The fabric wearable aims at providing a comfortable, natural wear 
whilst ensuring that the sensors are firmly in place, therefore reducing possible mo-
tion artifacts. The integration between the PCB and the garment should reduce 
movement in the sensor-skin contact and let the user remove the PCB during washing. 

4.1 Printed Circuit Board 

The PCB was designed to meet the sensor distribution requirements [12]. Its substrate 
(DuPont Kapton polyimide film) is flexible only in one direction, which makes it 
difficult to adapt a squared PCB to the round pregnant belly shape. Therefore, a star-
like shape was designed (Figure 2a). Its advantages are that (1) the shape can be bent 
to follow a round surface; (2) it is less uncomfortable and noticeable to third persons; 
(3) the electrodes connect directly to the PCB with the correct distribution; (4) the 
filters/amplifiers can be placed near to each electrode to reduce environment noise; 
and (5) there is enough area to place all the required electronic components. 
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Fig. 2. (a) The PCB shape in a Kapton polyimide film, attached to fabric using Anorak snaps. 
(b) Double layer with mesh fabric to adjust the PCB in the Wrap top. 

4.2 Garment 

Based on the requirements, four prototypes were developed and evaluated (Figure 3).  

           

Fig. 3. Garments, from left to right: Belly band, Belly belt, Wrap top and Shirt 

Table 1. Garment description 

Garment Garment type Adjustment type Material Color 
Belly band Band Closed garment Cotton span White 
Belly belt Band Open garment with 

wrapped closure secured by 
a knot 

Lycra Black 

Shirt Shirt Closed garment Knitted cotton 
structure 

White 

Wrap top Shirt Open garment with 
wrapped closure secured by 
hooks 

Lycra White 

 
The type of garment and the type of adjustment for different sizes were varied among 
shirt, band, open, and closed, to test which one was preferred (Table 1). Shirts are 
more natural to wear, whereas bands are easier to fit different belly sizes. In contrast, 
open garments allow tightness adjustment according to the gestational age, while 
closed garments are easier to put on. Another advantage of open, wrapped garments is 
that they provide multiple layers of fabric. Thus, the PCB can be placed in between 
them to prevent its contact with the skin. A mesh fabric was used in the inner layer to 
let the electrodes be placed directly on the skin, followed by the mesh fabric layer, the 
PCB, and finally, by a layer of regular fabric. This was also implemented in closed 
garments using bags (Figure 2b). 



224 M. Perusquía-Hernández, W. Chen, and L. Feijs 

 

4.3 Evaluation 

The aforementioned prototypes were evaluated to select the best features of each one, 
their comfort and their usability.  

Methods  

Participants  
Five pregnant women (average gestational age = 27.8 weeks, SD=2.38, average age = 
32.2, SD=2.78) participated in the evaluation. Four of them evaluated the prototypes 
at the hospital (high-risk), and one of them (low-risk) did the evaluation at home.  

Procedure and analysis 
The low-risk participant was considered as a pilot, and therefore she tested only one 
prototype: the shirt. The rest tried three prototypes (i.e., Belly band, Belly belt, and 
Wrap Top). Each prototype was provided with a set of instructions (Figure 4) on how 
to wear it. They were asked to wear the garment without help from the facilitator, and 
to think aloud during the process. After the task, a semi structured interview was con-
ducted. It covered questions about wearable features (fabric, color, type of wearable, 
PCB – garment integration, usability, and desired frequency of use). 

      

Fig. 4. Example of the instructions followed by the participants (Wrap top) 

Results  
In general, electrode placement was easily understood by the participants. The PCB is 
light and after its placement, most women did not feel it anymore. However, they did 
not appreciate the metallic look and the sharp edges of the PCB. 

The instructions to wear the garments were quickly understood. Yet it did not mean 
that the garments were easy to use. The main difficulty was that the size of the gar-
ment was inappropriate for most women, i.e., it was either too big or too small. Espe-
cially the Wrap was not easy to close. The hooks were not easy to see or reach. Fur-
thermore, only two participants understood the concept of using the mesh fabric in 
between the PCB and the electrodes. However, this was not their first interpretation of 
the instructions. In the case of the Belly band, the mesh pocket was rather confusing. 

The preferred type of garment was the Belly band because it was the easiest to put 
on and the prototype size fitted better most of the women. Nevertheless, several par-
ticipants mentioned that if the shirt fitted them better, they would prefer it. As for the 
fabric, participants preferred cotton than Lycra, as the latter is perceived as a “sweaty” 
material. The preferred color was black, as white was often called “hospital white”. 
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Four participants would recommend the system. They liked that it is user friendly 
and that they can move around while wearing it. However, they would miss the con-
tact with the doctor and they suggested providing different sizes of the garment. 

5 Discussion and Conclusions  

A novel concept for a wearable for pregnancy monitoring was presented and devel-
oped through user research. In general, it was liked by all participants, especially if 
their baby would benefit from it. The proposed garments and the PCB shape have 
been rated as comfortable, and relatively easy to use. However, features such as the 
mesh fabric layer have to be revised and improved. 

None of the participants complained about the possibilities to combine the gar-
ments with other clothes. In this evaluation, the most preferred garment was the Belly 
band, but this outcome has to be considered carefully. This result might be because 
the Belly band fitted best most of the participants and not because it is their preferred 
garment type. Future versions of the garment should address the fitting issue more 
carefully, either by providing different garment sizes, improving the fitting technique 
in open garments or by designing a one-size-fits-all closed garment.  

Table 2.    Summary of the advantages and disadvantages of each garment type. + means good, 
and – bad 

Feature  Band Belt Shirt Wrap-top 

Combination with PCB - + - + 
Preference for wear + - + - 
Easiness to understand (affordances) + - + - 
Easy to adjust PCB + + - - 
Tightness + ++ + ++ 
Less Movement Artifacts ++ ++ + + 
Natural to wear - - + + 
Unnoticeable + + + + 
Total positive scores 7 7 6 6 

 
Table 2 provides an overview of the advantages and disadvantages of each garment 

type. The scores for the types of garment are very close to each other. The main cause 
is that they have complementary advantages. To make a decision, an extra weight 
factor was given to those aspects related to tightness and less movement artifacts. 
These were considered most important as they might influence the accuracy of the 
measurements. Thus, they are critical to keep the core functionality of the system. 

The PCB shape was rated as comfortable. However, the current prototype was 
tested only with the substrate. Adding the electronic components might change how 
comfortable it is. Even though it is a technical requirement for improved registrations, 
the size of the PCB is still big. Women tend to shrink or fold the fabric-metal integra-
tion region when they do not see the metal part, which can eventually lead to breaking 
of the PCB. In contrast, when the PCB is visible, women are afraid of getting cut by 
the sharp edges. Future work should improve the PCB-Garment integration. 
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Finally, the SEBAN pregnancy monitor differs from other systems because it im-
proves energy management to provide long-term usage; the data acquisition garment 
is optimized for robust data acquisition (i.e., optimal arrangement of electrodes, no 
wires, sensors next to the amplifier); it is completely wireless; it uses a common de-
vice as a mobile phone to give feedback and forward the data; and the wearable de-
sign considers comfort and usability. Nevertheless, it still uses sticky electrodes to 
ensure good electrode-skin contact, which might cause skin irritation. 

The garment design can be further improved: first, by considering several options 
for the garment-PCB integration; a complete evaluation of the garment and the per-
formance of the monitoring; and the design of other elements of the system architec-
ture, such as the App to provide feedback to mothers-to-be, and the software for the 
caregivers. Furthermore, as technology advances, regular electrodes could be replaced 
with textile electrodes to improve even more the comfort of the mother. 
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Abstract. Germany, in particular the state of Saxony, has one of the oldest av-
erage populations in the world. The impact of demographic and social changes 
has led to large challenges. The process of population aging combined with 
changing family structures has led to a large increase of needy and dependent 
people and this trend is likely to continue. Germany is strenuously seeking to 
find suitable solutions to manage this problem. The financial viability and fu-
ture quality of healthcare will continue to play a crucial role. This paper is in-
tended to present an overview of the project A²LICE (Ambient Assisted Living 
in Intelligent Controlled Environments) and depicts the first results of accep-
tance research with elderly people.  

Keywords: Ambient assisted Living, technology, acceptance, elderly. 

1 Introduction – The A²LICE Research Project 

Germany, among other western industrialized nations, is severely affected by socio-
demographic changes of an aging population. Of the 16 states of Germany, Saxony 
has the highest proportion of seniors (people 65 years or older (24.7%)). [1] The costs 
of healthcare have increased dramatically due to this demographic development and 
the associated growing need for the medical and nursing care of people with chronic 
and age-related diseases. The resulting higher costs and the growing lack of qualified 
staff in the healthcare sector urgently require new solutions and concepts. Thus, tech-
nical support systems, which increase the independence of older people, support them 
in everyday activities or improve their commitment and adherence to medical pro-
grammes are gaining in importance. Intensive research is being carried out in the 
context of Ambient Assisted Living (AAL) for the development of technical welfare 
and assistance systems as well as provision and support systems. The research project 
A²LICE develops concepts for technically assisted homes for the elderly with a  
focus on single-person households for people with isolation tendencies. A²LICE is  
a cross-disciplinary project combining the expertise of the Departments of Health  
and Nursing Sciences, Computer Sciences and Economics from the University of 
Applied Sciences Zwickau (WHZ) and the Chair of Factory Planning and Factory 
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Management of Chemnitz University of Technology. In addition, a housing society 
and an outpatient care service are integrated as regional partners. A²LICE benefits 
from previous research projects of the WHZ in the field of energy efficiency through 
home automation and is based on a KNX-infrastructure. Light and heating can be 
controlled automatically and per room, energy consumption can be visualized and 
power sockets can be turned off with a single button push. To improve safety, the 
system generates alarm signals such as “poor air quality”; “open windows” when 
leaving the apartment and can automatically turn off a forgotten oven hot-plate. In the 
apartment, a variety of manual emergency call devices are installed. These are, for 
example, touch sensors in each room, a pull cord in the bathroom or a mobile alarm 
button for the classic home emergency call phone.  

The main objective of the project is to observe human behavior by sensors installed 
in an apartment. The goal is to detect deviations in behavior and inform relatives or 
medical providers if necessary. On the one hand, recognizing and responding to inac-
tivity is possible and on the other hand, the monitoring of basal and instrumental ac-
tivities of daily living is also feasible. Analyzing the previous day’s profiles allows 
the detection of undesirable trends. Therefore, the specially developed middleware 
software component evaluates the sensor events of smart meters, presence detectors, 
contact sensors, pressure sensors, water meters and others. The activity monitoring 
exposures short- and long-term changes in health or self-sufficiency of the resident. 
Normal everyday activities such as meal preparation, personal hygiene, toilet use, or 
sleep patterns are considered significant indicators, especially for the long-, and me-
dium-term deterioration of general health. [2, 3] Various projects and studies have 
shown, that targeted questions on the occurrence of warnings from evaluated sensor 
data can reveal physical and mental health problems that would not have been de-
tected without the support of a technical system. [4, 5, 6] A²LICE also takes health-
related values  into account such as weight, blood pressure and blood sugar level. 
Data is collected by certified medical equipment and analyzed by the above-
mentioned middleware, stored and displayed graphically to the end-user. For comfort 
and safety, various lighting scenarios and a calendar with reminders for appointments 
or medication are integrated into the A²LICE concept. 

2 Methods 

At the beginning of the project a detailed analysis of literature and project-internal 
workshops on appropriate scenarios and target groups, as well as a market analysis of 
existing technologies, products and applications in the field of AAL had been carried 
out. The target groups are people in need of care with a risk for falls or cognitive dis-
orders and those with hypertension and diabetes mellitus. A questionnaire was devel-
oped to explore needs, desires and acceptance of selected AAL applications. It in-
cludes questions for socio-demographics, housing conditions, health, support services 
and use of technology. To determine the acceptance of different AAL applications 
was of particular interest for the assessments taken. 



230 A. Randow et al. 

3 Results 

This section summarizes the results of the study gathered by questionnaires. People, 
who were acquired through the care service, received assistance in completing the 
questionnaire by an interviewer. This approach was important for the participants 
over 80 years, because comprehension problems could be counteracted. Results of the 
interview protocols are also integrated in this section. Because of the direct speech of 
subjects, the sample is selective and not representative.  

The mean age of the 46 in the evaluation included respondents was 75.5 years 
(median 78 years) with a range from 48-90 years. 44% of the participants are between 
80 and 90 years old. 39.1% of the respondents are male and 60.9% female. 67.4% of 
the participants live alone in their household, 23.9% in two-person households. Over-
all, 45.7% have a care classification, but in the sample nobody has care level 3. The 
subjects were asked to classify their physical limitations on a scale of 0-10, with the 
means of 10 being maximum impaired. The average for the limitations of the respon-
dents is 5.09 (median 5). A hearing aid or utilities to support personal mobility (i.e. 
wheelchair or cane) is used by 41.3%. 21.7% of the respondents were fallen in their 
own home within the last year. 67.4% of respondents receive support services pro-
vided by persons not living in the household. Overall, 60.9% receive assistance with 
housework and in the home, 58.7% for errands or shopping, 50% assistance with 
administrative matters, 47.8% get delivered lunch or eat in assisted living. Other 
41.3% receive assistance in setting or oral medication and 41.3% with personal hy-
giene. Based on the description of the detected features it is clear that there is a selec-
tive sample with special assistance and support requirements.  

Considering a telemedical scenario, it was of particular interest how many people 
measuring health values by their own and how often this takes place. Half of the res-
pondents measure the body weight independently, therefrom approximately 1/3 daily 
and the half once per week. Approximately a quarter (26.1%) of the sample measures 
blood pressure independently, the incidence varied of several times a day; weekly or 
when they are feeling bad. The blood sugar level is measured independently of one 
fifth (19.6%) of the respondents, mostly daily. All 46 participants regularly use a 
telephone, 32 a flat screen, 24 a cell phone, 16 a DVD player, 12 a digital camera, 9 a 
laptop, 8 a computer, 6 an emergency telephone, 3 a smartphone and 2 a tablet PC. 
The internet is used by 12 people, ostensibly for social networking and to inform 
about products, services, travel and health related questions.  

The question for the acceptance of AAL application(s) and assistance functions 
was: “How important are the following ways of support by a technically assisted 
apartment for you?” The examinees were able to evaluate every application and assis-
tance function on a four-point scale (from “not important” to “very important”). The 
participants should indicate their interest (attitude) for selected AAL applications now 
and with increased impairment. There were a total of 33 different applications and 
assistance functions. In summary, it was confirmed like in other research projects, that 
especially assistance functions in terms of safety had the most positive ratings given 
[7], followed by those in the field of health. Assistance functions in the context of 
support for daily activities were evaluated restrained, which could be associated with 
the suspected operation and interaction effort. Overall, the assistance functions are 
evaluated with increasing impairment as “more important”. A not inconsiderable pro-
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portion of respondents often answered with “not important”. The respondents attached 
great importance to the improvement of barrier-free housing and living environment 
design. Be criticized as current deficiencies: lack of walk-in shower, the exit to the 
balcony (not infinitely / missing grab rails), uneven footpaths and lack of seat options.  

Especially subjects who live in the countryside (52.2%) also find fault with miss-
ing shopping possibilities. Figure 1 depicts the current rating of AAL applications in 
the field of safety. Figure 2 gives an overview of the assessment of the safety assis-
tance functions with increasing impairment. 

 

Fig. 1. Current rating of AAL applications regarding to safety 

 

Fig. 2. Rating of AAL applications reg. to safety with increased personal-impairment 

The comparison of the current rating to the valuation by increase of impairment 
makes clear that the first four assistance functions, in particular oven shut-off/ stove 
shutdown, technique against water damage & standby appliance1, especially in the 
rating categories “very important” and “fairly important” show considerably shifts in 
the acceptance and the proportion of negative attitude is reduced. The automatic shut-
down function for forgotten hobs is evaluated “very important” by 37.8% of the par-
ticipants, with increasing impairment even 57.9%. A fifth classified technology 
against water damage now as “very important”, with increasing impairment there are 
35.1%. Especially expected decline in cognitive functions and increase of forgetful-
ness in age were called as reasons. Figure 3 represents the current rating of assistance 
functions of the overlapping area of safety/ health while figure 4 illustrates the evalua-
tion of the assistance functions safety/ health with increasing impairment.  

A comparison of the assistance functions of the overlapping areas of safety / health 
show strong changes in the evaluations, especially in the first four support options: 
classic emergency call, sensor based emergency call system with inactivity detection,  
fall detection2 and medication reminder. With an increase of the impairment-level,  
 

                                                           
1 Automatic shutdown of the devices when leaving the apartment by pushing a single button.  
2 Fall bracelet / fall detector (a body-worn sensor automatically detects immobility and fall).  
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Fig. 3. Current rating of AAL applications regarding to safety/ health 

 

Fig. 4. Rating of AAL applications reg. to safety/ health with increased personal-impairment 

higher acceptance ratings are given. 23.9% of the respondents rate sensor based inac-
tivity detection as “very important” and with increasing impairment 37.8%. As justifi-
cation for the reviews here, especially declining physical and mental abilities due to 
the expected increase of diseases are attached. The automatic pill dispenser is consi-
dered too modern for some participants and the subjects see problems with liquid 
medications, syringes, and the reliability / functionality of the device itself. Figure 5 
gives an overview of the current rating of the support functions in the field of health 
and figure 6 summarizes the evaluation with increasing restriction on health. 

 

Fig. 5. Current rating of AAL applications regarding to health 

 

Fig. 6. Rating of AAL applications reg. to health with increased personal-impairment 
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With health related assistance functions the depreciation “fairly important” recorded a 
growth with increasing impairment. Currently only 8.7% of the subjects evaluate 
physical exercise supported by a computer as “fairly important”, with increasing im-
pairment 18.9%. A treatment or diagnostic consultation with the doctor from home 
through video telephony is difficult to imagine, especially for the oldest age classes. 
They rarely see a need because the doctors usually perform home visits and the partic-
ipants prefer personal treatment conversations. The older respondents indicate a lack 
of technical competencies. In e-prescriptions and video telephony with the doctor, the 
actual implementation and establishment in the standard care is difficult to imagine. 
As conditions for the implementation simplicity / ease of use, reliability and accuracy 
of the technique are mentioned.  

Figure 7 depicts the current rating of the assistance functions in supporting daily 
activities while Figure 8 illustrates the evaluation of the assistance functions in the 
field of daily activities with increase of personal impairment. 

 

Fig. 7. Current rating of AAL applications regarding to daily activities 

 

Fig. 8. Rating of AAL applications reg. to daily activity with increased personal-impairment 
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ment. This decision is ostensibly linked to conditions such as age, health status, affor-
dability and privacy.  
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The pros and cons for a move to a technically assisted housing are consistent with 
the overall objectives and obstacles of AAL. People who can imagine to move to a 
technically assisted apartment gave the following reasons: helpful, useful, relief; sup-
port for existing limitations (mobility, autonomy, cognitive ability); security aspects, 
protection; increase in comfort, convenience, quality; increased quality of life. The 
people who would not move to a technically assisted apartment reasoned: no willing-
ness to move; currently working support and care networks; high level of satisfaction 
with the current housing situation; to old; usability / low technology experience / 
competence; lack of funding, distrust in modern technology, fear of technology; fear 
of surveillance. The subjects were asked: Who should pay for the financing technical-
ly assisted apartments. Where 34.1% suggested a cost-sharing between end-users and 
health care funds, 18.2% see only health care funds in duty and 13.6% in favor of a 
cost-sharing between end-users, health care funds and housing associations. 

4 Conclusion and Future Work 

The results show that AAL-applications in the fields of safety and health/ safety have 
already been relatively well accepted by elderly respondents. But as practice shows, 
acceptance and interest are no guarantees for actual use and willingness to pay. It was 
established, as in other research projects too, that persons who could really benefit 
from AAL often see no need of it for themselves because of aspects like subjective 
evaluation of their own health status or lack of technical expertise and therefore they 
are often unwilling to adopt it. On the other hand, “younger” people around 60/70 
years of age expect they might need AAL-applications later, but only in 15 to 20 
years’ time, or upon the occurrence of some physical impairment. Interviews with the 
patient care service and the elderly showed that too little is known about technical 
support and its applications for the elderly yet, but that there is a growing interest in 
gaining more information and advice. This should be improved through more training 
for and by carers, awareness programmes in the media or trade fairs. Much discussed 
were the affordability of AAL and the financial situation of older people, especially 
when they are in need of care. Because of the need for private co-funding for care and 
aid-utilities, as well as low pensions there are little or no resources for other expenses 
such as AAL. It is still unclear whether and how AAL will be funded in Germany. 
Viable business models are rare in this area and are mostly based on special forms of 
compensation such as the concept of integrated care according to §140 a-d SGB V, 
programs for chronically ill people like Disease-Management-Programs (DMPs), 
models of self-payment or franchise models. [8] Unfortunately, most research projects 
in the field of AAL do not find market recognition and many projects ebb after the 
end of the financial support.  

This is primarily due to legal and financial hurdles as well as the fact that the actual 
users default, or lag behind the presumed utilization. From the point of view of fund-
ing, social security institutions say there is a lack of evidence-based results that AAL 
actually achieves the quality of life, safety, independence and well-being it purports 
to. Also, it has not yet been convincingly proved that it helps elderly people to stay 
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longer in their own apartment and so reduce care expenditures for inpatients. [9] It is 
also still unclear what benefits and effects, the activity monitoring actually has to 
offer for patients in need of care. [4] In the experimental apartment, workshops, focus 
groups and usability tests with potential end-users such as nurses and doctors are 
planned to evaluate the A²LICE prototype. 
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Abstract. The increase in the elderly population over the last thirty years with 
consequent increase in the number of people living with dementia (PwD) has 
resulted in a research focus on improving quality-of-life and well-being beyond 
basic needs, to address psychosocial needs and to provide technological support 
for these. As part of a UK industry-led, publically supported, project Connect-
ing Assistive Solutions to Aspirations (CASA), research is being conducted to 
inform the design of assistive technology packages that are aspiration-led. Fo-
cus groups were conducted with informal carers (family relatives) of persons 
with dementia to elicit views on technology use for increasing independence of 
PwD (with a carer living at home). The focus groups were analysed through 
thematic analysis and the results have been used to produce personas and sce-
narios for creation of demonstrator assisted living packages. 

Keywords: Assistive Technologies, Telecare, Ambient Assisted Living, User 
experience, Dementia. 

1 Background 

The ageing global population has led to increased prevalence of chronic diseases that 
cause functional impairment and consequent disability. Dementia, a syndrome of 
progressive decline of the brain and its abilities, including memory and cognitive 
functions, can greatly impact on independence and autonomy. At present, the number 
of people with dementia is doubling every 20 years, and in 2013 among there were 
overall 44.4 million people with dementia (PwD) in the world (62% living in develop-
ing countries)[1]. As part of the ‘Dementia Challenge’, the UK government has commit-
ted increasing funding for research and several new feasibility projects have been 
funded by the Technology Strategy Board (TSB) via the industry-led Small Business 
Research Initiative (SBRI), through a funding competition ‘Long-term care revolution’. 
The TSB projects include CASA (Connecting Assistive Solutions to Aspirations),  
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a commercial/academic partnership which will develop an aspiration-led approach and 
produce assistive technological solutions to support increased independence and auton-
omy in two populations: older people (including PwD and their carers) and young adults 
(school leavers) with complex learning difficulties, emotional, behavioural and commu-
nication difficulties, and autism spectrum disorders. The authors’ contribution to CASA 
is primarily in relation to carers of PwD. 

A focus on technological solutions for PwD in particular has developed within the 
more general area of assistive technologies and telecare for older people. A review of 
assistive technologies (AT)  and services for PwD in the UK by Gibson et al. pro-
duced a useful taxonomy with three types: AT used ‘by’, ‘with’ and ‘on’ PwD [2]. 
Technology used ‘by’ PwD includes clocks and signage, reminders, communication 
aids, furniture and daily living aids, and alerts/alarms. Technology used ‘with’ PwD 
includes reminiscence devices, games/puzzles and communications aids (such as 
books and cards). Technologies used ‘on’ PwD are telecare monitoring systems and 
devices such as fall detectors. This typology of AT is helpful in portraying a spectrum 
of autonomy for PwD in relation to technology. Much of the AT used ‘by’ and ‘on’ 
PwD is also found in the generational taxonomy of telecare whereby 1st generation is 
typified by alarms, 2nd generation by home sensors and monitors, and 3rd  generation 
telecare, much less prevalent in current provision, by contemporary information and 
communication technologies (ICT) on a variety of digital platforms.  

Much of traditional AT addresses physiological need and safety. However, in our 
approach to design and evaluation of AT connected to aspirations in gerontology we 
and others have found the Maslow Hierarchy of Needs to be useful [3]. According to 
Maslow different levels of needs are motivational drivers of decision-making 
processes. Lower level functional drivers include physiological needs (e.g., need to 
eat, drink etc.) but the higher levels of social needs, self-esteem and self-actualisation 
are more closely linked to aspirations. Aspirations are also described as personal goals 
in life that push people to achieve one or more needs in different ways in tune with a 
person’s knowledge and beliefs [4], are strongly associated to personal well-being [5], 
[6] and can be fully achieved only when the need of autonomy, intended as self-
determination, independence, freedom of choice and action are satisfied [7].  

Federici et al. have drawn on a ‘biopsychosocial’ approach to the design and eval-
uation of AT aimed at addressing psychological and social as well as biological or 
medical needs [8]. Evidence already suggests that for older people including PwD, 
identity, stigma and choice are important factors in the acceptance of AT (such as 
telecare) [9]. This work has concluded that since telecare can both create stigma and 
protect identities, there may be a trade-off between how a product looks and how it 
makes people feel versus how it can enable them to live independently. Future tele-
care devices therefore need to be redesigned or repackaged to make them desirable.  

In a world of ubiquitous computing that we are increasingly exposed to, more 
people are becoming more competent in choosing and operating technology packages 
that include mobile, PC or entertainment systems in and outside the home environ-
ment. While PwD may have difficulty installing or using them, carers may usefully 
employ non-traditional AT e.g. a tablet PC with apps that provide digital versions of 
traditional AT e.g., calendars, notes and lists, alerts etc. This can then support remote 
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telecare (including telepresence) through networking and multimedia capability [10]. 
One vision of future AT packages as conceived by the CASA project is thus much 
closer to the provision of personalised consumer product packages, with a stronger 
link to lifestyle and a flexible modular configuration that adapts to requirements over 
time, for both PwD and their carer(s). 

2 Methods and Study Design 

In line with Human Computer Interaction (HCI) research in the area [11] the best way 
to appropriately design or modify and integrate technologies for people with disabili-
ties or difficulties is to deeply understand the person’s motivations, how they current-
ly use technological tools, and how they will use future technologies. Tools to support 
design and evaluation include scenarios and personas and these are particularly useful 
when linked to a participatory design approach where users are involved in the 
process at early stage and preferably throughout the design process [12], [13], [14]. 
Personas can be used to rarify individual aspirations that new technology packages 
could support and scenario-based tools support designers with reliable examples of 
use during their development. Figure 1 shows a model for informing aspiration-led 
selection of technologies according to a user-centred approach. 
 

Further possibilities? 

4c. “I want to order specific food I like”, 

“I want to find recipes I can cook independently” 

1: Need: Participation, social relationship etc. 

2: Motivation: “I want to cook more for myself and my guests” 
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Fig. 1. Model of aspiration-led evaluation and design
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   The main focus of the study was to elicit informal carer opinion about household 
technologies and AT to build plausible personas and scenarios to be used in later 
work involving creation of technology packages aimed at supporting PwD in daily 
living activities. Focus groups were arranged with a convenience sample of carers 
recruited through the Alzheimer’s Society, Nottingham branch. For a short feasibility 
project (9 months funding), primarily due to ethical approval time constraints, it was 
decided not to involve PwD directly, with the caveat that PwD and carers may pro-
vide different and potentially conflicting perspectives so care must be taken to guide 
respondents so they consider desires of the PwD as well as the problems faced by the 
PwD and carer(s), and also encourage them to think more broadly about existing and 
potential technology support beyond that of traditional AT so as to avoid concentrat-
ing only on safety.  

Ethical approval was obtained from the University of Nottingham Medical School 
Ethics Committee and an Alzheimer’s Society Research Partnership form was com-
pleted with the Nottingham branch who agreed to recruit volunteer carers from the 
local community. Carers were given project information and completed a consent 
form, and reimbursement was offered for travel expenses and sitting allowances. The 
carer focus groups were audio recorded and field notes taken for thematic analysis.  

Two focus groups were run involving three male (L., F., Z.) and three female  
(W., H., T.) informal carers participating overall who were all family relatives includ-
ing: spouses (carer for their husband or wife at home); a son (secondary carer to his 
mother who was caring for her husband in their home); a brother (carer for his young-
er brother in the same home); a mother caring for her daughter at home, with second-
ary care from the daughter’s sister-in-law.  The carers were aged from 52 to 83 and 
the PwD from 55 to 86 having a variety of dementia types. 

3 Results 

Three main themes emerged during the discussion with the carers: i) Their feelings 
about dementia in relation to aspirations and technology; ii) PwD and carer stigma-
related issues; iii) Technology and dementia - how technology could improve a 
PwD’s independence, and the carers’ opinions about the current and possible future 
technologies. Results within each theme are presented either as quotes or the gist of 
responses from several respondents. 

3.1 Carer Feelings about Dementia, Associated with Technologies 

Informal carers were strongly aware of their role in the decisions of PwD to use or 
disuse ATs. Carers in the groups had sometimes suggested new tools to PwD (e.g. 
picture cards to prompt self-care) and on other occasions had prevented or discou-
raged the use of ATs or other tools due to safety concerns or because the tool was too 
complicated to use by the PwD, the carer, or both. Also a generational issue was per-
ceived in the use of technologies: people with dementia and their relatives/carers 
(especially elderly people) do not accept using advanced technologies, or to ask for 
external support to help them use them.   
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All of the interviewed carers believed that human prompting is more important 
than the technologies used. As H. suggested: “We are the main AT …” Associated 
with that, carers underlined that the more an individual loses their autonomy with 
disease progression, the more carers also lose their independence and their social life. 
As Z. said, “[it] can cause frustration and tiredness.”  

As the carers underlined, a major consequence of dementia is the loss of indepen-
dence perceived by their relative. As H. underlined, “The diagnosis of dementia caus-
es frustrations and depression ... In some cases the person is well-aware of they own 
status, and they can have suicidal thoughts… In particular, these feelings are caused 
by the awareness that they are not able to take care of themselves.”  

In discussion with the carers, examples of aspirations of the PwD in their care were 
to maintain or recover the ability to take their own decisions, cook for themselves or 
others (or select food items from the fridge), to answer and talk on the phone, to con-
tinue their hobbies or leisure activities (e.g. swimming) and maintain their relation-
ships with friends. In tune with this result, any technology or set of integrated tools 
that could avoid or reduce the social isolation of PwD and support them in self-care, 
would be seen by carers as a very useful solution.  

3.2 Stigma 

The carers in this study underlined several issues associated to stigma, reporting that 
their relatives refused to use wearable technologies (such as a fall alarm). As T. sug-
gested PwD “… do not want that others to identify them as persons with a disease.  
However, sometimes they need other people to know that they have an issue, for in-
stance when they behave in unexpected ways.” All the carers also agreed that stigma 
is one of the causes of self-imposed social isolation in PwD, due to a feeling of shame 
about their situation, or their being afraid of derision, or to be seen as dangerous 
people. Carers reported a reluctance to identify dementia as a disability on benefits 
forms or job applications. As F. (and also L.) indicated, “if asked to tick the option I 
prefer to not say.” All the carers agreed stigma could an important barrier to PwD 
using ATs and only an AT with good appearance, or with a design that looks similar 
to known (non-AT) technologies, would accepted and used. 

3.3 Technology for Independence 

All the carers reported that PwD were familiar with lo- and hi-tech tools in everyday 
use. The most commonly used artefacts – by PwD autonomously or with the help of a 
carer – were found to be: telephone, TV, kitchen appliances, watches and alarms, 
paper and digital calendars, whiteboards, PCs and tablets. All the carers underlined 
that PwD would experience a rapid descent in individual functioning and gradually 
lose their previous capability to use existing artefacts. For example, all the carers 
reported that their relatives have had several issues in the use of telephone or mobile 
phones, such as problems in dialing or remembering how to unlock a mobile phone. 
Five of six carers said the PwD would appreciate tools such as “a phone dialer system 
with pre-memorised numbers” that could be used to make a quick call in a stressful 
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situation. Carers also reported experience of communication problems during tele-
phone conversations. As W. said, “People with advanced stages of dementia can 
experience problems putting sentences together when they speak over the phone.”   

When PCs or tablets were available in the home environment, carers reported that 
these kind of advanced tools were rarely by the PwD but some carer found them use-
ful to manage and organise daily routines for them e.g., appointments. As T. sug-
gested tablets and apps could, in principle, be useful to “manage daily routine with 
reduced text and powerful graphical presentations […], for instance to organise a 
menu for the day or a shopping list.” However, at present these kind of apps were not 
considered smart enough by the carers and suggested that PwD would forget to open 
the app, and would therefore need human prompting to use these systems effectively. 

Entertainment tools, and in particular TV and radio were considered useful tech-
nologies to help PwD to exercise memory.  Nevertheless, a decrease in the ability of 
PwD to focus attention was considered to lead to a reduction of use of media devices.  

Among the common domestic technologies, all the carers agreed that the use of 
kitchen appliances was the most problematic for PwD for several reasons, including 
safety associated with the use of water boiling tools and the use of gas hobs. As W. 
suggested, “The use of a gas hob could be dangerous” since the PwD could forget the 
appliance was hot or to turn off the gas after cooking. Carers therefore usually cook 
for PwD, or with them. All the carers agreed that when PwD strongly express the 
aspiration to cook for themselves, microwaves to cook pre-assembled food was the 
most effective and safe solution. Overall, though, the opinion of carers was that PwD 
cannot easily cook autonomously. As T. suggested, “they could experience issues with 
following instructions or they may not be fully aware of cooking time. Often they eat 
raw or overcooked meals.  In the light of that, devices that can help them to handle 
the cooking procedure could be very useful.” 

Carers reported that for PwD the most effective domestic tools were simple arte-
facts such as calendars and message boards. These tools were placed in the house to 
help the PwD to remember routines and appointments and meal times. As H. sug-
gested, “it is useful to write notes in different colours. Colours assist people with 
dementia to easily discriminate and remind them the things to do.” All the carers sug-
gested use of coloured indications and pictures in the house to help PwD to recognise 
spaces and to oriente themselves. Outside the home, all carers agreed about the use-
fulness of identification systems, such as bracelets containing personal data and carer 
contacts. Door opening systems (one with RFID keyfob, although with a night-
operating  PIN code reported as problematic)  and an outdoor key-safe system (for 
carer access) were reported as being used. 

In addition to domestic appliances and lo-tech technologies, several hi-tech systems 
and existing ATs were reported being used or suggested by carers: fall alarms, door 
sensors, a centrally control alert system, heat and smoke detectors and medication de-
vices. As Z. said, “hi-tech pill dispensers with an alarm which starts when a person 
has to take medications and stops when the medication is taken are amazing tools […] 
after a while if they have not taken the pills, the central control can send a message.” 
In general ATs and control systems were considered by informal carers to be important 
tools, especially when they were not present. In particular carers underlined that central 
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control and remote control monitoring systems with an alarm and cameras could be 
useful when the main carer is a worker, or when PwD lives alone or with an elderly 
carer (assumed to be less capable with technologies). Global Positioning System (GPS) 
devices were consider to be potentially useful for tracking movement when the PwD 
was out of the house or at work, although concern was expressed about the visibility of 
such devices to others. As H. explained, “Tracking technologies could be a reassur-
ance, both for the carers and for people with dementia, especially if these technologies 
are well designed and wearable. Maybe the best thing is that these tools are invisible 
to other people.”   

Carers reported that any kind of ATs or tools that could help PwD to avoid the so-
cial isolation and prompt their independence in daily tasks could be considered a 
“real life changer.” Carers suggested smart tools, equipment and appliances that 
could identify if the user has a particular difficulty and react in personalised manner. 
One example was a ‘smart hob’ that could identify an individual and then support 
them in making their own meals, with the opinion that something like this could really 
change the life of both PwD and carers. Having recently purchased a Smart TV with 
voice control and camera, one carer speculated how it might be used for the individual 
in their care e.g. the PwD could control the TV better, and the carer could remotely 
check if they are safe, and communicate with them.  

4 Conclusions 

From a small convenience sample one must be wary about generalising but, as might 
be expected from carer groups, there was great focus on safety in and outside of the 
home and on things the PwD was not able to do. On the other hand a desire was ex-
pressed to help the individual in their care perform tasks more independently (that 
would also reduce effort for the carer) and to continue their hobbies and leisure activi-
ties or maintain social relationships. Carers stressed their role as a vital adjunct to 
assistive technologies. Carers revealed the use of a number of mainly lo-tech technol-
ogies in their households used as AT but were aware of or saw the potential for hi-
tech devices that could be used as AT including some recently acquired e.g. Smart 
TV, and also had ideas for technologies not currently available. 

Personas of informal carers were produced using the information and the opinions 
gathered, taking into account varying exposure to existing technologies and different 
roles in the care of PwD. The results are now being used to define scenarios. The idea 
of ‘enabler packs’, that was conceived jointly by the CASA partnership, is leading to 
the design of customisable technology packages aimed at carers to assist PwD with 
minimal support. Meal-making and leisure activity technology packages are being 
considered initially. The plausibility of scenarios and packages will first be explored 
using brochures prior to the production of actual packages, thus introducing a degree 
of co-production into the final package designs.  
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Abstract. We are developing a monitoring and coaching app for health and 
wellbeing based on (1) an allostatic model of adaption combined with (2) be-
havioural change theory and (3) user-oriented design. The (1) allostatic model 
comes from stress research and was introduced to explain how human health 
and wellbeing can be maintained. It suggests that human health and wellbeing is 
a complex multidimensional phenomenon that needs to be understood holisti-
cally. We have used this model to incorporate the dimensions of human health 
and wellbeing that are key for stress reduction: physical and social activity and 
sleep. The allostatic model can allow us to understand human health and well-
being but it does not tell us how to support the behavioural changes needed in 
order to reach a healthy state of allostasis. For this we rely on (2) theory of be-
havioural change. This article describes how we have integrated (1-3) into the 
system design and reports from an initial workshop with users.  

Keywords: Health and Wellbeing, allostasis, allostatic design, interaction de-
sign, design, monitoring, coaching.  

1 Introduction 

In westernized societies diseases related to sedentary life styles and stress constitute a 
major health and wellbeing challenge. We present a mobile application designed to 
motivate people to engage in physical and social activities. The application design is 
an attempt to go beyond the state of the art in apps for health and wellbeing through a 
combination of an allostatic model of human adaption [1, 2, 3] and the Transtheoreti-
cal model of Behaviour change developed by Dr. Prochaska. Although effects of the 
latter has been debated, we believe it is a good fit for this application. To measure 
progress, the system uses external sensors (heart rate monitor, accelerometer and  
microphone) to monitor the user’s physical activity, stress level, social interactions 
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and quality of sleep. The user’s activities are then compared over time with chal-
lenges defined by both the system and by the user. Challenges are based on achieving 
a certain amount of units in activities, for example “Walk 10.000 steps” or “Spend 30 
minutes talking to a friend”. When a challenge is completed, the user gets positive 
visual and audio feedback to reinforce the behaviour. The user also gets “health points” 
for completed challenges and these can be used to get discounts at 3rd party partners 
(e.g., local gyms, sports retailers), further motivating the use of the application. 

1.1 The Allostatic Model in Health and Wellbeing  

Health and wellbeing depends on maintaining physiological and psychological bal-
ance. Much of our understanding of how to maintain such balance comes from the 
research on stress. The stress research began with a focus on homeostasis [4]. Stress 
was thought of in terms of a generalized stress response [4]. Today the field of stress 
research has moved from a generalized model of stress to one based on allostasis 
[1,2,3]. We have chosen an allostatic model because it is more realistic for modelling 
stress than older homeostatic models. According to the allostatic model, a human 
being’s stress tolerance depends on many factors, such as genetic disposition, individ-
ual biology, and developmental history. Thus, the tolerance is affected by multiple 
interactive systems that can become unbalanced. According to the allostatic model of 
stress, how well a person can deal with the stressors of life and thus maintain health 
and wellbeing, depends on: 

a. Genetic factors 
b. Social activity patterns 
c. Sleep and resting patterns 
d. Physical activity patterns 
e. Stress coping techniques 
f. Diet and nutrition habits 

We have chosen to look more closely at (b-e) and to a limited extent on (f). Genetic 
factors (a) are important for understanding health and wellbeing. We can expect that 
much work will be done in the future on genetic screening. In the not so distant fu-
ture, preventive genetic screening for health and wellbeing may become common. (b) 
Our social life is important for understanding stress. Too little social interaction can 
be a source of stress and the wrong forms of social interaction can lead to immense 
stress while nurturing social relationships can have the opposite effect. (c) Sleep and 
activity patters modulate our stress levels. If we get insufficient sleep our bodies re-
spond with increasing levels of stress hormones. Increasing levels of stress hormones 
make us sleep less and we can find ourselves in a stress spiral. (d) Physical activity 
can make us more stress resilient. Someone who is physically fit typically has a 
greater ability to rebound from stressful situations. The levels of stress hormones go 
back to normal faster than for someone who is less fit. (e) Stress reduction techniques 
such as deep breathing and somatic quieting can help to bring down stress levels. 
Someone who practices these techniques may cope better with stressors than one who 
doesn't. (f) Diet and nutrition can be important factors in determining how well we 
cope with stress. E.g., it has been shown that strict vegetarians become less likely to 
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suffer from cardiovascular disease. Our allostatic model for health and wellbeing 
takes into account all dimensions above apart from genetic factors. It could be  
extended to such factors in the future but at present we have chosen to leave it out 
until genetic screening techniques become more commonplace. According to our 
allostatic model how well a person can maintain health and wellbeing depends on 
how well the person is doing on b-f. More concretely this means that we have system-
atically attempted to construct a health and wellbeing monitoring and coaching plat-
form and app that allows the user to do better in areas b-f. 

1.2 Transtheoretical Model of Behavioral Change 

The Transtheoretical Model of behavioural change developed by Dr. Prochaska is 
based on more than 25 years of research measuring behaviour change for a variety of 
health behaviours. This model serves as a blueprint for effecting self-change in health 
behaviours and can be readily applied in health, fitness and wellness coaching [5, 6]. 
The model consists of five stages of change: 

 (I)  Pre-contemplation 
(II)  Contemplation 
(III)  Preparation 
(IV)  Action 
(V)  Maintenance 

These stages sequentially approach behaviour change with the first stage being fur-
thest from change and the fifth stage being maintaining an already achieved behav-
iour. We now present these 5 stages further together with our suggested solutions for 
how our application could influence the user to progress through the stages. 

Pre-contemplation (Stage I) The subject is not yet thinking about changing be-
haviour. The person may not admit they have a problem or think that change is possi-
ble [5]. It is unlikely that a person in this stage would engage with our application on 
their own, but this stage is still important since application users in higher stages 
might fall back into this stage during their behaviour change process. Persons in the 
pre-contemplation stage may get the application out of curiosity or through recom-
mendation. To move the subject to the next stage, a simple challenge is presented to 
the user at the first use of the application. The challenge consists of answering simple 
questions about themselves, their health and goals. Between each question there are 
brief assertions of how better health can be attained with little effort. Upon complet-
ing the first challenge the user receives rewarding feedback of having taken a step in 
changing behaviour and becoming healthier. This feedback can hopefully help the 
user move to the contemplation stage. 

Contemplation (Stage II) Subjects in this stage are thinking about changing beha-
viour and are considering taking action. They are generally aware of the positive ef-
fects a behaviour change could yield but may perceive making the change as difficult. 
Moore et al. [5] suggests that increasing awareness of compelling reasons to change 
and getting people to connect with others that have successfully changed is important. 
This is done in our application by showing information splash screens from other 
successful users (that have agreed to this). Seeing others completing challenges and 
reaching results could motivate the user to take action and reach the preparation stage. 
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Preparation (Stage III) Subjects have overcome most negative feelings about the 
change process, strengthened their motivation and are planning to take action. Sub-
jects also experiment with possible solutions [5]. Moore et al. suggest assisting sub-
jects with their plans and encouraging them to write down a statement of what they 
are committed to do. They also suggest identifying small steps to put into action. By 
allowing the user to choose or even create his/her own challenges our suggested ap-
plication helps the subject through the preparation stage. The premade challenges in 
our application are simple to complete so the majority of users can finish them in a 
day. After the challenges are chosen, the application monitors progress and notifies 
the user with positive feedback as challenges are completed. This hopefully keeps the 
subject motivated to make positive behaviour changes, and if motivated enough move 
to the action stage. 

Action (Stage IV) Subjects are consistently working towards their goals through 
practicing new behaviours including building new relationships [5]. Moore et al. state 
that assisting subjects in developing new relationships with people who share their 
interests and goals can make a significant difference. In our application this is ad-
dressed by enabling chatting with other users. Users can also add their custom chal-
lenges to the public challenge database to further encourage user-to-user involvement. 
It is also possible for users to add real-life events such as meet-ups and competitions. 
If the user is active in the action stage for a longer period of time (6 months [5]) 
he/she is considered to have changed and is considered to be in the maintenance stage. 

Maintenance (Stage V) This stage begins when the new behaviour has turned into 
a habit. Coaching in this stage is focused on retaining the positive habit and prevent-
ing lapses. A lapse occurs when the subject temporarily abandons the new behaviour. 
When this happens, the subject may need assistance to set new goals and refocus [5]. 
By detecting changes in habits, our suggested application could recommend the user 
to enter a competition, challenge a friend or participate in an event to get the user 
back on track. The application will also periodically encourage the user to share 
his/her results with others since this has a positive effect on motivation [5]. 

2 The Monitoring and Coaching Platform 

The monitoring and coaching platform is being built in modules, parallel to the design 
of the interfaces. The primary focus has been on monitoring the four dimensions of 
our allostatic model: social activity, sleep and resting, physical activity, and stress 
levels. The architecture is easily extendable with new sensors and devices, and im-
proved measurement techniques as they become available. A number of quantifiable 
DataUnits have been defined for the four dimensions. These DataUnits allow aggre-
gation and fusion of data to vary as long as the quantified value is produced as a  
result. This also allows for many different devices to be used, given that a sensor 
module is developed to capture the data and that the DataUnits support the data type 
being captured. Social interactions are manually input by the user, but the user can 
also choose to have them automatically detected using the mobile phone microphone 
and voice activity detection algorithms. It should be noted that the accuracy of this 
feature is highly dependent on the placement of the device. 
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Sleep and resting is sensed through heart rate and accelerometer-data from the 
wrist-worn device. The algorithm detects movement in the night, coupled with the 
heart-rate variability to detect quality of sleep, such as resting, sleep and deep 
sleep. 

Physical activity is calculated from movement and heart rate. Movement is sensed 
using Laban Movement analysis of data from the wrist-worn accelerometer, which 
has been shown as the best placement of a single accelerometer to detect movement 
intensity [7]. This analysis is complemented with heart-rate data for complementary 
detection of activity intensity. 

Stress levels are detected through heart-rate variability and accelerometer-data 
from a wrist-worn device. The wrist-worn device uses an optical sensor for detecting 
heart rate, which yields the accurate heart-rate detection required for heart-rate vari-
ability calculations. It has been shown that heart rate variability can be used to deter-
mine stress during a number of different activities, such as while sitting, standing, and 
walking [8]. 

The sensing modules are currently under development and will soon be integrated 
into a working prototype together with the interfaces that are evaluated in this paper. 
Furthermore, the detected aspects will be used by the coaching application to provide 
automatic and helpful advice and information to motivate users to perform healthy 
behavioural changes. For example, the application can provide information on the 
positive effects of an active physical life, and offer suggestions on activities to im-
prove quality of life, such as what to do to improve the quality of sleep. These advices 
will be developed in collaboration with healthcare professionals and mined from 
common- and best practices. 

3 Evaluation 

Two monitoring prototypes and one coaching prototype (see fig. 1.) were evaluated in 
a user workshop. The monitoring prototypes contained the proposed main monitoring 
interface related to activity tracking, and the coaching prototype contained the pro-
posed user interface for a coaching component. 12 users participated in the test and 
their ages ranged from 20-60. The test participants were first briefed about the project. 
A short demonstration was then given of the prototypes. The participants were then 
asked to explore the prototypes for themselves in groups of four people. The two 
monitoring prototypes were web-based and were presented on iPod touch devices. 
The coaching prototype was presented on a laptop. Each group had one iPod and one 
laptop. The coaching prototype was in PowerPoint format and lent itself better for a 
laptop device. As the users explored the prototypes they were also asked to fill in a 
questionnaire. The users were also given post-it notes to jot down notes and any re-
flections they might have about the prototypes. These notes were then saved along 
with each questionnaire to aid in the analysis. All prototypes had many pages that are 
not shown here.  
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Fig. 1. Prototypes tested in the first user workshop 

3.1 Initial Findings 

We found the following in our evaluation of the first prototypes. 

1. The second monitoring prototype was the one we should choose for further devel-
opment. It was perceived as easier to navigate and allowed the users to get a better 
sense of what the capabilities were of the app and how it could be used. From the 
responses to the questionnaire we saw that the first monitoring prototype was re-
ceived slightly negatively with respect to how easy it was for the users to under-
stand what could be done with the application. The same was true for how the in-
formation was presented. Monitoring prototype two fared better and was, on the 
whole evaluated in positive regard. When asked which prototype they preferred 
most users said monitoring prototype two. Some of the reasons given were that it 
was: “simpler, better with horizontal bars”, “clearer—if you target a group around 
40 years old prototype one might be difficult to handle” and that “the information 
is easier to understand”. It was clear that the prototype to continue development 
with was the second monitoring prototype. 

2. The users thought that the coaching component ought to be included in the app and 
that it was important. The users held the coaching prototype in positive regard. 

3. The monitoring parts of the app were also perceived favourably.  
4. Our users were not in favour of having a social sharing component. They did not 

want to share their results with other users through the app.  
5. They wanted the coaching feedback to be personalized—not just general advice. 
6. Most users preferred to be coached via the app and not via interaction with peers. 
7. Most users believed that people are likely to use a health and wellbeing app for a 

long period of time.  
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These findings are based on our questionnaire and also supported by the user's notes 
and our discussions with them. From reading the notes and discussing with the users 
we also found that: 

8. User opinions diverged greatly. Some users in the test wrote largely negative 
comments and reviewed the apps unfavourably while others were highly positive 
and reviewed the prototypes favourably. 

Here it is interesting to note that the users revealed a preference for having a coaching 
component in the application. They also thought that the coaching should be personal-
ized. However, the users neither wanted to share the information within the coaching 
app with their friends nor to be coached through social peer-to-peer coaching. Lastly, it 
is interesting to note that they believed that a health and wellbeing app is something that 
people would be likely to use on a more permanent basis. Our initial evaluation of the 
prototype was only meant to provide rapid initial feedback for guiding system design. 
We plan to conduct further studies once we have a working system. To understand how 
the system would work in the real world it would be best to perform our future evalua-
tion in everyday life situations, i.e., having users use the system as intended. 

4 Discussion 

From our user study it became evident that some users were highly critical of our 
prototypes while others were highly positive. Most users fell somewhere in between 
those extremes. What made some users so critical? Some raised concerns about the 
validity of the monitoring measures and soundness of coaching suggestions. Perhaps 
these users would be more satisfied with an improved coaching and monitoring app.  
However, there might be a group of users who would not be satisfied with any moni-
toring and coaching app. After all, a human coach can offer things that a computa-
tional system cannot such as the presence of a caring and empathic professional. 

The users did not object to our multi-dimensional model of health and wellbeing. 
Indeed they seem to support such a model. If they had not supported it, then they 
would have objected to the inclusion of one or more dimensions of monitoring and 
coaching. Implicitly then, one could argue that the allostatic model was supported. It 
was natural for the users to think of wellbeing as the result of interplay of social activ-
ity, sleep and physical activity patterns. In the future we might extend this model with 
a nutritional model in order to strengthen the allostatic model further. Another possi-
bility would also be to include lessons or other content on the allostatic model within 
the coaching module. It would also be possible to include content on the behavioural-
change model. Whether we do this or not in the future could be decided after our next 
user workshop. According to the behavioural change model it is important that users 
want to understand the mechanisms of change. It is a model that involves changing 
behaviour, but it is also one that can be further strengthened through understanding. 
To some extent this could be said about the allostatic model as well. Once users un-
derstand how it works it allows them to change their behaviour more easily. If a user 
sees that he or she is not doing so well in one category (such as sleep or physical ac-
tivity) then this can be a strong incentive to change behaviour within that category.    
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5 Conclusions and Future Work 

We learned from our first user study how to proceed with the development of our 
health and wellbeing app. We will continue with the second monitoring prototype and 
we will include the coaching component. The fact that the users preferred to have a 
coaching component included supported our underlying allostatic, behavioural-
change model. If the users had not preferred to have a coaching model it would be 
unclear how the behavioural-change model could be included. As it is we will con-
tinue to work with the coaching component. We will continue to work with the al-
lostatic model as well. It is a model that fits well with the results from the first user 
workshop. Moreover, it is also compatible with the behavioural-change model. Indeed 
the two models can work as mutually supporting. The allostatic model gives support 
from a fundamental bio-psycho-social perspective while the behavioural-change 
model works at a higher psychological level to motivate change. In the next user 
workshop we plan to explore whether or not learning about these underlying models 
is something that the users would want.  
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Abstract. This study aims to propose a practical methodology to measure and 
evaluate the usability of mHealth mobile applications, focusing on elderly users 
and their primary limitations. The study starts with an analysis of existing 
 methodologies and tools to evaluate usability and integrates concepts related to 
inspection and inquiry methods into a proposal.  The proposal includes the  
opinions of experts and representative users; their limitations; their profiles;  
the types of applications and their domains; the type of devices used; the appli-
cability during the development process; and the accessibility. To facilitate the 
application of the methodology and integrate concepts found in different tools 
into one application, the creation of a software tool that automates the  
evaluation process is proposed.  The applicability of the methodology and tools 
is evaluated and finally the results, conclusions and recommendations for future 
work are presented. 

Keywords: Usability, Usability Evaluation, Mobile Applications, Older Adults, 
Elderly, Human -Computer Interaction CHI, Mobile Devices. 

1 Introduction 

The main objective of this research is to study and propose a methodology to deter-
mine the degree of usability of mHealth applications running on mobile devices with 
a focus on elderly users.  Additionally, this paper proposes to build a tool to determine 
the degree of usability of the applications running on mobile devices in order to adapt 
and improve its use. It is estimated that by 2051, 71% of the worldwide population 
will be elderly (CCHS, 2014).  Almost 30 million people in the United States are 
accessing health information via smartphones.  By 2015, 500 million are projected to 
use a health app (Burnay E 2013). 

From a social inclusion standpoint, it is important to consider the limitations of 
older adults when creating applications so as to not discriminate against these users.  
While the research related to usability and human-computer interaction has been the 
subject of extensive study, more focus should be placed on the use of mobile applica-
tions by the elderly population.  It is essential to consider the needs of this important 
and growing population in order to create useful mobile applications that can best 
facilitate their daily lives. 
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2 Background 

Software quality can be defined as the set of properties that give the software the abil-
ity to satisfy the explicit and implicit requirements of the user who uses it. The quality 
model ISO/IEC 9126 ISO/ IEC 9126 defines the quality of a software product in 
terms of six main features: functionality, reliability, usability, efficiency, maintain-
ability and portability.  Additionally, usability has the sub-characteristics of: under-
standability, learnability, operability, attractiveness, and compliance (ISO IEC 9126-1 
2001).  The following are also mentioned as usability attributes: effectiveness, effi-
ciency, security, utility, ease of learning, remembering in the moment, and satisfac-
tion.  It is also important to remember the functional diversity of older adults: sensory 
(sight, hearing touch), motor (dexterity, mobility), and cognitive (understanding, lan-
guage, learning) (Martínez L 2014).  Furthermore, ISO IEC 25062 proposes Software 
product Quality Requirements and Evaluation (SQuaRE) as the Common Industry 
Format (CIF) for usability test reports (2006).  The Health IT Usability Evaluation 
Model (Health-ITUEM) was developed as an integrated model of multiple theories as 
a comprehensive usability evaluation framework (William 2013).  The Technology 
Acceptance Model (TAM) helps determine if a technology will be optimally used (F 
Davis 1989).  The standard of Human-Centered Design for Interactive Systems pro-
vides guidance on human-centered design activities throughout the development life 
cycle of interactive computer-based systems (ISO 9241-210 2010). 

2.1 Research Related to Usability and Mobile Devices  

Alshehri and Freeman developed an outline of usability evaluation methods and mo-
bile devices which aims to improve the usability of touch screen mobile devices. This 
study provides background information about different methods for usability evalua-
tions of mobile devices that can be used in this project (2012). 

A study published by Balakrishnan on the effect of thumb sizes of participants in 
relation to the experience of using mobile phone keypads to send text messages is one 
way to consider user satisfaction for text entry. Analysis found that varying thumb 
sizes have significant effects on the satisfaction of text messaging users (2008). 

Lee, Kozar (2012). investigated the common dimensions of website usability by 
considering previous studies on the subject and then analyzing focus groups of web 
usability experts 

2.2 Research Related to People with Special Needs  

Ehmen, Haesnera and Steinkeb(2012). presented a study comparing four different 
mobile devices for measuring heart rate and ECG. The data suggests that there was 
a high acceptance by older adults; however, none of the devices were completely 
usable  

Hoggan, Brewster and Johnston(2008).performed a study on text input with fin-
gers for mobile devices with touchscreens.  They concluded that demand and effort 
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is significantly higher when a touchscreen keyboard is used instead of a physical 
keyboard  

A practical case of applying usability in geriatric research can be found in the pa-
per of Gonzalez, Millan and Balo(2010)..  The research found that the application of 
computerized assessment and cognitive stimulation will have widespread use among 
elderly populations (2010). 

2.3 Usability Evaluation Tools  

The tools for usability evaluation vary widely in their capabilities and costs.  Some 
tools only allow for entry and processing surveys.  For example, Feedback Army 
creates questionnaires and collects user feedback (2014).  Datalogger and SUM Cal-
culator present Excel templates for collecting and analyzing usability attributes 
(2014).   

Other tools, like Google Analytics (2014), Usabilia (2014), Seevolution (2014) and 
FiveSecondTest (2014), analyze user acceptance and behavior.  They create heat 
maps by looking at user behavior upon entering a website and determine areas where 
the user clicks most frequently.  Similarly, Click Density (2014) provides a map of 
clicks, ranking the top 20 regions where the total number of clicks is most concen-
trated over a period of time. ClickTale (2014) provides information about which 
forms are more complicated to complete and why.  DejaClick (2014) can record user 
activity and generate reports on their use.  ConceptFeedback (2014) records applica-
tion usage and combines it with opinion forums with feedback on user experience 
provided by the users.  Tools like Morae (2014), Noldus (2014) and Clixpy (2014) 
record both user activities and the gestures made by the user while using an applica-
tion.  Google Website Optimizer (2014) or Google Analytics (2014) are most oriented 
towards website optimization and can perform an A/B test, i.e., compare various de-
signs of the same page and analyze the behavior of visitors in order to decide which 
design is the most effective. 

2.4 Conclusion  

While there is a great quantity of material and research related to usability of web 
applications, there is far less devoted to evaluate usability of mHealth applications for 
the elderly.  The selection of a method depends on several factors, such as: software 
development methodology, economic capacity and available time.  As a hypothesis, 
though most software development companies know the importance of usability in the 
development of quality software, the usability practices might not have been incorpo-
rated into most of their development processes. 

Lack of attention to health IT evaluation may result in an inability to achieve  
system efficiency, effectiveness, and satisfaction (ISO 9241- 11, 1998 ). Conse-
quences may include frustrated users, decreased efficiency coupled with increased  
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cost, disruptions in workflow and increases in healthcare errors (Kaufman, Roberts, 
Merrill, Lai, &Bakken, 2006).  Based on the analyzed studies, there is not an Evalua-
tive Methodology of Usability for mHealth specifically for elderly people. 

3 Proposal 

After studying the primary usability evaluation methodologies, this research proposes 
a practical methodology to determine the degree of usability of mHealth applications 
running on mobile devices, focusing on older adult users.  

To complement this research, the construction of a tool to determine the degree of 
usability of mobile device applications is proposed to adapt and improve usage per-
formance. The innovative value of this project lies in the methodology that will allow 
quantitative identification of the degree of usability of mobile applications, including 
relevant aspects to be considered when this software is used by elderly people. 

3.1 Scope Definition 

The usability evaluation methodology raised should cover the aspects in Table 1: 

Table 1. The scope of the proposal 

3.2 Proposal Requirements 

The usability evaluation methodology proposed will have the requirements in Table 
No. 2: 

Aspect Scope 

Representative 
users 

The objectives of this study are those users identified as elderly. From the 
National Statistical Institute of Spain, elderly people are defined as those 
who are 65 years and older. 

Aspect Scope 

 
Limitations of 
users 

This research project will incorporate aspects to mitigate the problems and 
facilitate the use of mobile applications while considering the limitations 
that are most related to the usability of mobile applications by the elderly: 
vision, hearing, psychomotor and cognitive problems. 

Application 
domain 

For this project, we have selected applications conducted using mobile 
devices for health-related behaviors. 

Types of 
applications 

There are three types of mobile applications: native, web and hybrid appli-
cations. Applications will be evaluated with mHealth technology. 

Types of 
devices 

The present study is limited to analyzing the applicability of the methodol-
ogy for applications running on smartphones and tablets with the Apple 
iOS and Android operating systems. 
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Table 2.   Requirements for the proposed method 

Requirement Description 
Consider 
expert 

Considering experts is essential for assessing the compliance of design stan-
dards focusing on elderly users and the application type and domain eva-
luated. 

relation to 
the 
application 
development 
life cycle 

The proposed methodology can be applied to prototypes during the design 
stage, the test stage, and also to applications that are already running in order 
to improve usability. 
Both the research results in the previous section and the specific aspects 
added to the proposed methodology will provide a clear understanding of the 
requirements needed to develop a tool that supports usability evaluation for 
elderly users. 

Requirement Description 
Evaluation of 
user profiles 

According to the educational level of the elderly population in Spain, 30.7% 
of people ages 65 to 74 years old have used a computer and 25.2% of the 
elderly population has used the Internet.  However, 76.8% of the elderly 
have used a mobile phone in the past 3 months. (CSIC and CCHS, 2014). 
This indicates a need to create a methodology that allows elderly users to 
classify themselves as novice, intermediate, or advanced users.  Chadwick et 
al. have shown a correlation between a user’s level of computer experience 
and their success rate in using applications (2004). 

Accessibility From a geographical standpoint, the methodology and its tool are remotely 
accessible.  This is a cost-saving benefit because the physical presence of an 
expert or a laboratory is not necessary. 
Evaluations via web system will allow both experts and users to report their 
suggestions as well as the user experience evaluations. 

  

3.3 Methodological Proposal 

The methodology will be applied within the standard ISO 9241-210 (2010).   in phase 
requirements to evaluate the designs against the requirements For older adults, the 
methodology is used to improve the user experience for those who participate in the 
Usability Evaluation to use the application.  For the developers, the methodology will 
be useful to evaluate the usability of mHealth, keeping in mind the elderly users. 

This project has considered the following aspects: 
 

3.3.1 Research 
This includes the research on mobile device usability; existing methods and tech-
niques for usability evaluation; a comparative analysis of the studied methods; an 
elderly user profile analysis and the analysis of existing tools for usability evaluation. 
The goal is to integrate these concepts and incorporate additional aspects according to 
the scope and requirements. 
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3.3.2 The Proposed Method 
The proposed method will include: 

• Usability attributes selection – Some usability attributes will be selected accord-
ing to their importance: effectiveness, efficiency, satisfaction, learnability, 
accessibility, operability, memorability, acceptability, and flexibility. 

• Selection of goals per attribute – Specific goals will be determined depending on 
the attribute. 

• Usability aspects for the elderly must be included – Recognizing vision, hearing, 
psychomotor, and cognitive problems. 

• Considering the importance of the expert evaluation as well as the criteria of us-
ers, this methodology will combine two methods of evaluation: Inspection 
methods and Methods of inquiry and include the evaluation according to the 
ISO standards.  

• Tools can lead to a practical methodology, which helps choose the priority of 
the attributes, like an automated questionnaire. 

• A new measurement scale will be created the using Health IT Usability Evalua-
tion Scale (Health-ITUES) to evaluate the mHealth application, giving a cer-
tain value to the scale with specific attributes of elderly people and their li-
mitations.  The Health IT Usability Evaluation Model (Health-ITUEM) is 
based on the TAM Model. 

• Different answers in questionnaires will be mapped in order to calculate differ-
ent metrics. 

• The proposed weighting model combines the different metrics based on their 
importance and consolidates a global usability metric. 

• The results, recommendations, and feedback will be presented. 

 

 

Fig. 1.   Proposal Summary 
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3.4 Tool Proposal 

To facilitate the methodology application and integrate several concepts from various 
tools into one single application, we propose a software tool. This tool will help 
measure the satisfaction scale, which is already a function of the limitations of the 
elderly population and should provide as a result a quantitative value.  The tool will 
calculate this value. 

The software tool will include the following functionality: User Management 
(managers, experts, and users), Application Management to be evaluated, Release 
Management, Standards Management, Indicators Management, Expert Heuristic Cri-
teria, Management of Questionnaires (Perception Survey Generator, Form Evaluator), 
and Report Generator of Results and Recommendations Management. 

4 Conclusions, Results and Future Work  

Currently there is a lack of literature on the usability of mHealth technology. There 
are a number of studies focused on mHealth applications and others focused on the 
usability of the devices.  However, usability evaluations of mHealth technology have 
not yet reached the level of rigor of web-based electronic health application evalua-
tions with a focus on elderly users (Amith et al, 2012) Luxton D (2012), Burnay E 
(2013) ,Sheehan B (2012)  Sparkes (2012). The proposed methodology presents a 
practical model for evaluating hybrid and web applications on mobile devices.  Addi-
tionally, once we understand the limitations of the elderly, we see that, in many cases, 
these applications have barriers that exclude this important and growing part of the 
population.  The proposal incorporates elements that maximize their level of use of 
these applications. 

4.1 Expected Results 

New comprehensive and integrated model – This proposal includes some aspects 
present in existing methods and techniques for usability evaluation.  It also has specif-
ic criteria to be considered for elderly users. 

Ease of use – Although the methodology can be applied manually, a software tool 
provides the possibility of easy use and automates the process. 

Reliability – Evaluation criteria, the selection of experts and representative users 
are critical in the methodology to provide accurate and reliable results.  This accuracy 
allows for decisions to be made for improvements. 

Cost reduction – The methodology can be used with a simple prototype of an ap-
plication, which creates significant cost savings in early stages of usability improve-
ments.  Additionally, the use of the tool online allows users and experts to connect 
with significant savings in time and resources when compared to other options such as 
physical usability labs. 

Efficiency – The methodology achieves the goal of evaluating a mobile application 
and its usability with a focus on the elderly, who have minimal resources. 



 Usability Evaluation Method for Mobile Applications for the Elderly 259 

 

4.2 Future Work   

Based on this research, future work may be done in the following areas: 
 Incorporating smart elements on mobile applications what can react with tutorials 
or modify the appearance of the application.  This would allow the application to be 
used by different types of users, including the elderly. 

Expanding the scope of the study to other domains or types of applications and for 
other types of devices. 

Applying artificial intelligence elements where the tool is able to understand and 
learn the user behavior in order to formulate the criteria for improvement. 

Incorporation of audiovisual tools into the assessment tool to better enable user in-
teraction. 

This work has been funded by the Spanish Ministerio de Ciencia e Innovación 
through the e-Integra project (TIN2013-44586-R). 
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Abstract. GPS-enabled mobile devices can utilize location information to 
potentially provide a safer tracked environment allowing vulnerable people to 
continue with their daily activities, as much as possible. This paper presents the 
options for alert escalation. The aim is to provide a safety net, without 
triggering unnecessary alarms. The escalation procedure involves initial speech 
alert to the user, then a speech and vibrate alert to the user as a reminder; this is 
followed by a text message to an identified carer if the user has not re-entered 
the designated safe zone. Parameters for alert escalation can be tuned to 
individual circumstances. The user can seek help by getting directions from the 
current position to home or by calling a carer. We report on a small user 
evaluation (n=6), an essential pre-requisite to testing with the intended cohort.  

Keywords: geofence, alerts, escalation, interface, evaluation. 

1 Geofencing and Dementia 

The 21st century has brought an era of global population ageing. This will inevitably 
lead to an increase in the number of older people with dementia, with escalating costs 
for long term care. In 2010 it was estimated that worldwide cost of dementia care was 
US$604 billion [1]. Due to problems with memory and orientation, older people and 
people with early stage dementia can easily get disorientated when away from their 
home [2]. The increasing availability of GPS-enabled mobile devices can utilize 
location information to provide a safer tracked environment allowing users to 
continue with their daily activities, as much as possible, and providing some 
reassurance to their carers. Of course, ‘the people versus technology’ debate continues 
[3]. This paper investigates the technology options for ‘geo-fencing’ with alert 
escalation. The aim is to provide a ‘safety net’, without triggering unnecessary alarms. 
It does not address user acceptance or usability with the intended cohort, but is a 
necessary pre-requisite technical validation. 

Mobile phones have become progressively more important in healthcare and are 
becoming a method of encouraging better communication between a vulnerable 
person and their carer [4]. We are becoming more aware of the desires of the older 
population to remain in their own living environment, and for example if they have 
been diagnosed with early stage dementia. Dementia is the decline of cognitive 
functioning such as the ability to think, remember and reason; it adversely affects a 
person’s daily life and quickly excludes them from society. With advances in 
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medicine and technology the proportion of elderly people along with life expectancy 
is increasing; thus the number of people with dementia is predicted to almost double 
every twenty years [5]. Management of dementia increases the burden on the carer. 
Carers need to assist with activities of daily living whilst promoting some 
independence. Being a carer may also have a negative impact on health, employment 
and financial security. About one third of family carers showed signs of depression, 
while half reported effects caused by caring to be their major health problem [6]. 

One of the most demanding behaviours to cope with is that of wandering. 
Wandering occurs because many dementia sufferers have hypertension and feel an 
urge to walk; roughly 40% get lost [7]. Using mobile phone technology, it is 
technically possible to provide a safer environment for the person and to assist their 
carers by contacting them if the person gets lost. By helping caregivers to form a 
better understanding of when, where and how to intervene, GPS could extend the time 
that a vulnerable person can perform unsupervised outdoor activities [8]. 

Apps that use tracking were compared for functionality. Some provided useful 
geofencing functionality with alerting functionality; the escalation of alerts was not 
considered, see Table 1. 

Table 1.   A comparison of existing alerts approach for ‘Geofence’ apps  

  Application   Alerts Predetermined safe area 

Geofence (Android) Alert family, not user  Yes, but no route given 
Garmin Tracker (iOS) Alerts family and user  Yes, but no route given 
GPS Tracker (iOS) Alert user, not family  Yes, and route given 
Vismo (iOS) Alert family, not user   No 
Trax (iOS) No alerts   Yes 
GPS tracking Pro (Android) No alerts   No 
Real Time GPS Tracker (Android) No alerts   Route given 

 
Alert escalation will impact significantly upon the usability and hence uptake of geo-
fencing applications. The ‘GeoCare’ application described in section 2 attempts to 
address these limitations. 

2 Geocare Design 

The GeoCare app uses Android version 4.0 [9] or higher and was developed using 
Java. Additional development tools included Google maps Application Programmer 
Interface (API), Google directions API, Android Preference API, and Android Plot 
API. It uses LocationClient, part of the Google Play Services, and the 
environment must provide both GPS and WiFi connectivity. QR functionality should 
also be installed to potentially supplement functionality and complement GPS data. 
Communication via the Internet utilizes RESTful API. The performance is dependent 
on the strength and coverage of the GPS signals. The Geofence (series of concentric 
circles) size varies appropriate to individual circumstances and preferences and is 
entered by the carer in a ‘settings’ file. The app locates the user every 30 seconds 
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(provides a trade of between time resolution and battery life) and determines if the 
user has breached the geofence. The escalation process is as follows. It uses speech 
alerts if user has not returned to safe area after the first alert within the time_1 
specified in settings. It escalates by using speech alerts and additional vibrate alerts if 
user has not returned to safe area after the second alert within the time_2 specified 
in settings. The system sends a text message to the mobile number in settings if user 
has not returned to safe area after the third alert within the time_3 specified in 
settings. Diameter of the fence(s) can be set. A number of options are available should 
a user get lost. The user can click a button to determine directions from the current 
location back to their starting location and display them on map. If the environment is 
enriched with QR codes which provide location, these can be scanned to provide 
information. A further ‘SOS’ button allows the user to call a designated emergency 
contact if they get lost or disoriented. 

Of course the app will also perform in benign fashion when the user has not got 
into any difficulty. For example, it allows the user to share activity on social networks 
and via email. This can provide reassurance to the carer. 

 

 

Fig. 1. User interfaces to promote user interaction; start of activity, geo-fence perimeters, QR 
scanner and ‘SOS’ button; feedback and options for sharing activity 

3 Discussion 

In order to gauge the functionality, usability and overall rating of the application six 
users tested the app. The users were final year Computer Science students (age range 
22-25) and hence not representative of the intended user demographic. Thus this is an 
initial evaluation of the technology and user interface. Each user was provided with 
an evaluation questionnaire and informed of the purpose and functionality. Evaluation 
results from the returned questionnaires are shown in Fig 2.  

First impressions, navigation rating, appearance rating and overall application rating 
were recorded on a scale of 1-6; 6 being excellent and 1 being very poor. On the metrics 
an overall score of 132 out of 144 was achieved. As well as the ratings, five participants 
stated they would use the application and all participants stated they would recommend 
it to a friend. Of the feedback received, one participant stated that “it was easy to 
program different settings for different types of patients”. One participant encountered a 
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technical problem whereby the application crashed; this was due to the website used to 
retrieve the weather data which had temporarily gone down. Another participant stated 
that an icon to ensure the user knew their location on the map would be useful. 

 

  

Fig. 2.   Evaluation (scale 1-6): impression, navigation, and appearance, overall rating 

Recommendations include the use of a database to allow the users to query and 
visualize data; functionality to forecast weather. Of course further evaluation on the 
intended population of users (older and vulnerable people and their carers) is 
fundamental to both the acceptance of the technology and addition of useful features. 
Clear information on how to react to an alert should be provided. A study with 
intended users is necessary to validate the effectiveness of our escalation strategy. 
Such studies are beginning to emerge [10]. There are ethical issues to the deployment 
of such technology, which must be addressed to pursue this. Further work can also be 
undertaken on a more intelligent approach to escalation, which determines actual 
street topography, and if the user is moving towards home.  
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Abstract. The acceptance of technology is a crucial factor in successfully  
deploying technology solutions in healthcare. Our previous research has  
highlighted the potential of modelling user adoption from a range of environ-
mental, social and physical parameters. This current work aims to build on the 
notion of predicting technology adoption through a study investigating the 
usage of a reminding application deployed through a mobile phone. The TAUT 
project is currently recruiting participants from the Cache County Study on 
Memory in Aging (CCSMA) and will monitor participants over a period of 12 
months.  Information relating to participants’ compliance with usage of the  
reminding application, details of cognitive assessments from the CCSMA and 
medical and genealogical related details from the Utah Population Database 
(UPDB) will be used as inputs to the development of a new adoption model.  
Initial results show, that with an unscreened dataset, it is possible to predict  
refusers and adopters with an F-measure of 0.79. 

Keywords: Technology adoption, Assistive technology, dementia, Reminding 
Technology. 

1 Introduction 

People with mild dementia generally exhibit impairments of memory, reasoning and 
thought. As a result, they require varying levels of support to complete everyday ac-
tivities and to maintain a level of independence. Yet for many, a live in carer is nei-
ther practical nor affordable. Around one-third of people with dementia currently live 
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alone without this caring presence [1]. Furthermore, the cost of providing such care is 
often unsustainable. Assistive technologies may provide an opportunity to alleviate 
the burden faced by Persons with dementia (PwD) and their carers, however, even 
with such a technology based solution a one size fits all solution remains elusive. Not 
everyone will be capable or willing to use the technology. Consequently, there is 
merit in considering a user’s characteristics and specific needs when determining 
whether or not to recommend a form of assistive technology. Efforts to date have 
largely focused on the issues surrounding the technology and its perceived utility [2] 
whilst largely overlooking the challenges associated with people with dementia and 
their carers. 

In this current work we aim to build upon our previous research to investigate the 
usage and adoption of a reminding application deployed through a mobile phone. This 
paper provides details of the methodology and initial results from the Technology 
Adoption and Usage Tool (TAUT) project which aims to model adoption and usage 
of assistive reminding technology for people with dementia. In section 2, a review of 
relevant research is provided prior to discussing the development and implementation 
of a smartphone app in section 3. The study protocol and initial results from the mid-
term analysis will then be presented in sections 4 and 5 respectively. This will include 
details of the profile of users who preferred not to engage with the evaluation and 
those who are currently using the application. 

2 Background 

The acceptance of technology is a crucial factor in successfully deploying technology 
solutions in healthcare and cannot be taken for granted [3]. A number of attempts 
been made to develop models aimed at predicting technology adoption [4, 5, 6, 7]. 
Originally, these models focused on the concept of perceived usefulness and ease of 
use [6]. Nevertheless, with increasingly diverse user backgrounds, a variety of tech-
nical solutions and use context, additional aspects may be of relevance in understand-
ing the reasons for adopting a technology or not [7]. A common approach is to sepa-
rate factors that impact upon technology adoption into external environmental factors, 
such as social structures, the use environment and infrastructure in addition to internal 
personal factors such as perceived utility, expectations and self-esteem [8]. These 
types of models have, however, been criticized in terms of their theoretical assump-
tions and practical effectiveness [2].  

It is clear that there is growing academic research and societal interest in under-
standing factors that determine acceptance of assistive technologies for older people 
[9, 10, 11]. Specifically, there is demand to gain deeper insights into technology adop-
tion through additional research. This is evidenced by the evaluations of the Whole 
Systems Demonstrator, which aims to build upon its existing qualitative evaluation in 
order to identify predictors of early removal of telehealth [12].  

Our previous research in the area of technology adoption models aimed to charac-
terize individuals with dementia and identify features that may be relevant to the 
adoption of assistive technology [13]. Features were collected through an iterative 
design process, involving evaluations with 40 participants with dementia. Features 
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included age, gender, Mini mental state exam (MMSE) score, profession, technology 
experience and environmental conditions such as access to broadband, mobile recep-
tion and living arrangement. Based on these features, an optimal predictive model was 
developed. Overall, the model trained using kNN classification algorithm on data 
collected from 7 features performed the best over the four evaluation criteria of model 
evaluation. The model was found to maximise the opportunity of using assistive tech-
nology to allow people to stay in their home for longer and can minimize the risk of 
negatively impacting of mood and quality of life of the PwD and minimizing the 
financial risk associated with investing in assistive technology for those who do not 
adopt. It was noted, however, that the prediction models may have been limited by the 
small amount of data used for training. Given the positive results from our previous 
work, the current project aims to increase the amount of data available to train and 
test the models through engagement with a larger cohort of individuals over a longer 
period of time. Furthermore, through collaborations with the University of Utah and 
Utah State University it is possible to evaluate the use of more types of features, 
which we can use to develop the models. Data from the Cache County Study on 
Memory in Aging (CCSMA) and the Utah Population Database (UPDB) will provide 
further information for each participant relating to genealogical, medical, vital signs, 
environmental factors and demographic records. 

3 Reminder Application 

The TAUT reminder application benefits from 10 years of experience in the design, 
implementation and evaluation of assistive cognitive prosthetics. This system has 
been designed by a multidisciplinary team through an iterative design process and 
have been previously evaluated on a small scale with a representative cohort [14]. The 
current version of the app, described in [15], has been developed for the android plat-
form and is designed to provide the user with an interface to schedule and acknowl-
edged reminders for a range of daily activities including, medication, meals, appoint-
ments and bathing. The reminders can be set by the PwD, or by a caregiver or family 
member and are delivered at the time specified and presented as a popup dialog box 
on screen accompanied by a picture indicating the type of ADL, a textual description 
and a melodic tone. The user has a time window of 60 seconds in which to acknowl-
edge the reminder, after which, the popup closes, the tone stops playing and the re-
minder is logged as ‘missed’. If acknowledged within the 60 seconds the reminder is 
logged as being ‘acknowledged’ and the popup closes. To provide additional functio-
nality, the ability to record audio messages has also been included.  

In addition to providing reminders, the TAUT application records details of the  
user’s interactions. The app records information such as when the reminders are  
scheduled, when reminders are acknowledged, the type of reminder and how many 
reminders the person has missed. These details are then used to assess how well the 
user is adopting or engaging with the application in addition to providing insight into 
how the application is used; i.e. which activities the user requires the greatest assis-
tance with, the most common times to receive reminders and in what form they prefer 
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the reminder (text or voice). This data will facilitate the assessment of how users have 
been using the app and to what extent. Research by Hartin et al. [17] is investigating 
the context around missed reminders with the aim of providing an insight into why 
reminders were missed and the possibility of improving acknowledgement rates 
through context aware scheduling and delivery of reminders. 

4 Methods 

In order to collect the data with which to build the adoption models the project is 
actively recruiting participants from the CCSMA. The CCSMA is an ongoing longi-
tudinal, population-based study of Alzheimer’s disease (AD) and other dementias, 
which has followed over 5,000 elderly residents of Cache County, Utah (USA) since 
1995. In addition, this database has been linked to the Utah Population Database 
(UPDB) at the University of Utah, which contains genealogical, medical, vital signs 
and demographic records for each of the participants, with updates made annually and 
with full coverage of medical information for the past 20 years. Participants have 
been recruited from the CCSMA to participate within the current study. At least 125 
people are being recruited to partake in the study, with at least 30 participants under-
taking a 12 month evaluation of the TAUT app. Some of the 125 participants will 
adopt the technology; others will be categorized into 3 types of non-adopter, as de-
scribed in Fig. 1. In order to profile all types of non-adopter it is important to profile 
the users at two stages. Non-adopter (1); those who are willing to try the technology, 
however, for some reason are unable to use it are, profiled along with adopters using 
insights gained from the evaluation process. Whereas non-adopters (2) and (3) are 
profiled using insights gained through questionnaires delivered when the participant 
refuses to partake in the evaluation during the recruitment phase. 
 

 

Fig. 1. User adoption matrix showing the various types of adopter and non-adopter 

A summary of the recruitment process to date is shown in Fig. 2. Initially 335 par-
ticipants were contacted by mail. 51 of these participants refused to engage at that 
stage of the process (non-adopter 2) and 55 where deceased. The remaining 227 were 
contacted by the research team by telephone; this resulted in 98 people being un-
reachable, 90 refusing (non-adopter 2) and 41 people agreeing to participate. Follow-
ing a telephone assessment of the 41 participants who agreed, 12 are currently 
enrolled, 9 have agreed to participate but are currently being screened and 18 have 
been successfully enrolled with two participants dropping out subsequent to begin-
ning the evaluation. Sixteen where deemed ineligible (non-adopter 3) due to cognitive 
status or currently or planning to move out of the local area in next 18 months.  
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Fig. 2. The recruitment process that has been undertaken and the various routes where adopters 
and non-adopters are obtained from 

5 Results 

Using information gathered from participants who are currently enrolled within the 
study it was possible to analyze the results in a number of ways. First we considered 
the difference between participants who chose to be involved in the evaluation of the 
reminder app, following screening for eligibility, and those who refused to participate. 
To date, forty one people have agreed to participate in the study, although some may 
be ineligible due to health related factors, such as substantial memory loss. Those who 
agreed to partake are referred to as adopters, although they may later drop out or not 
engage with the technology throughout the course of the study. One hundred and forty 
one participants have refused to participate in the evaluation. These participants can, 
however, still be profiled using information from the CCSMA and the UPDB; at this 
stage these participants will be referred to as refusers. The following Sections will 
first profile each of these groups, followed by presenting the initial results from the 
process of modelling adoption or refusers. 

5.1 Profile of Adopters and Non-adopters 

Of the 335 (male=153, female=182) participants who screened as eligible for the 
study, the average age was 89 years. Forty one (male=23, female=18) participants 
agreed to participate in the study (Average age: 89). Two males have subsequently 
dropped out. One hundred and forty one (male=66, female=75) participants refused to 
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participate in the study (average age:89). There is no statistical difference in the age 
of the two groups (p=0.28). 

5.2 Modelling Adoption and Refusal 

In contrast to our previous work, we assessed the ability to classify whether or not a 
person was likely to agree or refuse to participate within this research study. In order 
to develop the most suitable model for prediction, we assessed a range of popular data 
mining algorithms. We also assessed the effect of feature selection on each of these 
algorithms, using features extracted from the CCSMA dataset only. These features 
focus on health and genealogy in contrast to features in previous works, which fo-
cused more on perceived utility, usefulness and experience. Data from 141 refusers 
and 41 adopters was used to build and test the models. Initially, 31 features (Table 1) 
were extracted from the CCSMA. These covered a range of areas including, age, 
gender, MMSE score, employment and details of a range of health conditions. Infor-
mation gain (IG) was used for the purposes of feature selection. Features were ranked 
from highest to lowest based on IG, where a higher IG value indicates that the feature 
provides a better discriminative power for classification. Results showed that only 5 
features had an IG greater than 0 (Last CCSMA observation IG=0.18, APOE Geno-
type IG=0.156, Any APOE4 IG=0.145, Dementia code AD any IG=0.132 and De-
mentia code AD pure IG=0.120). APEO features describe the presence and type of the 
APEO/APEO4 gene. Features describing Dementia codes relate to the presence of 
AD or other forms of dementia.  

Table 1.  The 31 features extracted from the CCSMA database. These features where used to 
train the classification models. 

1 Gender 12 3MS score 23 Stroke first observ. 

2 Age (Years) 13 3Ms sensory adjusted (1) 24 Stroke Age 

3 Ethnicity 14 3Ms sensory adjusted (2) 25 
Hypertension self-

endorsed 

4 APOE Genotype 15 3Ms sensory adjusted (3) 26 Hypertension first observ. 

5 APEO4 copy number 16 Diabetes self-endorsed 27 Hypertension age onset 

6 
Any variant of 

APOE4 
17 Diabetes first observ. 28 

High Cholesterol self-

endorsed 

7 Education level 18 Diabetes age onset 29 
High Cholesterol first 

observ. 

8 
Dementia code AD 

pure 
19 

Heart attack self-

endorsed 
30 High Cholesterol age onset 

9 Dementia code Any 20 Heart attack first observ. 31 Job category 

10 Last CCSMA observ. 21 Heart attack age   

11 CCSMA observ. date 22 Stroke self-endorsed   
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In order to investigate the correlation between the number of features and classifier 
accuracy a 10-fold cross validation with 10 iterations was performed within Weka 
Experimenter (University of Waikato, Version 3.6.10). Using datasets containing 
subsets of 1, 2, 3, 4, 5, 10, 15, 20 and 31 ranked features. Features with the highest IG 
value were selected first. A range of recognized data mining algorithms for classifica-
tion were selected for evaluation, namely C4.5 decision tree (DT), K-nearest neighbor 
(kNN) and Naïve Bayes (NB). To handle the data imbalance between the two classes, 
SMOTE was applied. The proportion of the data distribution was approximately 70% 
refusers and 30% adopters. The adopter minority class was boosted by 100%. A con-
ventional p-value of 0.05 was used for the threshold of significance for a paired T-
test. The F-measure was used as a performance index to evaluate the performance of 
each of the classifiers.  

Results from the analysis are presented in Fig. 3. The NB algorithm performed sta-
tistically worse than both the C4.5 and kNN algorithm. There was, however, no statis-
tical difference between the C4.5 and the kNN. The DT achieved the highest F-
measure with an average of 0.79 when using all 31 features and 85 when using 4 
features, Last CCMS observation, APOE Genotype, Any variant of APOE4 and De-
mentia including AD any. 

 

 

Fig. 3. Graph showing the average classification F-measure for a 10 fold cross validation with 
10 iterations for the C4.5 decision tree (DT), K-nearest neighbor (kNN) and Naïve Bayes (NB). 
Results for datasets containing 1, 2, 3, 4, 5, 10, 15, 20 and 31 features are shown. 

6 Conclusions 

Methods of predicting whether or not a user is likely to adopt an assistive technology 
may prove to be a powerful tool in successfully deploying technology solutions in 
healthcare, by reducing unnecessary costs and improving acceptance rates. This cur-
rent work builds upon our previous research which has highlighted the potential of 
modelling user adoption from a range of environmental, social and physical parame-
ters. Based on an initial analysis of an unscreened dataset, it was possible to predict 
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adopters vs non-adopters with an F-measure of 0.79 using a C4.5 DT. The dataset was 
unbalanced, with 70% refusers to 30% adopters, this was in line with previous work 
[16] and the SMOTE algorithm was used to correct for this imbalance. Future work, 
will involve an in depth analysis of variables which can maximize the discrimination 
between the two classes of refusers and adopters. In addition, a closer examination 
will be made between the adopters and those who dropout. Furthermore, data from the 
CCSMA will be combined with data from the UPDB, observations from the evalua-
tion and questionnaires to assess the variability in user’s perceptions, to provide a 
further insight into the situation.  
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Abstract. Prolonged sitting is an aggravating factor in low back and neck pain. 
Increased use of computers at workplaces could therefore cause health risks. 
This paper evaluates the application of the Microsoft Kinect in order to in-
vestigate the ergonomics at the place of employment. The Kinect is a cheap de-
vice and commercially available which enables the user to record 3D data of the 
human body. Within this paper, guidelines for the 'ideal' placement of the Ki-
nect are provided in order to enhance the robustness of the skeleton recog-nition 
algorithm. An evaluation of 35 sequences (7 different positions in com-bination 
with 5 different sitting postures) showed that placing the Kinect sen-sor slan-
tingly forward at an angle of 20° (in front of the subject) the joint rec-ognition 
rate achieved 89.62%. According to these results, the device should be posi-
tioned between 20° to 45° in order to robustly track a sitting person.  

Keywords: Ergonomics, Kinect, sitting, workplace. 

1 Introduction 

About 75% of employees in industrializes countries perform their work seated [1]. 
Most of the working time is spent in front of a computer which results in sedentary 
activity of 597 ± 122min/day [2]. In this process sitting is considered to be an aggra-
vating factor in lumbal back and neck pain [3, 4]. Moreover, it is not quite clear which 
sitting posture is 'ideal' [5]. However, a number of international standards are devel-
oped to provide ergonomic guidelines for workplaces (EN ISO 9241). The goal of this 
article is to evaluate the suitability of the Microsoft Kinect to investigate ergonomic 
parameters of workplaces. The Kinect is a markerless and low-cost motion capture 
system which enables the user to investigate the joints of the human body without the 
need for additional sensors or markers. A free Software Development Kit (SDK) pro-
vided by Microsoft is used to access sensor data which makes it intelligibly to apply 
own code within the scope of proposed research questions [6]. In this paper different 
Kinect positions are compared to each other in order to provide guidelines for the 
'optimal' positioning of the device. 

2 Methodology 

The Kinect sensor contains a depth sensor, allowing to record 3D data of human joints 
with 30 frames per second (fps). Thus ergonomic parameters like the viewing distance 
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to the screen, tilting of the head, spine curvature, hip and knee angle can be analyzed. 
Within the framework of this paper seven positions of the Kinect sensor are compared 
to each other (tab. 1). Additionally, five sitting postures are defined for each mea-
surement: an "upright" (upright upper body, knee angle is 90°), "supporting" (head 
supported by the hands, right leg stretched), "slumped" (leaning backwards, both legs 
stretched), "lordosis" (strong lumbar lordosis, right leg bent) and "tired" (head resting 
on the arms, both legs bent) sitting position. These postures were chosen to analyze 
different angles in the upper and lower extremity. 

Table 1. Definition of the Kinect placements with the corresponding angles and distance to the 
hip centre 

Kinect placement Angle [°] Distance [m] 
1. "lateral" 90 2 

2. "inclined 45°" 45 2.5 

3. "inclined 20°" 20 2.5 

4. "inclined 20° with armrest" 20 2.5 

5. "frontal" 0 2.3 

6. "upper body only" 45 1.7 

7. "inclined 110°" 110 1.8 

 
The angle is formed by the points of the middle of the computer screen, the hip 

center and the middle of the depth sensor of the Microsoft Kinect. The distance from 
the device to the subject is as low as possible while the whole body can be viewed. 
Each trial is recorded for 60s and therefore 1800 frames are captured. A total of 35 
measurements are recorded (7 Kinect placements with 5 sitting postures each). 3D-
coordinate data and the "Tracking States" of each joint are analysed using Matlab. 
The relative tracking rates are examined through the number of frames where each 
joint is stated "tracked" divided by the total number of frames. Joints, which are iden-
tified "tracked" but seem to be tracked incorrectly because they contain jitter, are 
defined as "not-tracked" by defining a velocity threshold. While a joint's velocity 
exceeds this limit, it is recognized as jitter and thus not tracked. This threshold is cal-
culated using the joint with the minimum mean velocity plus three times of its stan-
dard deviation.  

3 Results 

3.1 Tracking Rates Depending on the Kinect Placement 

On average the tracking rate of the whole-body joints (WB) using all sitting postures 
is 86.03%. The rates of each position range from 80.95% (position 1) to 89.62% (po-
sition 3). Further, the mean tracking rate of the lower body equals 78.37% and the 
joints of the upper body are tracked 76.23% of the whole time (tab. 2). The head-joint 
has the lowest mean velocity of 0.05m/s ± 0.36m/s (0.17km/h ± 1.30km/h). The ve-
locity limit for jitter is set to 1.13m/s (4.06km/h). 
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Table 2. Relative joint-rates (Mean ± Standard Deviation in %) for each Kinect placement 
(joints of the whole-body - WB; lower body - LB; upper body - UB) 

Kinect placement WB [%] LB [%] UB [%] 
1. "lateral" 80.95 ± 6.92 69.84 ± 10.16 74.53 ± 4.07 

2. "inclined 45°" 88.22 ± 7.69 73.69 ± 17.33 80.69 ± 8.45 

3. "inclined 20°" 89.62 ± 12.85 84.70 ± 18.90 78.63 ± 9.67 

4. "inclined 20° armrest" 87.28 ± 8.61 79.36 ± 18.36 79.69 ± 9.95 

5. "frontal" 85.78 ± 4.57 82.16 ± 3.78 71.19 ± 8.75 

6. "upper body only" - - 80.68 ± 11.88 

7. "inclined 110°" 84.32 ± 11.49 80.45 ± 18.10 67.11 ± 18.90 

3.2 Tracking Rates Depending on the Sitting Posture 

The tracking rates depending on the posture range between 82.23% (1. sitting posture) 
and 90.17% (2. sitting posture) of the WB joints (tab. 3). 

Table 3. Relative joint-rates (Mean ± Standard Deviation in %) for each sitting posture (joints 
of the whole-body - WB; lower body - LB; upper body - UB) 

Sitting posture WB [%] LB [%] UB [%] 
1. "upright" 82.23 ± 6.94 71.02 ± 9.52 78.60 ± 8.28 

2. "supporting" 90.17 ± 8.37 77.48 ± 18.08 81.41 ± 7.17 

3. "slumped" 87.82 ± 12.31 85.69 ± 17.09 74.67 ± 17.01 

4. "lordosis" 84.22 ± 10.73 74.57 ± 20.17 75.93 ± 12.27 

5. "tired" 85.69 ± 4.10 83.08 ± 4.02 70.55 ± 8.02 

4 Discussion 

The third Kinect position and the sitting posture "supporting" show the highest track-
ing rates with 89.62% and 90.17% respectively. The joints in Kinect position 3 con-
tain 3.24% jitter of the whole measurement time. Hence, an inclined Kinect placement 
of 20° results in robust tracking of body joints. The rather small difference of 2.34% 
between Kinect-placement "inclined 20°" and "inclined 20° with armrest" indicate the 
possibility to gain 3D-coordinate information via Kinect even if the worker sits in a 
chair with armrests. When only analyzing the upper body joints, the Kinect is placed 
45° relative to the line of sight of the subject and the results of this paper indicate a 
joint tracking rate of 80.68% while using this Kinect placement. Based on the results 
of this work, it is recommended to locate the Kinect sensor between 20° and 45° rela-
tive to the line of sight and about 5cm above the table height. Its distance to the sub-
ject should be as low as possible - to minimize measuring errors due to the distance - 
ensuring that the whole body is within the field of view. 
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Abstract. This paper describes a novel emotionally intelligent cognitive
assistant to engage and help older adults with Alzheimer’s disease (AD)
to complete activities of daily living (ADL) more independently. Our
new system combines two research streams. First, the development of
cognitive assistants with artificially intelligent controllers using partially
observable Markov decision processes (POMDPs). Second, a model of
the dynamics of emotion and identity called Affect Control Theory that
arises from the sociological literature on culturally shared sentiments. We
present background material on both of these research streams, and then
demonstrate a prototype assistive technology that combines the two. We
discuss the affective reasoning, the probabilistic and decision-theoretic
reasoning, the computer-vision based activity monitoring, the embodied
prompting, and we show results in proof-of-concept tests.

1 Introduction

Persons with dementia (PwD, e.g. Alzheimer’s disease) have difficulty completing
activities of daily living, such as handwashing, preparing food and dressing.
The short-term memory impairment that is a hallmark of Alzheimer’s disease
leaves sufferers unable to recall what step to do next, or what important objects
look like, for example. We have been developing a smart home system called
the COACH to assist older adults with dementia to carry out basic ADL (e.g.
handwashing) through step-by-step audiovisual prompts [2,7,14]. The COACH is
effective at monitoring and making decisions about when/what to prompt [14],
and works well for some persons, but not as well for others. Considering the
heterogeneity in socio-cultural and personal affective identities, a primary reason
for lack of effectiveness may be the static, non-adaptive nature of the “canned”
(pre-recorded) prompts. While we have made significant effort to design prompts
founded on the methods and styles of human caregivers [19], a simple “one size
fits all” style of prompting may be limiting. For example, one person might find
our prompts to be too imperious, and would respond better to a more servile
approach. However, this will not be the case with every person, and some may
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prefer the more imperative prompting style. Each person comes from a different
background, has a different sense of “self”, and has different emotional responses
to prompts, whether given by human or machine. Affective identity is believed to
be a powerful tool for reasoning about illness in general [11]. In particular, studies
of identity in Alzheimer’s disease have found that identity changes dramatically
over the course of the disease [15], and that persons with AD have more vague
or abstract notions of their identity [17].

In this paper, we build explicit models of emotional identity and personal-
ity into a cognitive assistant, and we give ideas about how this can improve
the overall (cross-individual) effectiveness and potential uptake of such systems.
Our system use a RGB-D camera to detect the body postures of a person while
handwashing, and infers both the functional meaning (e.g. does the person have
soap on their hands or not, or, is the water running?), and the affective meaning
(e.g. is the person feeling powerless, in control, angry, or depressed?) of the ob-
served behaviours. The observed functional and affective behaviours are then fed
into a reasoning engine that uses a partially observable Markov decision process
(POMDP), a probabilistic and decision theoretic model of both the handwash-
ing task and the affective identity of the person using the system. The affective
component is based upon a sociological theory called Affect Control Theory [5],
which models the dynamic affective identities and behaviours of the person and
the handwashing assistant. The POMDP policy produces an approximately op-
timal action for the system to take, again on both functional (e.g. what step is
next) and affective (e.g. imperious vs. servile delivery of the prompt) dimensions.
This prompt is delivered as a video of an embodied caregiver acting in a style
that is consistent with the recommended affective action.

2 Background

2.1 Affect Control Theory

Affect Control Theory (ACT) arises from work on the sociology of human inter-
action [5]. ACT proposes that social perceptions, behaviours, and emotions are
guided by a psychological need to minimize the differences between culturally
shared fundamental affective sentiments about social situations and the tran-
sient impressions resulting from the interactions between elements within those
situations. Fundamental sentiments, f , are representations of social objects, such
as interactants’ identities and behaviours or environmental settings, as vectors in
a three-dimensional affective space. The basis vectors of the affective space are
called Evaluation/valence, Potency/control, and Activity/arousal (EPA). The
EPA space is hypothesized to be a universal organizing principle of human socio-
emotional experience, based on the discovery that these dimensions structure the
semantic relations of linguistic concepts across languages and cultures [16]. They
also emerged from statistical analyses of the co-occurrence of a large variety of
physiological, facial, gestural, and cognitive features of emotional experience [4],
relate to the universal dimensionality of personality, non-verbal behaviour, and
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social cognition [18], and are believed to correspond to the fundamental logic of
social exchange and group coordination [18].

EPA profiles of concepts can be measured with the semantic differential, a
survey technique where respondents rate affective meanings of concepts on nu-
merical scales. In general, within-cultural agreement about EPA meanings of
social concepts is high even across subgroups of society, and cultural-average
EPA ratings from as little as a few dozen survey participants are extremely sta-
ble over extended periods of time [6]. For example, the EPA for the identity of
“nurse” is [1.65, 0.93, 0.34], meaning that nurses are seen as quite good (E), a
bit powerful (P), and a bit active (A) 1. Comparatively a “patient” is seen as
[0.9,−0.69,−1.05], less powerful and less active than a “nurse”. Social events
cause transient impressions, τ , of identities and behaviours that deviate from
their corresponding fundamental sentiments, f . ACT models this formation of
impressions from events with a minimalist grammar of the form agent-behaviour-
client. Consider, for example, a nurse (agent) who ignores (behaviour) a patient
(client). Observers agree, and ACT predicts, that this nurse appears (τ ) less
nice (E), and less potent (P), than the cultural average (f) of a nurse. The
Euclidean distance between τ and f is called the deflection (D), and is hypothe-
sized to correspond to an aversive state of mind that humans seek to avoid (the
affect control principle). For example, the nurse who “ignores” a patient has a
deflection of over 15 (very high), whereas if the nurse “comforts” the patient,
the deflection is 1.5 (very low). The affect control principle also allows ACT to
compute normative actions for artifical agents: those that minimize deflection.
ACT has been shown to be a powerful predictor of human behaviour [12].

2.2 Partially Observable Markov Decision Processes

A partially observable Markov decision process (POMDP) [1] is a general model
of stochastic control that has been extensively studied in operations research and
in artificial intelligence. A POMDP consists of a finite set S of states; a finite set
A of actions; a stochastic transition model Pr : S × A → Δ(S), with Pr(s′|s, a)
denoting the probability of moving from state s to s′ when action a is taken2, and
Δ(S) is a distribution over S; a finite observation set Ω ; a stochastic observation
model with Pr(ω|s) denoting the probability of making observation ω while the
system is in state s; and a reward assigning R(a, s′) to a transition to s′ induced
by action a. A policy maps belief states (i.e., distributions over S) into choices
of actions, such that the expected discounted sum of rewards is (approximately)
maximised. In this paper, we will be dealing with factored POMDPs in which
the state is represented by the cross-product of a set of variables or features.
Assignment of a value to each variable thus constitutes a state. POMDPs have
been used as models for many human-interactive domains, including intelligent
tutoring systems, and human assistance systems [7].

1 EPA values range from −4.3 to 4.3 by convention.
2 primes indicate post-event variables, unprimed are pre-event variables.
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2.3 BayesAct

Recently, we have developed a probabilistic and decision-theoretic generaliza-
tion of ACT, and have demonstrated how it can be leveraged to build affectively
intelligent artificial agents [9]. The new model, called BayesAct, can maintain
multiple hypotheses about sentiments simultaneously as a probability distribu-
tion, and can make use of an explicit utility function to make value-directed
action choices. This allows the model to generate affectively intelligent interac-
tions with people by learning about their identity, predicting their behaviours
using the affect control principle, and taking actions that are simultaneously
goal-directed and affect-sensitive.

A BayesAct POMDP models an interaction between two agents (human or
machine) denoted agent and client. The state is the product of six 3-dimensional
continuous random variables corresponding to fundamental and transient senti-
ments about the agent’s identity (Fa,Ta), behaviour (Fb,Tb) and client’s iden-
tity (Fc,Tc). The transient impressions, T = {Ta,Tb,Tc}, evolve according
to the deterministic impression-formation operator in ACT. Fundamental sen-
timents, F = {Fa,Fb,Fc}, are expected to stay approximately constant over
time, but are subject to random drift (with noise Σf ) and are expected to also
remain close to the transient impressions because of the affect control principle.
This allows us to estimate the posterior probability distribution over sentiments,
Pr(f ′, τ ′|f , τ ), which gives the normative (expected) action as f ′b. Thus, by inte-
grating over f ′a, f

′
c, τ

′ and the previous state, we obtain a probability distribution
over f ′b that acts as a normative action prediction: it tells the agent what to ex-
pect from other agents, and what action is expected from it. This normative
action is used as the POMDP policy directly.

BayesAct includes an application-specific set of random variables X that are
interpreted as the remainder of the state space, including non-affective elements
of the domain (e.g. steps of the handwashing task). The dynamics of X are appli-
cation specific, but depend in general on the deflection, and on the propositional
component of the action, a (which complements the affective component, ba, a
3D EPA vector). Finally, BayesAct has a two observation variables, Ωx and Ωf ,
that give evidence for the variables, X and Fb, respectively, through observation
functions Pr(Ωx|X) and Pr(Ωf |Fb).

3 System Description

3.1 Handwashing POMDP with Affective Reasoning

We use a model of the handwashing system with 8 plansteps corresponding to
the different steps of handwashing, desribing the state of the tap (on/off), and
hands (dirty/soapy/clean and wet/dry). An eight-valued variable PS describes
the current planstep. The client’s behaviour is modeled with a six-valued variable
BEH dsecribing his/her actions: turn on/off water, use soap, use towel, rinse
and null (do nothing). There are probabilistic transitions between plansteps de-
scribed in a probabilistic plan-graph (e.g. a PwD sometimes uses soap first, but
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sometimes turns on the tap first). We also use a binary variable AW describing
if the PwD is aware or not. In [14], we also had a variable describing how respon-
sive a person is to a prompt. Here, we replace that with the current deflection in
the interaction. Thus, X = {PS,BEH,AW} and the dynamics of the PS are

– If the client is aware, then if there is no prompt from the agent, the client will
advance stochastically to the next planstep with a probability that is dependent
on the current observation of client behaviour and the deflection, D. If the client
does not advance, she loses awareness.
– If the client is aware and is prompted, and D is high, then the prompt will
likely confuse the client and (stochastically) cause him/her to lose awareness.
– If the client is not aware, then if there is a prompt from the agent, and D is
low, the client will likely follow the prompt and gain awareness. Otherwise (i.e.
there is no prompt, or the deflection D is high), the client will not do anything
(or do something other than the one prompted) with high probability.

We have found that a fixed affective policy may work well for some affective
identities, but not for others, whereas the actions suggested by BayesAct work
well across the different identities that the client may have [8].

3.2 Functional Motion Classification

Caregivers of older adults with dementia have indicated that any assistive tech-
nologies must integrate into the environment to reduce the likelihood of stigma-
tization, but be out of reach [2]. The tracker we use classifies individual body
parts from a single overhead depth image on a per-frame basis [3]. The tracker
first uses a random decision forest with a simple depth feature to provide inter-
mediate multiclass probability density functions (PDF) for each sampled image
pixel. The tracker then proposes final body part positions by aggregating the
information contained in the underlying PDF. The tracker is trained on a set
of images that are manually annotated to optimize key parameters. The opti-
mal parameters are then used to train a final decision forest resulting in a new
depth-based hand tracker. The tracker outputs the locations of the two hands
and the head, and has been independently evaluated [3].

The hand locations are mapped to a set of pre-defined spatial regions (soap,
tap, sink, water, towel). If multiple areas are detected, then a set of rules, based
on the distances from the region centers and current hand-locations, are applied
to decide the “winner” region that is used as the observation ωx (of variable x)
in the POMDP. Further details are found in [10].

3.3 Affective Motion Classification

Hands’ coordinates obtained from the hand tracker are used to extract EPA
values as follows. Evaluation (“E”) stays neutral for all situations as it is the
most difficult one to measure (e.g. facial expressions or vocal tone could be used
in future). The mean of the distances between the user’s two hands within a set
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of n = 10 frames is an indication of the “open-ness” of a body posture, known
to be a good indication of feelings of dominance or power. A piecewise linear
function maps from this average inter-hand distance to potency, P ∈ [−4.3, 4.3].

The activity (A) is based on the speed of movement of the user’s hands.
In each pair of successive frames, the maximum difference between any two
hand positions is computed. These differences are averaged over n = 10 frames,
and a second linear interpolation function is used to map these differences to
activity, A ∈ [−4.3, 4.3]. The linear interpolants for P and A are learned from
experimental data. Further details and precise settings can be found in [10].

The EPA vector that results from the calculations above is used as the obser-
vation ωf (of fb) in BayesAct. We set the covariance in the observation function
Pr(ωf |fb) to be such that the “E” dimension is ignored (infinite variance), and
the “P” and “A” dimensions have relatively small effects on the agent’s estimate
of fb. That is, we set the covariance to be a diagonal with entries (10000, 1.0, 0.5).
The variance in “P” is set to be larger than that in “A” since the distance be-
tween user’s hands is a much weaker indication of potency than the speed of
user’s hands is an indication of activity. If other measures were used for EPA
observations, these variances could be adjusted accordingly.

3.4 Affective Prompting

We created a set of audio-visual prompts using a virtual human developed with
the USC Virtual Human Toolkit (VHT)3. We built a set of six audio-visual
prompts with five different emotional deliveries (e.g. “bossy”, “motherly” or
“bored” - see screenshots in Table 1). An online survey was then conducted in
which participants were asked to watch the 30 videos and rate them based on
Evaluation, Potency, and Activity dimensions (on a discrete scale of -4 to +4
with increments of 1 for a total of 9 options). Following [6], we showed sets of
concepts at either end of the scales: bad/awful to good/nice (Evaluation); impo-
tent/powerless/little to potent/powerful/big (Potency); inactive/slow/quiet to
active/fast/noisy (Activity). The questions were presented in randomized order.
There were total of 27 respondents.

To determine consensus amongst participants, we followed the culture-as-
consensus model measuring the shared knowledge of the culture within the re-
spondents [6]. The method computes the Eigenvalues of the covariance matrix
of all responses for each of E,P,A separately. These eigenvalues indicate the ex-
tent to which respondents agree in their ratings across all items. If the ratio of
the first to second Eigenvalue is large, this reflects cultural commonality in the
respondent’s ratings and provides evidence of one dominant factor governing re-
spondent’s judgement [6]. The Eigenvalue ratios for E were 8.518, that for P was
1.523 and that for A was 1.914, indicating that the respondents agreed most on
the evaluation dimension, with reasonable agreement on potency and evaluation
(see details in [13]).

3 https://vhtoolkit.ict.usc.edu

https://vhtoolkit.ict.usc.edu
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For use in the handwashing assistant, we compute the mean value across all
respondents (ignoring missing values). Given the propositional and emotional
descriptions of desired prompts (obtained from the BayesAct POMDP), our
system selects the video prompt that matches the propositional label and whose
mean value (from the survey results) is closest in the EPA space.

4 Experiments and Results

The system operates with server-stubs and client-stubs, and Google’s protocol
buffer mechanism were used as the way to define the request and response mes-
sages shared by the two communicating parties. Open source libraries, such as
zeromq and libVLC for prompts, were utilized as well. The experiments were
conducted on a PC running 64-bit Ubuntu 12.04 LTS, with AMD FX(tm)-6300
Six-Core Processor 6 and Gallium 0.4 on llvmpipe (LLVM 0x300) Graphics. A
kinect camera was mounted above the sink area and was the only sensor. Further
details on the experiments can be found in [10].

Table 1 shows the first four steps of an example run with the system, along
with the tracked hand locations, the prompts given and the various beliefs the
system has about the user. We can see that the behaviours of the user are
monitored correctly, and the system responds with appropriate prompts.

We did two tests with an actor washing her hands while the system observes
and assists her in real time. The actor acted more powerfully (with her hands
more “open”) and more actively (with her hands moving more quickly) in the
first test than in the second one. f0c was set to [1.61, 0.84,−0.87] in test #1,
and was set to [−0.64,−0.43,−1.81] in test #24. Recall that fc denotes the
agent’s belief of the client’s identity, and f0c denotes the initial value of this
belief. Throughout the tests, the user behaviours in the first test generally had
larger P and larger A values than those in the second test. The P and A values
computed for user behaviours in test #1 reached an average of [1.32,−1.3],
while that in the second test was [0.77,−1.74]. Further, the fc’s in the first test
generally had larger P and larger A values than those in the second test, and the
system prompts in the first test generally had smaller P and higher A values.
The mean of the EPA values of fc’s in the two tests were [2.8, 1.03,−0.73] and
[1.13,−0.43,−1.47], respectively. And the mean of the EPA values of system
prompts in the two tests were [1.62, 0.32, 0.75] and [1.53, 0.66, 0.08]. Prompts
with lower P values and higher A values are produced for identities with higher
P values and higher A values. This correlation makes sense, since people who
think of themselves as powerful persons tend to expect respect from others in
interactions (i.e. prompts should be expressed to them with low potency levels),
and that active people are likely to interact better with persons who are active
as well — these “intuitions” are born out with BayesAct simulations, and thus
are in accord with the predictions of Affect Control Theory.

4 These EPAs are close to the identities of “elder” and “lonesome elder”, resp.
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Table 1. First 4 steps of an experimental test run with acted behaviours. fc:
system’s estimate of the user’s affective identity. fb: user’s affective behaviour.
ba: affective delivery of prompt. Plansteps are tap/hands/wet = [off/dirty/dry,
on/dirty/dry, off/soapy/dry, on/soapy/dry, on/clean/wet, off/clean/wet, on/clean/dry,
off/clean/dry]. Propositional prompts (prop) are 0:none, 1:water on, 2: soap.

time fc behaviour planstep prompt
(sec) (E,P,A) video/value fb belief/value prop ba avatar

0

⎡
⎣ 1.70

1.40
−1.39

⎤
⎦

TOWEL

⎡
⎣ 0
1.86
−1.7

⎤
⎦ [1 0 0 0 . . .

0 0 0 0]
most likely: 0

1

⎡
⎣1.82
0.22
0.47

⎤
⎦

“Hello I am so glad
to have you here.
Please turn on the
water”

4

⎡
⎣ 2.73

1.14
−1.03

⎤
⎦

TAP

⎡
⎣ 0

1.68
−0.58

⎤
⎦ [.26 .74 0 0 . . .

0 0 0 0]
most likely: 1

0

⎡
⎣−
−
−

⎤
⎦

6

⎡
⎣ 2.67

1.21
−0.72

⎤
⎦

RINSE

⎡
⎣ 0

1.49
−0.16

⎤
⎦ [.27 .73 0 0 . . .

0 0 0 0]
most likely: 1

2

⎡
⎣1.51
0.12
0.52

⎤
⎦

“You are washing
your hands. Please
use the soap.”

10

⎡
⎣ 2.57

0.69
−0.66

⎤
⎦

SOAP

⎡
⎣ 0

0.73
−1.52

⎤
⎦ [0 .01 .35 .64 . . .

0 0 0 0]
most likely: 3

0

⎡
⎣−
−
−

⎤
⎦

5 Conclusion

We have presented a prototype of an assistance system that reasons about affec-
tive identities. Our hypothesis is that older adults with AD will be more engaged
with, and will adhere to more prompts by, the prompting system that uses af-
fective reasoning. This will result in an increase in the number of ADL steps
completed independently. In future, we plan to investigate notions of identity in
Alzheimer’s disease, to work on measurement of EPA from verbal and non-verbal
behaviours, and to develop dynamic (continuous) video prompts.
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Abstract. Assistive technology can play an important role in supporting people 
with dementia and their caregivers. For this study a smartphone interface with 
new functionalities is evaluated in context. This evaluation aimed at how elder-
ly affected by dementia and their caregivers used it and how they experienced 
using such a device.  

In this study ten couples participated, in which both received a smartphone. 
They were free to use the phone over a period of three weeks as they desired. 
During this period objective and subjective data was logged. After this period, 
the smartphones were discussed with the users.  

The results showed everybody tried actively to use the phone but only few 
maintained using it. The main difficulties occurred with the smartphone itself, 
forgetting to take it along and/or with charging the battery. Most functionality 
seemed to be desired by the participants, also by those that could not properly 
use them via the smartphone. This suggests a need for the improvement of the 
design of assistive technology for this particular group. 

Keywords: Living Lab, Interaction Design, User centered design, Dementia. 

1 Introduction 

The number of people affected by dementia is growing rapidly, posing numerous 
societal challenges. Research estimates that the number of people with dementia will 
double by 2040 [5]. Because there is no cure available to date, the treatment focuses 
on long-term care. Currently this is the most costly disease to treat for the healthcare 
system. Because of this continues growth of the populations, the costs will rise fur-
ther. At some point professional care for this group will become too, and as a result, 
people with dementia will need to live longer in their home environment, relying on 
informal caregivers and social care services. This increases the risk of becoming 
                                                           
* The study is part of the Innovate Dementia project, funded by the Interreg IVB NWE program. 
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overburdened for these informal caregivers, often spouses of older age [5]. Moreover, 
it reduces the quality of life for both people with dementia and these caregivers, as the 
home environment is simply not designed to provide such extensive care. 

Developing assistive technology is proposed to support these people in living inde-
pendently. Cahill and colleagues [3] argue that, since there is no cure for dementia, 
innovative solutions such as assistive technology need to be developed to improve the 
quality of life for people with dementia. Several challenges caused by the disease can 
be addressed with such technology, for example, coping with the disease, providing 
support for daily activities and improving safety. 

Literature describes some attempts to develop assistive technology for people af-
fected by dementia, and poses several challenges for this. Topo [7] puts forward that 
in the development of such assistive technology personal aspects of those with de-
mentia are often neglected. Instead, assistive technology is often evaluated or dis-
cussed with the informal caregiver rather than with the person affected by dementia 
directly [2]. Moreover, studies that evaluate assistive technology are often conducted 
in a clinical setting, not including people in a natural environment directly. In addi-
tion, Wallace and colleagues [8] suggest that the person is often forgotten in the de-
sign for people with dementia, and argue for greater personalization in such assistive 
solutions. 

Therefore, to develop suitable assistive technology, we need to include both the 
person diagnosed with dementia and their caregivers in their natural context. Addi-
tionally characteristics of the disease, and of elderly in general need to be considered.  

In this research project we focus on assistive technology that people with dementia 
can use throughout the early stages of the disease. A smartphone interface was de-
signed with additional functionalities aimed at this target group, with a focus on sim-
plicity and personalization [8].  

2 Methods 

The main goal of this study is to explore the potential benefit of the smartphone inter-
face and accompanied new functionalities. We would like to see how such devices 
could support elderly with dementia and their caregivers, and make them more inde-
pendent. The smartphone interface was designed for elderly with dementia, offering 
three main functionalities: (1) communicating with caregivers and family, (2) provid-
ing support when lost in public space by personal navigation and (3) sending out an 
emergency signal to caregivers. The latter two are new functions. 

In this study we aim to answer the following question: How should we design 
smartphone interfaces, and novel functionalities, so they are usable by people with 
dementia and their caregivers and promote independence?  

This question is explorative, and therefore we evaluated the smartphone interface 
design on itself rather than comparing it with other assistive technologies. The evalua-
tion is in the field as research suggests this is necessary for stronger insights. The 
participants were instructed to use the smartphone as they desired. 
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Because of the involvement of people affected by dementia, being cognitively im-
paired, ethics are an important factor. As such we cooperated with a mental healthcare 
organization in this study. They, together with the spouse, functioned as gatekeepers. 
These gatekeepers monitored the research and the participant with dementia conti-
nuously and evaluated whether the person with dementia could participate. In this 
process, the informed consent has to be seen as a continuous conversation rather than 
a one-time agreement at the start of the process [4]. The perspective of the users must 
be respected continuously and this overrules the research protocol. 

2.1 Smartphone Interface Design 

The smart phone interface is specifically designed for older adults, and now evaluated 
if it could be interesting for elderly with dementia, for more information please visit 
the website (http://www.gociety.eu/en/golivephone/). Design features are sizable 
icons, high contrast, no scrolling and a simple menu (figure 1).  

The new functionalities are a ‘bring me home’ function (E) and a help button. The 
‘guide me home’ function guides users home step by step. The help button (A) is 
designed to alarm direct caregivers. When it is pressed a push message (email and text 
message) is sent to these caregivers. Regular functionality of a phone is available as 
well, such as contacts (B), Calling (C) and messages (D). Furthermore a settings but-
ton (F) was present to adjust advanced settings, this could only be reached by pressing 
OK three times. Additionally the overview (figure 1) shows the number of interac-
tions was kept minimal. 

 

 

Fig. 1. The smartphone interface used for this study. The menu options are A) Help. B) Contacts. 
C) Phone/calling. D) Messages. E) Guide me home function and F) Settings. 
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2.2 Subjective Evaluation 

To evaluate the experience and perspective of the users during the study we issued a 
bi-daily questionnaire for both caregiver and person with dementia (Table 1).  

Table 1. The questions and goals for these questions in the bi-daily questionnaire  

Questions Goal:  

Open questions: 
What functionality did you use most?

 
To find out what the users used most. 

 
 

How long did you use the phone? To get an indication of the estimated use time.  
Which function gave trouble? 
Closed questions: 

To find out what was most difficult to use. 
Fully Agree to Fully Disagree on a 5 point 
scale

 
 

Today the device was useful Perceived benefit  
Today there were no problems Perceived issues  
Battery was satisfactory 
With this I feel more safe 
It increases my communication  
Additional comments: 

Perspective on the battery 
If it contributed to the feeling of safety 
If it let to more communication with fami-
ly/friends 
Capture additional comments users want to make 

 

2.3 Objective Evaluation 

Concerning the objective data we monitored two aspects, the main goal for these data 
logs are to make a comparison with the subjective data, and potentially spot devia-
tions. The following aspects were collected from the smartphone directly: 

• GPS data, to find the reach of the users. 
• The activity levels measured by the accelerometer translated in calories, to see how 

often and how intensively the phone was used.  

3 Results 

In this section the results of the objective and subjective data collected are presented. 
Of all participants (n=10) one dropped out after seven days, because both the caregiv-
er and the person with dementia had trouble using the Smartphone. For the other par-
ticipants (n=9) an average length of 17,9 days (with a min. of 13 and a max. of 21 
days) was registered. 

3.1 Objective Data 

The accelerometer was used to measure the activity of the participants over the test 
period; the application presents this data in terms of calories burned by the user. The 
participants joined the study voluntary, and were instructed to use the smartphone as 
they desired. The following graphs show the average results, with standard deviations, 
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for each day, for the persons with dementia (Figure 2). The data of the informal care-
givers is not presented as it showed significant lower use of the phone, mainly be-
cause they often already had phones and did not want to change.  
 

 

Fig. 3. The average accelerometer data of participants with Dementia, and  

In general we can see that the participants used the phone over the test period yet very 
irregular. The data shows that almost all users enthusiastically started using the smart-
phone when they received it. However, after the first week (from day 7, figure 3) we 
see a drop in average use. Some users continued to use it after this first period and 
these users also indicated they experienced the smartphone as beneficial. From the day 
13 participants started to drop (orange box, figure 3), and the data is no longer repre-
sentative from day 18 when there were only 3 participants left.  
 

 

Fig. 4. The GPS reach from PwD (Person with Dementia) and IC (Informal Caregiver) 

The GPS data (Figure 4) shows for each couple their distance from home, the upper 
bar represents the person with Dementia (PwD) and the lower bar the Informal Care-
giver (IC). It shows that almost all participants tried the phone around their house in 
an area of 500 meters. Moreover, some users took the phone on larger trips (ie. 
Couples 9 – both). Additionally, some users took it almost everywhere they went 
showing intensive use. Couple 7 – PwD – took it almost everywhere everyday, 
Couple 9 – both – experimented a lot on near, mid and far trips almost daily, Couple 5 
– both – showing near to mid distance trips uses and Couple 10 – PwD – showing 
near and mid distance trips. 
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3.2 Subjective Data 

The bi-daily questionnaires were generally not well adhered to during the study. We 
aimed at 7 questionnaires per person, yet an average of 3,3 questionnaires were com-
pleted per couple (with a minimum of 0 and a maximum of 7). Nevertheless some of 
these users provided additional input by putting their experience in a separate text file. 
Table 2 shows the results of the questionnaires. 

Table 2. The results of the the bi-daily questionnaire  

Questions Goal:  

Open questions: 
Most used functionality 

 
Calling each other (N=7), Navigation (N=4), 

 
 

Average time phone used (that day): 0 – 10 min (N=5), 10 – 30 (N=3), 30 – 60 (N=2)   
Which function gave most trouble? 
 
Most common issues: 

General use (N=5), Help (N=3), Navigation (N=2) 
 

 
 

Battery The battery empties too quickly (N=8)  
Forgetfulness Users often forgot their phone, difficult to inte-

grate in routine of dementia patients, use menu 
(N=5) 

 

New functionality: HELP 
 
Guide me home application 

help button is difficult (N=4), or not used (N=6), 
although caregivers think this is nice (N=3) 
Very positive (N=3), and Ok (N=2) 

 

 
In general we saw that about half of the participants could use the phone decently. 
Two of them were very active users of the phone; the other three felt they didn’t need 
the phone yet. The other five participants experienced many difficulties with the sys-
tem, and indicated they could not use it and did not want to use it. The battery was 
indicated to be a major problem for almost all (N=8), and needs to be dealt with. Fur-
thermore the navigation app was the most interesting new functionality, which was 
used a lot by three users and a couple of times by two users.   

4 Discussion 

In this study we examined a smartphone interface used by people with dementia and 
their caregivers, in their natural home context. From the objective activity data we 
found that all participants actively started using the smartphone, but only few main-
tained to use it. Also, based on the GPS reach data, we found that only few partici-
pants took the phone with them on their trips.  

From the subjective data we learned interacting with the system, and integrating it 
in their daily routine proved most difficult. Even basic functionalities like calling 
somebody were often mentioned to be challenging. However, some users were capa-
ble of using the smartphone to its full extent and actually very happy with it. Especial-
ly the guide me home application was appreciated and used often by some. On the 
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contrary, the other new feature, a help button was received less positive. Participants 
often pressed it by accident, causing moments of distress. Nevertheless, some care-
givers felt more secure knowing that for example their spouse had access to such a 
feature. 

Additionally the evaluation showed that for some users some usability improve-
ments could already enhance their experience. This includes minor improvements like 
consistency in the interface, avoiding non-native language, improving the battery life 
and avoiding deep menu structures. However, for some users this technology was not 
suitable at all. This was for example apparent for the couple that dropped out after 7 
days because the healthy caregiver could not use the device. This shows that the dis-
ease might not be the only factor to determine usability with assistive technology. 

Fortunately, some people with dementia could interact with the device very well. 
These users tended to be the younger elderly (age<80) and those within an earlier 
stage of dementia. They could often use the smartphones independently, but some 
also felt they did not need it yet. More research is needed to find out if such success-
ful use cases are disease-related, age-related or both.  

Furthermore, we experienced a low adherence to the bi-daily questionnaire. How-
ever, some users took up a very active role and provided all kinds of suggestions for 
new functionalities and interaction approaches. This shows the importance of active 
involvement, even for this target group [6].  

Most interestingly we also found that the participants desired most of the functio-
nality. This opens up the design space, and challenges researchers and designers to 
come up with alternative, more radical solutions for assistive technology. We also 
recommend for future studies to put these new design features in the wild as soon as 
possible, as this generates many insights you would not get from incremental testing. 

4.1 Limitations 

In the current study a number of limitations were present, which need to be consi-
dered for future studies involving people with dementia. First considering the evalua-
tion method, a questionnaire was not very suitable for this explorative study. The 
informal caregiver provided most answers, and it was up to them to involve people 
with dementia. However we recommend keeping a subjective component, as this 
inspired us most for new directions. Also, the questionnaire was not adhered to very 
well. This confirms the method is not suitable; nevertheless it is positive our partici-
pants felt free to not fulfill them. Eventually most participants only filled out three to 
four copies on average. So for future studies, the method needs to be improved so that 
it includes both participants as well as be more attractive with perhaps more variance 
in the questions over the testing period to keep it interesting. Second, the objective 
data collection should be improved as well. Some conclusions could be connected to 
the accelerometer and GPS data, but for very specific answers more data was needed. 
For example, to find out whether the functionalities that user preferred were actually 
used most could easily be logged in a smartphone.  
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4.2 Future Ambitions 

Based on this study our future ambitions are twofold. Firstly, we need to develop a 
new evaluation method that allows us to capture experiences in situ. Such method 
should focus more on involving the person with dementia directly, and be more at-
tractive to motivate users to contribute to the study more regularly. Also a stronger 
link with objective data might be interesting. 

Secondly, the smartphone interface needs a major design iteration in which insights 
from this study are integrated. Examples are a more consistent interface, adaptations 
in the new features and an improved battery life. Taking this even further, as some 
users couldn’t use the device at all, new design directions should be explored. This 
could for example allow similar functionality to be provided via a different ‘interface’ 
than a smartphone. For the users who could use the device, or could partly use it, we 
need to improve the design and re-evaluate the smartphone interface. By aiming at 
various approaches for different levels of dementia we contributed to the quality of 
lives of people with dementia and their caregivers, and aid in solving the societal 
challenge. 
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Abstract. Societies need to devise mechanisms of caring for the well aging of 
the increasing number of seniors, as it is very important for elderly people to 
maintain their independence. Smart environments are being devised as a form 
of care in what has been called ambient assisted living. A smart environment 
should be able to respond in case of emergency or risk and inform any abnor-
mal behavior. Still, not much research is done to understand behavior patterns, 
temporal changes and other particularities that can affect the effectiveness of 
smart environments in ambient assisted living. We explored the behavior of two 
adults in a smart environment in order to reveal temporal, spatial and sequential 
relations among the activities as well as the changes that these relations undergo 
overtime and across individuals. This paper presents an analysis of three human 
behavior patterns: temporal, location and frequency. These patterns are mined 
on two experimental subjects using the dataset provided by the CASAS project. 

Our analysis evidences how temporal, spatial and sequential patterns differ 
from person to person, day to day and after some time. Learning personalized 
behaviors and identifying and adapting to changes is a crucial aspect for smart 
environments since one-fit-all solutions are not suitable. 

Keywords: behavior analysis, patterns, activities of daily living, elder care. 

1 Introduction 

Socio-economic development around the world has led to improvements in life-
expectancy which, together with lower fertility rates, are changing the demographic 
structure of countries. Population is now older than ever before and people over 60 
years represented in 2010 8% of the total world population [1]. These numbers are 
expected to grow even more in the years to come, posing challenges to societies in 
order to help elders maintain their autonomy and independent living for as long as 
possible. Assisted Living based on ambient intelligence (Ambient Assisted Living, 
AAL) is proposed as a way to enable independent living while still giving elders the 
proper support in cases of disease, disability or emergency [2]. 

There are many commercial [3, 4] and academic [5, 6] projects working towards 
AAL that will enable elders to live independently and safe at their own home. These 
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systems monitor activities of daily living in order to tell routine compliance, or detect 
some early signs of disease and/or risk situations that should be watched over.  

It is agreed that AAL solutions could benefit from a better understanding of activi-
ty dynamics, behavior patterns and routines [7] and that changes in behavior trends 
could reveal a decline in health. In the field of gerontology, some studies have been 
made to understand activity patterns of seniors. Pruchno and Rose [8] study single 
day activities for a large population. This study shows variations as a function of per-
sonal characteristics, social context and environmental context. A similar study [9] 
concludes that obligatory activities are done in the morning while leisure activities are 
more common during the evenings. However, these studies don’t consider long-term 
patterns of single individuals or frequent activity sequences or days’ correlation or 
behavior evolution. 

In this work, we present a case study for analyzing patterns of behavior of two sub-
jects in a real-life setting with respect to some contextual variables: time, day of the 
week and location. We analyze the frequency of each activity and frequent sets of 
activities at the light of changes in each of these variables. This allows us to visualize 
and reinforce three hypotheses that result from intuition:  

1. People have different routines and behavior patterns. Consequently we require per-
sonalized classifiers for activity recognition. For each person we can learn what 
features better describe an activity, 

2. People behave differently on different days of the week. This means that day to 
day differences may not be abnormal and that classifiers can base their knowledge 
on a weekly correlation, 

3. Routines change overtime, thus, one-fit-all solutions are not suitable for this problem.  

This paper is organized as follows: Section 2 provides considerations for the analy-
sis in our work. It also presents the datasets used for this analysis. Section 3 presents 
the analysis performed together with the results and findings. Section 4 summarizes 
the findings, presents some conclusions and future work to be done. 

2 Behavior Analysis in Smart Environments 

In this section we present the considerations made prior to the behavior analysis and 
the data used for the case study.  

2.1 Considerations for Behavior Analysis to Discover and Understand Routines 

A first step when creating a smart environment for ambient assisted living is to under-
stand the activities and routines of its inhabitants.  

In our approach, an activity is the fundamental semantically described unit, and it 
is why we used activities and not sensor data to analyze patterns. An activity is de-
fined by its context: start time, duration and location, and by a goal, which defines its 
label. When activities occur in similar contexts, i.e. at the same times, on the same 
locations or followed by the same activities, we can infer patterns. Recurrent patterns 
lead to routines, allowing us to infer usual or unusual situations. 
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Inferred patterns can change over time. Health conditions, new doings, new 
friends, new interests can happen on any time, making the learned routines and pat-
terns obsolete. The models describing the individual daily life must be adaptable to 
the evolving situations, considering new patterns as normal when they arise. 

We want to analyze these patterns and their changes to construct a semantically 
enriched context that can be used to create recommendations, alerts or notifications, 
both to the individual and to her care-givers, respecting the individual’s privacy. 

2.2 Data Description 

For this study we used the Aruba (1st subject in the paper) and Cairo (2nd subject in 
the paper) CASAS Dataset which are made public by the CASAS project [5] through 
their repository (http://ailab.wsu.edu/casas/datasets.html). Both datasets consist of 
sensor data that was collected in the home of a volunteer adult with annotated activi-
ties. We used these datasets because they have data for long periods of time, are col-
lected in real-life settings, and share similar activities that enable comparison. We 
used only two persons since it is hard to find other datasets with the same features.  

The first dataset contains data from 2010-11-04 to 2011-06-11 (193 days) and the 
second dataset contains data from 2009-06-10 to 2009-08-05 (56 days). The annotated 
activities are1: meal preparation, sleeping, relax, wash dishes, work, bed to toilet, 
enter and leave home, housekeeping and resperate2. The last activity is not considered 
in this work. Also, enter and leave home activities are re-labeled as not at home.  

Each record in the dataset contains a timestamp, a sensor id, a sensor reading and a 
label, if an activity is starting or ending (see Fig. 1 (a)). Since we are concerned with 
studying spatial, temporal and sequence patterns of the activities and not with the 
sensor activations, we first transformed the dataset in order to have records that con-
tain the start and end time of the activity, the location and the label (see Fig. 2(b)). 

 

 
(a)                                    (b)  

Fig. 1. (a) Original dataset and, (b). transformation done for this paper We used data that de-
fines the location, start time and end time for each activity.  

The location of each activity was defined as the room with the more sensor events 
during the time of the activity. The distribution of the sensors is available with each 
dataset. 

                                                           
1  Meal preparation, relax and wash dishes are not annotated for the second subject. Also, 

housekeeping refers to only laundry in the second subject. 
2  Resperate is a device used to lower blood pressure. 
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Fig. 4. Frequency (bubble area) of each activity per room in the house (x-axis) for subject 
1(left) and subject 2 (right). Not for every person location is a good feature for classification. 

3.3 Frequent Activity Sets 

To analyze frequent activity sequences, we treated the sequence of activities as a 
string and collected 5-grams3. We then found frequent item set using the FP-growth 
algorithm available at the mahout4 library with 5-grams used as sets. We analyzed 
patterns for each day of the week for the 2nd subject and for the 1st subject we studied 
patterns for two periods of two months each separated by 4 months between them. 

Visibly, behavior patterns on different days of the week differ even for the same 
person (Fig. 5) and so do behavior patterns across the year (Fig. 6). In the first case 
(Fig. 5), the eating activity is not always paired with the not-at-home activity, and it is 
mostly paired with it on Mondays, Saturdays and Sundays. Also, on Wednesdays and 
Fridays, eating is not paired with Working, but it is on every other day. Perhaps, the 
most remarkable example is that eating was only paired with housekeeping on 
Wednesdays, possibly because that is the day designated for this last activity.  

In the second case, most patterns appear in both time periods; however, there is a 
frequency change from one period to the other (Fig. 6). Some patterns even disappear, 
for example, the ones that include housekeeping. Classifiers need to adapt to these 
changes in routines. One challenge that arises from this is identifying when a routine 
change has occurred instead of an abnormal event.  

Finally, to evaluate how pattern changes affect classifiers over time, we trained a 
hidden Markov Model (HMM) to classify activities of subject .1. Then we evaluate its 
performance with data 1, 2, 3 and 4 months older than the data the model was trained 
with. The F-measure for most activities dropped after 4 months compared to the eval-
uation made with data 1-month after (Fig. 7). 

 

                                                           
3  For the graphics on this subsection, the following acronyms are used: M: Meal preparation, R: 

relax, E: eating, W: work, S: sleep, D: Washing Dishes, T: bed to toilet, H: housekeeping N: Not 
at home. 

4  https://mahout.apache.org/ 
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Fig. 5. Frequent activity sets (and frequency per day of the week) for subject 2. The frequency 
of each pattern changes according to the day of the week. 

 

Fig. 6. Frequent activity sets for different two-month periods for the 1st subject. There are dif-
ferences in the patterns and in the frequencies of the patterns that appear in both periods. 

 

 

Fig. 7. F-measure for each activity obtained with a HMM trained with 2-month data. For most 
activities there is a decrease in the f-measure from the first month to the fourth month 
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4 Conclusions and Future Work 

In this paper, we analyzed three behavior patterns: temporal, location and frequent 
activity sets for two persons in a smart environment. We were able to measure how 
routines change when analyzed under different contextual variables. We also meas-
ured how the fact that patterns change over time, affect the performance of a static 
model. This implies that static models do not fit well to human activity recognition. 
Moreover, we evidenced the need for personalized services as different people behave 
differently. Future work will focus on the use of an algorithm to improve the accuracy 
of activity recognition. This should help in the creation of better elder care solutions.  
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Abstract. The Ambient Assisted Living area has spawned several projects that 
aim to help the user on his/her daily activities. The AAL4ALL (ambient as-
sisted living for all) project aims to develop a unified ecosystem using fully 
compatible devices and services. The UserAccess platform is part of the 
AAL4ALL and has as a goal to provide assistance to a type of actor that is 
commonly forgotten in the Ambient Assisted Living area, the caregiver. This 
paper presents the architecture, implementation, and interfaces, along with a 
brief analysis of caregiver’s needs and work related issues. 

Keywords: Ambient Assisted Living; Ambient Intelligence; Intelligent Envi-
ronments; AAL4ALL; e-Health; Active Ageing; Artificial Intelligence. 

1 Introduction 

In a not so distant future, it is expected a complete inverse of the population’s pyra-
mid [1]. Specifically, estimates are that by 2050 people aged 65 or older will repre-
sent about 21% of the world’s population, and 25% in places such as the European 
Union [2, 3]. This fact creates profound challenges to each nation worldwide: who 
will take care of the people who need assistance in one or more activities of daily 
living, and, importantly, who will pay for the solutions? 

The challenge itself suggests that one cannot solely rely on people as a solution, as 
people in working-age will become a scarce asset, and thus an expensive one. There-
fore, the act of caring itself needs to be reinvented. This reinvention can be achieved 
to some degree with the help of a technological approach, although some challenges 
of the caring process already have technological solutions [4]. The key idea is to cre-
ate technological solutions that allow to postpone, or completely eliminate the need 
for full time caring that many individuals request and require nowadays. If techno-



 The Caregiver Perspective: An Assistive AAL Platform 305 

 

logical solutions could lessen the physical contact-time of the caregiver without di-
minishing the individualized and effective care, it would certainly have a great impact 
on the lives of caregivers and care receivers. Another central idea is to allow for a 
complete monitoring of the elderly through digital means, and digital contact between 
the old person and the caregiver, that is, without the need of commuting.  

 

Fig. 1. Types of caregivers (a) and Examples of Handicaps of the care receivers (b)  

Caring, however, can assume many forms, and be performed by many different ac-
tors; it can occur in a variety of settings, and be more or less formal. Specifically, in a 
primary care setting, or hospital setting, we can find different formal carers: physi-
cians, nurses, psychologists, medical auxiliaries, among others (Figure 1a). Each of 
these professionals will have different needs regarding technological solutions, and 
different expectations about what technology can do for them. Additionally, the care 
receiver can present a variety of handicaps that pose different challenges to the care-
givers and ultimately to those developing technological solutions (Figure 1b). Be-
cause of this, the technology that will be developed has to be flexible to adapt to the 
different profiles of carers, and affordable and intuitive so that it can reach the maxi-
mum number of users. Considering the diversity of people who provide care, as well 
as the diversity of possible settings of intervention, we consider that, overall, the pat-
tern of usage of the new technologies will differ between informal and formal carers, 
and also within the variety of formal carers. Finally, we consider that communication 
is a key requirement that needs to be addressed by future solutions.  

This document is constituted by the following sections: section 2 presents the care-
giver’s perspective of an AAL platform; section 3 presents the AAL4ALL project, its 
architecture and structure; section 4 shows the UserAccess project; and finally, sec-
tion 5 presents the conclusions and the future work. 

a) b) 
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2 Caregiver’s Perspective 

To be a caregiver of a family member is a role that has plenty potential for facing 
multiple demands that disrupt the individual’s wellbeing [5]. On the one hand, there 
are challenges that every individual faces in their lifetime to maintain wellbeing and 
health: self-care, nurture of relationships with family and friends, keep engagement 
with the community, practice prevention, among others. On the other hand, there are 
demands associated with and specific to the caregiver’s role: being effective in the 
care provided; receive support and adequate supervision, mainly when the caring 
tasks are new and challenging; being available to the person being cared for; and, 
conciliate own needs with the needs of the care-receiver, among others [6].  

We can conceive that elderly’s informal caregivers could be particularly concerned 
about the parent or relative’s wellbeing or location, if has taken the prescription, 
whether he/she is feeling lonely, or in urgent need. Informal caregivers could also be 
concerned whether the house’s doors and windows are open, or if the oven and lights 
are on. Technology’s role could be of alleviating some of these demands and concerns 
raised by the act of caring. This could be achieved by, for instance, facilitating the 
communication between individuals; monitoring the elderly’s house conditions; or 
creating notifications about the elderly’s activities and appointments. For instance, an 
agenda shared with the caregiver, a list of to-do tasks, or a list of medicine that the 
elderly has to take, which could be ticked when performed, among other information 
that the caregiver could remotely have access to. Having an easy access to information 
related to the elderly could drastically reduce the amount of stress and overload associ-
ated with caring. Caregiver’s overload can result from the actual number of hours de-
voted to caring – which could be reduced by technological solutions - or from the spe-
cial characteristics of the person being cared. Additionally, overload can manifest in 
several ways, such as: difficulties in sleeping, changes in mood, or eating patterns; 
struggling to balance all aspects of his/ her life; through physical pain and complaints, 
or exhaustion. These symptoms clearly lessen the ability caregiver’s have to look after 
others. Therefore, to develop a set of solutions that have the potential to alleviate the 
stress associated with caring would greatly reduce the strain caregiver’s face, improve 
their quality of live, and ultimately improve the quality of care provided.  

Regarding formal caregivers, one can conceive that they have different needs and 
expectations regarding the role that new technologies can assume in their profession 
when compared with informal caregivers, but also when comparing different profes-
sionals. Physicians and nurses, for instance, could greatly benefit of monitoring of 
vital signs, teleappointments, and telediagnostics technologies, whereas medical aux-
iliaries will hardly benefit with these technologies. However, medical auxiliaries 
could greatly benefit with systems that allow them to monitor the elderlies’ perform-
ance of the activities of daily living, or to monitor the environment in which the eld-
erly is living in. A practical example could be that of a medical auxiliary in a nursing 
home. In Portuguese nursing homes, this person is responsible for several aspects of 
the elderly’s wellbeing, namely, bathing, checking and caring after the skin condition, 
accompanying the elderly to the lunch room, among others. All these tasks should be 
registered and, in case there is a problem, communicate it to the person responsible 
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for addressing that particular issue. For instance, if the elderly is not eating well, the 
auxiliary should record that information and notify the nursing home’s nutritionist. 
However, there are several obstacles to successfully accomplish these goals. The 
process of recording is complex and takes time that should be devoted to taking care 
of the patient. Moreover, there is not a reliable vehicle to communicate the informa-
tion about and the needs of the elderly to the appropriate professional. That is, some-
times the communication between the auxiliary and the other professionals is not 
effective and is prone to errors as does not rely in a notifications system. Another 
obstacle relates to the fact that medical auxiliaries tend to be less educated than other 
professionals. Finally, it is important to understand that although an individual com-
pletes every required task, it does not necessarily imply that the final result is the 
expected or desired one. 

All considered, there is the need for platforms promoting and facilitating commu-
nication between the different actors involved in caring. The solutions will need to be 
simple and of easy interaction so that users from all educational backgrounds can 
learn how to use them effectively. The solution should allow for the creation of notifi-
cations, and ideally this system should be able to differentiate between different de-
grees of urgency of the different kinds of notification. A system with these character-
istics would reduce stress and anxiety inherent to caregiving, and would increase the 
caregiver’s feelings of control, self-worth and accomplishment in his/her work, and 
within the colleagues. This would not only increase satisfaction in the workplace, but 
also prevent potential negligence and abuse. 

3 AAL4ALL 

The AAL4ALL project is a Portuguese consortium whose goal is to provide its users 
with smart care. Being composed of hardware and software companies and universi-
ties this project is developing technological geriatric solutions. Some solutions are 
directed to the elderly and disabled people, which will help on their daily tasks, 
whereas other solutions focus on the informal and formal caregivers. This approach 
leads to an innovative AAL ecosystem, that not only focus on the elderly and disabled 
users, but also in those directly connected to them, increasing what is known as the 
users sphere and incorporating all actors directly and indirectly involved .  

In terms of technological advances, AAL4ALL aims for two main features: inte-
gration and certification. As demonstrated in [7] there are a great number of projects 
that do not provide enough resources or are simply uninterested in integrating  
with other solutions, which can be a major problem. Specifically, in [8] it is clearly 
demonstrated that there are many projects that are overlapping their efforts to provide 
solutions in the same ambit, whereas other domains, such as the caregiver assistance, 
remain poor in technological platforms. Most of the current projects direct their  
efforts to the final user, leading to an unbalanced distribution of the AAL ecosystem 
distribution. Additionally, this becomes a problem to the user, as typically a combina-
tion of devices and services must be used and, without integration, the full potential of 
each product is not achieved. In addition, features such as machine learning and artifi-
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cial intelligence cannot be implemented due to the lack of combined information and 
individual data processing [9]. 

The certification is crucial to the correct deployment of the devices and services to 
the market. As evidenced in [10–12], projects developed without a plan to a possible 
commercialization end with obsolete products, belonging only to the academic realm. 
Importantly, there is the need for certification as most of the AAL solutions are immi-
nently (and some really are) medical products. Even software can be considered a 
medical product, due to the use of private and medical information, by being able to 
control medical devices, and to generate reports that will be used by medical personnel. 

The AAL4ALL solutions range from body and home sensors to virtual actors that 
interact with the users, enlarging the monitoring and actuation sphere that usually 
AAL projects are bounded to. This tactic complies with the integration and certifica-
tion goals, by keeping all solutions under the same umbrella and providing them with 
modular abilities. Being a complete ecosystem means that all people involved in the 
task of aiding the care-receiver, such as relatives and professionals, must be consid-
ered when developing solutions that ease their interaction with the care-receiver. That 
is the case of the UserAccess platform, a solution with the goal of integrating all users 
and connect them with each other. 

4 UserAccess 

The UserAccess platform aims to offer an assistive platform to the formal and infor-
mal caregiver [13, 14]. It provides automatized warnings, user environment monitor-
ing, and events managing. Currently, the work of the formal caregiver is stressful and 
requires long hours. This means a decline in terms of efficiency and attention, and the 
UserAccess platform aims to alleviate the workload and allow more users to be moni-
tored. Several studies [15–17] relate long hours, exigency and attention to a decrease 
in attention and increasing stress. Therefore, the user cannot benefit from a good ser-
vice, and most importantly, in critical situations the response of the caregivers may 
not be the appropriate and put the care-receiver in great risk. Hence, the UserAccess 
provides a technological solution to create a more harmonious environment and ulti-
mately provide additional security to the care-receiver and the caregiver. 

The UserAccess is built to be used by every AAL4ALL user (caregiver and care-
receiver), but tuned to the caregivers. For instance, the informal caregiver, including 
relatives and friends, can access to comprehensible information about the user and 
schedule events with him/her. In terms of architecture, the UserAccess platform is 
currently available in mobile (resorting to Android operating system) and web page 
formats. It is structured by a server that connects to the AAL4ALL platform, sustaining 
a modular structure based in multi-agent systems. Figure 2 shows the overview of the 
architecture, in which the AAL4ALL and the UserAccess platforms are highlighted. 

In terms of operation, the UserAccess receives high-level information, such as “us-
er exited home” or “lights are on”, through the UserAccess MQ Node, which saves 
information in a queue and performs a verification of the incoming data, checking the 
validity and restructuring it according to the internal communication method. Fur-
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thermore, the messages form the other users and external services arrive and go 
through this module, serving as the gateway to all information entering and exiting. 

 

 

Fig. 2. UserAccess platform overview 

The information is sent to the Information integration, being sorted according to 
the context it possesses. For instance, whether it is a warning coming from a sensor or 
a calendar update. The information can then be directly sent to the interfaces or fur-
ther processed in the Reasoning module. The Reasoning module is the most complex 
module of the platform, being in fact composed of several logical agents. These 
agents are responsible for the complex processing of information, for instance, if an 
event is received, it must fetch all calendars, verify the collisions, and, if possible, 
schedule or find another suitable time frame. The use of several agents was adopted to 
benefit from the heterogeneity they present, easy upgradability, and communication 
flow flexibility that makes the addition of new agents easy to perform and integrate 
with the rest of the agents. Finally, a set of actions is devised and transformed into 
information or notifications to send to the caregiver mobile platform. 

The interfaces are of the uttermost importance, being the tangible element to all us-
ers. Thus, it is imperative that interfaces appeal and can conjugate with the users. 
Figure 3 displays the interfaces developed. Currently, they are able to display the 
most important messages and the overall information, as well as receive events and 
display them directly on the interface. Furthermore, an SOS and shortcuts have been 
placed to ease the task of calling to predefined people or services. 

The calendar module is one of the most important features of the platform. As 
stated before, freeing the caregiver of constant attention is crucial, and, in our pers-
pective, the calendar can serve to micromanage some aspects of each care-receiver’s 
life. The UserAccess android application is built to manage several care-receiver’s 
that the caregiver is responsible for, as it can be seen in Figure 3 a), and, resorting to 
the calendar, to monitor each aspect  of the care-receiver’s life (even warnings). 
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Fig. 3. a) The Android application home interface, b) Alpha stage caregiver interface (warnings 
and activities) 

5 Conclusions and Future Work 

In this paper was presented the UserAccess project. The AAL4ALL project allows the 
heavy data processing to be done on the cloud, where the UserAccess is expected to 
work. The UserAccess is currently focusing on three features: the agenda manage-
ment, automatic profiling, and user interfaces. The agenda management is currently 
the core of the platform, being the profiling essential to determine the preferred activi-
ties and peers of the users. The users’ interfaces are being rebuilt to better accommo-
date information and improve in style. 

Currently, we can state that the UserAccess is close to completion, most of it hav-
ing already been implemented. The Reasoning module is undergoing several devel-
opments and is expected to be fully operational during the current year. 
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Abstract. The incorporation of new technologies in elder care is becoming 
more and more usual over time. This is largely due to a great extent to the 
awareness and familiarity that this sector of population has acquired with the 
use of technology in their daily lives. In this paper, we present a nutritional re-
commender system, NutElCare (Nutrition for Elder Care), intended to help eld-
erly users to draw up their own healthy diet plans following, at the same time, 
the nutritional experts guidelines. This recommender system is currently being 
integrated into VIRTRA-EL (VIRtual TRAining in ELderly people), a platform 
that provides support to active aging. 

1 Introduction 

Continued physical activity and good nutritional status are important determinants of 
physical and cognitive function in the elderly [17]. Several changes in body composi-
tion associated with aging, as lean body mass loss caused by the wastage of muscle 
mass and increase of body fat, are the main causes of malnutrition risk in elderly [8]. 
However, various studies demonstrate that many of the elderly do not feed well. This 
is due to somatic, psychic or social problems such as decreased sense of taste or appe-
tite, cardiac insufficiency, chewing or swallowing disorders, depression, social depri-
vation and loneliness [16].  

To prevent and even address these problems, experts work to develop healthy nu-
tritional and physical activity plans for elderly along with cognitive stimulation pro-
grams. New technologies have much to contribute in this task. Elderly are becoming 
increasingly familiar and willing with technology. Thanks to the Internet, users can 
access to a big amount of data to help them in many tasks. But, this big volume of 
data may often hinder users to know what information they find is reliable or com-
plete. Also, handling the large volume of data and extracting the information correctly 
to suit their needs efficiently is not an easy task. 

Recommender systems are capable of storing the information provided by experts 
and offer it in the form of recommendations to users. However, traditional recom-
mendation systems suffer from some limitations, where one of the most important is 
the heterogeneity of information representation, preventing the communication and 
sharing between agents and systems. To alleviate this problem, some proposals have 
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adopted Semantic Web technologies in the system development [14], [21], [4]. Ontol-
ogies are one of the main components of the Semantic Web. They provide universal 
semantics, easing knowledge sharing and its unambiguous interpretation. Ontologies 
can be represented by means of the OWL Web Ontology Language [23], a formal 
language based on Description Logics [2] that allows ontologies to support reasoning 
to infer new knowledge.  

In the nutritional context, several recommender systems have been proposed [20], 
[9], [22]. Most of them are focused on obtaining recipes that appeal to users, but there 
are very few oriented to health care. Finally, the fact that intended users belong to sen-
sitive areas of the population is taken into account in an even smaller number of them. 

NutElCare (Nutrition for Elder care) [7] is a recommender system which allows 
elderly to make their own healthy diet plans according their needs due to aging. The 
system considers not only the healthy requirements, but also the user taste prefer-
ences, hence contributing to a better motivation on the use of the system caused by 
the more appealing and satisfactory diets for the users. It retrieves reliable and com-
plete nutritional information from expert sources, either humans (e.g. nutritionists and 
gerontologists) or computerized (e.g. information systems, nutritional databases from 
World Health Organization WHO - and Spanish Society of Parenteral and Enteral 
Nutrition SENPE - recommendations). It assists older people to benefit of these tips, 
following the daily and weekly healthy nutritional requirements of the users and keep-
ing track of the food ingested previously during the week. Although the system can be 
used with the help of a caregiver, its main purpose is that the elderly could use it on 
their own at home, so that, elderly self-sufficiency is boosted, giving a major value to 
the system.  

VIRTRA-EL is a platform that provides support to active ageing [19]. In this pa-
per, we address the inclusion of NutElCare into VIRTRA-EL so as to intend to supply 
as holistic as possible support to different dimensions of active aging. 

The remaining of this paper is organised as follows. Section 2 introduces some 
work related to active aging support and nutritional recommender systems. In Section 
3, it is explained NutElCare, its architecture and its integration into VIRTRA-EL. 
Finally, in Section 4, conclusions and future work are presented. 

2 Related Work  

Many research efforts in the field of technology devoted to elder care are focused on 
assisted living. Most of them are based on passive assistance which user participation 
is not required and the work rests mainly on technology, as pervasive computing or 
robotics. Talking about active aging assistance, the major part of research relies on 
usability of devices and interfaces. The lack of tools that help elderly to deal age ef-
fects actively by development of different aspects which promote self-sufficiency is 
substantial. Nevertheless, there are some works that aim the support of one of the 
different dimensions of active aging.  

[15] propose a system to deliver step training to users, measuring, at the same time, 
the parameters of stepping performance that are shown to predict falls in older people. 
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In [1], authors affirm that an adaptive version of NeuroRacer game, in multitasking 
training mode, help older people to enhance multitask capacity and to improve cognitive 
abilities. FoodManager [11] is an assistive system to support the elderly in eating and 
cooking activities. It requires special domestic appliance and sensors to its operation. 

3 NutElCare 

NutElCare is a semantic recommender system which provides healthy diet plans for 
the elderly making use of semantic technologies in its development, as ontologies, to 
improve the information representation.  
Regarding the way to obtain recommendations, it can be considered as a hybrid re-
commender system [3] that carries out two different techniques: 

─ Knowledge-based techniques, which use knowledge about users and items to gen-
erate a recommendation, reasoning about what items meet the user’s requirements. 

─ Content-based techniques, where the recommendation process consists in learning 
from the user’s behavior and recommending items that are similar to the items 
rated by them in the past. 

The first recommendation carried out by NutElCare is a knowledge-based recommen-
dation in which a healthy plan is obtained having into account the ontological user 
profile that contains the relevant features of the users in the nutritional context. 

After that, the content-based recommendation starts, allowing the users to make 
variations on the selected diet to fit their taste preferences, or availability of ingre-
dients.  The recommendations must be flexible and take into account, the user prefe-
rences, their allergenic contraindications and what food has been taken during the 
week, offering alternatives to the original diet plan based on these factors. These rec-
ommendations are always nutrient guided, providing alternative suggestions of simi-
lar conditions, to continue meeting the original healthy requirements of the diet. The 
system learns from the user selections to improve further recommendations. 

3.1 Nutritional Requirements and User Profiles 

To offer a model diet, in addition to typical demographic data (such as name, gender, 
age, and address), the following information of the user is required:  

Physical properties. 

─ The weight and height of the user in order to calculate the body mass index (BMI). 
Regarding the classification of the nutritional state in terms of the BMI of the el-
derly in the consensus document created by SENPE, NutElCare will classify the 
nutritional state of the users as: malnutrition, under-weight, normal-weight, over-
weight or obesity. 

─ Swallowing and chewing level, to distinguish whether the user needs normal, soft, 
semi-liquid, or easily digested diets. 
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Environmental factors.  
It contains the season and geographical area in which recommendations are made. 

Activity factors.  
It represents the amount of exercise that the user carries out a week (active, standard 
or sedentary life). Next, the system collects the explicit interests of the user by means 
of questions about allergies and taste preferences. If one of these food elements or 
nutrients, considered as “no-interesting”, appears on the diet model to recommend, 
the system must reason which aliment from the knowledge base is the most similar 
and offer it instead. 

This information about the users is represented into ontological user profiles. These 
profiles are composed of two different kinds of information: explicit, that is obtained 
from the initial form that the users fulfil in the registration process and implicit that is 
collected from users’ selections in the recommendations.  

3.2 Nutritional Ontology 

The knowledge base of NutElCare is represented as an OWL ontology, to which, the 
nutritional expert knowledge has been transferred from the expert sources. The ontol-
ogy contains that information which the system reasons with, in order to obtain proper 
recommendations and it is mainly formed by a food taxonomy enriched with nutri-
tional properties and the alimentary factors that combine in the recommendation 
process.  

One of the major motivations in the use of ontologies is the reusability of a domain 
knowledge possibility, for this reason the nutritional ontology is built from the 
AGROVOC FAO Thesaurus [5] of the United Nations. To fit the requirements of a 
nutritional recommender system, only the relevant nutritional information was ex-
tracted from the AGROVOC Thesaurus and nutritional properties of food were added 
to the ontology.  

3.3 NutElCare in VIRTRA-EL Architecture 

NutElCare is introduced into VIRTRA-EL architecture as a module, which is accessi-
ble to users and nutritionists (or caregivers) after authentication (Fig. 1).  

To a better comprehension of the NutElCare module, we proceed to the explana-
tion of its own architecture, which is based on the main elements of the semantic re-
commender systems, namely: 

─ Knowledge base and items representation. 
─ User profiling and learning techniques of user interests. 
─ Obtaining and providing recommendations about items in the knowledge base 

through semantic similarity measures. 

We can thus represent the architecture of the system as shown in Fig. 1.  
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Fig. 1. NutElCare module basic architecture and its inclusion into VIRTRA-EL  

The following describes a summary of the NutElCare basic components. 

1. User Interface. One of the main success factors of the system is to be easy to use, 
almost as a game, while motivating the users to its correct and serious utilization. 
As a consequence of both functional limitations and a simple lack of technological 
experience, seniors suffer more by usability problems than younger users [12]. For 
this reason, the design of the user interface is carried out taking special care of 
these particular needs. Non-functional properties (as adaptability, anticipatory inte-
raction and heterogeneity) of Ambient Home Care Systems (AHCS) have a major 
impact on the overall acceptance of the system and at the same time, ethical, social, 
medical, and technological constraints must be considered [13].  

2. User Profile Ontology. It contains the user model, which is composed by the ex-
plicit information, obtained at the initial contact with a new user, and the implicit 
information, built with the help of the learning agent which studies the behaviour 
of the user in the system. 

3.  Learning Agent. It analyses the user behaviour in the system interaction. It uses 
learning techniques to extract behaviour patterns and communicates them to the 
user profile in order to building the dynamic part of the model (composed of the 
implicit information collected). 

4. Diet Manager. It is responsible for retrieving the suitable diet models for a user 
profile. Once a diet model is selected, it builds a personalized diet for the current 
user and sends it to the user interface. 

5. Recommender Agent. It computes the nutritional recommendations from the 
knowledge base through semantic similarity techniques and recommendation 
strategies.   

6. Knowledge Base (Ontology). It stores all the nutritional information needed. It is 
modelled through the NutElCare food ontology, where food items are represented 
with instances in order to allow reasoning over them. A small sample can be found 
in Fig. 2. 
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Fig. 2. NutElCare food ontology sample 

7. Screening. Although this component is accessible through the user interface, is 
represented as an external element due to its importance, special treatment and dif-
ferent frequency of use. The screening strategy used is the Mini Nutritional Assess-
ment (MNA) [10] in its short form (MNA-SF) [18]. MNA is considered the most 
worldwide used methodology for the brief evaluation of older persons’ nutritional 
status [6]. MNA-SF is able to identify malnourished persons or at risk of malnutri-
tion. It consists in a short questionnaire that users fill in each 3 months (this value 
can change but is the recommended one by the MNA) via the user interface. 

8. Monitoring. This component contains all the MNA results of the users and whether 
he has followed the daily recommendations or not, including, in this case, why not 
and what has been ingested instead. In this way, the nutritionist, and the system itself, 
are aware of the impact that the use of the system causes to the user and the real daily 
food ingestion. It can be accessed by the nutritionist at any time for consulting a spe-
cific user or obtaining different informs of the results. Essential elements of the 
monitoring component are the Alarms. When the monitoring detects possible symp-
toms of malnutrition or its risk in a specific user, it sends an alarm notification to the 
caregiver and the user itself. At this moment, the state of the system changes to 
awaiting until it is notified to resume and continue with its normal operation. 

4 Conclusions and Future Work 

Recent awareness and familiarity of the elderly with new technologies is boosting the 
development of tools which they can use in their own benefit. However, many of 
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current proposals are intended for telemonitoring purposes without intervention of the 
users or are focused in one single aspect of aging. The lack of systems that help elder-
ly users to deal age effects actively by development different aspects which promote 
self-sufficiency of the elderly, has been one of the main motivations of this work. 
VIRTRA-EL platform was created with the aim of providing support to active aging 
by means of cognitive stimulation. 

In this work, we have presented NutElCare, a recommender system that provides 
healthy and appealing diet plans to the elderly following the expert guidelines. The 
integration of NutElCare into VIRTRA-EL has been addressed in order to contribute 
to the holistic active aging support through three main dimensions: cognitive stimula-
tion, exercise and assisted nutrition. 

As future work we plan full integration of NutElCare into VIRTRA-EL architec-
ture to achieve a complete homogeneous user interaction. Relevant steps for this goal 
are the unification of users and users profiles of both systems as well as their ontolog-
ical representation as well as the homogenization of user interfaces so as to provide a 
compacted and uniform displaying.  

One of the main values of VIRTRA-EL is its support for collaborative engage-
ment. For this reason, it is expected to include collaborative assistance functionalities 
in the nutritional recommender system. 
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Abstract. This paper introduces a gerontechnological framework which
enables real-time and continuous monitoring of the elderly and provides
the best-tailored reactions of a social robot and the proper ambience in
order to regulate the older person’s emotions towards a positive emotion.
After describing the benefits of the framework for emotion recognition
and regulation in the elderly, the eight levels that compose the frame-
work are described. The framework recognizes emotions through study-
ing physiological signals, facial expression and voice. Emotion regulation
is enabled by tuning music, color and light to the specific need of the
elderly.

Keywords: Gerontechnological Framework, Emotion Regulation, Emo-
tion Recognition, Elderly Monitoring, Social robotics.

1 Introduction

Developed countries are dealing with the effects of population ageing, gener-
ally due to lower birth rates and higher life expectancy. Population ageing is
defined as a shift in the distribution of a country’s population towards greater
ages [1]. Elderly frequently have special needs and require a close and person-
alized monitoring, specifically at home and mainly due to health-related issues
[2], [3]. Indeed, there is a growing trend towards ambient assisted living ap-
proaches which provide support to the older people in a personalized way. Also,
the inclusion of companion robots in the intelligent habitat of the older person
is a solution towards quality of life of the elderly living alone [4], [5]. In recent
years, the robotics community has seen a gradual increase in social robots, that
is, robots that exist primarily to interact with people [6]. We believe that per-
ceiving / enhancing the quality of life of the elderly living at home is possible
through automatic emotion recognition and regulation (from now on ERR). In-
deed, it has been largely studied that positive emotional states promote healthy
perceptions, beliefs, and physical well-being [7].

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 320–327, 2014.
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Existing emotion recognition technologies are divided into three major cate-
gories depending on what kind of data is analyzed: physiological signals, facial
expressions, or voice [8]. Physiological emotion recognition shows acceptable per-
formance but has some critical weaknesses that prevent its widespread use; they
are obtrusive to users and need special equipment or devices [9]. Facial analysis
includes a number of processing steps which attempt to detect or track the face,
to locate characteristic facial regions such as eyes, mouth and nose on it, to
extract and follow the movement of facial features. Most of the proposed works
are based on the Facial Action Coding System (FACS), based on the definition
of “action units” of a face that cause facial movements [10]. Lastly, the speech
signal conveys a large amount of information. Two main problems are addressed:
(1) finding the set of features in the speech signal that are most significant in
conveying emotions and (2) finding the best classification algorithm that can
indicate emotional expression, based on the above features [11].

Now, emotion regulation refers to a set of processes that either stop the emo-
tion from emerging or prevent it from being expressed once it is triggered [12].
Bottom-up emotion generation refers to the elicitation of emotion by the pre-
sentation of a stimulus that is thought to have simple physical properties that
are inherently emotional [13]. Antecedent emotion regulation strategies apply
while the emotion is still unfolding and has not reached its peak. In our case,
we are interested in response-focused emotion regulation, which tries to aim at
altering and controlling the experiential, behavioral and physiological response
to the fully established emotion. There is a great deal of work based on the use
of music [14], color [15] and lighting [16] in emotion regulation.

This paper discusses the need of frameworks capable of accepting any sensor
and actuator dealing with the problem of detecting and regulating emotions
through ambient intelligence and social robotics. In this sense, we introduce a
gerontechnological framework that enables continuously monitoring the elderly
and provides the best-tailored reactions of a social robot and the proper ambience
in order to regulate their emotions towards a positive emotional state.

2 Why a Framework?

Nowadays, frameworks are playing a critical role in complex software systems
development. A software framework is a set of software blocks that programmers
can use, extend or modify to fit specific applications. This mechanism allows the
decomposition of an application into a set of independent modules describing
a set of interfaces to ease communications. Therefore, frameworks constitute a
flexible approach that enables the quick creation and deployment of applications.
Under this scheme, components are defined as reusable and independent blocks
that are combined to other components in order to build a specific system. From
a developer perspective, building an application consists of assembling some
existing components and a few of their own.

Among the number of advantages, the biggest one is that a software framework
reduces the time in developing any software as it provides a set of blocks users
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can directly use or improve. This means that users can be abstracted from the
lower level implementation and focus the effort on programming their required
module. Another important feature provided by frameworks is the use of design
patterns, which makes code cleaner and more extensible for future requirements.

The main disadvantage of frameworks is the development complexity. For
small projects, it is faster to code directly rather than implement a whole frame-
work infrastructure. In contrast, for big projects, like the one proposed in this
paper, a framework is an appropriated option.

Real time ERR involves a wide diversity of technologies. This will result in a
complex system which will require a powerful, flexible framework. Designing a
new framework presents crucial challenges:

Deciding the purpose of the framework. This simple decision involves sev-
eral issues related to the scope of the problem to be solved. For instance, a
framework for web development has nothing to do with the one presented
in this paper, so the requirements of each must be carefully analyzed before
taking further steps.

Assessing the levels. After having confirmed the purpose of the framework, it
is necessary to establish a division to allow a structured development. Find-
ing an optimal decomposition involves both a deep analysis of the problem
as well as subject matter experts.

Determining the grain size. This problem is related to the levels one. At an
early design stage, the functionalities included in each level have to be clearly
defined at design time.

Avoiding being restrictive. Finally, a framework must be adaptable to a
growing problem, but not too wide to loose its purpose. This is an important
trade-off that must also be considered at the design stage.

3 Other Frameworks in ERR

Frameworks are widely spread for web-based environments or user-oriented ap-
plications. Some examples are Grails or Springs to develop Java-based appli-
cations, or ASP.NET for Windows-based ones. The academic community has
adopted such paradigm for research projects related to ERR.

Affect sensing by machines has been argued as an essential part of next-
generation human-computer interaction (HCI). To this end, in the recent years
a large number of studies have been conducted, which report automatic recogni-
tion of emotion as a difficult, but feasible task. However most effort has been put
towards off-line analysis, whereas to date only few applications exist able to react
to a user’s emotion in real-time. The framework called Smart Sensor Integration
considerably boosted the development of multimodal on-line emotion recognition
systems [17]. Furthermore, Gehrig and Ekenel presented a common framework
for real-time action unit detection and emotion recognition [18]. For these tasks,
they employed a local appearance-based face representation approach using dis-
crete cosine transform. Santos et al. came up with a proposal that performed
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Fig. 1. The levels of the proposed framework

real-time stress detection based only in two physiological signals: heart rate and
galvanic skin response [19].

In relation to the emotion regulation, the literature does not offer many soft-
ware frameworks. The emotion regulation will be inspired by works from the area
of psychology. Psychologists have explored traditional frameworks (defined as a
set of concepts, practices, and criteria to deal with a particular kind of problem)
for diagnosis and treatment of deceases. An example is the work presented by
Werner and Gross provides a framework for researchers and clinicians interested
in understanding the role of emotion regulation processes in psychopathology
[20]. We will use these works to provide the proper reaction of the social robot
and the ambience.

4 A New Framework for ERR

The proposed framework is intended to deal with the problems that can be
found in real environments (hardware abstraction, noise in the data, or real-time
processing). In this section we provide a high level description of the framework
and the functions performed in each level. An overview of the framework we
propose is shown in Fig. 1.

Each level is defined by the information that it consumes (receives), how
this incoming data is transformed, and the resulting data it provides (sends)
to the next level. Therefore these data flows are detailed for each level in the
next subsections. Fig. 2 shows the outstanding elements to be considered in the
proposed framework for ERR.

Level 0: Hardware - Sensors and Actuators. Frameworks are formed by
software elements located at different levels. However, when dealing with data
coming from the real world, also referred as the environment, we need to place
the hardware elements at some level. In our case, this is Level 0. This layer
represents the hardware components in charge of perceiving the environment
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Fig. 2. Outstanding elements that are described in the proposed framework

and performing actions. No software module is considered here although the
software from other levels directly interacts with it.

Sensors are devices that sense the environment and convert the information
into electronic format. They can be roughly classified according to the infor-
mation they provide, among others, visual data (RGB cameras, IR cameras,
or depth sensors), audio (microphones), biometric data (blood pressure, perspi-
ration, breathing rate, and so on). Actuators are devices able to alter the en-
vironment by receiving instructions and transforming them into actions. Some
actuators considered in this project can be: projectors, lights, a robot, a sound
system, or a heating system.

Level 1: Acquisition. Software at this level handles the communication with
the sensors. For each sensor, there is a module in this level that understands the
data received. Since this is the lowest processing level, it does not consume data
from other levels. It reads the low-level, raw data from the sensors and provides
it the next levels.

Level 2: Feature Extraction. This is one of the key levels. Here the raw data
provided by the sensors is interpreted by different algorithms. This means that
the input data is transformed into more informative, numerical features that
summarize the raw data. Each feature represents an important characteristic of
the data that is of special interest.

From a computer vision perspective, this level is in charge of detecting, rec-
ognizing and tracking those objects of interest contained in the scene. In this
sense, features may be understood as the track and shape of the object, as well
as the kind of object detected. Other example, some features coming from the
elder’s utterances can be extracted, such as the sentiment (positive, negative,
neutral), the gender of the speaker, or the topics involved within the speech. So,
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this level consumes raw data and provides features to the upper level that will
have to interpret them.

Level 3: Multimodal Fusion. As the system will not be able to completely
rely on the separate sources (noise, false positives, or occlusions), a fusion step
is crucial in order to reduce the uncertainty associated to the extracted features.
Indeed, feature extraction can be performed over data coming from very different
sources. In our scenario, we have information coming from cameras, wearable
sensors sending biometric data, microphones, and others. For each kind of data,
different features are extracted. All these heterogeneous features are combined
in order to provide higher level abstraction of information. This is known as the
multimodal fusion.

In our particular problem, the recognition of the elder’s emotion in the sce-
nario is crucial. For this task, our framework uses features related to the user’s
speech, their blood pressure, and their face. The fusion of all these features re-
sults on richer information at the time of assessing the elder’s emotion. This
level consumes the features extracted in Level 2, and provides a combination
of feature in a time window. It is important to consider the time constrains in
order to determine how often the fusion process is performed. For example, if it
is detected that the elder is talking about a sad event, how long do we have to
consider this feature? Therefore, the frequency of the fusion process will deter-
mine the lifespan of the features. The fusion process gives temporal coherence
to the features.

Level 4: Event Detection. This level receives a set of features and processes
them. The result is a high-level description of the situation (e.g. the elder is
happy). In our problem, the emotion analysis logic is in this level. Its inputs are
the array of features sent by the multimodal fusion. The output is the events
related to the emotion of the elder. This means that the emotion recognition
algorithm corresponds here. Moreover, our framework is not limited to detect
user’s emotion. The algorithms intended to detect other events have to be im-
plemented at this level and the inputs would be the same.

Level 5: Decision Making. Here is where the intelligence of the system lies:
considering the events published by the Level 4, the system reacts and decides
the action to execute. For example, considering that our system reacts to the
elder’s mood, once this is detected, the system can vary the illumination, move
the shutters, change the music, as well as the robot can interact with them in a
proper way. This level consumes events and provides actions to be executed by
the different actuators in the scenario.

Level 6: Multimodal Fission. This level defines the particular result of an
action. A multimodal fission component accepts actions and split it into several
commands. Each command is directed to a different actuator in the environment.
For instance, if the action is to create a relaxing environment, the multimodal
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fission will publish commands addressed to dim the lights, project warm colors,
play pleasant music, and the robot will have a conversation about the weather.

The fission process is tuned according to the user’s likes. Hence, some infor-
mation associated to the user is welcomed. Knowing some of their preferences
some environmental conditions, such as the background music and the projec-
tions, can be selected accordingly. This results in a faster achievement of the
desired effect. This level consumes actions from the decision making level, and
provides commands to the proper actuators.

Level 7: Actuation. This level is the counterpart of Level 1. Here the mod-
ules communicating with the actuators send the proper commands. There is one
module in charge of managing each actuator. The modules at this level consume
commands published by the Fission level. Meanwhile, there is not information
sent to other levels but they write low level instructions, or primitives, to hard-
ware components. As an example, the text-to-speech module receives the com-
mand say hello that is transformed into low level instructions that synthesize
“hello” through the speakers.

5 Conclusions

This paper has justified the need of a specific framework for emotion recogni-
tion and regulation tasks. Beside, we have introduced a new gerontechnological
framework for monitoring the elderly at home. In first place, the framework is
aimed at detecting the elder’s emotions by analyzing their physiological signals,
facial expression and voice. Then, the framework provides the best-tailored reac-
tions of a social robot and the ambience to regulate the elder’s emotions towards
a positive emotion. The current state of the art in emotion regulation through
music, color and light is used by the framework with the final goal of enhancing
the quality of life of elder people living alone at their homes. After describing
the benefits of a framework for ERR in the elderly, the eight levels that compose
the proposed framework have been described.
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Abstract. The world population is ageing rapidly, during which tech-
nology innovation has become increasingly advanced. Ageing adults are
expected to meet the demands of new technologies which offer poten-
tial to support independence and social participation. To facilitate this
developers and designers need to better design technology around the
opportunities, capacities and learning strategies of older adults. The
Gerontechnology Matrix, which is based on Maslow’s Hierarchy of Needs,
provides a framework to guide researchers, designers and engineers in
their effort to seek solutions which support older adults to age graciously.
The Gerontechnology Matrix comprises the following live domains: Hous-
ing & Daily activities, Communication & Governance, Health & Self-
esteem, Mobility & Transportation and Work & Leisure. All live domains
will at some point provide challenges to the everyday life of ageing adults.
Technology interventions, to reach the goals set in these live domains,
might be designed for enhancement and satisfaction, prevention and en-
gagement, compensation and assistance or for care and organization.
This paper will be organized as a round table to discuss the pros and
cons of the Gerontechnology Matrix with the participants.

Keywords: User perspective, Active ageing, Technology literacy.

1 Introduction

Gerontechnology, a combination of the words gerontology and technology, is an
interdisciplinary academic and professional research field dedicated to helping
ageing adults fulfill their life goals [1]. Gerontechnology is concerned with provid-
ing technology to better support the health, housing, mobility, communication,
leisure and work needs of older people [2].

The concept of gerontechnology was first described in 1989 at the Human Fac-
tors Societymeeting inDenver,Colorado,USA.After thismeeting, the termgeron-
technology was used in 1991 in the title of a major conference in the Netherlands.
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Gerontechnology was created to address the technology needs of all age cohorts
across the life course and not just the needs of today’s older people. This is achieved
by establishing a framework for setting goals for technology for the different age
cohorts across the life course in five domains. At first a framework was used which
combines the disciplinary groups of the aging process with innovative technologies
[3]. In the currently used matrix the five life domains are the columns in Table 1.
Integrated technological purposes are, displayed as the rows in Table 1, support-
ing the concept of quality of life as defined byMaslow’s theory Hierarchy of Needs.
Needs start from the basic necessities (water, food and air) and rise to self-esteem,
and then further to self-actualization, such as seeking personal growth. Technol-
ogy purposes are based on these needs and may comprise: Enhancement & Satis-
faction, Prevention & Engagement, Compensation & Assistance and Care & Or-
ganization (see Table 1). The main goal of ageing adults is to reach enhancement
and satisfaction of life, creating the conditions for older adults to be autonomous
and independent whilst achieving self-fulfillment [4].

Table 1. Gerontechnology cross-fertilization matrix

Life Domain

Goal Health & Housing & Mobility & Communication & Work &
Self-esteem Daily Living Transport Governance Leisure

Enhancement &
Satisfaction

Prevention &
Engagement

Compensation &
Assistance

Care support &
Organization

2 Organization of ISG

The educational activities of gerontechnology began in the Netherlands with the
formation of the International Society for Gerontechnology (ISG) in 1993, and
were further supported by the establishment of the journal Gerontechnology in
2001. In 2011 the ISG also became a standing committee of IAGG (International
Association of Gerontology and Geriatrics). The ISG mission is to encourage and
promote technological innovations in products and services that address older
peoples’ ambitions and needs on the basis of scientific knowledge about ageing
processes including cultural and individual differences [1].

ISG has a board consisting of an executive board and all presidents of the
regional chapters. Currently ISG has 6 regional chapters namely; the Dutch-
Flemish chapter, the Francophone chapter, the Japanese chapter, the Sinophone
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chapter, the North-American chapter and recently the German-Austrian chapter
was formed. In addition to the regional chapters, there is a student chapter,
for those PhD students who want to be educated and trained in gerontechnology.
Each chapter has to consist of a minimum of 25 members. All individuals working
in any field of ageing and technology can be member of the ISG and can be linked
to the chapter they wish to belong to.

3 Conferences and Master Classes

The ISG has organized special Master Classes for PhD students since 2006.
Master classes can be seen as the 4th pillar in the mission of the ISG, after
biannual conferences, the journal, and the chapters [5]. Master Classes have
been organized in the Netherlands, Canada, France and in Taiwan. Between 2006
and 2012 ISG Master Classes have been organized by Eindhoven University of
Technology (The Netherlands) and Nankai University of Technology (Taiwan).
Other universities that have supported Master Classes were in Vancouver in
2010, Utrecht in 2010, Nice in 2014 and Taipei in 2014.

The Master Classes have an interdisciplinary approach and are a combination
of lectures, coaching and individual guidance. Master Classes are open for PhD
students working in any field of ageing and technology.

In the Master Classes PhD students are learning to apply the gerontechnology
matrix to determine the focus of their PhD thesis. Across 2-3 days, students are
lectured by (grand) masters in gerontechnology. The title ’ISG-Grandmaster’ is
given to those teachers and members who have authored a long list of publi-
cations addressing both technology and gerontology [5]. In the Master Classes
students are questioned and examined via their submitted poster about their
work in gerontechnology principles. Furthermore, (grand)masters not only give
feedback and coaching but they also encourage that students give each other
feedback.

In the Master classes students will learn how to apply the gerontechnology
cross fertilization matrix on their work. Students need to reason, reflect and
choose the life domain for the technology the student is using or is developing.
In addition, they must be very clear about the goal they which to reach for ageing
adults by applying the technology. Usually students need to attend more than
one Master class before they have gained insight into aging and the challenges
of old age. Furthermore, they learn to focus on ageing adults goals and ambi-
tions when developing a technology application, instead of limiting themselves
to technological requirements only.

In general, Master Classes will be scheduled prior the start of an interna-
tional conference. Occasionally Master Classes can be organized by a regional
chapter. Currently there have been nine international conferences and the tenth
conference will be held in Nice in 2016 (see Table 2).
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Table 2. Overview of all ISG conferences, with the year the congress took place, the
location and titles which were addressed

Year Moto Location

1991 Gerontechnology, the study on technology Eindhoven, The Netherlands
and aging

1996 Gerontechnology, a sustainable investment Helsinki, Finland
in the future

1999 Technology and aging, starting into the Munich, Germany
third millennium

2002 Creative use of technology for better Miami, USA
aging

2005 Challenges in aging and work from Asia Nagoya, Japan
to Eastern Europe

2008 Smart technology for active longevity Pisa, Italy

2010 Technologies for health, quality of life, Vancouver, Canada
and aging-in-place

2012 Who’s afraid of aging? Work, leisure, Eindhoven, The Netherlands
care robotics and construction for aging

2014 Cultural and social diversity in Taipei, Taiwan
Gerontechnology

2016 Not yet decided Nice, France

4 To End

Gerontechnology evolved from the scientific world, addressing issues about tech-
nologies for older people into a society with individuals with various expertise cog-
nising the need for a multidisciplinary approach to best meet the needs of older
adults. Master Classes are needed to educate technology or gerontology students
the complexity of gerontechnology. Contact ISG: info@gerontechnology.org.

Acknowledgements. We would like to thank all grandmasters and other ISG
members for their contribution to the growth of gerontechnology.
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Abstract. In this paper we present a robust feature extractor that includes the In 
this paper we study the performance of emotion recognition from cochlear im-
plant-like spectrally reduced speech (SRS) using the conventional Mel-
frequency cepstral coefficients and a Gaussian mixture model (GMM)-based 
classifier. Cochlear-implant-like SRS of each utterance from the emotional 
speech corpus is obtained only from low-bandwidth subband temporal enve-
lopes of the corresponding original utterance. The resulting utterances have less 
spectral information than the original utterances but contain the most relevant 
information for emotion recognition. The emotion classes are trained on the 
Mel-frequency cepstral coefficient (MFCC) features extracted from the SRS 
signals and classification is performed using MFCC features computed from the 
test SRS signals. In order to evaluate to the performance of the SRS-MFCC fea-
tures, emotion recognition experiments are conducted on the FAU AIBO spon-
taneous emotion corpus. Conventional MFCC, Mel-warped DFT (discrete 
Fourier transform) spectrum-based cepstral coefficients (MWDCC), PLP (per-
ceptual linear prediction), and amplitude modulation cepstral coefficient 
(AMCC) features extracted from the original signals are used for comparison 
purpose. Experimental results depict that the SRS-MFCC features outperformed 
all other features in terms of emotion recognition accuracy. Average relative 
improvements obtained over all baseline systems are 1.5% and 11.6% in terms 
of unweighted average recall and weighted average recall, respectively.       

Keywords: Automatic emotion recognition, cochlear implant, spectrally re-
duced speech, MFCC, AMCC, GMM. 

1 Introduction 

The aim of automatic emotion recognition (AER) from speech is to recognize the 
underlying emotional state of a speaker from his or her voice. Motivated by a broad 
range of commercially promising applications, speech emotion recognition has gained 
rapidly increasing research attention over the past few years [1]. In recent years a 
great deal of research has been done to automatically recognize emotions from human 
speech [1-10]. Some of this research has been further applied to call centers, multi-
agent systems and other areas [11-15].  
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Extraction of features from a speech signal that efficiently characterize the emo-
tional content of speech and at the same time do not depend on the speaker or lexical 
content is an important issue in speech emotion recognition [2, 16].  Speech signals 
may contain linguistic and paralinguistic features indicating emotional states. The 
paralinguistic features can be classified to one of three categories: Prosodic such as 
pitch (F0), intensity, and duration, Voice Quality such as jitter and shimmer, and 
Spectral such as MFCC (Mel-frequency cepstral coefficients) or LPCC (linear predic-
tion cepstral coefficients) [6, 7, 16]. Among the features mentioned in the literature as 
being relevant for characterizing the manifestations of speech emotions, the most 
widely used are prosodic features. This is because the earliest studies of emotion de-
tection were carried out using acted speech, where the linguistic content was con-
trolled [16]. The spectral features, when used in combination with other categories of 
features (or even as a stand-alone feature vector), have been found to improve (or to 
achieve good) performance [6-7, 10, 17]. MFCC [18] and Perceptual Linear Predic-
tion (PLP, with or without RASTA filtering) [19] are examples of spectral features 
that achieve good results not only on speech processing in general but also on emo-
tion recognition [6-7, 9]. Reduction of speech variability due speech production or 
environment is important to achieve robust emotion recognition performances. There-
fore, in an AER system, the aim of speech analysis module is to reduce signal varia-
bility and extract relevant acoustic features for emotion recognition. In spite of speech 
variability reduction achieved by the standard MFCC and PLP features AER perfor-
mance is still affected by the sources of speech variability. As most of the emotion 
recognition features are extracted by analyzing speech in the spectral domain it is 
natural to seek the relevant spectral information from the speech signal that is suffi-
cient for AER [20]. One technique to estimate relevant speech spectral information 
for a GMM (gaussian mixture model)-based AER system is to train GMM models for 
emotion classes and evaluate emotion recognition performance on the cochlear im-
plant-like spectrally reduced speech (SRS) signals. The acoustic simulation of a coch-
lear implant is a spectrally reduced transform of original speech and it has been 
shown in [24] that normal hearing listeners could achieve a nearly perfect recognition 
score when listening to these SRS signals.  

MFCC and PLP front-end, which mimic the speech processing performed by the 
human auditory system, are basically aimed at reducing the acoustic variability while 
putting emphasis on the most relevant spectral information for recognition. Therefore, 
cochlear implant-like SRS should contain sufficient information for AER based on 
conventional MFCC or PLP features. Inspired from the algorithm, introduced in [24], 
to synthesize acoustic simulation of a cochlear implant, spectrally reduced speech has 
already been applied in HMM-based automatic speech recognition [20-22], and 
GMM-UBM -based speaker verification [23] tasks. In this work, our objective is to 
find out whether cochlear implant-like SRS contains sufficient spectral information 
for AER based on the conventional MFCC features.         

In order to evaluate the performance of SRS-MFCC features and make a compari-
son with the original speech-based cepstral features MFCC, PLP, MWDCC (Mel-
warped DFT spectrum-based cepstral coefficients), AMCC (amplitude modulation 
cepstral coefficient), and SRS-MFCC features are used in experiments on the FAU 
AIBO corpus, a well-known spontaneous emotion speech corpus. The extracted fea-
tures are used as short-term information (analysis frame length is 25 ms with a frame 
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shift of 10 ms) and modeled using GMM models. Experimental results show the ef-
fectiveness of the SRS-MFCC features in terms of emotion recognition accuracy. 

2 Cepstral Features from Spectrally Reduced Speech 

This section describes the procedure to obtain spectrally reduced speech (SRS) from 
the original speech and compute mel-frequency cepstral coefficients (MFCC) features 
from it. Here, we denote this as SRS-MFCC features. Fig. 1 presents a complete block 
diagram for the SRS-MFCC feature extraction process and Fig. 2 shows the various 
steps to compute MFCC features from the SRS signal.  
 

 

Fig. 1. Block diagram showing various steps to obtain spectrally reduced speech (SRS) from a origi-
nal speech signal and then computation of mel-frequency cepstral coefficients (MFCC) features from 
that SRS signal.  BPF and LPF stands for bandpass filter and low-pass filter, respectively.  

Original speech signal is first framed (frame length is 20 ms with a frame shift of 
10 ms) and windowed using a Hamming window. The windowed speech signal is 
then decomposed into C channel (or subband) signals ( ) , 1,2,...,cx t c C′ ′ = by applying a 

perceptually motivated analysis filterbank and overlap-add technique. The analysis 
filterbank consists of C non-uniform bandwidth bandpass filters (BPFs) which are 
linearly spaced on the Bark scale in order to approximate the nonlinear characteristics 
of the human auditory system. Each bandpass filter (BPF) in the filterbank is a 2nd 
order elliptic BPF having a minimum stopband attenuation of 50 dB and a 2 dB peak-
to-peak ripple in the passband [20, 23]. The lower, upper, and central frequencies of 
the BPFs are computed in the same way as described in [27]. Fig. 3 presents the fre-
quency response of an analysis filterbank comprised of 16C = second order BPFs that 
are linearly spaced on the Bark scale.  

The -thc′  channel amplitude modulation ( )ca t′ (or temporal envelope) of the 

-thc′ signal ( ) , 1,2,...,cx t c C′ ′ = is then obtained by applying a low pass filter followed 

by full-wave rectification of the output signal of the -thc′ channel bandpass filter. The 
purpose of using a low-pass filter, a fourth order elliptic LPF with 2 dB of peak-to-
peak ripple and a minimum stopband attenuation of 50 dB, is to limit the bandwidth 
of the subband temporal envelopes.  

The -thc′ channel amplitude modulation ( )ca t′ is then used to modulate a sinusoid 

whose frequency f equals the centre frequency ccf ′ of the BPF of that channel.  
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Fig. 2. Various steps for the MFCC feature extraction process from the spectrally reduced 
speech signals 

 

Fig. 3. Frequency response of an analysis filterbank consisting of sixteen 2nd order elliptic 
bandpass filters (BPFs) that are linearly spaced on the Bark scale. Sampling frequency is 16 kHz. 

 
The modulated signal of -thc′ channel ( ) ( ) ( )ˆ cos 2c c ccx t a t f tπ′ ′ ′= is again bandpass fil-

tered using the same BPF used for the original analysis subband. If ( )c
BPF

′ ⋅ denotes 

the -thc′ channel bandpass filtering operation then the spectrally reduced signal (SRS) 
( )x̂ t of the original signal can be expressed as:      

( ) ( )( )

( ) ( )( )
1

1

ˆ ˆ

       = cos 2 .

C
c
BPF c

c

C
c
BPF c cc

c

x t x t

a t f tπ

′
′

′=

′
′ ′

′=

=∑

∑




  

                                     (1) 

 

Fig. 4. All-pole spectral envelopes (using linear prediction with a model order of 20) of a frame 
of original speech and the corresponding spectrally reduced speech (SRS). Sampling frequency 
of the speech signal is 16 kHz. Number of subbands in the analysis filterbank is 16 and the cut-
off frequency of the LPF (low-pass filter) is 50 Hz.   
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Fig. 4 shows short-term spectral envelopes of a frame of original speech (taken 
from the emotion corpus) and the corresponding SRS signals. Linear prediction with a 
model order of 20p = is used to estimate the short-term all-pole spectral envelopes. 
Fig. 4 demonstrates that the global shapes of the all-pole spectral envelope of the SRS 
signal, obtained with C = 16, and 50cf = Hz, frame is rather similar (specifically, up 

to 6 kHz) with that of the all-pole spectral envelope of that frame of original speech. 
By increasing the number of subbands C and the cut off frequency cf it is possible to 

obtain SRS spectral envelopes that are more similar to the original speech spectral 
envelopes [23].  

The SRS signal it is then passed through the feature extraction process to compute 
cepstral features. MFCC processing begins with pre-emphasis, typically using a first-
order high-pass filter. Short-time Fourier Transform (STFT) analysis is performed 
using a hamming window, and triangular-shaped Mel-frequency integration is per-
formed for auditory spectral analysis. The logarithmic nonlinearity stage follows, and 
the 13-dimensional static features are obtained through the use of a Discrete Cosine 
Transform (DCT). After normalizing the static features using a cepstral mean norma-
lization (CMN) technique, first and second derivatives are appended with the static 
features, making a final set of 39-dimensional MFCC features. 

3 Emotion Recognition Experiments 

The effectiveness of the spectrally reduced speech-mel-frequency cepstral coefficients 
(SRS-MFCC) features on an emotion recognition task is tested using the FAU AIBO 
[28, 17] emotional speech corpus. For comparison the following features computed 
from the original signal are chosen: conventional MFCC [18], Mel-warped DFT (dis-
crete Fourier transform) spectrum-based cepstral coefficients (MWDCC) [7], and 
amplitude modulation cepstral coefficients (AMCC) [7] features. The dimension of 
features for each system is d = 39 and all systems use the cepstral mean normalization 
method as a post-processing scheme to normalize the static features.  

3.1 Emotion Recognition Corpus 

The FAU AIBO dataset consists of spontaneous recordings of German children inte-
racting with a pet robot. The corpus is composed of 9959 chunks for training and 
8257 chunks for testing. A chunk is an intermediate unit of analysis between the word 
and the turn, which is manually defined based on syntactic-prosodic criteria. The 
chunks are labeled into five emotion categories: Anger (A), Emphatic (E), Neutral 
(N), Positive (P, composed of motherese and joyful) and Rest (R, consisting of emo-
tions not belonging to the other categories such as bored, helpless, and so on). The 
distribution of the five classes is highly unbalanced. For example, the percentage of 
training data of each class is as follows: A(8.8%), E(21%), N(56.1%), P(6.8%), 
R(7.2%). 
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3.2 Gaussian Mixture Models (GMMs) 

Cepstral feature vectors are modeled using a GMM model. GMM is a generative 
model widely used in the field of speech processing. It is a semi-parametric probabil-
istic method that offers the advantage of adequately representing speech signal varia-
bility. Given a GMM modeling a d-dimensional vector, the probability of observing a 
feature vector given the model { }, ,i i iM w= μ Σ is computed as follows: 

                         ( ) ( )
1

m

i i i
i

P M w N ; ,
=

=∑x x μ Σ ,                                                (2)  

where m, iw ,iμ and iΣ correspond to the number of Gaussians, weight, mean vector 

and diagonal covariance matrix of the i-th Gaussian, respectively. 
GMM parameters are estimated using a Maximum Likelihood (ML) approach 

based on the Expectation Maximization (EM) algorithm [26]. The classification of a 
test sequence of T frames { }TxxxX ,,, 21 …=  is based on the Bayes decision. Using an 

equal prior probability for all classes, the classification is achieved by computing the 
log-likelihood of the test utterance against the GMM of each emotion class. The test 
recording is classified as the emotion class label that maximizes the log-likelihood 
value over all class models [7]. 

3.3 Experimental setup 

The training of GMM models has been made with different numbers of mixtures tak-
en from the set {2,4,8,16,32,64,128,256,512,1024}. The best parameter is tuned sepa-
rately for each system based on the training data using a 9-fold cross validation proto-
col. Each fold contains a separate group of speakers to ensure speaker independent 
evaluation. After optimization, the selected numbers of Gaussians used for test data 
are as follows: 128 for the baseline MFCC, 128 for MWDCC, 128 for PLP, 256 for 
the AMCC, and 256 for SRS-MFCC systems. The metrics used for the evaluation of 
automatic speech emotion recognition performances are: unweighted average recall 
(UAR) and weighted average recall (WAR). The results are optimized to maximize 
the UAR measure and secondly the WAR (namely accuracy) given that FAU AIBO 
emotion classes are highly unbalanced (i.e., one class is disproportionately more 
represented than the others).  

3.4 Results and Discussion 

Similar to [20-23, 24], in order to evaluate the effect of reducing the bandwidth of the 
temporal envelope information we did emotion recognition experiments by varying 
the cut-off frequency cf of the low-pass filter (LPF) from 16 Hz to 500 Hz. The value 

of cf was chosen optimal that provided highest emotion recognition accuracy. To find 

the optimal number of subbands, we synthesized spectrally reduced speech (SRS) 
from the original speech by varying the number of subbands (or channels) C from 16 
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to 50 and found that C = 16 with 50cf = Hz provided highest accuracy. Here, we re-

port emotion recognition results on the eval (or test) data for C = 16 & 50cf = Hz. 

Table 1 presents the results obtained using the baseline systems and the SRS-
MFCC system. It is observed from this table that the SRS-MFCC system outper-
formed the baseline MFCC, PLP and MWDCC systems in terms of both UAR and 
WAR measures. Although the performance of SRS-MFCC is close to that of AMCC 
in terms of the UAR metric SRS-MFCC outperformed AMCC in WAR metric.  It has 
been shown in [7] that the MFCC obtained via the direct warping of the DFT (discrete 
Fourier transform) spectrum, denoted as MWDCC, achieved better recognition accu-
racy, in terms of the WAR scoring metric, than the conventional MFCC. The perfor-
mance of MWDCC was almost the same as the MFCC in UAR scoring metric. Rela-
tive improvements obtained by the SRS-MFCC, in UAR metric, over the baseline 
MFCC, PLP, MWDCC, and AMCC are approximately 1.3%, 3.9%, 1.9% and -1.3%, 
respectively. With the WAR metric, the relative improvements are approximately 
14.9% and 11.4%, 11.5%, and 8.6%, over the MFCC, PLP, MWDCC, and AMCC, 
respectively. Presented results demonstrate that the cochlear implant-like SRS is a 
relevant speech model for using in AER. Our future work is to compute PLP and 
AMCC features from SRS signals and compare their performances with the PLP and 
AMCC features computed from the original speech signals. 

Table 1. Emotion recognition results achieved on FAU AIBO test data for the baseline MFCC, 
PLP, MWDCC (Mel-warped DFT spectrum-based MFCC), AMCC and SRS-MFCC systems in 
terms of the UAR and WAR scoring metrics 

 UAR (%) WAR (%) 

MFCC 43.37 40.26 

PLP 42.30 41.50 

MWDCC 43.11 41.48 

AMCC 44.50 42.58 

SRS-MFCC 43.94 46.24 

4 Conclusion 

In this paper, we present spectrally reduced speech (SRS) -based Mel-frequency cep-
stral coefficients (SRS-MFCC) features for emotion recognition. Inspired from speech 
signal processing algorithms in standard cochlear implants, the SRS signals are ob-
tained by applying cochlear implant-like synthesis algorithm to the original emotion 
corpus. Although SRS has reduced spectral information than the original one it is 
observed, experimentally, that SRS-MFCC features carry relevant information for 
emotion recognition. Performance of the SRS-MFCC features is compared, in the 
context of speech emotion recognition task on the FAU AIBO emotion corpus, with 
the conventional MFCC, PLP, MWDCC, and AMCC systems. SRS-MFCC features 
are shown to outperform the baseline features in terms of emotion recognition accura-
cy measured using UAR and WAR scoring metrics. Average relative improvements 
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obtained over all baseline systems are 1.5% and 11.6% in terms of UAR and WAR, 
respectively.    
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Abstract. The analysis of emotions in patients with Alzheimer’s disease is a 
field that has been extensively studied in recent years with the purpose of track-
ing the progress of the disease. This study shows a first idea to contribute with a 
method to retrieve not only simple but complex emotions from patients, which 
we will call emotion pattern. Preliminary results showed that it is possible to 
identify the emotions of depression and guilt, which are typical in this kind of 
patients. Our work is in development, and aims to identify not only basic emo-
tions but complex emotions through semantic tools, in order to identify com-
plex patterns which facilitate the tasks of caregivers of Alzheimer’s patients. 

Keywords: Alzheimer’s disease, ontologies, emotions, GSP. 

1 Introduction 

Recently, there were 35.6 million people in the world with Alzheimer’s disease (AD) 
and other dementias; and the forecasts are not good since they predict that this amount 
will increase to 65.7 million by 2030, and 115.4 million by 2050. According to the 
World Health Organization (WHO), there is a new case of dementia every four 
seconds (1). In addition, little is known about emotions in patients with AD, so an 
understanding of the way in which the brain processes and integrates emotions is 
essential to determine an appropriate treatment for these patients. The human brain is 
made up of millions of nerve cells. These cells are connected to each other through a 
process called synapsis. When people “live” more experiences, nerve cells generate 
more patterns. These patterns are related to thoughts, memories and abilities, and they 
change when AD at-tacks the brain, altering nerve cells and their connections (2) (3). 
Alzheimer’s disease is progressive and has no cure.  In its final stages, the person 
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cannot control their emotions, recognize mistakes and patterns, or coordinate move-
ments. This disease will bring about with it negative implications for the well-being, 
especially of elders (4). Likewise, patients with AD in its early stages show a lower 
capacity to differentiate emotional patterns. This happens because the disease causes 
damage to the temporal lobe, which impedes the recognition of expressions of joy, 
sadness, fear and other normal expressions. The effect is such that the mechanisms 
responsible for processing face identity can be suppressed to such an extent that pa-
tients can identify human faces but not facial expressions (5). However, patients with 
AD, even in advanced stages, are capable of feeling emotions in these situations, and, 
in a way, recall or form memories (6). 

Emotions refer especially to the volitional faculties. Its attribution to this faculties 
is that they can stimulate the desire to take control of a situation and emotionally af-
fective encourage creativity or they may hinder or suppress the desire when emotions 
are depressed character, or they lead to exaggeration or distortion when are aggressive 
character1 . One of them proposes the combination of basic emotions with the purpose 
of obtaining complex emotions; as seen in Table 1. 

Table 1. Composition of complex emotions (7) 

Complex emotion Primary emotions 

Guilt Fear + Anger 

Envy Sadness + Anger 

Shame Sadness + Anger (at self) + Fear 

Depression Sadness + Anger (at self) 

 
There are previous studies related to recognition of basic emotions from text, video 

footage, body devices, audio and a combination of different types. But, there are no 
studies that recognize compound emotions from basic emotions. Compound (second-
ary) emotions are also called complex or derived emotions and they do not have cha-
racteristic facial features or a particular tendency to action. In this study, we attempt 
to contribute to the recognition of complex emotions in patients with Alzheimer’s 
disease. These complex emotions are identified through the combination of basic 
emotions retrieved by processing video footage. The focus here is facial expressions, 
but our proposal can also work with software that recognizes emotions by analyzing 
body movements (8). The hypothesis is that, by proposing an intelligent system for 
emotion recognition, it is possible to model and recognize complex emotions in pa-
tients with Alzheimer’s disease through a) basic emotions, which are based on an a 
priori model (qualitative-deterministic model); and, b) basic emotions, which are 
automatically retrieved by using the knowledge obtained from a case database to train 
probabilistic learning algorithms (qualitative-non-deterministic model). This study 
                                                           
1  Rielo F. Concepción genética del método. Sección III. Función Experiencial. 
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facilitates the design of a prototype for experimental use, the reuse of concepts of 
semantic tools, and the elimination of ambiguity of emotions for each study context. 

2 State of the Art 

The  difficulties  in  recognizing  emotions  are  associated  with  interpersonal  prob-
lems,  reducing  the development of psychopathologies (9). This situation could be 
misinterpreted as a symptom of depression (10); however, in Alzheimer's patients 
there is a reduction in the capacity to experience emotions. A study published in the 
Journal of Neuropsychiatry & Clinical Neurosciences shows how patients with Alz-
heimer’s disease, who were asked to associate an emotional value to certain images, 
see pleasant images as less pleas-ant, and the negative images as less negative, in 
comparison to a control group of normal elders. 

Studies  on  facial  expression  recognition  have  shown  that  older  people  have  
selective  deficiencies  in identifying simple emotions, compared to young people, for 
instance, to detect negative emotions such as sadness (11) (12);  anger (11), and fear 
(11), (13). We can also say that fear is the most difficult emotion to recognize on the 
face unlike joy because not all facial stimuli are equally complex (11). Disgust and 
fear are more complex emotions that need at least five facial movements (2). The 
possible causes of these results are the emotion of complexity (the amount of facial 
movements required to demonstrate emotion) and the ability to show emotion, which 
in older people, is gradually lost as people get older. Based on research described in 
this literature review, Fig. 1 shows the proposal of this study: 

 

Fig. 1. Complex emotions in patients with Alzheimer’s disease 

Fig. 1 will be useful to describe our proposal. Simple emotions that are expressed 
in the face of patients, with the influence of the context (considering that even emo-
tional working memory remains in patients (3)), can be analyzed by semantic algo-
rithms that, based on an ontology, can be executed to obtain a complex emotion as a 
result. In order to retrieve emotional patterns, the Generalized Sequential Patterns 
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(GSP) algorithm will be used due to its successful results when identifying patterns of 
human situations in scenarios related to sports and human coexistence (14) (15). The 
objective here is to retrieve common complex emotions in the patients studied. For 
this purpose, the following method has been established. 

3 Method 

In order to retrieve emotional patterns, we will use the Generalized Sequential Pat-
terns (GSP) algorithm because it has yielded successful results when identifying pat-
terns of human situations in scenarios related to sports and human coexistence. (14) 
(15). The GSP algorithm works as follows (16): 

• All individual activities with the highest frequency are taken (1- sequences). 
• During the second stage, a set of candidate 2 –sequences is formed by considering 

the most frequent (1– sequences). The frequent 2- sequences (subsequences) are 
used to generate the candidate of 3- sequences. This process is repeated until no 
more frequent sequences are found. 

• Candidates generation is done considering the set of frequent (k-1) – frequent se-
quences of F (k-1). The candidates for the next pass are generated by joining F(k-
1) with itself. A pruning phase eliminates any sequence; that is, at least one of 
those frequencies is not considered frequent because it exceeds a threshold value 
known as minimum support threshold (min_support). 

In order to obtain the training file for the GSP algorithm, two techniques were used: 
a) a tagger who watched videos on which patients are interviewed, and b) an automat-
ic tagging system that was developed by our group2 Fig. 2. We took an image of 
video per second in order to eliminate errors as was done in (17), so in each image of 
the video we recorded a basic emotion, and the time window (timeout to combine the 
basic emotions) was 20 seconds. This resulted in 20 emotions per row in the file of 
training, emulating at (18). We worked with 54 videos of youtube where the emotions 
of a patient are recorded. The results of both techniques were compared to establish a 
unique training file.  

 

 

Fig. 2. An emotion recognition system on youtube 

                                                           
2  http://200.0.29.83:8080/hse2/ 
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Fig. 2 shows that the system recognizes an emotion and makes recommendations 
about what type of emotions are identified. This is verified by manual tagging in order 
to ensure the quality of the process. The results of GSP are the input for an ontology 
that is used to identify emotions with high level semantics. Here, we make use of the 
semantic proposal by (19) in which they go from a low level (simple emotions) to a 
middle and high level semantics (complex emotions). In this study, the proposal is the 
use of the HEO ontology, developed in (20) as a base. The emotion pat-terns recog-
nized by GSP are the input for HEO so this ontology can be used to infer emotions of 
high-level semantics. However, due to the phase of development of this study that 
pretends to ensure the accurate recognition of simple emotions (this is the base for the 
rest of the semantic testing), the focus is to establish the appropriate method and test-
ing, which are the base of our research. For the moment, we will only show the results 
of the emotion patterns, and after that, we will work with HEO ontology. 

4 Testing 

The focus of this study is youtube 3 videos about interviews with patients. In order to 
obtain the training file two techniques were used: a) a tagger who watched videos and 
recorded emotions by using a temporal window of 20 seconds. This time is based on a 
study by (21) in which it is demonstrated that temporal signals related to thoughts and 
emotions last between 10 and 20 seconds; and b) an automatic video tagging software, 
which was developed by our group, was used. Afterwards, the results obtained through 
both techniques were compared with the purpose of establishing one final training file. 
The GSP algorithm was used to identify “emotional patterns” in order to conclude if 
this algorithm is capable of automatically obtaining emotions that are typical of people 
with Alzheimer’s disease. The minimum support used in this study was 0.7%, similar 
to how it was done in (22) for emotion recognition. The results were the following: 

Table 2. Results of applying GSP in order to recognize complex emotions 

Number of videos Emotions recognized by 
GSP 

Complex emotions 

16 Sadness and anger Depression 

16 Fear and anger Guilt 

40 Normal -- 

50 Sadness and anger Depression 

50 Fear -- 

                                                           
3  Examples of these videos are: http://www.youtube.com/watch?list= 

PLF78FD59D33B3495E&v=MZ_NKWBoVC8 and  
http://www.youtube.com/watch?v=SXmXj2sra20 
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Table 2 shows that the complex emotions of Depression and Guilt have been de-
tected. These emotions are typical of patients (6); therefore, there are indications that 
it is possible for intelligent algorithms to automatically detect “emotion patterns” in 
patients with Alzheimer’s disease, which can help predict changes in the disease when 
emotional findings are not present in the patients analyzed. 

5 Conclusions and Future Work 

This study is a first contribution to automatic recognition of human emotions in pa-
tients with Alzheimer’s disease. We start with the premise that when there are emo-
tional changes in patients, the disease is progressing, thus, our proposal is that the 
techniques for identification of patterns and semantics can help recognize simple and 
complex emotions in patients, and also, help to verify changes or increase in such 
emotions in the patients studied. This research is still being developed since we are 
trying to adjust computer algorithms in order to obtain patients’ emotional patterns 
with a high accuracy, and then, through semantic inference, obtain complex emotions. 
For this, we used GSP to obtain emotions – pattern, Fear, Joy, and Surprise, which 
indicates the right path for this study. The combinations of these emotions are the 
complex emotions of Depression and Guilt that are typical of patients with Alzhei-
mer’s disease (6). The next step is to consolidate computer algorithms such as GSP, 
and work with ontologies such as HEO in order to test semantic inference. In conclu-
sion, we believe that we have the opportunity to demonstrate that it is possible to 
recognize emotions in patients with Alzheimer’s disease and check the progress of the 
disease based on emotional changes. For this reason, we will continue working on this 
area of research. 
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and Alicia Fernández-Sotos4

1 Universidad de Castilla-La Mancha, Instituto de Investigación en Informática de
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Abstract. This paper introduces a project named “Improvement of the
Elderly Quality of Life and Care through Smart Emotion Regulation”.
The objective of the project is to find solutions for improving the quality
of life and care of the elderly who can or wants to continue living at home
by using emotion regulation techniques. Cameras and body sensors are
used for monitoring the elderlies’ facial and gestural expression, activity
and behaviour, as well as relevant physiological data. This way the older
people’s emotions are inferred and recognized. Music, colour and light
are the simulating means to regulate their emotions towards a positive
and pleasant mood.

Keywords: Emotion recognition, Emotion regulation, Ambient intelli-
gence, Gerontechnology.

1 Introduction

Quality of life is the perceived quality of the daily life of an individual, the ap-
preciation of being of a person. It includes emotional, social and physical aspects
in a person’s life. Now, quality of life and care (QL&C) assesses how welfare is
affected due to illness or disability. In order to appreciate QL&C an adequate
monitoring of the individual is essential. It is widely recognized that elderly
people generally prefer to live in their own homes over other options. But it is
difficult to provide the necessary security and home care without monitoring,
especially when the old person encounters some trouble. In this sense, Informa-
tion Technology and Communications (ICT) may be part of the solution to the
most common problems that the elderly faces at home.

The “Improvement of the Elderly Quality of Life and Care through Smart
Emotion Regulation” project addresses a challenge related to “Economy and
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Fig. 1. General layout of the smart emotion regulation project

Digital Society”, linked to the Spanish Strategy for Science, Technology and
Innovation. Specifically, the purpose of the project is to find solutions for im-
proving the quality of life and care of the elderly who can or wants to continue
living at home, by using advanced tools and techniques of Information Tech-
nology supplemented with expert knowledge based on experimental techniques
from Psychology, Neurobiology and Music about the regulation of emotions.

Computer tools and techniques used in this project are directly linked to the
concepts of Ambient Intelligence (AmI). Indeed, we are convinced that AmI
is a well-suited area for the design, implementation and deployment of global
systems that seek to provide effective solutions to real problems in our society.
The general objective results in some specific goals, such as: (1) to analyse the
emotional states and the regulation techniques based on the expert knowledge,
(2) to monitor and recognize emotions in Ambient Intelligence environments,
(3) to regulate emotions through adapting the environment, (4) to construct an
intelligent emotion regulation system, and, (5) to validate the emotion regulation
system based on the expert knowledge. The project expected outcome is an
intelligent emotion regulation system where the elderly can raise his/her sense
of quality of life and care. Fig. 1 shows the general layout of the proposed system.

2 Fundamentals of Smart Emotion Recognition and
Regulation

Automatic monitoring of emotional states is a valuable tool in the areas of Health
Sciences and Rehabilitation, Clinical Psychology, Psychiatry and Gerontology.
Current research in wireless area networks (WSNs) [1] and body area networks
[2] has enabled the inclusion of advanced monitoring devices. Energy efficiency
and small size devices are being dedicated to body feature measurements. It
is important to consider the multisensory approach, which combines multiple
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sources of information presented by various sensors to generate a more accu-
rate and robust interpretation of the environment [3]. Ultimately, we are talking
about semantic interpretation from multi-sensed and video-controlled environ-
ments [4], which is the need to recognize situations, activities and interactions
between different actors involved [5]. In our case, the goal is to apply smart
techniques to the recognition of the activity and mood of older people living
alone in their homes [6]. Indeed, we believe that the ability to monitor changes
in the emotional state of a person in his/her own context allows implementing
regulatory strategies for reducing negative affect. Emotion interpretation in hu-
mans has traditionally been an area of interest in disciplines such as Psychology
and Sociology. However, there is a lack of applications that relate emotion with
human behaviour.

Currently, the less intrusive process of automatic emotion recognition is based
on the study of facial expression. The Facial Action Coding System [7] encodes
all possible facial expressions as unitary actions (AUs) which may occur individ-
ually or in combination. In fact, facial expressions associated with emotions are
generally described as a set of AUs [8]. Also, the analysis of physiological data is
used for emotion recognition. The capture of physiological data is increasingly
done through body sensor networks. These allow continuous measurement of
physiological parameters such as heart rate, muscle tension, skin conductance,
breathing rate, and so on, in the daily life of a person. When combined with
contextual information extracted from the environment through WSNs, these
parameters are used to infer emotions [9].

However, different innovative strategies have been developed to improve mood
through external stimulation. In the field of gerontology, some techniques have
been used to aid reminiscence and life review that claim to help the elderly to
remember in organized manner autobiographical events using auditory stimuli
such as music and visual stimuli such as photographs or videos. Specifically, “Life
Review Based on Specific Positive Events” (ReVISEP) [10] is a technique aimed
at the recovery of especially positive memories occurred throughout life. The
main effect of this technique is improved mood and increased life satisfaction,
both in older people with and without major depression. The power of music for
modulating mood has also been proved [11].

Since the apparition of a pioneering work [12], renewed interest in the study
of the relationship between cognition and emotion has led to the development
of a wide range of techniques that allow temporary induction of different mood,
both positive and negative. The first modern technique is the Velten mood in-
duction procedure [13]. Other developed techniques are induction through music
[14], film sequences [15] and autobiographical memory [16]. It is considered more
useful to combine two or more induction techniques simultaneously, since multi-
ple inductions contribute additively to mood [17]. The most studied field is the
induction of positive emotional states through music, which has been tested with
some success in various mental health conditions like depression [18]. Emotional
responses to music are born of different musical features, including mode, har-
monic complexity, tempo and intensity [19]. On the other hand, one of the most
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used set of stimuli in experimental research on emotions is the International
Affective Picture System (IAPS) The IAPS is a collection of more than 1000
colour photographs that represent objects, people, landscapes and everyday sit-
uations. It allows accurate selection of the stimuli according to their position in
the affective space defined by the dimensions of valence, arousal and dominance.

For emotion interpretation and regulation we heavily bet on Ambient Intel-
ligence (AmI) [20] which proposes the creation of intelligent environments to
suit the needs, tastes and interests of people that live in them. Moreover, the
relationship between emotions and AmI is called “emotion-aware AmI” (AmE),
which could be defined as emotion conscious AmI. AmE exploits concepts from
Psychology and Social Sciences to adequately analyse the state of the individual
and enrich the contextual information. AmE achieves this objective by extending
the AmI devices through a collection of improved sensors able to recognize hu-
man emotions from facial expressions [21] and human behaviours, such as hand
gestures, body movements and speech [22], [23].

3 Smart Ambient for the Elderly Emotion Recognition
and Regulation

As depicted in Fig. 1, the four main modules of the smart ambient are “Emo-
tion Recognition”, “Emotion Regulation”, “Ambient Adaptation” and “Exper-
tise Provision”.

3.1 Emotion Recognition

The “Emotion Recognition” module is dedicated to two tasks as shown in Fig.
2. The first one is aimed at stimulating the elderly in accordance with the ac-
tual emotion and the emotion that should be reached. The monitored elderly is
being stimulated by means of music, colour and light in the so-called “Emotion-
Oriented Perceptual Stimulation” task. These simultaneously provided stimuli
should force a change in the mood of the elderly.

Obviously, it is necessary to capture the change through different sensors
which are used in the “Emotion Monitoring and Recognition” task. Emotion
monitoring as such is performed through the following sensors: camera(s) to
capture the elder’s face and gestures; camera(s) to follow the elder’s behaviour;
and, body sensors to get the elder’s most important physiological data. Now, all
these sensors work jointly to recognize emotions. It is our desire to use as less
intrusive sensors as possible. At least a great effort will be put to miniaturize
the needed body sensors. Face and gesture detection is the first step towards
obtaining (positive / negative) emotion interpretation, the user’s behaviours are
aimed at (normal / abnormal) activity recognition, and affect recognition is
gotten from the analysis of the physiological data.

3.2 Emotion Regulation

The next module is “Emotion Regulation”, which input are the detected emo-
tions, as shown in Fig. 3. Its objective is to provide the best-suited conditions
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Fig. 2. Emotion Recognition subsystem

of music performance, and colour and light to attain the desired emotion in the
elderly. The “Data Fusion and Mining” task is a fundamental one in this pro-
posal. Indeed, a big deal of work is foreseen in data fusion, as emotion detection
and regulation is only viable if all the data recorded from all the sensors pro-
vides enough evidence. Although there will be redundant information obtained
from some sensors, some contradictory information will appear. The data to be
fused comes from face and gesture recognition, activity detection and physiolog-
ical data interpretation. Data mining is required to look for the most relevant
information from all the data captured in order to get a correct knowledge on
emotion regulation. As EEG and fMRI based techniques provide relevant pre-
vious knowledge on emotions as studied by psychologists and neuroscientists,
some ground-truth data is used to validate the approach after crossing with the
data obtained in our experimentation.

The other task present in this module is “Emotion Interpretation and Regula-
tion”, which obtains the emotion-tailored music, colour and lighting conditions
for each situation.

3.3 Ambient Adaptation

“Ambient Adaptation” uses the emotion-tailored music, colour and lighting con-
ditions as an input to build up an AmI system which integrates the whole pro-
cess (see Fig. 4). “Ambient Intelligence” creates an intelligent system capable of
adapting the ambience towards regulating emotions. It is important to highlight
that this no private / sensitive information is sent out of the proper system. The
only information transmitted consists of alarms to the foreseen stakeholders,
that is, physicians, care providers and relatives. Secondly, “Smart Ambient As-
sessment” is a lifelong task aimed at assessing the system after each modification
in the emotion recognition and regulation process.
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Fig. 3. Emotion Regulation subsystem

Fig. 4. Ambient Adaptation subsystem

Fig. 5. Expertise Provision subsystem
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3.4 Expertise Provision

The “Expertise Provision” (see Fig. 5) module is mandatory in introducing the
current expert knowledge on the emotion detection and regulation issue though
the task named “Emotion-Oriented Light, Colour and Music Therapies”. We are
happy to count on a multidisciplinary team composed of computer scientists, elec-
trical engineers, psychologists, neurobiologists andmusicians. The module is com-
pulsory as well for technically and scientifically assessing both the emotion regu-
lation smart system (“Assessment of Emotion Regulation” task) and the quality
of life improvement wager (“Assessment of Quality of Life Improvement” task).

4 Conclusions

This paper has described a project named “Improvement of the Elderly Qual-
ity of Life and Care through Smart Emotion Regulation”. The objective of the
project is to find solutions for improving the quality of life and care of the elderly
who can or wants to continue living at home by using emotion regulation tech-
niques. For this sake, we have introduced the four main modules that make up
the smart ambient system. These are “Emotion Recognition”, “Emotion Regula-
tion”, “Ambient Adaptation” and “Expertise Provision”. Heterogeneous vision
and body sensors are used for monitoring the elderly and detecting his/her emo-
tions, whilst music, colour and light are the simulating means to regulate the
emotions towards a positive and pleasant mood.
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Abstract. People suffering from dementia exhibit abnormal behaviors
that can put them at risk or burden their relatives and caregivers. Many
of these behaviors have acoustic manifestations, such as shouting, mum-
bling, cursing or making repetitive tapping. In this paper we propose
an approach for detecting disruptive behavior manifested through au-
dio. The solution proposed is an specialized speech, verbal and ambient
sound detector and classifier, using speech and CASA techniques. We
illustrate how the detection of these symptoms can be used to enact
non-pharmacological interventions aimed at stopping such behavior or
mitigating its negative impact.

1 Introduction

People who suffer from dementia exhibit abnormal behaviors that can put them
at risk or burden their relatives and caregivers. Traditionally, cognitive problems
have been the main focus of interest in the treatment of people with dementia
(PwD). However, a number of common non-cognitive symptoms are challenging
not only for the person, but also for their caregivers. Behavioral and psychological
symptoms of dementia (BPSD) are defined as symptoms of disturbed perception,
thought content, mood, behavior frequently occurring in patients with demen-
tia [1]. Psychological symptoms of dementia relate to anxiety, depression, and
psychosis whereas behavioral symptoms include aggression, apathy, agitation,
disinhibited behaviors, wandering, nocturnal disruption, and vocally disruptive
behaviors. Such behaviors are typically identified by observation of the PwD and
only considered challenging when they affect other people or cause self-injury.
Approximately 90 percent of patients with dementia of the Alzheimer’s type
exhibit these problematic behaviors turning their care a complex and challeng-
ing task. For instance, vocally disruptive behavior (VBD), such as screaming,
shouting, abusive language, perseveration and repetitive inappropriate requests,
have been found to cause severe emotional distress for caregivers and other res-
idents in nursing homes. Moreover, nursing staff expressed significantly more
frustration, anxiety and anger towards patients with VDB and even distanced
themselves from them [4].
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There is a growing agreement that dementia treatment should include non-
pharmacological interventions (NPI) to ameliorate challenging behaviors such
as those aforementioned [11]. Heterogeneity in the manifestations of demen-
tia stems from three sources: predisposing characteristics, life events, and the
person’s current condition. Each of these sources occurs in several domains: a
genetic-biological-medical domain, a psychosocial domain, and an environmental
domain. This is why recommendations for caring for a PwD include simplify-
ing the physical environment, avoiding unfamiliar settings, and maintaining a
relatively fixed routine.

We propose to leverage on pervasive technologies to detect problematic behav-
iors in PwDs in order to enact interventions in an overly-disruptive environment,
suggest interventions to the caregiver, or prompt the PwD to carry out comfort-
ing activities. These interventions aim at reducing the frequency of incidences
of BPSD, and ultimately stimulating definite changes in behavioral patterns in
the PwD and the caregiver. Therefore, making it less troublesome for the care-
giver and providing the PwD with a better quality of life. We refer to such an
environment as an Ambient-assisted Intervention System (AaIS).

Several BPSD have audible manifestations, such as yelling or mumbling. In
this paper we describe an approach that can be used to detect these types of
behaviors. In the next section we describe the general approach we have called
Ambient Assisted Interventions for Dementia. Section 3 presents a case study
conducted in a geriatric residence from which we derived use scenarios and gath-
ered data to evaluate the feasibility of our approach. The approach proposed is
discussed in Section 4, with some preliminary results. Finally, Section 5 presents
our conclusions and proposes future work.

2 AAID: Ambient Assisted interventions for Dementia

Figure 1 depicts the general approach of an Ambient-assisted Intervention sys-
tem (AaIS). The approach focuses on suggesting or enacting strategies aimed
at addressing problematic behaviors, rather than assisting the user to complete
a specific task or monitor the PwD for safety. An AaIS uses ambient intelli-
gence to improve PwDs quality of life by identifying the presence of BPSDs,
deciding on an appropriate intervention and either modifying the environment
or persuading the PwD or their caregiver to act on the system’s advice. Both,
inappropriate environments and upsetting personal interactions combine with
unmet needs to trigger problematic behaviors. For instance, a PwD might ex-
hibit apathy after being scolded by her caregiver or might undergo wandering
triggered initially by her need to move after a long period of rest. These BPSDs
can be observed and reported by the caregiver or, alternatively, BPSDs can be
inferred from information obtained from sensors located in the environment or
worn by the PwD. Agitation, for instance, is manifested via repetitive movement
and verbal expressions such as shouting or continuous talk. These behaviors can
be inferred from data obtained from accelerometers and microphones. Finally,
once there is evidence that the PwD is exhibiting a BPSD, a decision model is
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used to decide on an intervention, which will be enacted in one of these three
ways: a) Intervene directly to change the configuration of the physical environ-
ment; b) Communicate with the caregiver to recommend an action to perform;
or, c) Communicate with the PwD to suggest an activity or provide her with
information that could change her current behavior. The decision model is tai-
lored to a PwD from an assessment of BPSD, scientific evidence of the efficacy
of behavioral interventions, and feedback provided by the caregiver about the
efficacy of specific interventions experienced by the PwD.

By detecting problematic behaviors and inferring probable causes, behavior-
aware applications could provide tailored and more opportune interventions,
notifying caregivers, offering assurances to the patient, or directly modifying the
physical environment. For example, as daylight decreases at nightfall, a person
with dementia might experience confusion and anxiety and not recognize his or
her surroundings. This could lead to a desire to wander a phenomena known
as sundowning syndrome. If this behavior is detected, increasing the lighting
conditions could eliminate the problematic behavior.
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Fig. 1. (left) An ambient-assisted intervention system monitors a person with demen-
tia and the physical and social environment for problematic behaviors to select an
appropriate intervention. (right) System proposed. The system detects in parallel all
the trigger sounds.

3 Field Study and Case Studies

In collaboration with the staff of an assisted living facility, five residents suffer-
ing from dementia (Females=4, Males=1, ranging from 81 to 94 years old) were
selected to participate in an observation study of BPSDs. During four weeks,
participants were closely observed for five hours a day for three days each week
to document agitation manifestations according the Cohen-Mansfield Agitation
Inventory (CMAI)[6,2]. Precise signs exhibited by the PwD, along with the dura-
tion of the episode were recorded for each incident. Additionally, we kept track of
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social interactions with the residence staff and other residents. Participants wore
a mobile phone running an opportunistic sensing application. The application
collected accelerometer data to monitor activity intensity. Additionally, partic-
ipants wore a small clip-on audio recorder during the observation sessions. We
present two scenarios derived from observations and interviews with caregivers
to illustrate the diversity of problematic behaviors that concern the caregivers,
and the need to personalize the interventions to their background and context.

3.1 Scenario A

Rose is a 94 years old lady living in a nursing home. She suffers from moderate
dementia of the Alzheimer type. Her behavioral and neuropsychiatric symp-
toms that include disorientation, agitation, and outbursts of unpremeditated
aggression are a common cause of distress for other home residents, and re-
quire constant attention from the staff. It is lunchtime and all the residents are
gathered in the dining area enjoying soft background music. The table seating
arrangement is challenging since Rose is particularly susceptible to loud noises
and table manners of other residents. Today Doris, a fellow resident, has been
suffering from severe verbally disruptive behavior like yelling and mumbling.
Because of her disorientation, Rose is unable to go to a quieter place, like her
bedroom, since she does not know how to get there. Doris disruptive behavior
usually would trigger verbal aggression from Rose repeatedly shouting Shut up!
and slamming the table with her hand. The sound that may trigger Rose aggres-
sion is detected by the AaIS microphones, and in anticipation the background
music is changed according to Roses preferences to soothe her mood. If the prob-
lem arises, the AaIS would enable voice guidance and visual stimuli to simulate
caregiver’s presence. The set of stimuli will provide orientation clues to guide
Rose to her bedroom or a quieter place inside the residence, as well as to take
her away from discomfort. At the same time, caregivers are informed about the
situation and receive a message when Rose gets in her room.

3.2 Scenario B

Frank suffers from moderate dementia. He is 90 years old and lives in a nursing
home and is one of the most attention demanding residents. He yells nurse! nurse!
whenever he needs to go to the restroom, wants something to drink, or needs to
find something. If he is not attended promptly, he starts crying bothering other
residents. Moreover, a bigger cause of concern for the nursing staff is his misbelief
of being held captive by them. Even though he depends on his wheelchair to move
around the nursing home, he is always trying to get away and requesting to be
taken to the bank to reclaim his savings. Today he is hanging around the nursing
home main entrance waiting for an opportunity to run away. As time goes by he
starts getting agitated. A repetitive handling of the brake lever in the wheelchair
or a repetitive tapping on the wheelchair armrest are frequent manifestations of
this behavior. The sound scene generated by his behavior is detected by the AaIS
sensors and along with Frank’s current location, is interpreted as a wandering
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behavior. In response, the system turns on the LCD screen in the nearby area
and plays back a previously recorded soccer match, which is his favorite, in order
to distract his attention from the door.

Figure 2 depicts an interaction between the PwD in Scenario A and another
resident, showing how these audible behaviors become problematic. We now
illustrate how this VBD can be automatically detected to suggest or enact ap-
propriate interventions.
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Fig. 2. Spectrogram on a 35 second stream of audio and annotations of VBD

4 Detecting Verbal Manifestations of Problematic
Behaviors

As suggested in [9], the AaIS should be able to automatically detect specific type
of sounds. We propose the system depicted in Figure 1. We generate models for
identifying sounds from an inventory of disruptive sounds from all residents.
They can be either verbal or environmental. The input audio is available to all
the models in parallel. If one model detects a keyword, e.g. Shut up, Silencio(in
spanish) and nurse, the system verifies the volume and the identity of the per-
son making the utterance, it will only act if the keyword is said by the right
person and will report the loudness of the utterance. The disruptive vocalization
component recognizes mumbling and other utterances like the one exhibited by
Doris. The component for environmental sound recognition detects sounds like
the tapping in a wheelchair produced by Frank when he is agitated or the sound
of flushing the toilet.

We use techniques developed for speech [5] and environmental sound recog-
nition [10] to detect disruptive audible manifestations. The typical procedure
for sound recognition, consist in representing the audio as a vector of features
obtained trough a feature extraction. This is followed by a classification step,
which indicates if the audio corresponds to a sound type in a previously trained
model. The choice of the proper features and classifiers for recognizing each type
of sound is obtained through an initial analysis of the properties from the specific
type of sound, the features and the classifier are refined following some rounds
of performance evaluation.

Estimating Keywords: Each keyword model is constructed using examples
of the word to be identified. Those examples will come from a stream of sounds
recorded from the residents suffering from dementia. We have decided to use
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Mel Frequency Cepstrum Coeficientes (MFCC) as audio features, since its the
state of the art feature set for speech processing. In addition, Hidden Markov
Models (HMM) have been found to be appropriate to handle the regularity in
patterns proper of human speech. We plan to use the Hidden Markov Model
Toolkit (HTK) [12]; a research toolkit widely used for speech recognition. A nice
feature of HTK is that it provides the flexibility of training models with the
speech of the specific users, improving the efficiency of the system. With this
personalized approach it is possible to detect utterances by the same speaker
in several languages (which is an important scenario for our purposes). From
the data captured from Rose in the field study, we have found 19 examples of
the keyword shut up, 12 examples of silence, 9 examples of chicken shit and 3
examples of stop it. From the total 60 hours recorded from Rose, indicates that
she says 0.7 of these keywords per hour. We generate models for the keywords
shut up, silence and chicken shit. Then, we evaluate using 3-fold cross validation.

Estimating Mumbling: The second type of models shown in Figure 1 are
VBD. The closest work reported in the literature aims at detecting babble from
babies [7] but neither for VBD nor with elders. In a subset of 113 hours, from
203 hours recording, we found 198 examples of VBD, this indicates a rate of 1.4
VBD instances per hour.

In this work, we obtained preliminary results from a experiment for classi-
fying mumbling. The database is formed by manually segmenting 43 instances
of mumbling recorded from Doris in the field study. We used additionally 43
manually cut examples of random environmental data also captured in the field
study. On average, the length of each instance is 2.25 seconds. The features ex-
traction techniques used for represent each sound are: MFCC, spectral roll off,
spectral flux, spectral flatness and spectral Centroid. The classifier used for this
experiment is a continuos ergodic HMM with one gaussian and 3 states. We
evaluated the classification using 10-fold cross validation. The confusion matrix
obtained is depicted in table 1. More sounds would permit re-training and refine
the models. Given a speech as an input, the system will recognize a keyword and
verify if the the word was said by the subject of interest and will also report the
volume.

Table 1. Confusion matrix for mumbling and other sounds

Mumbling Other

Mumbling 81.24 18.75

Other 38.28 61.71

This experiment gives a hint of the feasibility of our approach. More experi-
mentation must be conducted using other types of disruptive vocalization. Also
it is necessary to perform classification on streams of audio without manual
segmentation. By classifying over long periods of time we can improve the ef-
fectiveness of the approach by choosing strategies. For example, we can reduce
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false positives by adding extra information to the representation of the sounds
by indicating if the previous segment of audio had a high probability of being a
mumbling.

Environmental Sound Recognition: This includes detection of sounds like
tapping or flushing. An approach based on entropy signatures as we have pro-
posed [8] detects environmental sounds like washing hands o tooth brushing
seems to fit our needs. Some adjustments in the feature selection will be needed
to detect tapping in the wheelchair, or the sound of flushing a toilet.

We acknowledge the importance of avoiding false positives, i.e. reporting that
a specific sound was detected when actually it did not happen (type I error).
Since the system is designed for helping the caregiver it is important to page
them only when an event actually happened, and avoid disturbances from false
positives or misleading information. False positives (type I errors) and false neg-
atives (type II errors) can be tuned to avoid one of them at the expense of
increasing the other.

5 Discusion

Several problematic behaviors exhibited by PwDs have audible manifestations.
We have proposed an approach to detect these utterances in order to mitigate the
impact of these behaviors trough ambient-assisted interventions. Initial results
attest to the feasibility of the approach. We plan to conduct additional tests
with the data we have gathered in the nursing home.

A key issue in managing behaviors of PwD is to document their actions, the
circumstances, and the impact of these actions on them and others. Additional
applications of our approach include the documentation of problematic behav-
iors. Frequently, nursing home residents are affected by inadequacies in staffing
and training. As a result, clinical data often consists of brief observations of
residents over relatively short periods of time, filtered through the lens of an
overburdened staff member. In the absence of objective, reliable assessment and
outcomes measurement, effectiveness of interventions is challenging. To over-
come the above scenarios, the AaIS may use a log of sounds for each resident
which contains historical sound records: the frequency and duration of shouting,
mumbling, yelling and crying. These long-term tagged records when analyzed
by the AaIS may find correlations of the PwD behavior and the therapeutic ac-
tions (pharmacological and non pharmacological interventions) of the caregivers.
This way, the AaIS may suggest a suitable intervention to the caregivers. For
instance, crying spells are symptoms of clinical depression. However, depend-
ing on the context and characteristics of the manifestation, crying spells might
be attributable to an involuntary emotional expression disorder (IEED), which
requires a different treatment [3].
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9. Navarro, R.F., Rodŕıguez, M.D., Favela, J.: Intervention tailoring in augmented
cognition systems for elders with dementia. IEEE J. Biomedical and Health Infor-
matics 18(1), 361–367 (2014)

10. Potamitis, I., Ganchev, T.: Generalized recognition of sound events: Approaches
and applications, pp. 41–79 (2008)

11. Sadowsky, C.H., Galvin, J.E.: Guidelines for the Management of Cognitive and
Behavioral Problems in Dementia. The Journal of the American Board of Family
Medicine 25(3), 350–366 (2012)

12. Young, S.J.: The htk hidden markov model toolkit: Design and philosophy. Entropic
Cambridge Research Laboratory, Ltd. 2, 2–44 (1994)

http://doi.acm.org/10.1145/2500887
http://doi.acm.org/10.1145/2370216.2370313


 

L. Pecchia et al. (Eds.): IWAAL 2014, LNCS 8868, pp. 364–368, 2014. 
© Springer International Publishing Switzerland 2014 

Adaptive Training for Older Adults Based on Dynamic 
Diagnosis of Mild Cognitive Impairments and Dementia 

Anna Kötteritzsch1, Michael Koch1, and Fritjof Lemân2 

1 Universität der Bundeswehr, Werner-Heisenberg-Weg 39, 85577 Neubiberg, Germany 
2 FamilyVision, Trademark of VirtuoSys GmbH, Grainwinkel 8a, 82057 Icking, Germany 

anna@koetteritzsch.net 

Abstract. An increasing number of older adults with neurodegenerative diseases 
and a growing gap in healthcare services lead to a higher need of suitable means 
of prevention and intervention in order to support the maintenance of an auto-
nomous life. Software for cognitive and psycho-motoric training has the poten-
tial to provide an adapted training that challenges without producing cognitive 
overload. To achieve this goal, the status of a person’s cognitive and motoric  
abilities must be assessed. We propose a system that provides adapted training 
for older adults based on dynamic diagnosis of mild cognitive impairment  
and dementia. Within this contribution, a concept of content adaptation on the 
individual needs of a user and actual stage of development, a training application 
prototype as well as first results of user studies in a geriatric day clinic are  
presented. 

1 Introduction 

Neurodegenerative diseases, including Parkinson’s and Alzheimer’s disease, affect an 
increasing number of older adults in Germany. Symptoms of dementia, e.g. poor con-
centration, rapid exhaustion, and mental overload, restrain autonomy and quality of 
life. Continuous cognitive and psycho-motoric training in combination with social 
interaction increase the chances to delay mild cognitive impairments (MCI) and de-
mentia as well as slow down the progression of dementia by addressing risk factors. 
However, care facilities cannot cope with the increasing need of means to prevent and 
intervene with cognitive and motor impairments and diseases.  

Technologies in the area of Ambient Assisted Living (AAL) aim at supporting the 
autonomy of older adults in their home environment. Interactive systems have the 
potential to support people with age-related impairments by offering digital trainings 
and prevention activities. Furthermore, they may track a person’s status and adapt to it 
based on the results. Considering rapidly changing and varying abilities in older 
adults with neurodegenerative diseases, it is important to provide dynamic adaptation 
of preventive measurements. By those means, mental overload can be avoided despite 
a challenging training. We present an approach to provide automatic adaptive cogni-
tive and psycho-motoric training based on information entered by the user and infor-
mation gathered from user interaction. The additional value of this approach is the 
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design of a complete user model based on the application domain and its usage in 
assistive technologies. In this contribution, we present first results of an adaptive 
training application for older adults based on measurements for dynamic diagnosis of 
MCI and dementia within the scope of the project FamilyVision. 

2 Digital Therapy and Diagnosis of Dementia 

Several assistive technologies offer cognitive and psycho-motoric training and the 
long-term diagnosis of abilities. Products include therapy applications as well as cog-
nitive or motoric training games which adjust the level of difficulty based on limited 
user information. However, when not considering the cognitive or motoric state, a 
training effect may be decreased [2]. Research projects draw an increasing focus on 
adaptation of applications for older adults, providing an adaptation based on specific 
user requirements. Yet, these must me manually adapted [3] or consider single aspects 
of the user’s abilities [4]. When focusing on older adults, all available information on 
context, abilities and impairments of the user might influence the user state. Some 
research projects track the usage context for adapting the system, yet do not take into 
account the user state [5]. Pielawa et al. [6] present a management system for long-
term tracking of multi-morbid patients, providing modelling techniques that might be 
useful for training systems. Assistive technology for older adults with MCI and de-
mentia must be adaptive in order to react to the rapidly changing needs and difficul-
ties of the user [7]. Brouillette et al. show that a digital dynamic diagnosis application 
is feasible, reliable and valid when assessing levels of cognitive functioning [8]. Inte-
grating dynamic diagnosis, advanced user modeling and adaptation techniques into 
the development of cognitive and psycho-motoric trainings may address the challenge 
of providing a suitable training for people with different abilities and requirements.  

3 Dynamic Diagnosis and Adaptive Training 

The aim of FamilyVision is to track and analyze short- and long-term user and usage in-
formation in order to adapt applications for prevention and intervention of MCI and de-
mentia in its early stages. We developed a mobile software application combining dynam-
ic diagnosis and an automatically adapted training for older adults with varying abilities. 

3.1 Concept 

Our approach supports older adults living in their own home environment by provid-
ing a tablet-based application for MCI and dementia prevention. Measurements ad-
dressing risk factors of dementia are automatically adapted, based on information 
about the user and his cognitive status. 

Training of cognitive and psycho-motoric abilities requires an engaging training 
avoiding mental overload. Thus, training applications must be adapted to the abilities 
and impairments of the user. In order to adapt reliable diagnosis measurements into 
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our system, we compared the items of existing screenings for MCI and dementia (e.g. 
the Mini Mental State Test) and general geriatric instruments. We extracted seven 
categories of cognitive and psycho-motoric abilities that are analyzed by the screening 
instruments: 1. Orientation ability, 2. short-term memory, 3. attention, 4. calculation 
ability, 5. long-term memory, 6. executive functioning, and 7. logic / abstraction. 
These categories were integrated into our user model in addition to demographic in-
formation, areas of interest, preferences and past results of cognitive assessments. 
One to four items that diagnose the different abilities and are suitable for digital im-
plementation were extracted for each category to be included in our prototype.  

We conducted a preliminary qualitative study evaluating tablet applications in 
terms of usability and topics of interest with 12 patients (70 to 92 years; 8 f, 4 m) in a 
geriatric day clinic. The results showed common areas of interest of older adults con-
cerning training applications and pointed out that different gestures are ineffective for 
older adults. The participants rated their enjoyment higher and challenge more ade-
quate for contents that focused on the surrounding location, nature, and areas of inter-
est (e.g. sports). Very difficult and very easy tasks were generally rated lower on the 
enjoyment scale then tasks with an adequate difficulty. These results stress the impor-
tance of adaptive technologies to engage older adults in training activities. We also 
analyzed and categorized existing trainings from research and practice. These train-
ings could supported one or more of the following user abilities: 1. Concentration and 
situation interpretation, 2. response, 3. short-term memory, 4. procedural long-term 
memory, 5. episodic long-term memory, 6. attention, 7. calculation ability, 8. Logical 
reasoning, 9. executive functioning, 10. abstraction and spacial imagination, and 11. 
fine motor skills. Based on existing literature and exercises, we developed one to 
eight training concepts for each of the training categories, taking into account design 
guidelines and requirements of the user group.  
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Training Content

Selection of Initial 
Training Session

Training Session 
(Combined Training & Diagnosis)

Results of 
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Adaptation of Difficulty
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Representation of Results 

Adaptation of Individual 
User Model

 

Fig. 1. Adaptation of cognitive and motoric training based on user and usage data 
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The diagnosis items and trainings were combined in an overall adaptive training 
concept. Using a playful approach, the users are guided through a 20 minute daily 
training session including all training and diagnosis categories. The results of the 
diagnosis and trainings are used to achieve a better adaption and selection of trainings 
as well as the customization of difficulty and help functions (e.g. repetition or high-
light of items). Figure 1 shows the adaptation process of the self-adaptive training 
concept. 

3.2 Prototype and Evaluation 

In order to evaluate the concept with the user group, we developed a prototype of the 
proposed application. The prototype includes at least two items for each of the seven 
suggested diagnosis categories and five trainings that address eight of the eleven user 
abilities. A randomized training sequence consists of all trainings and one question of 
each diagnosis category. Figure 2 shows different screens of the diagnosis and train-
ing. When a user profile is created, difficulties are initially set. Based on the actual 
and former results of the trainings and diagnosis items, a value for each of the user 
abilities is calculated with every training reset. According to the values of user abili-
ties, one of five levels of difficulty is set for the individual trainings. 

 

Fig. 2. Prototype of an adaptive training based on dynamic diagnosis (First row: Video quiz, 
sequence training, reaction game. Second row: Memory task, two dynamic diagnosis items) 

The evaluation in a geriatric day clinic in cologne started in April 2014. Each pa-
tient is tested in three recorded sessions, including an interview, a training session and 
a standardized geriatric assessment. The results of the sessions give an insight into the 
validity of the diagnosis as well as the usability of the application. Furthermore, we 
evaluate the mental adequacy of the trainings in order to improve adaptation of the 
difficulties based on user abilities. First results indicate that heterogeneous users with 
varying abilities are likewise able to interact with the application. However, with 
declining cognitive abilities, the complexity of the proposed training is still too high. 
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4 Conclusion and Future Work 

When developing prevention and intervention trainings for older adults, varying and 
changing abilities and impairments of the user must be considered. In order to provide 
challenge and avoid mental overload, we proposed an adaptation of trainings based on 
dynamic diagnosis of abilities on different scales. However, the developed prototype 
provides a limited adaptation mechanism and is based on a static calculation. A learn-
ing system will dynamically react to long-term changes as well as to the daily form. 
Thus, an advanced adaptation algorithm will be implemented into the prototype and 
tested in comparison to the simple adaptation. Furthermore, social interaction contri-
butes in maintaining cognitive abilities. Therefore, we will face the challenge of im-
plementing an adaptive multi-user training in our further research. In our future work, 
we will investigate how adaptation for multiple users with different abilities and im-
pairments can be achieved. By means of providing adapted training based on dynamic 
diagnosis for older adults with varying abilities, our goal is to contribute to maintain-
ing a long and autonomous life. 
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Abstract. Dementia is a global health concern that primarily effects cognitive 
functioning, leading to forgetfulness and reducing the capacity for independent 
living. In this paper, we present an app designed as a reminding aid for persons 
with dementia as part of a 12-month randomised control trial with 125 partici-
pants who have shown a decline in cognition, evaluated by a Modified Mini-
Mental State Exam (TC cohort). The app was also evaluated by healthy adults 
from the University of Ulster (HC cohort). In addition to reminding, the app al-
so acts as a sensor data collection tool, which records selective data from a 
range of sensors around the time a reminder is delivered in an effort to gain an 
insight into relevant contextual information. To date, over 3000 sensor record-
ings from both cohorts have been collected and analysed. The recordings have 
been used to develop and validate a model that can identify in which contexts a 
reminder is typically acknowledged or missed, allowing for context-aware deli-
very of reminders or notifications at a time when the individual is mostly likely 
to receive the prompt. Using data from both cohorts weakened the accuracy of 
the model for the TC cohort, signifying that the TC cohort require their own 
non-generalised model. Future work will involve implementing the models de-
veloped into the app based on the existing TC data, so that the reminder deli-
very can be altered in real-time for this cohort.  

Keywords: context-aware reminding, personalised computing, assistive tech-
nology, mobile computing, dementia. 

1 Introduction 

There is at present over 44 million persons with dementia (PwD) globally, which is 
projected to increase to over 135 million by 2050 [1]. Whilst pharmaceutical treat-
ments for the condition continue to improve, the symptoms that stem from cognitive 
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decline, such as forgetfulness, difficulty performing familiar tasks and disorientation 
regarding time and place, still place a large burden on the PwD and also their carer. 
Whilst in the early stages of the condition a PwD may not require physical assistance 
from a carer to perform a task, they may benefit from mental assistance to complete a 
task due to the loss of cognitive functioning. This increased reliance on others, results 
in a loss of their independence. PwD experience their condition as a state of forgetful-
ness accompanied by cognitive losses and increased dependency on others [2]. It has 
been long thought that this dependency on others due to forgetfulness can be negated 
by reminding solutions [3]. Reminding solutions have evolved from simple paper 
based reminders placed around the home, to ubiquitous technological solutions that 
can facilitate multimedia playback, in the form of audio-visual reminders [4]. Most of 
these reminding solutions are purely time-specific, nevertheless, recently in the wider 
literature base of reminding technology, an interest has emerged in creating reminding 
solutions that are context-aware [5]. Time-specific reminders are often delivered dur-
ing inconvenient situations, such as when the user is eating, working or in a different 
location from the reminding device. These types of reminders can cause a person to 
experience stress and increased frustration, given that they feel obliged to address the 
alerts [6]. Consequently, context-aware reminders aim to observe these types of situa-
tions and reschedule the delivery of reminders to a more suitable time based on ob-
served contexts. 

1.1 Context Aware Reminders 

Reminder systems to aid scheduling can be classified into 4 main groups, based on the 
type of information used to issue the reminder: (1) time-based, (2) location-based, (3) 
activity-based and (4) complex context-based reminder systems [5]. For PwD time-
based scheduling is the most rudimentary and the most commonly implemented. Neu-
roPage [7] is one such example. It was designed to be used by persons with memory 
impairments as a result of brain injury, however, could also be used by those with 
progressive conditions, such as dementia. iReminder [8] is a location based reminder 
system that predicts a user’s future location based on previous routes and issues a 
location specific reminder before they arrive. Activity-based reminders use detected 
inferred activities to trigger a reminder. Autominder [9] is an activity-based reminder 
robot that uses artificial intelligence techniques and quantitative temporal Bayesian 
networks to observe and reason about ADLs which have been performed to develop a 
model of an elder’s typical daily plan. It then maintains and uses this model to sche-
dule future reminders. A limitation identified from this approach is that once a given 
schedule is learned, it cannot be altered manually. Complex context-based reminder 
systems combine various other context types as part of a larger model. The 
COGKNOW project [10] proposed a complex context-aware system for persons with 
mild dementia. The architecture incorporated time, location and user activity as con-
texts, along with the time that the to-be-prompted activity was typically performed. 
The full feature set of the system was, however, not realised upon the project’s close.  
 None of the aforementioned studies considered how delivery of the reminder may 
interrupt the user, nor did they alter the delivery based on past acknowledgment rates. 
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There is therefore an opportunity to develop and evaluate these missing elements with 
PwD who are in need of better reminding solutions. In this paper initial data collected 
from PwD using a context-aware reminder app is presented and considered within the 
context of the Technology Adoption and Usage Tool (TAUT) project [11]. 

2 Methods 

The TAUT project is a collaborative project between Utah State University (USA), 
the University of Utah (USA) and the University of Ulster (UK), that is specifically 
focused on developing a predictive model for assistive technology adoption, specifi-
cally for PwD. To appropriately assess technology adoption a smartphone app, 
dubbed ‘TAUT Reminders”1, was developed for the study cohort to use. The app acts 
as an assistive reminder tool for activities of daily living (ADL), whilst simultaneous-
ly recording usage data for the purpose of the study [12]. The TAUT project inte-
grates data from two large databases, the Cache County Study on Memory in Aging 
(CCSMA) and the Utah Population Database (UPDB) in an effort to build a user pro-
file. The CCSMA is a longitudinal, population based study of Alzheimer’s disease 
(AD) and other dementias, which has followed over 5,000 elderly residents of the 
Cache County, Utah (USA) over a period of twelve years (1995-2007) [13]. The 
UPDB contains genealogical, medical and demographic records, with full coverage of 
medical information for the past 20 years. From this integrated dataset, a subset of 
people showing the greatest decline in cognition, evaluated by a Modified Mini-
Mental State Exam (3MS) [14], have been selected for the purpose of evaluating the 
predictive model for technology adoption in a pilot study for a period of 12 months. 
To date 28 PwD are using the TAUT Reminders app, and will be hereafter be referred 
to as the TAUT study cohort (TC).  

2.1 Assistive Reminders 

When using the app reminders can be set by the PwD, or by a proxy, such as a care-
giver or family member. The reminders are time and date specific and can be confi-
gured to repeat in a daily, weekly, monthly or custom pattern. Living and caring ar-
rangements affect each individual’s use of the app. A typical use case is a PwD living 
independently and having their carer set an array of reminders based on their under-
standing of the PwD’s daily routine and needs. Each reminder is delivered at the time 
specified and presented to the user as a popup dialog box accompanied by a picture 
indicating the type of ADL (6 types: Meal, Drink, Medication, Hygiene, Appoint-
ment, Other), a textual description of the ADL and a melodic tone. The user has a 
time window of 60 seconds in which to acknowledge the reminder, after which, the 
popup closes, the tone stops playing and the reminder is logged as ‘missed’. If ac-
knowledged within the 60 seconds, the reminder is logged as being ‘acknowledged’ 

                                                           
1  The TAUT Reminders app is available on the Google Play store via https://play. 

google.com/store/apps/details?id=com.phorloop.tautreminders 
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and the popup closes. To provide additional functionality the ability to record audio 
messages has also been included. This acknowledgement data is stored locally on the 
device, and synchronised to a central server when internet connectivity is available 

Although for the PwD the app’s role is simply an assistive reminder aid, the current 
research aims to observe if the PwD adopts the technology, how they interact with it 
and if their interactions can be more meaningful and effective. A key component of 
this approach is to observe the contexts around the time of interaction with the device, 
specifically around the point in time when reminders are acknowledged or missed.  

2.2 Observing Contextual Information 

The app has been developed for android smartphones, and as such can utilise a variety 
of on-board sensors to observe and record contextual information. 
 
Sensors. The android platform categorises its on-board sensors into 3 main categories: 
Motion, Positional and Environmental. The motion sensors comprise an accelerometer 
and gyroscope, positional sensors include a magnetic field sensor and also a proximity 
sensor and the environmental sensors include light, pressure and temperature sensors. 
Nevertheless, not all android handsets have the full range of available sensors, due to 
increased cost per handset. Given that identical handsets were required to be purchased 
for the study, taking into consideration the cost to sensor ratio, it was decided that the 
Motorola Moto G smartphone was an appropriate choice for the study. The Moto G is 
equipped with an accelerometer, magnetic field sensor, proximity sensor, light sensor 
and a GPS receiver chip. These sensors cover the 3 main sensor categories of the an-
droid platform and are consistent with the sensors used in similar studies [15].  

Observation Window. The time period in which the reminders are scheduled to be 
delivered presents an opportunity to observe contextual information in a controlled 
window. By observing the contexts around this window it may be possible to asso-
ciate certain sensor states with acknowledged or missed reminders. This study aims to 
utilise this association to build a model that can be used to regulate the delivery of the 
reminders, specifically targeting past contexts that have a high rate of acknowledg-
ment. In this study the TAUT Reminder app has been configured to record the outputs 
of all available sensors 3 minutes prior to a reminder being delivered, and continues to 
record for 3 minutes after it has been delivered, creating a total recording time of 6 
minutes. It was found that during initial beta testing of the app, that a 6 minutes win-
dow provided a good balance of contextual information, whilst keeping file size rela-
tively low. A typical 6 minute recording from the Moto G, using all available sensors, 
records at approximately 130KB/min. Each sensor logs to an individual csv file, using 
millisecond Unix timestamps to enable synchronicity. 

2.3 Study Cohorts 

In addition to the TC (Median age: 91), an internal testing and evaluation cohort was 
formed from 6 members of the Smart Environments Research Group at the University 
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of Ulster2 (Median age: 27). These 6 members will hereafter be referred to as the 
healthy control cohort (HC). The HC installed and used the app on their personal 
smartphones for seven days to assist them with scheduling meals, appointments and 
other general ADLs. Ethical approval from the University of Ulster Research Ethics 
Committee (HARTIN001) and the University of Utah Institutional Review Board 
(FWA#00003308) was granted to engage with the HC and TC studies, respectively. 
The HC cohort had continual internet connectivity, via Wi-Fi or mobile data, to ena-
ble uploading of the collected data, which resulted in a complete dataset of adherence 
and sensor data for each user. The TC cohort, however, had extremely limited internet 
connectivity. Data collection was therefore performed manually via home visits. At 
present, 3 users from the TC cohort had a validated adherence and sensor dataset. 
Participants from both cohorts (HC:6, TC:3) are presented in this study.  

2.4 Sensor Data Pre-processing 

Each sensor recording was windowed to contain only the data prior to the reminder 
delivery point (approx. 3mins). For each sensor, across the entire window, 6 descriptive 
statistics were calculated: mean, minimum, maximum, variance, standard deviation and 
root square mean. For the accelerometer and magnetometer data, the signal vector mag-
nitude (SVM) of the 3 axis signal was calculated and the descriptive statistics were 
extracted from this measure. In addition to the descriptive statistics, frequency analysis 
using the Fast Fourier Transform (FFT) algorithm was performed on the accelerometer 
data to glean the energy content of the signal. In total, 32 features were generated for 
each reminder instance. The selected features are typically used for context recognition 
from acceleration data as previously outlined in similar studies [16]. Using the acknowl-
edgment data on the central server, the extracted features are labelled as acknowledged 
or missed for the purposes of supervised machine learning techniques. 

3 Results 

After pre-processing, the data produced 3 core datasets: (1) TC, (2) HC and (3) Gene-
ralised. The TC and HC datasets contain only their cohort’s data respectively, and the 
generalised (G) dataset consolidated the data processed from both cohorts. In datasets 
where the class attributes (Acknowledged, Missed) were significantly imbalanced, the 
Synthetic Minority Oversampling TEchnique (SMOTE) was used to balance the data 
(Oversampling factor: TC=78.8%, HC=381%, G=98.7%). Using the 32 features cal-
culated from the sensor data (labelled as acknowledged or missed), it was possible to 
train a predictive model capable of identifying if a reminder issued during certain 
sensor contexts will be missed or acknowledged. For each dataset a 10-fold cross 
validation procedure was employed for classifier training on a variety of commonly 
used supervised machine learning techniques. The results are presented in Table 1. 

                                                           
2  The Smart Environments Research Group’s website is available at:  

http://scm.ulster.ac.uk/~scmresearch/SERG/ 



374 P.J. Hartin et al. 

 

Table 1. Accuracy, precision and recall results for each classifier using data trained and tested 
on each dataset using 10-fold cross validation (highest is bolded). TC is TAUT study cohort 
dataset, HC is healthy control cohort dataset and G is the generalised dataset (TC+HC). 

Classifier G TC HC 

C4.5 Decision Tree 
Accuracy (Preci-

sion/Recall) 
74.19% 

(0.74/0.74) 
73.75% 

(0.74/0.74) 
80.72% 

(0.81/0.81) 

Bayesian Network 
Accuracy (Preci-

sion/Recall) 
73.98% 

(0.75/0.74) 
76.38% 

(0.78/0.76) 
81.93% 

(0.82/0.82) 

Random Forrest 
Accuracy (Preci-

sion/Recall) 
76.24% 

(0.77/0.76) 
74.67% 

(0.75/0.75) 
86.75% 

(0.88/0.87) 

K* 
Accuracy (Preci-

sion/Recall) 
74.41% 

(0.75/0.74) 
72.44% 

(0.73/0.72) 
80.12% 

(0.80/0.80) 
 
The results demonstrate that Random Forest has the highest overall accuracy across 
the HC and G datasets, with the Bayesian network having the highest accuracy for the 
TC. To gain a further insight into the results, each dataset was trained and validated 
using the remaining datasets as test sets (refer to Table 2). 

Table 2. Accuracy results for each classifier when validated across all 3 datasets (highest in 
bold). TC is TAUT study cohort dataset, HC is healthy control cohort dataset and G is the 
generalised dataset (TC+HC). 

  Test 
Classifier Training G TC HC 

C4.5 Decision Tree 
G 82.69% 80.58% 84.94% 

TC 79.25% 85.56% 60.84% 
HC 53.01% 47.64% 95.78% 

Bayesian Network 
G 75.59% 75.07% 73.49% 

TC 75.48% 77.95% 65.66% 
HC 64.84% 61.42% 84.94% 

Random Forrest 
G 98.17% 96.98% 96.99% 

TC 92.47% 98.69% 69.88% 
HC 60.86% 55.77% 98.80% 

K* 
G 99.25% 95.93% 93.98% 

TC 92.80% 99.21% 71.69% 
HC 57.63% 51.31% 100.00% 

 
It is clear that when trained on the G data the remaining datasets perform well during 
validation. In this case, the top 3 classifiers are: C4.5, Random Forest and K*. It is also 
clear that when trained using the HC dataset, the overall accuracy for the TC data is 
low and vice-versa. There are two possible compounding reasons for this: (1) a dispari-
ty in the number of samples, due to having only 1 week’s worth of data for the HC 
opposed to 12 weeks for the TC, (2) a discernible difference in how the HC and TC use 
the smartphone device. Table 3 presents the results from testing the G trained models 
on individual participant’s datasets, without applying SMOTE to balance their data. 
During individual classification, K* performs exceptionally well for all participants. 
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Table 3. Classifier accuracy results from unbalanced individual participant data using the 
generalised dataset as training set 

  Classifier 
Participant C4.5 Random Forrest K* 
P01 (TC) 73.9% 97.6% 98.7% 
P02 (TC) 98.3% 94.8% 100.0% 
P03 (TC) 66.7% 66.7% 100.0% 
P04 (HC) 80.0% 100.0% 100.0% 
P05 (HC) 77.8% 100.0% 100.0% 
P06 (HC) 100.0% 100.0% 100.0% 
P07 (HC) 94.7% 100.0% 100.0% 
P08 (HC) 100.0% 100.0% 100.0% 
P09 (HC) 91.4% 100.0% 100.0% 

4 Conclusions 

From offline analysis of the data collected in the study thus far, it is apparent that it is 
possible to create a model to detect contexts in which reminders are typically ac-
knowledged or missed. Using data from both cohorts weakened the accuracy of the 
model for the TC cohort, signifying that the TC cohort require their own non-
generalised model. Future work will involve implementing the models developed 
from the TC data into the app, so that the reminder delivery can be altered in real-time 
for this cohort. Due to the TAUT app’s time-sensitive properties, a context-
observation window of 10 minutes, will be used prior to the scheduled reminder time 
to escalate or postpone reminders if the observed contexts have a strong correlation to 
the model. This will hopefully improve the efficacy of each reminder that is issued by 
improving adherence to the reminders, which should ultimately improve, even if only 
marginally, the quality of life for its users. 
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Abstract. Nowadays, the progressive aging of the population in developed 
countries is becoming a problem for health systems, which must invest more 
and more money to care their citizens. One of the most important issues are 
those derived of the physical and cognitive problems associated to the elderly. 
In order to reduce the effect of these problems, therapists have to design thera-
pies that should be adapted to each person. To assist therapists in this design 
process, we have created a new system that allows them to create and manage 
specific therapies in a collaborative and efficiency way. In addition, the elderly 
can use this system to carry out their treatment at home thanks to the developed 
intelligent system that can control the effectiveness of their treatment. 

Keywords: Gerontechnology, telerehabilitation, intelligent system, collabora-
tive system. 

1 Introduction 

Nowadays, the progressive aging of the population in developed countries is becom-
ing a problem for health systems, which must invest more and more money to care 
their citizens [1]. Moreover, the European Commission Information Society and  
Media [2] suggests that, "the way healthcare is presently delivered has to be deeply 
reformed. The situation is becoming unsustainable and will only worsen in the future 
as chronic diseases and the demographic change place additional strains on healthcare 
systems around Europe." the European Commission calls for a "new healthcare  
delivery model based on preventative and person-centered health systems. This  
new model can only be achieved through proper use of Information and Telecommu-
nication Technologies (ICT), in combination with appropriate organizational changes 
and skills".  

Gerontechnology [3] is an interdisciplinary field of scientific research in which 
technology is directed towards the aspirations and opportunities of the elderly. This 
field of science aims at good health, full social participation and independent living 
up to a high age. In order to achieve it, research, developments as well as design of 
products and services are being defined to increase the quality of life of the elderly. 
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In the area of rehabilitation, there are two different strategies for developing geron-
technology-based support systems. The first one makes use of specialized hardware to 
aid the elderly in their recovery [4]. Although these proposals could be designed to 
solve each concrete problem more efficiently, they are not designed for general pro-
posals, but they are used by final user directly and their cost is usually higher. The 
other strategy makes use of general purposed devices, mainly depth sensors like Mi-
crosoft Kinect [5][6], to control the rehabilitation therapies. In general, there are two 
alternatives to carry out the rehabilitation task: (i) in a controlled space with the assis-
tance of the therapist or (ii) at home so that the elderly work on their own. The second 
alternative can be called telerehabilitation because of the need of using ICT [710]. 
These telerehabilitation systems should use general purposes devices that can be easi-
ly installed and managed directly by a user that could have some cognitive problems 
derived from his/her age. 

Therefore, in order to design these telerehabilitation systems, it is necessary to take 
into account that they are to be managed (i) by the elderly that may have some physi-
cal and/or cognitive problems and (ii) without the direct presence of therapists. The 
first restriction imposes the use of usability and accessibility guidance in its design. 
The second restriction enforces the development of some kind of automatic system 
during the execution of the therapies. In addition, this system should allow the therap-
ists to define the rules that control the therapies execution. To address these needs, we 
have created a new collaborative design system that assists the therapists with the 
design of the therapies as well as a self-control system for managing and organizing 
the therapies execution. 

The rest of the paper is structured as follows. After this introduction, in Section 2, 
some of the most relevant works in the area of assistive technology are analyzed. 
Then, in Section 3 the developed system is presented. Finally, the conclusions and 
future work are described in Section 4. 

2 Assistive Technologies for Tele-Therapy  

Many elderly people’ motor impairment problems improve with a rehabilitation pro-
gram specifically designed and monitored by therapists. Although the use of specific 
devices to control the patient’s movements is not necessary when the therapist assists 
in the rehabilitation session, their use can help him/her to control such movements. 

The telerehabilitation systems are not new. As Brennan et al. stated [8] the first 
systems were created as a proof of concept. They tried to demonstrate that patients, 
physically located in remote locations, could be provided with some rehabilitation 
assessment and treatment techniques by using just the telephone for their monitoring 
[9]. As communication technologies advanced, new video-conference capabilities 
were included [10]. These advances are also facilitating the development of more 
complex functions. The great majority of published work focuses on the clinical ap-
plication of a specific technology to offer a remote rehabilitation service [11]. Winters 
[12] have identified four different categories of remote rehabilitation services: 
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• Teleconsultation is a standard “face-to-face” telemedicine model that uses inter-
active videoconference between a local provider (patient) and a remote rehabilita-
tion expert. 

• Telehomecare is defined as service delivery that allows a clinician (usually a 
nurse or technician) to coordinate services with a low-to-moderate bandwidth in-
teractive connection. 

• Telemonitoring is the clinical application wherein the rehabilitation provider sets 
up unobtrusive monitoring or assessment technology for the client (patient). 

• Teletherapy is defined as a model of telerehabilitation service delivery wherein 
the client conducts therapeutic activities (such as exercise) at home using a thera-
py remotely managed by a therapist. 

Recently, the field of physical therapy design has achieved a great relevance be-
cause new devices, like Wii or Microsoft Kinect, facilitate the control of complex user 
gestures. Moreover, some studies have shown that these devices have results similar 
other devices, like OptiTrack [13], much more expensive. There are several works 
[14][15][16] that use MS Kinect to manage teletherapy tasks related to physical reha-
bilitation. Although it is not usual that these systems provide therapists with the pos-
sibility of creating their own therapies, we can find some exceptions. For instance, 
Oliver et al. [6] propose a system that allows the therapist to define concrete tasks 
related to physical exercises that are controlled by MS Kinect. However, these ele-
mental tasks cannot be easily linked with others to create therapies that are more 
complex. Another example is the system presented by Pirovano et al. [17] that allows 
the therapist to adapt several parameters of the game to the specific user needs. In 
addition, the therapist can define the criteria of success and failure depending on the 
patient. Unfortunately, this system does not allow defining activities not related to 
previously created games. HABITAT [18] and APADYT [19] are also telerehabilita-
tion systems that enable therapists to create new types of physical and cognitive ther-
apies but the customization parameters are prefixed. 

As can be noticed, there are a high number of systems for controlling the execution 
of motor rehabilitation tele-therapies. However, these systems do not offer a flexible 
system that provides therapist with support to design new therapies or to adapt them 
to each specific person. Moreover, despite providing facilities to control the execution 
of one exercise, these systems do not control the execution of more complex therapy 
as those applied usually by the therapists in their daily work [20]. This work was 
developed to address these shortcomings.  

3 A Collaborative and Natural System to Design and Monitor 
Complex Tele-Therapies 

In order to address the shortcomings detected in the current systems, we have created a 
system that has a collaborative environment where several therapists can work together 
to define complex therapies. This environment has been designed to interact in a natural 
way and therapies can be visualized, documented, specified and developed by a group 
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3.1 Therapies and Treatments Design 

One of the main goals of our proposal is to define a metamodel that allows therapists to 
design therapies for specific patients in order to provide them with an individualized 
treatment (see Fig. 1). Therefore, this metamodel must be flexible enough to define 
complex relationships between the different activities and tasks that involve a therapy. 

Some of the most important concepts included in this metamodel are the following. 
Therapy entity is defined as a set of activities or exercises to rehabilitate a specific 
physical impairment. Each Activity can be divided into elemental tasks, Task, which 
are those tasks that can be either controlled by the MS Kinect or informative. In addi-
tion, sometimes it is useful to define some task aggregation (TaskGroup) in order to 
manage situations more general such as the initial phase of a concrete activity.  

Fig. 2 shows a concrete description of a specific Activity of a Therapy. As can be 
observed, it is important to define some conditions (TransitionGuard) to control the 
transition between different Task, TaskGroup, Activity or Therapy. In order to manage 
all these elements, we have used compound states state-machine diagrams to control 
the transition between each type of element. 

 

Fig. 2. Example of a physical activity (adapted from [20]) 

Fig. 3 presents the model associated to the therapy shown in Fig. 2. Finally, therap-
ists assign a Treatment to a Patient and this treatment contains several therapies. Our 
model also allows defining specific rules to control the transition between therapies 
that compound the treatment. 

3.2 Supporting Collaboration in the Specification of Therapies 

As aforementioned, the collaborative system presented in this work has been devel-
oped for its use with MS PixelSense. This environment allows therapists to create a 
treatment from scratch using tagged objects, that is, physical objects marked with a 
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dot pattern called tag. For instance, Figure 4 shows one of these objects placed on the 
MS PixelSense to create a task. Currently, four different types of tags can be used to 
design a treatment each one associated to one of the main elements of the metamodel 
described in Fig. 1, that is, there are tags for Therapy, Activity, TaskGroup and Task. 
In this manner, the therapist is able to create as many elements as needed only by 
dropping the specific tag on the MS PixelSense. In addition, therapists can define 
transitions between two elements just by tapping and holding the source element, and 
doing a drag and drop movement towards the target one. These transitions include 
conditions that the therapist can customize in order to establish when a transition from 
one element to another can be done. 

 

Fig. 3. Model of the Exercise 4.8 of the upper body range of motion therapy 

 

Fig. 4. Snapshot of the user interface to define a therapy 
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The Treatment is defined as a compound state (see Fig. 3) where the outermost 
level is the patient doing the treatment, followed by the scenarios associated with the 
therapies that compound such treatment, later the scenarios associated with the activi-
ties within a concrete therapy, then the groups of tasks within a particular activity, and 
finally, the tasks belonging to a group of tasks. Notice that every element is created 
with a size proportional to the elements that it contains. If its size is too small, the 
application will allow user to zoom in to improve its visualization and see its nested 
structure in a suitable manner. This zoom can be done in a natural way by means of a 
pinch movement, such as in most touch devices. 

Furthermore, every element considered in the metamodel (Therapy, Activity, 
TaskGroup and Task) has its own control variables, such as number of repetitions, 
percentage of success or time that can be used to establish under what conditions a 
transition to another element must be done. On the other hand, the system also uses MS 
Kinect to define concrete physical rehabilitation tasks, such as the ones associated with 
positions, gestures and suggestions/comments. Specifically, during the definition of a 
treatment, therapists can create tasks by capturing their own position and/or gestures in 
front of the MS Kinect device. In this way, they are able to specify, control and assess 
how these tasks should be performed by patients and the precision level of them. 

4 Conclusions and Future Works 

In this paper, a new system for creating therapies using a collaborative and natural user 
interface has been presented. This system allows therapists to visualize, specify, docu-
ment and create their own therapies from scratch, by defining the concrete tasks, group 
of tasks and activities that each patient should carry out for his/her specific treatment.  

By using this system, therapies are defined as a composition of several interrelated 
scenarios where the patient is doing physical rehabilitation postures and gestures, with 
a specific flow among them. In addition, these elemental rehabilitation tasks (posi-
tions and gestures), are identified by using a MS Kinect device. Finally, thanks to its 
user interface of this system, therapists can define treatments in an efficient way by 
using tagged objects, multimodal (voice and tactile) interaction and direct manipula-
tion of specific rehabilitation elements. 
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Abstract. This short paper presents a high-level model aimed to obtain uniform 
functionality and performance of the services provided within a healthy smart 
city. The model is based on a three-layer architecture and uses an overlay net-
work to provide enhanced network and semantic functionality. This is a novel 
approach that incorporates the use of health-related data coming from different 
information sources to provide smart health services along the city.   

Keywords: healthy smart cities, Internet of Things, IoT.  

1 Introduction 

A smart city is a place in which modern Information and Communication Technology 
(ICT) is used to support economic development and a high quality of life with a wise 
management of natural resources. Cities need to evolve towards intelligent dynamic 
infrastructures that serve citizens fulfilling the criteria of energy efficiency and sustai-
nability [1]. 

Smart cities can be ranked along six axes or dimensions [2]: regional competitive-
ness, transport and ICT economics, natural resources, human and social capital, quali-
ty of life, and participation of citizens in the governance of cities. Health services in a 
city contribute to several of these dimensions, especially to quality of life and regional 
competitiveness.  

Wireless Sensor Networks (WSN) is commonly used to implement a smart city, by 
helping to create a distributed network of intelligent sensor nodes which can measure 
many parameters of the city. 

There are also more complicated approaches to validate and complement the infor-
mation coming from the city sensors. Those solutions are based on Online Collabora-
tive Sensor Data Management (OCSDM) platforms, such as the Wikisensing platform 
[4]. The main idea here is to use on-line database services that allow sensor owners to 
register and connect their devices to feed data into an online database for storage and to 
connect to the database and build their own applications based on that data. 

There is a wide range of current solutions monitoring a wide variety of city para-
meters, such as vehicle traffic, road surface temperature and noise, CO2 emissions [5] 
among others. However, it is not common to find a solution which includes biometric 
or other parameters related to a health smart city service. 
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Health also involves several participants, such as the patient, the caregiver, the 
physician, the hospital, the drugstore, the ambulances, etc. We’ve been working to 
provide a comprehensive solution [3] to integrate all these participants into a single 
platform to collaborate, and we are now focused on taking advantage of the smart city 
concept in order to consistently extend the solution to urban dimensions. 

The Mexican state of Yucatan has a strategic location and high quality services, 
which have allowed Merida, the capital city, to be positioned as the hub for medical 
services in the Yucatan Peninsula [6], generating a huge window of opportunities for 
the provision of services and manufacturing of products related to the health sector. 

Yucatán currently has health institutions, both public and private, using the best 
technologies and offer the highest quality care services, whose services are much 
cheaper than similar services offered in the United States, Canada and Europe. The 
Yucatan government is currently promoting a project of medical tourism [7], where 
foreign patients can benefit not only from recognized professional medical services at 
moderate cost, but also can see benefit of warm weather, the natural beauty, cultural 
wealth and high quality of life, taking advantage of the same benefits of the status and 
growth in demand for services by older adults, it is driving the housing industry, care 
and services for 50 years old people and older, already an attractive destination for 
retirees segment Canadians and Americans. 

2 Model Description 

The primary objective of the proposed model is to provide a structure for a healthy 
smart city to enhance the quality of life of patients and caregivers, and to achieve a 
regional competitive advantage by allowing that any patient who is within the city 
limits is continuously monitored and supported by all the people and services that he 
or she needs at any time. 

Quality of services in different parts of the city can vary significantly. Our strategy 
to assess the proposed model is based on the effectiveness to provide the same func-
tionality and performance regardless of the physical location where the user is lo-
cated, provided that it is within the smart city boundaries.  

The model is based on a three-layer architecture (Fig. 1), and includes an input side 
and a user side. The input side is located at the bottom of the model. It considers sev-
eral types of information sources. One of the most important inputs is the patient real-
time data sent by biometric and specialized sensors (such as the alarms of an automat-
ic medication dispenser, location, etc.). Other important input is the real-time data 
from services mobile sensors (such as the location or availability of an ambulance, 
caregivers or physicians). It is also considered the real-time input from services fixed 
sensors (hospitals availability, drugstore inventory, etc.). It is important to say that 
input may include several forms of information, such as data-streams, images, audio 
or video, coming from different sensors and devices which are probably connected 
using different communication standards and technologies through a city-wide hete-
rogeneous network. The input is finally complemented by the information coming 
from a historical and statistical information database. 
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Fig. 1. The model architecture 

The user side is located at the top of the model and it is designed to provide a front 
end interface to all the people that need information of the system, such as the care-
giver and the patient relatives, the physicians, the hospitals, etc. 

The network functionality layer is mainly used to provide enhanced connectivity 
services. This layer is capable to find the best communication path based on Quality-
of-Service (QoS) specifications, and to determine dynamic alternate routes when 
needed. These features are not commonly part of the underlying layer, but they must 
be included in the model due to the fact that human life is involved. The way to do so 
is by using an overlay network to provide the needed additional functionality. 

The overlay network is also used to implement the semantic functionality layer, 
which is responsible for providing other important features such as the automatic 
responses or actions in case of routine decisions that do not need any human interven-
tion (automatic call to an ambulance, automatic drug reorder, etc.), online user colla-
boration, data analysis foundation, etc. 

The application layer provides a user interface, and it is also responsible for the 
control and the management of the information and the users. This layer provides a 
number of Application Program Interface (API) web services to be used by external 
applications to get relevant information coming from one or more inputs, and/or to 
perform actions and responses as needed.  
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3 Conclusions and Work in Progress 

A high-level model has been proposed to be used as a guide for the Mexican city of 
Mérida to become a healthy smart city. This model could also be adapted for other 
cities in the world. 

We are currently working on the development of all the model components. 
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Abstract. Adherence to treatment in elderly citizens is influenced by multiple 
factors. In order to achieve effective results, a patient-centred approach is 
needed, focused on empowering citizens to take an active role in their care. De-
spite the information available in literature, gathering the experience of relevant 
healthcare stakeholders that are active in this field could be useful for under-
standing which are the most important factors to take into account for having an 
activated patient that adheres to a treatment agreed and produced together with 
a proactive and prepared care team. This paper presents the preliminary results 
of a study aiming to use the Analytic Hierarchy Process (AHP) to elicit user 
needs and to identify these factors. 

Keywords: Elderly People, Patient Activation, Empowerment, Analytic  
Hierarchy Process, User Requirements. 

1 Introduction 

Adherence can be defined as “the extent to which a person’s behaviour - taking 
medication, following a diet, and/or executing lifestyle changes, - corresponds with 
agreed recommendations from a health care provider” (World of Health Organization, 
2003) 1. Adherence behaviour is influenced by a wide array of factors, such as so-
cial/economic factors, factors related to the health system, condition-related factors, 
therapy-related factors and patient related factors 1. The primary challenge in treating 
chronically ill patients is to improve adherence to the treatment, a worldwide issue of 
striking magnitude. This is especially true for the ageing population where multi-
morbidity is a common condition. The presence of multiple chronic conditions also 
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makes it more challenging for patients to participate effectively in their own care. 
Few strategies exist that proved effectiveness across all disease, patients and situa-
tions 1. A patient-centred approach, which tailors interventions to the specific  
characteristics of a patient, seems a more promising strategy to improve adherence 
behaviour. The lack of patients’ information and skills to self-manage their problems 
with motivation and the difficulties to adopt and maintain behavioural changes, ap-
pear to be among the main barriers to adherence reported in the literature. Different 
methodologies, techniques and technologies exist to empower +65 citizens and patients 
to be responsible for their health and improve their adherence to plans. Literature in the 
field can provide useful systematic reviews and insights, but this information [...]  
could be complemented by collecting experiences resulting from in situ experiences 
that healthcare stakeholders that are not always active in the scientific dissemination 
of their daily activities can transmit. The European Innovation Partnership on Active 
and Healthy Ageing (EIP-AHA, 2) initiative represent an opportunity to carry out 
such kind of activity. The study described in this paper delineates the work done by a 
group of healthcare actors, working together in the EIP-AHA, to identify the most 
important elements to take into account, when empowering elderly users, in different 
diseases and situations, to be “activated” and establish “productive interactions with a 
proactive and prepared care team”. For this study, we identified outcomes and then 
created an initial hierarchy of needs that can be used by developers and human com-
puter interaction experts in the system design.  

2 Materials and Methods 

2.1 The EIP-AHA 

The EIP-AHA is the first pilot of the European Innovation Public-Private Partnerships 
(PPP), proposed in the Europe 2020 Strategy, to tackle innovation barriers for major 
societal issues. The EIP-AHA aims to identify and remove persisting barriers to inno-
vation for active and healthy ageing, through interdisciplinary and cross-sectorial 
approaches. The work is structured in three pillars, A: Prevention, screening and early 
diagnosis; B: Care and cure and C: active ageing and independent living. Under pillar 
A, Action on "Prescription and adherence action at regional level”, the Action Group 
A1 on "Adherence to treatment” brings together partners representing more than 60 
multi-stakeholder commitments from national, regional and local authorities, research 
centres, academia, industry, enterprises and existing consortiums across the EU. This 
group is currently working in four thematic areas: adherence, polypharmacy, research 
methodologies and user empowerment. One of the collaborative works currently car-
ried out, in the user empowerment area, is called “ICT Empowerer Toolkit”: the aim 
is to collect information about the most important elements to take into account to 
create an activated patient, establishing productive interactions with a proactive and 
prepared care team. Information will be collected for healthy citizens, dependent and 
independent patients. The final result will be a matrix of technological interventions  
that can be used to support whoever is working in the creation of tools to activate 
(empower)elderly population in their living environments. 
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2.2 The AHP, the concepts of Patient Activation and Proactive Interactions 

The Chronic Care Model 3 (CCM) emphasizes patient-oriented care with proactive 
management of health and collaboration, with patients and families integrated as 
members of the care team. There are two critical elements of this model: 1) “An acti-
vated patient is a person who has the confidence and skills to engage in a process of 
shared decision making and take a proactive role in the management of his/her own 
health” 3. 2) “Productive Interactions aim at improving patient outcomes by a) re-
viewing data related with patients’ perspectives and critical information about the 
management of the condition; b) help patients to set goals and solve problems for 
improved self-management; c) apply clinical and behavioural interventions; d) ensure 
continuous follow-up” 3. We are using the Analytic Hierarchy Process (AHP) 4 to 
elicit requirements about the most important needs and interventions to take into ac-
count to create an ACTIVATED PATIENT and a PROACTIVE and PREPARED 
CARE TEAM. The AHP provides a framework for structuring a decision problem, 
for representing and quantifying its elements, for relating those elements to overall 
goals. Users of the AHP first decompose their decision problem into a hierarchy of 
more easily comprehended sub-problems. Once the hierarchy is built, the decision 
makers evaluate its elements by performing pairwise comparisons. This method has 
proven to be effective in medical decision-making and in user requirements 6 7. In the 
Case of ACTIVATION we took, as a starting point, the Patient Activation Measure 
instrument 5, to create a hierarchy around the concepts of: 1) Belief, 2) Knowledge 
and Confidence, 3) Taking Action and 4) Maintaining Behaviours. In the case of 
PROACTIVE and PREPARED CARE TEAM, the tree of needs has been created by 
the experts, starting from the definition given by the CCM. The trees have been ana-
lyzed and completed by three couple of experts (from primary care, regional public 
health authority and geriatric secondary care units), analyzing them separately for 1) 
Healthy Subjects, 2) Independent Patients and 3) Dependent Patients.  

3 Results 

The resulting trees are presented in Table 1 and Table 2. For space limitation, we 
present only the main categories and some example for each subcategory. Question-
naires have been developed and will be piloted within the user empowerment team 
members (n>=30). 

4 Discussion 

This paper proposed a method to extract requirements in a comprehensive way, to design 
interventions for older population basing on available scientific evidence and pragmatic 
experiences, through the AHP. This information will be validated by members of the 
EIP-AHA to define a matrix of technological interventions to support those who are 
creating tools to activate elderly people. 
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Table 1.  Categories and Subcategories to Activate elderly people 

Goal  CATEGORIES SUBCATEGORIES 

ACTIVATING 
ELDERLY 
PEOPLE 

BELIEF 
Being responsible for managing health condition 
Taking an active role to determine health 

CONFIDENCE AND 
KNOWLEDGE TO 
TAKE ACTIONS 

Ability to tell concerns to the healthcare provider 

How emotions influence one own condition. 

TAKING  ACTION Ability to maintain lifestyles changes  
How preventing problems with one condition 

STAYING THE 
COURSE UNDER 
STRESS 

maintain lifestyle changes during times of stress 
handle problems on one’s health condition at 
home 

Table 2.  Categories and Subcategories to have a proactive and prepared care team 

Goal  CATEGORIES SUBCATEGORIES 
 
PROACTIVE 
AND 
PREPARED 
CARE 
TEAM 

REVIEW DATA AND 
MANAGE CONDITION 

Access to an integrated view of the clinical 
data 

APPLY CLINICAL AND 
BEHAVIOURAL 
INTERVENTION 

Knowledge of clinical guidelines and EBP 
Incentives are given to health professionals. 

CONTINUOUS 
FOLLOW-UP 

Explore remote monitoring actions 
To establish different pathways within the 
HCS. 
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Abstract. A number of tools exist to measure quality of life (QoL) for people 
with dementia (PwD). A selection of existing measures are summarised,  
obtained from an online literature survey, comprising of scales administered  
either by healthcare professionals with the PwD (self-report) and/or their carers 
(proxy report) or from observation. It is suggested that a combination of such 
tools with user satisfaction questionnaires may provide a way to approach the 
problem of evaluating Assistive Technology (AT) solutions or inform co-design 
of technological solutions with PwD and their carers. 
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1 Introduction 

A major goal of designers during preliminary phases of development of new technol-
ogy products is to investigate user expectations, needs and desires, in recognition of 
the distance between mental model(s) of designers and those of users. In particular 
this distance needs to be reduced when the designed product is an Assistive Technol-
ogies (AT) for people with dementia (PwD), in order prevent non-use or abandonment 
[1]. In the field of interaction design there is a long tradition of user involvement in 
early design stages which and such methods are being applied to technology support 
for PwD and carers [2]. One approach to eliciting user needs is to investigate dimen-
sions of quality-of-life (QoL)[3],[4], [5].  

As Peterson et al. have noted [6], tools in use are mainly derived from the con-
structs of Lawton. There are two main ways to determine QoL of patients with de-
mentia: i) Questionnaires and interviews (self-report by the PwD and/or proxy-report 
by the carer) and ii) direct observation of behaviours assumed to be related to QoL. 
The selection of the most appropriate tool will depend on the setting (home or care 
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institution), the severity of dementia and the nature of the technology being consi-
dered. The advantage of using disease specific tools in pre-design and post–use phas-
es are: i) to understand which are the needs and aspirations of PwD on the basis of 
reported or observable aspects of their daily life, ii) an indirect measure of the poten-
tial impact of ATs in their life, based on the improvement in their QoL that the tech-
nology could provide. 

2 Quality of Life (QoL) Tools 

In the following section, in Table 1, a summary of tools to measure QoL for PwD are 
presented. The search was performed on Google Scholar with free text search terms: 
{dementia}AND{quality-of-life, QoL, scales} for English language papers (including 
reviews) published in the last 20 years. The tools selected were those intended to be 
administered by healthcare professionals with the PwD (self-report) and/or their car-
ers (proxy report) or from observation. Papers solely about staging were excluded.  

Table 1. QoL tools for people with dementia 

Name Description 
Cornell-Brown 
Scale for Quality of 
Life in Dementia 
(CBS)[7] 

Clinician rated scale administered jointly with the PwD and carer using 19 
bipolar items (-2,+2) in a semi-structured interview format, to provide a single 
score (-38,+38). High QoL is indicated by the presence of positive affect, physi-
cal and psychological satisfactions, self-esteem and the relative absence of 
negative affect and experience. Adapted from the Cornell Scale for Depression 
in Dementia. Can be used for mild, moderate and severe dementia although for 
severe the validity and reliability may be affected by lack of patient self-
observations. 

Dementia Quality 
of Life Instrument 
(DQoL)[8] 

Administered to PwD with mild to moderate dementia. 5-point visual scale used 
to present multiple choice questions. Each point on the scale is associated with a 
verbal description. 29-item scale to measures 5 domains of QoL: Positive Affect 
(6 items), Negative Affect (11 items), Feelings of Belonging (3 items), Self-
esteem (4 items), and Sense of Aesthetics (5 items) plus one global item (Over-
all, how would rate your quality of life?). Subscale scores are not summed. 

Quality of Life-
Alzheimer's Dis-
ease (QoL-AD)[9] 

Questionnaire of 13 items designed to provide seperate PwD and carer reports of 
the patient’s QoL with a 4 point rating (1 = poor, 4 = excellent). Measures 
domains of physical condition, mood, memory, functional abilities, interpersonal 
relationships, ability to participate in meaningful activities, financial situation, 
and global assessments of self-as-a-whole and QoL-as-a-whole. Response op-
tions are 4-point multiple choice options (1 = poor, 4 = excellent). Overall score 
range (13, 52). Composite scores that combine reports from patients and care-
givers are weighted to favour patient self-reporting. Can be used for mild, mod-

Quality of Life 
Assessment Sche-
dule (QOLAS)[10] 

Interview and rating scale where PwD and carers (may include care home staff) 
are interviewed separately to identify 2 QoL issues for each of 5 domains: Phys-
ical, Psychological, Social/family, Usual activities, and Cognitive functioning. 
PwD and carers rate each issue they have identified 6-point scale (0 = no prob-
lem, 5 = it could not be worse). Overall score range (0,50) with higher score for 
poorer QoL. 
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DEMQOL[11] Health professional administered questionnaires to assess health related quality 
of life for PwD and/or carer as proxy. There are two versions: 28-item 
DEMQOL for people with mild/moderate dementia and 31 item DEMQOL-
proxy for carers of people with mild/moderate dementia or with severe demen-
tia. 4 point scale. 

OPQOL-35[12] 35-item questionnaire. Not a dementia-specific tool but can be applicable to 
people with mild to moderate dementia. 5 point scale. 

Alzheimer Disease 
Related Quality of 
Life (ADRQL)[13] 

Binary (Agree, Disagree) questions administered to the carer as proxy to the 
PwD in a structured interview format. The ADRQL evaluates 5 QoL domains: 
social interaction, awareness of self, feelings and mood, enjoyment of activities, 
response to surroundings. There are two versions of ADRQL , the original 
composed of 47 items and a revised version with 40 items, the majority of items 
in both versions measuring actions and observable behaviours. Each item has a 
specific numerical score provided in the ADRQL manual.  

Quality of Life in 
Late-Stage Demen-
tia (QUALID)[14] 

Carer (proxy report) instrument that measures 11 observable behaviours of PwD 
over 7 days, indicating activity and emotional states, administered by nursing 
home personnel. 5-point Likert scale. Designed for quick administration (5 
minutes).  

Dementia Care 
Mapping 
(DMC)[15] 

Structured observational tool for assessing PwD well-being in residential care 

who are unable to provide their own report. Health professional administered. 

Covers all stages of dementia (mild, middle or severe). Well-being and activities 

are recorded every 5 minutes over a period of 6 hours. 24 activity categories and 

indicators of social withdrawal are measured in terms of ill-being/well-being (-5, 

3 Conclusions 

Although a number of valid and consistent QoL scales are in use there is presently no 
one tool to directly assess the impact of AT for dementia in terms of QoL improve-
ment [6]. Consequently there is a lack of a standard approach to formative evaluation 
and user-centred design of new AT for PwD and their carers. However, some tools 
exist to evaluate user satisfaction and usability after a use of an AT prototype e.g., 
Psychosocial Impact of Assistive Devices Scale (PIADS)[16], Quebec User Evalua-
tion of Satisfaction with Assistive Technology (QUEST)[17] which may be used in 
formative evaluation. For people with mild or moderate dementia a combination of 
QoL tools with satisfaction questionnaires may provide a solution which therefore 
warrants further investigation e.g. to determine which tools to combine. There is un-
met need of a tool for severe dementia related to AT evaluation with respect to QoL, 
although the proxy version of PIADS may be applicable. 
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Abstract. Healthcare information technology (health IT) is a critical factor of 
healthcare system worldwide. The aim of this paper is to propose an integrated 
performance measurement system to evaluate access to healthcare and health-
care cost reduction is proposed. This paper presents the use of the Analytic  
Hierarchy Process (AHP) to prioritize all of the measures and strategies in a  
Balanced Scorecard framework (BSC). Results show that the methodological 
approach is very flexible and useful in several scenarios. 

Keywords: e‐healthcare, telemedicine, performance, service innovation, AHP, 
BSC. 

1 Introduction 

Over the last few decades, innovation in healthcare services and services in healthcare 
innovation has become a topic of growing importance. The result is that today’s hos-
pitals are particularly interested in increasing the quality and efficiency of patient 
identification and monitoring procedures. From this point of view healthcare informa-
tion technology is a key factor useful to improve quality and reducing cost in health-
care, and yet, the successful implementation of health IT varies greatly among health-
care systems [1]. According to a recent literature review [2] the implementation of 
electronic health records (EHRs) and health IT systems is considered as one of the 
highest priorities of modern healthcare systems modernization. This implementation 
brings to increase efficiency, quality of care and reducing medical error, and open the 
way to the development of new services on top of it such as telemedicine and internet-
based chronic disease management. Recognized barriers preventing the adoption and 
effective use of IT in healthcare are: (1) Financial and business barriers, (2) Struc-
tural barriers, (3) Cultural barriers and (4) Technical and professional barriers. 
When a decision has to be taken in healthcare management, evidence is a fundamental 
component but not always the available evidence is adequate and needs to be com-
pensated and supported by experience [3], [4]. Thus, the aim of the present paper is to 
propose an integrated performance measurement system in order to increase access to 
healthcare and reducing its cost. This paper proposed the use of the Analytic Hie-
rarchy Process (AHP) model to analyze strategic performance of e-healthcare system, 
and proposes the use of the AHP to prioritize all of the measures and strategies in a 
Balanced Scorecard framework. 
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2 Materials and Methods 

The purpose of this paper is to design a framework to provide health care manage-
ment with an overarching view of the performance of their overall organization. The 
consideration underlying the model is to ensure “innovative management” through an 
organizational process for implementation and monitoring achievement of objectives. 
In order to develop our model we tried to answer the following research questions: 
How can management select the best strategy? What can we do? Thus, we proposed a 
balanced scorecard hierarchy. First devised by Kaplan and Norton in 1992, the ba-
lanced scorecard approach consists of four perspectives: Financial Perspective; Cus-
tomer Perspective; Internal Business Perspective and Innovation Perspective [5]. 
BSC is a strategic approach and performance management system which organiza-
tions can use for vision and strategy implementation [6]. It represents a translation of 
business unit strategy into a linked set of measures that define both long-term strateg-
ic objectives and the mechanisms for achieving/obtaining feedbacks regarding those 
objectives [7]. On the other hand, the AHP is a powerful and flexible decision making 
process which helps people to set priorities and make the best decision when both 
qualitative and quantitative aspects of a decision need to be considered [8], [9]. In 
Figure 1 is shown conceptual model with AHP approach and BSC Perspectives and 
critical enabling factors for e-healthcare.  

 

 

Fig. 1. Conceptual Model 

The AHP is based on the following principles: (1) decomposition of the decision 
problem, (2) comparative judgment of the elements using the evaluation scale rec-
ommended by Saaty [10]. This scale consists of importance scales that are defined 
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from1 to 9, (3) calculation the degree of consistency (CI) = (λ - n)/(n- 1), λ is the av-
erage consistency measure for all alternatives, n = the number of alternatives, and (4) 
synthesis of the priorities. In order to define an integrated set of indicators for the 
evaluation of the performance of e-health care we identified two main activities. The 
first is the selection of the decision criteria according the Balance Scorecard approach. 
The second is the weight of the decision criteria according the Analytic Hierarchy 
Process Model. A questionnaire was designed for this purpose. A sample of the ques-
tionnaire is “From your point of view, which criterion is more important to assess the 
effectiveness of e-healthcare services?” The result is the definition of the final rank-
ing of the integrated set indicators. Additionally, the study checks convergent validity 
by comparing the rankings derived from AHP with the opinion of a team of experts 
(managers, clinicians, patients).  

3 Discussion and Results 

This paper has established a framework and process for the implementation of a per-
formance measurement system. The development of a performance measurement 
system cannot be regarded as static and must therefore be kept under review. In sum-
mary the implementation process requires initial impetus, commitment, training and 
co-ordination in order to overcome cultural and organizational barriers. The final 
selection of the performance measures is shown Table 1.  

Table 1. Performance measures: Integrated Set of Performance Indicators System 

Indicator  Sample Performance Measures 

Financial Perspective 
(31%) 

Increased number of e-healthcare services (29 %) 
Cost per projects(40%) 
Number of project milestones and budget reviews (31%) 

Customer Perspective 
(35%) 

Increased user satisfaction with the effectiveness and 
efficiency of the e-healthcare system (42%) 
Increased user confidence in the e-services (25%) 
% of stakeholder participation in projects (33%) 

Internal Business Perspective 
(19%) 

Reduced average time to resolve problems (45%) 
Number of enquiries (23%) 
RD expense/total revenues (32%) 

Learning and growth Perspec-
tive 

(15%) 

Number of IT training programmes attended by staff 
(55%) 
Employee satisfaction (%) (45%) 

 
For instance the importance level of scorecard sizes is identified as 35% for cus-

tomer perspective, 31% for financial perspective, 19% for internal business perspec-
tive and 15% for learning and growth perspective. Additional indexes can be applied 
if they are needed, and if there are adequate data. In our opinion it is useful to com-
pare costs (Ch) and effectiveness (Eh) of e-healthcare services with costs (Ct) and 
effectiveness (Et) of traditional services. If Ch≤Ct and Eh>Et then it is convenient 
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adopt e-healthcare services. Otherwise it is necessary to estimate the incremental cost-
effectiveness ratio (R), or in other words R= (Ch-Ct)/(Eh-Et). The adoption of the 
proposed measurement system could provide the following benefits: (1) Alignment of 
the organization around its mission and strategies; (2) Facilitation, monitoring, and 
assessment of strategy implementation; (3) Assignment of accountability for perfor-
mance at all levels of the organization; and (4) Continual feedback on the strategy and 
opportunities for adjustment. The strength of the proposed approach is that the me-
thod is very flexible and it can be use in different scenarios in different countries. 
Furthermore the proposed method provided an useful framework for the decision 
process, which is essential in the public sector. Future work will address different 
scenarios in order to compare them. 
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Abstract. Exergames are currently used as a new tool for medical purposes. In 
this context, this paper presents an overview of the approaches used to gather 
evidence about the use and impact of exergames-based interventions on elderly. 
In total, 2306 abstracts were returned from a database search, yielding 52 rele-
vant papers. Our analysis found a group of papers mostly published in engineer-
ing forums with emphasis on evaluating novel technologies and an evaluation 
providing low-evidence, another group of studies, published mostly in medical 
journals, use more conventional technologies, but conduct more comprehensive 
evaluations from which stronger evidence is obtained.  

Keywords: Systematic Review, Exergames, Older Adults, Health Condition.  

1 Introduction 

With the development of new gaming platforms that support full-body motion inte-
raction there has been increasing interest in the development and evaluation of exer-
games for ageing. Studies have been conducted to assess or improve health conditions 
such as depression, balance, or assist in rehabilitation (see studies 42, 37 and 53 listed 
in [5]). The type of studies conducted and the evidence strength level gathered varies 
considerably. In addition, some research efforts have focused on developing new 
exergames aimed at producing certain health outcomes, while others have evaluated 
the use of commercial games. Systematic reviews have been conducted in the area of 
exergames for older adults, mostly focused on making a meta-analysis of Randomized 
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3 Quality Assessment  

A quality assessment procedure was defined by three of the authors to produce a tax-
onomy of characteristics that determine the studies quality: 

Technology in health care could be used (intervention aim) either to find or eva-
luate a health condition (diagnostic tool), or to modify it (therapeutic tool). Health is 
a very broad concept, therefore, a complete framework that analyzes all health com-
ponents considering individual’s function and structure with his perceptual and mobil-
ity capabilities (SMBF/Sensory-Motor Body Function), and his interaction with and 
within his world (AP/activity and participation) is needed11. Evidence strength level 
(ESL) and the quality of a study are closely related to its methodological design (study 
type). Best evidence is provided by systematic reviews based on experimental rando-
mized controlled studies (High ESL), followed by controlled studies (Medium ESL). 
However in some cases observational studies like cohort studies, cross-sectional stu-
dies, case series or case reports (Low ESL) give better evidence when they report 
dramatic effects, or when systematic reviews are unavailable [4]. Consequently, an 
easy to understand and apply scale was used to classify ESL by reviewers based on 
the study type. Another quality aspect for diagnostic and therapeutic studies is the 
inclusion of a reference standard to compare results between evaluation methods, or 
before and after a treatment respectively (comparison with a clinical standard). Clini-
cal reference standards could be objective ones like an already validated technological 
instrument; or subjective ones like clinical scales or physical examination which de-
pends on examiner’s expertise. 

Each paper was assigned to two reviewers, who agreed on how to categorize it 
based on the defined criteria. They completed a format with each paper’s descriptive 
information such as journal title, publication year, results, etc. Finally, each paper was 
classified according to the subject area as provided by the Journal2 and Conferences3 
Rankings. Grouping expertise was requested on any difference of opinion.  

4 Results and Discussion 

As depicted in Fig. 1c, 2,306 papers were retrieved from the five databases, which 
were reduced to 139 papers after the abstract-based screening and to 108 by eliminat-
ing duplicates. Full-text of these papers was reviewed by using the inclusion and qual-
ity assessment criteria resulting in 52 papers published from 2008 to 2014.  

Table I summarizes our results. Twenty-nine (29) were studies published in Jour-
nals and 23 in Conference Proceedings. Most of the Journal papers (25/29) pertain to 
the medical & biological (Med/Bio) subject area, whilst most of the Conference pa-
pers (21/23) pertain to Engineering and Computer Science (Eng/CSc). Two works 
were published in media classified as both Eng and CSc-Med/Bio.  

                                                           
1 http://www.who.int/classifications/icf/en/ 
2 http://www.scimagojr.com/index.php 
3 http://thomsonreuters.com/conference-proceedings-citation-index/ 
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There are more studies on the Med/Bio area (20/26), reporting the use of exer-
games as a diagnostic tool, than on Eng/CSc (10/24). Not surprisingly, more Med/Bio 
papers (22/26) reported the use of a clinical standard to compare and assess their re-
sults, than Eng/CSc papers (9/24). Therefore, studies using a clinical approach for 
assessing the health benefits of exergames-based interventions tend to be published in 
Med/Bio journals and conferences (20/52). Additional 16 papers (mostly in Eng/Cs) 
report usability evaluations. Most of these are formative evaluations of exergames 
developed by the authors, that is, these evaluations aim at informing a design process. 

Table 1. Studies classification based on the criteria used to assess study quality  

 

5 Conclusions 

Our results showed that though the big potential of exergames to become a therapeu-
tic tool, they remain mostly as a diagnostic one in the SMBF component, perhaps 
because of stringent requirements of research and product development in the medical 
field. But even as a diagnostic tool, stronger evidence that compares presumed health 
outcomes with clinical standardized assessment methods is needed, before this tech-
nology can be trusted for common clinical applications. The results could also help 
researchers to find further applications and to propose new research questions. It has 
been noticed also a lack of collaboration between the clinical and engineering field, as 
evidenced by the struggle of clinicians to fit off-the-shelf technology to fulfill their 
needs instead of self-developing more suitable solutions in collaboration with tech-
nology professionals. Finally we conclude that more developments taking advantages 
of pervasive capabilities of exergames in all health components with more collabora-
tion between health professionals and technology experts are needed.  
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Abstract. Evaluating new telemedicine interventions for chronic disease is not 
easy and it remains unclear how to use the existing evidence to inform the design 
of new telemedicine programs. In particular, there are not structured methods to 
define relevant aspects of a new home monitoring intervention as frequency of 
monitoring (daily vs weekly), complexity of monitoring (symptoms vs bio-
potentials) and the severity of target population (age, pathology severity). This 
paper describes a second order polynomial model that has been used to define 
the target population for the clinical protocol of the UE-funded research project 
titled “Smart health and artificial intelligence for Risk Estimation” (SHARE). 

Keywords: home monitoring design, heart failure, telemedicine, early stage 
Health Technology Assessment (HTA). 

1 Introduction 

Congestive Heart Failure (CHF) is a complex clinical syndrome in which the heart’s 
pump function is inadequate to deliver oxygen-rich blood to the body, representing a 
challenge to national health services because of its mortality and morbidity, burden 
and impact on quality of life[1]. Usual Care (UC) for CHF consists of ambulatory 
follow up, with frequency depending on CHF severity. Limited funding pushes NHSs 
to search for new modes of service delivery that will provide high-quality care in non-
hospital settings. Telemedicine and particularly, Home Monitoring (HM), have been 
widely explored in recent years because, compared to UC, can provide specialized 
home care services to a larger number of patients, reducing hospital admissions, mor-
tality and readmissions [2]. However, it remains unclear how to use the existing evi-
dence to inform the design of new telemedicine interventions for chronic cardiovascu-
lar disease as CHF. Particularly, there are no models to choose the target populations, 
which can maximally benefit from HM intervention. In [3], a linear model was pro-
posed to investigate the relation between HM design and clinical efficacy of monitor-
ing intervention. The current paper presents a model to identify the best target popula-
tion according to the available evidence. 
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2 Materials and Methods 

2.1 Systematic Literature Review with Meta-analysis 

As described in [3], 314 journal papers published before December 2012 were identi-
fied, of which 32 met the inclusion criteria and only 8 were eligible for this study, 
being RCTs comparing HM versus UC. Six outcomes were meta-analyzed: mortality, 
bed days and, readmissions for both CHF and all causes. 

2.2 HM Study Classification: Patient Severity 

As described in [3], each RCT was classified according to the severity of the enrolled 
patients. Severity was defined as a function of: mean NYHA class, which is a symp-
tomatic scale widely used to measure CHF severity; reduction of ejection fraction, 
which is a measure of the blood flow ejected from the heart to the body at each heart 
beat; mean patient age. 

2.3 HM Designing Curves: Severity vs Efficacy  

The association between target patient severity and HM efficacy was modelled fitting 
the effect sizes of the outcomes with polynomials, using the patient severity as inde-
pendent variable. In order to minimize the over fitting, the order of the polynomials 
was fixed at 2, given the limited number of realizations: only 8 RCT comparing HM 
versus UC and not all reporting the 6 outcomes. As shown in Figure 1, three planes 
were defined (one for each outcome), where the abscissa reported the severity and the 
ordinate reported the effect size. For each RCT, the CHF-related and all-causes out-
comes were represented on these plans, respectively as red and blue asterisks. The 
asterisks were fitted with 2 curves: one representing the association between patient 
severity and CHF-related outcomes (red line) and the other (blue line) representing 
the relation between patient severity and all-causes outcomes. This was repeated for 
mortality, re-hospitalization, and bed-days of care. The severity minimizing the 
curves was chosen as ideal target population. 

 

 

Fig. 1. HM designing curve 
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3 Results 

The results (Figure 1) suggested that the population that would maximally benefit 
from the HM intervention was the one scored with severity 3, which equated to CHF 
in NYHA 2 or 3, ejection fraction<40 and mean age of 68 years old. According to this 
analysis, more severe patients would not benefit from an HM program, generating an 
unsustainable number of re-hospitalization and bed days. For less severe patients, the 
HM would be as effective as the UC in terms of re-hospitalization, as suggested by 
the convergence of both red and blue lines to the non-effect line (black dot line in 
Figure 1). Regarding bed days, it seems that for target population in severity 3 the 
HM would give similar effect than UC, while for all the other patients, the HM would 
cause more bed days. Some authors justify this by saying that the number of bed-days 
increased but the complexity (and therefore the associated costs) reduced.  

4 Discussion 

This paper proposed a method to select the best target population for a home monitor-
ing interventions basing on available scientific evidence. This method consisted in 
analyzing design and outcomes of RCTs that assessed home monitoring interventions 
for CHF and fitting this evidence with a second order polynomial model. The main 
preliminary result achieved was to demonstrate that not all the patients had the same 
benefit from HM. There are groups of patients that apparently had a better benefit 
from telemedicine. However, future works are needed to provide further insights. 

It is not easy to compare the model proposed with existing ones, because as far as 
author knowledge, there are not similar attempts in literature. However, similar mod-
els are needed as demonstrated by the results of the systematic review performed, 
which demonstrated that the heterogeneity among different HM interventions is mas-
sively huge. This model is now under validation investigating its predictive value 
when applied to RCT published after December 2012. 
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Abstract. We develop a prototype for real-time blood sugar control
based on the hypothesis that there is a medical challenge in determining
the exact, real-time insulin dose. Our system controls blood sugar by
observing the blood sugar level and automatically determining the ap-
propriate insulin dose based on patient’s historical data, all in real time.
At the heart of our system is an algorithm that determines the appropri-
ate insulin dose. Our algorithm consists of two phases. In the first phase,
the algorithm identifies the insulin dose offline using a Markov Process
based model. In the other phase, it recursively trains the web hosted
Markov model to adapt to different human bodies responsiveness.

Keywords: Diabetes, Insulin Management, Markov Processes.

1 Introduction

Three hundred forty seven million people worldwide have diabetes. The World
Health Organization predicts that diabetes will be the seventh leading cause
of death in 2030 [6]. Blood sugar control is the major impeding challenge to
overcome the devastating effects of this disease.

Blood sugar level for an individual is a function of multiple factors includ-
ing demographics, diet, exercises, and medications. Medically, determining the
proper insulin dose, for insulin-dependent diabetics, is done in an ad-hoc manner
by a diabetes consultant [3]. Since most of the aforementioned factors are vary-
ing over time, the determination of insulin dose becomes a continuous process
that needs medical supervision and intervention, on almost a daily basis. Signif-
icantly, the responsiveness to the same dose of insulin may vary among patients,
even with same factors. One key solution to stop the negative effects of diabetes
is the continuous administration of insulin. While it is inconvenient to consult a
diabetes consultant on a daily basis especially for elderly, inexperienced people,
there is also a medical challenge to determine the exact insulin dose required [7].

In this paper we develop, for insulin-dependent diabetics, a prototype for
real-time blood sugar control. At real time, our system controls blood sugar by
observing the blood sugar level and automatically determining the appropriate
insulin dose based on patient’s historical data. A number of proposals which
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tackled the same problem have appeared in literature over the past few years
[2], [1], [5]. Our proposed system is different in two aspects. First, we use an on-
line estimation algorithm based on a Markov model that continuously updates
itself with the observed historical data. Second, we incorporate the use of mod-
ern technology to facilitate the use of the system for patients. In our system,
the collected historical data is automatically transferred to an online server for
processing without external intervention (beyond initial setup). The estimated
next dose is also calculated automatically by a mobile application installed on a
patients smart phone, and the pump is activated without user intervention.

2 Markov Processes for Modeling Blood Sugar Level

In statistics, the collection of a random variable X over an index set T is called
a stochastic process [4]. In most applications, T is the time spots at which the
random variable of interest is being observed. A stochastic process that satisfies
the Markovian property, that is:

P (Xt+1 = j | X0 = x0, X1 = x1, · · · , Xt = i) = P (Xt+1 = j | Xt = i) (1)

is called a Markov Process. This property implies that the future value of the
random variable depends on its history only through the current observation [4].
The right hand side of (1) reads as the probability that the process will move to
state j given that the process is currently at state i. This probability is usually
abbreviated as pij and is called the transition probability. For a Markov process
with n possible states, the transition probabilities pij can be concatenated in
a matrix form called the transition matrix [4]. The transition probability pij is
estimated using the frequentist approach as the ratio of the number of transitions
from state i to state j to the total number of transitions from state i.

Let the random variable SL represent the blood sugar level and assume that
SL is observed at several time spots. The set of observations of SL form a
stochastic process. Furthermore, assume that the next value of SL depends on
previous history through its current value, then this is a Markov Process.

An experiment for blood sugar profiles generation was conducted at one of
the Jordanian hospitals. The experiment consisted of four factors. These were
the body weight, the amount of carbohydrates intake at breakfast, the amount
of carbohydrates intake at lunch and the amount of carbohydrates intake at
dinner. Three levels for the body weight factor were considered, 100 lb, 200 lb
and 300 lb. One patient of each body weight category was volunteered for the
study. The amount of carbohydrates intake at breakfast and dinner was changed
at three levels of 30, 60 and 90 grams, while the amount of carbohydrates intake
at lunch was changed at three levels of 60, 120 and 180 grams. Assuming a
factorial design, each of the three patients was under study for 27 days resulting
in 81 sugar profiles. These sugar profiles were used to estimate the transition
probabilities for the Markov Process assumed.

For validation, the built Markov chain model was used to estimate several
blood sugar profiles. The estimated versus the actual data of one sugar profiles
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Fig. 1. Actual versus estimated sugar profiles used for model validation
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Fig. 2. The E-Smart Real-Time Insulin Injection System

is shown in Figure 1. This plot shows that the model is capable of providing
acceptable blood sugar estimates.

3 System Architecture

Our overall goal is to precisely determine the required insulin dose for a spe-
cific patient, taking into consideration that different diabetics respond to insulin
differently. Existing approaches rely mainly on specialist consultation [8]. Other
automated approaches consider only giving notifications on oncoming highs and
lows without real time insulin dose determination and injection [8]. Up to our
knowledge, none of existing approaches has considered sharing patients sugar
history online for tracking and monitoring. Our solution to achieve this goal
is by using a web based framework that enables the patient’s data to be com-
municated via web with specialists, research institutes, and more significantly
with an automated system that computes the required insulin dose based on the
sugar levels history of the patient. Figure 2 depicts our suggested system and
illustrates its functionality step by step.

Our system consists of three hardware components: glucose sensor, mobile
phone, and pump, all are Bluetooth enabled. The glucose sensor continuously
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sends sugar readings, SL(t), via Bluetooth. The mobile phone which hosts the
injection application receives SL readings via Bluetooth, as well. The mobile
application saves each reading in history and processes it using our algorithm.
Using the estimated transition matrix, for a given sugar reading the application
predicts the next reading using the expected value method. We define the re-
quired insulin dose, IU, as the insulin units required to dispose the difference
sugar between the expected value and the current value. Once the IU is identi-
fied, the mobile application sends this value to the pump that is connected to the
patient’s body. The pump, in turn, pumps IU units of insulin into patient’s body.
The mobile application also communicates the patient’s data with the server via
a web service. The mobile application updates the database via the update()web
method with patient’s sugar levels periodically with period Tu which can be con-
figured at the mobile application. Upon receiving new updates, the server runs
our suggested algorithm to regenerate the transition matrix. The mobile applica-
tion can then fetch the updated matrix by calling the getUpdatedMatrix()web
method at the server. Again, this call is made every period Tu. We choose to
update the history on server every two days to make sure that the given insulin
is precise as well as to clear the history from the limited size memory of the
cell phone. Note that all data is stored in the database and viewed via our web
dashboard by both the specialist and the patient.

4 Conclusions

Diabetes is one of the fastest growing diseases. At the same time, technology is
increasingly engaging in human health systems. The intersection of these two
trends has inspired us to come up with a novel approach that integrates mobile
phone, web, and sensor technologies to help a diabetic to automatically admin-
ister insulin injection; something is considered a burden in Diabetes medication.
While our approach is effective, it is also simple. Simplicity comes from the fact
that we utilize the ubiquity of mobile, sensor, and internet technologies, and that
our proposed algorithm is computationally inexpensive.
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Abstract. This paper presents an ANP technique applied to identify and priori- 
tize Six Sigma projects for healthcare providers whose results allow selecting 
the project that ensures the maximum financial benefits for the healthcare com- 
pany. First, the Six Sigma evaluation model is determined, then the criteria 
weights are established by ANP (Analytic Network Process) and finally, results 
from ANP and ANP- DEMATEL (Decision Making Trial and Evaluation Labo- 
ratory) are compared. The results show a better decision making performance 
for ANP-DEMATEL. An empirical case from healthcare sector is presented, 
showing the effectiveness of the proposed technique. 

Keywords: Six Sigma, Evaluation model, ANP, Healthcare provider. 

1 Introduction 

Recently, multicriteria decision making methods have played a very important role in 
complex decision making processes due to their effectiveness at the moment of fin- 
ding the best solution. One of these methods is Analytic Network Process (ANP), 
which allows to evaluate the linear relationships among criteria, subcriterias and al- 
ternatives. Additionally, it analyses interdependence and feedback relationships, gi- 
ving the most suitable decision [1]. 

ANP has been used for the selection of improvement projects, specially Six Sigma, 
area in which it is required to make a right decision with the purpose of choosing the 
project that provides maximum benefits at a low risk; which permits the optimal utiliza-
tion of the available resources. In this sense, the present study describes the application 
of ANP technique for Six Sigma project selection in a healthcare provider. In addition, a 
comparative analysis is done, between ANP and ANP-DEMATEL with the goal of 
evaluating the effectiveness of the combined technique. This is an important aspect 
when it is required to have a decision making process that gives much more information 
at the moment of selecting a solution alternative that is subject to a complex analysis 
and a process with high sensitivity to mistake [2]. 
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2 Literature Review 

Several researchers have published some studies related to the use of ANP and its 
combination with other Six Sigma project selection techniques. For instance, Boran, 
Resit y Goztepe [3] use a fuzzy ANP approach for Six Sigma project prioritization in 
a company from automotive industry. 

Büyüközkan and Öztürkan [4] present a combined ANP and DEMATEL tech-
nique for Six Sigma project selection and prioritization in a logistics Enterprise. In 
this case, DEMATEL detects interrelations among criteria. 

Wang, Hsu and Tzeng [5] use a hybrid model that combines ANP, DEMATEL 
and VIKOR for Six Sigma project prioritization in film printing industry from Tai-
wan. This model includes the VIKOR method that allows to evaluate the performance 
gaps in each criteria and dimension. 

3 Methodology 

The selection process is started with the creation of a Six Sigma project portfolio in a 
hospital, with which healthcare processes are optimized. Then, each project is evalua- 
ted; that is why goals, strategies, factors and subfactors should be previously defined 
taking into account quality, cost, efficiency and processing time criterias. As next 
step, pairwise comparisons are made and computed by the hospital´s Six Sigma team 
in Superdecisions software to solve the evaluation model. For decision making pro- 
cess, ANP and ANP-DEMATEL were used to select the most effective Six Sigma 
project with respect to the hospital goals. Finally, a comparative analysis is done bet- 
ween ANP and ANP-DEMATEL to evaluate the decision making performance in 
each technique. 

4 Six Sigma Project Selection Process 

In this study, the project portfolio was composed by six projects alternatives called as 
P1 (Improving of patient care opportunity in Obstetric Outpatient), P2 (Improving of 
patient care opportunity in Internal Medicine), P3 (Improving of User Information 
System), P4 (Improving of information system opportunity), P5 (Improving of patient 
care opportunity in Emergency Department) and P6 (Optimization of Drug Inventory 
System). The evaluation model was designed according to the different criterias that 
should be taken into account by healthcare providers at the moment of caring their 
patients (See Fig. 1). After having defined the evaluation model, ANP is applied with 
the aid of Superdecisions to identifiy the most suitable six sigma project for the 
healthcare provider without taking into account possible inner dependencies among 
the elements of each cluster. The project ranking obtained through this technique is 
shown in Table 1. 
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Fig. 1. Evaluation model for Six Sigma project portfolio in healthcare providers (Source:  
Author´s own) 

Table 1. Project ranking according to ANP technique. 

Ranking 1 2 3 4 5 6 
Project P1 P2 P3 P5 P4 P6 
Score 0.16208 0.1029 0.08294 0.07728 0.05604 0.01875 

 
As next step, ANP is combined with DEMATEL in order to evaluate the inte-

ractions among elements and identify causal relationships that could exist in a 
complex and conected structure where these kind of interrelations define the effec-
tiveness of the decision making process. The project ranking obtained through this 
method is shown in Table 2. Upon doing the comparison between ANP and ANP-
DEMATEL techniques (See Table 3), it is observed that there are some gaps be-
tween the scores, showing the presence of inner interactions in each cluster of the 
evaluation model. Even though, the gaps are not significant, there are causal rela-
tionships that affect the decision making, reason by which, they should be taken 
into account in order to guarantee a better and reliable choice upon reducing the 
error probability by interactions. 
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Table 2. Project ranking according to ANP-DEMATEL technique 

Ranking 1 2 3 4 5 6 
Project P1 P2 P5 P3 P4 P6 
Score 0.1168 0.09166 0.08920 0.08530 0.06366 0.01919 

Table 3. Comparative Analysis between ANP and ANP-DEMATEL for six sigma project 
selection in a healthcare provider 

PROJECT ANP SCORE ANP-DEMATEL 
SCORE

GAP 

P1 0.16208 0.1168 0.04528 
P2 0.1029 0.09166 0.01124 
P3 0.08294 0.08530 -0.00236 
P4 0.05604 0.06366 -0.00762 
P5 0.07728 0.08920 -0.01192 
P6 0.01875 0.01919 -0.00044 

5 Conclusions 

ANP and ANP-DEMATEL results were compared in order to choose the best MCDM 
tool at the moment of selecting the most suitable Six Sigma project in a healthcare 
provider. ANP-DEMATEL showed a better decision making performance upon redu- 
cing the error probability subject to the existing interactions and dependencies among 
criterias from evaluation model. This method led the healthcare provider towards an 
optimal use of its financial resources in the improvement of its obstetric outpatient 
process (Project P1), which represents the best contribution for organizational goal 
achievement with 11.68%. 
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Abstract. The development of personalized mobile applications is a complex 
work. Currently, the most of applications for patients monitoring through mo-
bile devices, is not developed considering the particular characteristics of each 
patient, but these applications have been developed taking into account a gener-
al behavior depending on the diseases instead of the own patients. The diseases 
manifest different symptoms depending on the patient situation. Mary and John 
(hypothetic patients) have diabetes, but the same measurement of glucose for 
each one affects their health in a different way. This paper describes a frame-
work that allows the development of mobile applications, personalized for each 
patient, in such a way that even if they have the same disease, the application 
will respond to the individual needs of each patient. 

Keywords: mobile monitoring, m-health, chronic diseases, adaptive framework. 

1 Introduction 

Evolution of technological devices has allowed the integration of new technologies 
for the treatment and follow-up of diseases in which patients find support through the 
device use. The increasing integration of new technical features in mobile devices, 
and the communication capabilities allows the deployment of multiple services.  

The solutions developed provide a "specific" solution to health care issues. Health 
Buddy System [1] is a system that provides health monitoring of patients by reducing 
the possibilities of hospitalization. Everyday, patients respond to a set of questions 
about their health and well being using the simple Health Buddy appliance. AirStrip 
Patient Monitoring [2] is a software platform for providing monitoring information 
about critical patient aspects and ensuring the transmission of date between hospital 
devices and clinical records. WellDoc [3] is an application designed to be a service of 
monitoring for diabetics that allows monitoring the current condition of a patient 
through the manual introduction of food and glucose parameters. METABO [4] is a 
system for monitoring and handling of diabetes that aims the recording and interpreta-
tion of the context of the patient, as well as the decision support for the patient and the 
physician. However these applications have been developed for monitoring of patients 
regardless of their individual peculiarities, which are not configurable or customizable 
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to each patient. This paper presents a solution to these problems, developing a custo-
mizable application which can be adapted to each patient according to the  particular 
disease. We present a framework that allows the development of parameterized and 
personalized mobile applications and medical monitoring through mobile devices. This 
leads to a medical follow up through mobile devices, which are used day to day by the 
patient, and biometric devices that currently provide high technological capabilities. 

2 Parameterized and Personalized m-health Application 

2.1 The Design Goals of the Architecture 

The vital signal is sent via wireless communication from the biometric device, suita-
ble for each case (glucometer, blood pressure monitor, ECG, etc.), to the mobile de-
vice without any intervention by the patient. This signal will be analyzed taking into 
account some important aspects such as the requirements of the physician about situa-
tions of risk and maintenance, considering the clinical record and the profile of the 
patient, etc. Once the analysis is complete, the mobile device will warn with an alarm 
or reminder according to the situation. Thus, the mobile device can warn of an injec-
tion of insulin or a notification to relatives or medical staff, in case of a possible fall 
or a rise sudden blood sugar, in the case of diabetes. 

The framework enables meta-definitions according to a set of clinical areas pre-
viously determined, subsequently, the physician, complete the profile of each patient 
and can provide a suitable group of recommendations to facilitate the self-control. 
This architecture must allow a correspondence between physician definitions and 
mobile software services for self-control according to each patient profile and disease 
to be monitored.  

 

Fig. 1. Parameterized and adaptive functionality of the m-health application 

In Figure 1, a doctor can have more than one patient with the same disease. The 
doctor recommends to each patient the use of the application for monitoring of glucose 
in blood, with a set of parameters and ranges initially defined. The doctor can adapt the 
new settings depending on each patient. Otherwise, the application, according the use 
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and the glucose new values, adapts every range taking into account the last measures 
obtained from the patient. The framework provides services such as diet, suggestions, 
basic information about the disease and alerts according to the last five ranges obtained 
from the patient. Predictive inference engine, adapted to these values of the patient can 
be proposed, providing new suggestions, diets and alerts for each patient. 

2.2 Technological Elements Defined in the Framework 

The final application generated by the framework consists of different elements re-
lated to the following: communication platform, interfaces design, data processing 
and human interaction. The elements defined in the development of the framework, 
and which establish the functionalities of the mobile applications are: definition of an 
ontological model [5], oriented to the definition of the domain in the study and de-
scription of each of its elements; development of a reference architecture for the de-
velopment of modules that allows mobile monitoring of patients, independently of the 
technology, as well as the dynamic integration of new elements in the environment; 
patterns for the definition and creation of modules associated with each disease and 
the patient's individual profile [6]; the structure of the relationship between each of 
the modules generated by the architecture, defining the architecture of communication 
between mobile and biometric devices and the predictive inference engine that facili-
tates the deployment of self-control, assessing past situations that may arise in the 
future associated with the user [7]. This is the point of the framework, since it is that 
allows each user the adaptation and customization of the final application. 

3 Results: Some Patients Experiences  

It is very important to assess the impact the system has on patients using a mobile 
application that allows them to store, manage, handle information and also provides 
appropriate suggestions to the patient.  

 

 
        (a)                     (b)              (c) 

Fig. 2. User evaluation of the application generated by the framework: a. response time, b. 
efficiency of generated suggestions and c. applications interaction  

The application was evaluated in ten patients with diabetes, considering aspects such 
as the application response time, accuracy of the generated recommendation, assessment 
of the patient record stored in mobile device, and ease of interaction with the mobile 
device. The results are shown in Figure 2, where we can see that the response time of 
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the application to the patient is high (90% of answers present a high score and 10% 
medium score). In the accuracy of the generated recommendation 90% of patients re-
sponded with high score and 10% medium, which show that the application responds 
according to the patient needs. Other aspect evaluated was the interaction of the patient 
with the mobile application obtaining high score in 80% of cases. 

4 Conclusions 

This paper presents a framework that allows the generation of mobile applications for 
the monitoring of patient diseases. The difference between our architecture and other 
systems is based on the development of a personalized and parameterized application 
for each patient. Our application is able to be adapted to patient requirements provid-
ing different modules for diet, suggestions, education and alerts depending on the last 
measures obtained through the communication between biometric devices and mo-
biles devices. This module sends the measurement to predictive inference engine for 
the interpretation and adaptation of the new modules. The evaluation related to the 
time of response, suggestions generated and the application interaction presented a 
high score for the evaluated patients. 
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Esṕın, Vanesa 312
Estrada-Esquivel, Hugo 402

Fahim, Muhammad 34
Favela, Jesús 356, 402
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Magalhães, Paula 304
Malhotra, Aarti 279
Märker, Marcus 18
Martin, Elizabeth Sarah 14
Martin, Suzanne 14, 115
Martinez-Garćıa, Ana 402
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Perusqúıa-Hernández, Monica 219
Petrillo, Antonella 398
Planinc, Rainer 275
Plorin, Daniel 18
Pomares, Hector 91
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