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Preface

This volume contains the proceedings of the 10th International Workshop on RFID
Security (RFIDSec), held at St. Anne’s College, Oxford, UK, from July 21 to 23, 2014.
For a decade, RFIDSec has been the primary forum where international experts from
academia, industry, and government present, debate, discuss, and advance the security
and privacy aspects of RFID. First time in the history of RFIDSec, the workshop was
colocated with the WiSec conference, an established venue centred on wireless secu-
rity. This conglomeration of the two communities led to a synergistic development and
discussion of new cross-disciplinary ideas.

This year, we assembled a diverse program of nine regular papers and four short
papers selected by the Program Committee. All submissions received three reviews
from the 23 members of the Program Committee chosen by the Program Co-chairs,
assisted by the 13 external reviewers. The conference opened up with an invited talk
“Clustering Distance Bounding Protocols” by Prof. Gildas Avoine, INSA Rennes, a
known expert in RFID Security and Privacy. The talk focused on distance bounding
protocols, a widely studied topic within the RFIDSec community. The second talk was
a keynote speech given by John O’Donnell, Cisco Systems’s Internet of Everything
(IoE) Pre Sales Consultants Manager. His talk “IoT – Connecting the Unconnected
Securely” examined real-world security problems within the IoT field. The highlights
of this year’s technical program were timely and fundamental topics such as RFID
power-efficiency, privacy, authentication and side channels, and key exchange.

We thank the General Chairs, Andrew Martin and Ivan Martinovic, both from the
University of Oxford, UK, for their dedicated work and the excellent local organization
of the workshop, the RFIDSec Steering Committee members for their guidance and
support, all the authors for the high-quality submissions, and all the Program Com-
mittee members and the external reviewers for contributing their expertise to the
selection of the papers for the program. Without their service and contribution, setting
up such a conference would have been impossible.

July 2014 Ahmad-Reza Sadeghi
Nitesh Saxena
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Lightweight Authentication Protocols
on Ultra-Constrained RFIDs - Myths and Facts

Frederik Armknecht, Matthias Hamann(B), and Vasily Mikhalev

University of Mannheim, Mannheim, Germany
{armknecht,hamann,mikhalev}@uni-mannheim.de

Abstract. While most lightweight authentication protocols have been
well analyzed with respect to their security, often only little (or even
nothing) is known with respect to their suitability for low-cost RFIDs
in the range of $0.05 to $0.10. Probably this is mainly due to the fact
that open literature rarely provides information on what conditions need
to be met by a scheme in practice, hindering a sound development and
analysis of schemes.

We provide a comprehensive collection of several conditions that should
be met by lightweight authentication schemes if deployed in low-cost RFID
systems. Afterwards, we show that none of the existing authentication pro-
tocols that are based on the hardness of the Learning Parity with Noise
(LPN) problem complies to these conditions, leaving the design of an LPN-
based protocol for low-cost RFIDs as an open question.

Keywords: Lightweight authentication protocols · Low-cost RFIDs ·
Real world conditions · Learning parity with noise

1 Introduction

For economical reasons low-cost RFID tags (e.g., in the production cost range
of $0.05 to $0.10) are particularly interesting for industry. This cost pressure
directly translates into severe hardware restrictions for the targeted devices.
Consequently, the search for appropriate lightweight authentication protocols
has become an important topic in cryptography during the last years with high
relevance for academia and industry.

While there is quite a good understanding with respect to the security of
most of these schemes, often only very little is known about their applicability for
real-world systems. One main reason is the apparent lack of commonly accepted
criteria for a scheme to be considered as lightweight. Of course one might argue
that developments in technologies continuously enable more possibilities at the
same price. However, experience shows that for economic reasons advances in
technology are rather used for developing hardware that possesses about the
same capabilities as existing devices but at a lower price.

In this work, we concentrate on authentication protocols between an RFID
reader and ultra-constrained tags. More precisely, we target devices in the cost
c© Springer International Publishing Switzerland 2014
N. Saxena and A.-R. Sadeghi (Eds.): RFIDSec 2014, LNCS 8651, pp. 1–18, 2014.
DOI: 10.1007/978-3-319-13066-8 1
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range of $0.05 to $0.10. The reasons for this specific choice are twofold: Firstly,
RFID tags which can be produced at costs of $0.1 or cheaper, like (variants of)
Electronic Product Codes (EPCs), have been a common motivation for existing
work (see, e.g., [6,9,20,28]). Secondly, if one allows for only few additional costs,
standard cryptographic primitives like AES become in fact feasible, thus practi-
cally removing the need for alternative solutions altogether (see, e.g., [9] or also
Sect. 2 - Area). Our contributions are:

Set of Conditions. Our first contribution is that we specify and argue several
conditions that need to be satisfied by authentication protocols to be suitable
for ultra-constrained RFID devices. These conditions have been derived partly
from open literature but most importantly from various discussions with experts
from industry. Although these experts were working for different companies and
were aiming for RFID-based authentication in different areas, all of them share
more or less the same view on what “lightweight” means in the context of ultra-
constrained devices and when a scheme can be considered to be relevant for real-
word applications. As these conditions mostly result from long lasting experience
in hardware production and have not (or only partly) been comprehensively
described and summarized in open literature, we think that this information
will be very helpful for assessing the suitability of existing protocols and for
providing guidance in the development of new ones.

Evaluation of LPN-Based Protocols. Our second contribution is the appli-
cation of the gained knowledge for evaluating the suitability of LPN-based pro-
tocols. This branch of research represents the most prominent non-proprietary
approach for designing lightweight authentication protocols. It has been initi-
ated by HB [18] and HB+ [20], which became the prototypes for a whole family
of protocols that base their security on the hardness of the learning parity in
the presence of noise (LPN) assumption (or variant problems). To this end, we
extracted concrete parameter choices for almost 20 proposals in this work and
verified whether these comply to the derived set of conditions. As it turned out,
none of the existing LPN-based protocols meet the requirements, i.e., none of
them can actually run on current low-cost RFID hardware.

2 Hardware Constraints of Lightweight Authentication
Protocols for Low-Cost RFID-Systems

In this section, we discuss hardware limits imposed on the design of lightweight
authentication protocols by typical factors like, e.g., chip size, power consump-
tion and clock speed. Due to their prevalence in the field of lightweight authenti-
cation hardware, we focus on Application-specific Integrated Circuits (ASICs) in
this work. As a platform, low-cost RFID tags (i.e., ultra-constrained devices) in
the range of $0.05 to $0.10 like Electronic Product Codes (EPCs) are targeted,
as is done, e.g., by Juels and Weis in [20]. In [19], Juels additionally points out
that while “it is tempting to dismiss this computational poverty a temporary
state of affairs, in the hope that Moore’s Law will soon render inexpensive tags
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more computationally powerful [...] pricing pressure is a strong countervailing
force”. And indeed, it seems that most of the limits described in, e.g., [20] and
[19], still apply today as our numerous discussions with experts from industry
have revealed. Hence, the numbers presented in the following paragraphs can be
expected to remain valid also in the medium term.

Operating Frequency and Transmission Bandwidth. The operating fre-
quency of RFID tags and, closely related, their maximum available transfer rate
is determined by several factors. One of the most important is the targeted read-
ing distance implied by, inter alia, a tag’s purpose. Table 1 is based on the data
provided in [44]. Hence, corresponding authentication solutions are limited to
exchanging data at a rate of at most 200 kb/s (100 kb/s in the very common
HF band) between a tag and a reader1. Based on the common notion that the
whole process of authentication should not take more than 150 ms (cf. next para-
graph), this implies that 30,000 bit can be considered as the upper bound for an
authentication protocol’s communication complexity. Furthermore, this number
is even lowered by the fact that, within those 150 ms, the respective data must
be processed by the tag and that not only non-volatile memory but also volatile
memory (e.g., Juels and Weis assume 32–128 bits in [20]) is a scarce resource,
which heavily limits buffering incoming data.

Table 1. Application fields, transfer rates, and range by waveband (cf. [44]).

Waveband Utilization Bandwidth Distance

Low frequency (LF), 30–300 kHz Animal identification <10 kb/s 0.1–0.5m

Medium frequency (MF), 300 kHz–3MHz Contactless payment <50 kb/s 0.5–0.8m

High frequency (HF), 3–30MHz Access control <100 kb/s 0.05–3 m

Ultra HF (UHF), 300MHz–3GHz Range counting <200 kb/s 1–5 m

Super HF (SHF), 3GHz–30GHz Vehicle identification <200 kb/s ca. 10 m

Timing. Perhaps surprisingly, we were told the aforementioned upper timing
bound of 150 ms by various hardware producers on the basis of rather different
reasons. These ranged from human interaction in the presence of additional tag
functions to regulations by the automotive industry w.r.t. timing restrictions
for component interaction. From a technical point of view, UHF regulations
would impose a maximum of 400 ms due to channel hopping but “user perfor-
mance requirements establish a time limitation on a label operation since at
least 100–300 labels must be read per second” [37]. For example, Feldhofer et al.
designed their AES-based authentication protocol such that each tag has 18 ms
1 In [6], it is stated that “in accordance with C1G2, a maximum tag to reader data

transmission rate of 640 kbps and a reader to tag data transmission rate of 126 kbps
based on equi-probable binary ones and zeros in the transmission can be calculated”
and that “performance criteria of an RFID system demand a minimum label reading
speed in excess of 200 labels per second”.



4 F. Armknecht et al.

time, hence “a maximum of 50 tags can be authenticated per second” [9]. Con-
sequently, the upper bound of 150 ms told to us by several industrial sources is
probably already very generous and, depending on the use case, might actually
be much lower by factors of 10–50. Keep in mind that this would directly trans-
late to vastly reduced upper bounds for communication (e.g., a maximum of 600
bit instead of 30,000 bit per authentication) or available clock cycles (e.g., only
300 instead of 15,000; cf. Sect. 2). However, we will evaluate the (in-)feasibility
of the protocols in Sect. 3 using the generous upper timing bound of 150 ms and
the respective limits for communication and computation.

Area (in GE). Juels and Weis [20] stated the “Security Gate Count Budget”
of an EPC tag to be “200–2000 gates” and, even today, this upper bound of
2000 GEs is still commonly considered to be the magic number for lightweight
cryptographic implementations. From an academic perspective, this conclusion
can be drawn based on the fact that many recent works (see, e.g., [29,36,42,46])
still assume 2000 GEs to be the upper bound w.r.t. tag area. Some other works
assume between 200 and 4000 GEs [6,37] but are sometimes not clear about
whether they are actually referring to the total area of a low-cost RFID tag
or just the amount of GEs available for security purposes. Apart from academic
publications, all experts from industry we spoke to confirmed that 2000 GEs still
constitute a plausible security gate count budged for low-cost RFIDs, nine years
after [20] was published in 2005. For comparison, one of the currently smallest
known AES implementations due to Feldhofer et al. [8] requires about 3,400 GEs,
which implies that newly suggested approaches requiring even more area should
at least be obliged to justify what additional benefit they bring. This obligation
to justify even the need for a single additional gate has straightforward monetary
reasons as, according to [6], 1,000 additional gates of silicon logic increase a tag’s
price by $0.01, which amounts to considerable sums given production volumes of
hundreds of millions in the case of low-cost RFID tags. It should also be noted
that, in addition to the number and placement of logic gates, other (security-
related) components contribute to the chip area of an RFID tag as well. Most
notably, one way to fix constant bit values (e.g., cryptographic keys) on individ-
ual tags is to use fuses/antifuses and “burn” a corresponding selection of them
before a tag leaves the factory. As it has to be ensured that no other (i.e., normal
logic) components get damaged during this process of burning fuses, considerable
area is needed, rendering the technique infeasible when it comes to storing large
amounts (i.e., thousands) of constant bits at production time. Finally, providing
acceptable side channel security can also significantly increase the number of
required GEs, depending on the structure of the protocol.

Power. Low-cost RFID tags are commonly powered via an electromagnetic field
radiated by the reader (i.e., passively), limiting the total electric energy available
during a single authentication run. As the transmission power of an RFID reader
is limited by factors like regulations (e.g., for the EPC Gen 2 band, to 4 W EIRP
in the U.S. and 2 W EIRP in Israel [38]), the more power a tag consumes, the
smaller the maximum (legally possible) reading distance becomes. In [20], Juels
and Weis give a general upper bound of 10µW. Saarinen and Engels emphasize
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that power peaks should be below 3µW to 30 µW [42]. Keep in mind, however,
that a tag’s power consumption depends on multiple design specific factors, e.g.
it increases with higher clock speeds and EEPROMs play an important role, too,
as we will elaborate below. Hence, analyzing the power consumption of a given
authentication protocol is difficult if no reference implementation is given.

Clock Speed and Clock Cycles. Ceteris paribus, the higher the clock speed
of a tag is, the more clock cycles can be safely consumed by the cryptographic
authentication process. But as pointed out in the previous paragraph, factors like
the power budget of a passively powered RFID tag impose an upper bound on
its clock frequency. Many works consider 100 kHz to be the prevalent clock speed
feasible on ultra-constrained RFID tags, e.g., [9,32,35]. This value is in line with
the information we obtained from the RFID hardware producers who demanded
confidentiality. Hence, assuming an upper bound of 150 ms for executing a full
authentication instance, a clock speed of 100 kHz immediately implies an upper
bound of 15,000 clock cycles on the tag’s side to authenticate successfully. Keep in
mind, however, that none of the protocols in Appendix B are deemed infeasible
w.r.t. ultra-constrained devices solely due to their computational complexity.
Still, it should be noted that many of them exceed our upper bound of 15,000
clock cycles even by magnitudes (e.g., MAC1 and MAC2) and, hence, would be
clearly infeasible also for higher clock rates like 1 MHz.

Random Number Generator (RNG). The hardware means of generating
random numbers on a lightweight RFID tag can probably be considered the
“magic bullet” with respect to authentication protocols and are most likely the
main reason why all of the hardware producers we interviewed demanded to
remain unnamed. In [20], Juels and Weis state that the random noise bit ν
(and probably also the blinding factors required as part of each protocol round;
see Sect. 3) “can be cheaply generated from physical properties like thermal
noise, shot noise, diode breakdown noise, metastability, oscillation jitter, or any
of a slew of other methods”. While the listed physical properties can undoubt-
edly serve as a source for the generation of random bits, ensuring a sufficient
level of entropy in these cases still constitutes a difficult task and is subject to
research areas on its own. For example, [45] presents a metastability-based True
Random Number Generator (TRNG) fabricated in 0.13µm bulk CMOS tech-
nology, which requires 0.145 mm2 of area and consumes 1 mW of power (at a
clock speed of 200 MHz). Even for lower clock speeds (and, hence, lower power
consumptions), the required area of 0.145 mm2 would still render this TRNG
infeasible as a component (i.e., one of many parts) of a low-cost RFID tag con-
sidering that “10 US cents RFID read only chips have design sizes ranging from
0.16 mm2 to 0.25 mm2” [37] and that the RNG’s “circuit should not occupy more
area than 100 × 100µm” [2].2 TRNGs designed particularly for passive RFID
tags exist, too, but we are only aware of those like [2], which focus on generating

2 In [2], a 0.13µm CMOS process is used. For comparison, the AES implementation
in [8] is based on a 0.35µm CMOS process and occupies 0.25 mm2, which “compares
roughly to 3400 gate equivalents” in this context.
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16-bit-long random numbers mainly meant for resolving collisions during com-
munication. Hence, it is unclear to what extend such low-cost RNGs are actually
suitable for generating large, continuous amounts of random bits (with sufficient
entropy) in time as needed by many HB-type protocols for each authentication
instance. For the sake of completeness, we would like to mention that there are
also Pseudorandom Number Generators (PRNGs) aiming at low-cost scenarios,
but, e.g., LAMED [32] still consumes roughly 1,600 GEs, which is about 600
GEs more than the lightweight block cipher PRESENT [41], which can be used
straightforwardly to realize (one-way) authentication in the spirit of [9] with-
out the need for any random numbers at all on tag side. As none of the above
TRNG/PRNG solutions seems to fit the scenario implied by HB-type protocols
on ultra-constrained devices, at this point, we have resort to information pro-
vided to us by different experts from industry, who all agree that generating
more than 128 true random bits per authentication on an RFID tag in the price
range of $0.05–$0.10 seems currently implausible. Note, however, that none of
those protocols in Appendix B which are currently unbroken were ruled infeasible
only because they require more than 128 bits per authentication and, in addi-
tion, many protocols exceed this number even by magnitudes. Finally, another
problem particular to HB-type protocols is that they depend on a specific prob-
ability distribution w.r.t. the noise bit ν and deriving such a fixed distribution
from the aforementioned sources is also everything but a trivial task.

Non-Volatile Memory (NVM). While the cost of volatile memory is often
implicitly included in the numbers for area in the form of flip-flops/latches
(respectively the components needed to build those), non-volatile memory is
commonly provided through the use of EEPROMs. One drawback, however, to
employing EEPROMs is their high latency. Moreover, from the first EEPROM
memory unit on, corresponding charge pumps have to be included in the design
in order to supply the high voltages necessary for memory programming. Hence,
EEPROMs are not only a major cost driver in terms of money and area but
also have a significant impact on a tags power budget when it comes to ultra-
constrained RFID devices. Concretely, Ranasinghe and Cole state in [6] that,
for low-cost RFID tags, the power required for a read operation amounts to 5–
10µW while “a write operation to its EEPROM will require about 50µW or
more”, which would practically allow only read operations (in the field) given the
aforementioned power limitations of, e.g., EPC UHF tags, and, hence, inhibit
a tag from keeping values across a loss of power (for example, between two
separate authentication instances). With respect to area requirements, Nuykin
et al. propose a low-cost 640-bit EEPROM for passive RFID tags fabricated in a
0.18µm CMOS process, which requires a total area of 0.04 mm2. They also com-
pare their design to several other recent suggestions, which all require at least
twice the area and mostly even offer less memory (i.e., 192 bit). It is therefore
not surprising that, as compared to the targeted low-cost EPC-like devices, even
significantly more expensive RFID tags like the HITAG 1 by NXP do not provide
more than 2048 bit of EEPROM. In line with this, Juels and Weis assume “128–
512 bits of read-only-storage” and “32–128 bits of volatile read-write memory” to
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be realistic memory resources available on low-cost RFID tags, not considering
non-volatile read-write-storage at all [20]. Finally, our sources from industry also
all agreed that 2048 bit constitute a plausible upper bound for current EEPROM
sizes on ultra-constrained RFID tags in the $0.05 to $0.10 range.

3 Evaluation of LPN-Based Protocols

In this section, we revisit existing protocols that are based on LPN (or related
problems) and that have been suggested for lightweight applications. More
precisely, we evaluate their suitability for low-cost RFID systems based on the
conditions presented in Sect. 2. Our respective results for almost 20 HB-type pro-
tocols are summarized in tabular form in Appendix B. The conclusion one can
draw from these results is that each of the considered protocols would induce costs
that are significantly outside of the derived bounds. Furthermore, many of the
protocols are insecure against MITM attacks. Although one may debate whether
MITM attacks are actually relevant in certain low-cost use cases, note that there
are straightforward authentication schemes on the basis of prevalent lightweight
ciphers (cf. the full version of this work), which are perfectly feasible and do not
only provide active but also MITM security.

A short overview of the most important proposals for lightweight authentica-
tion protocols based on the LPN problem is given in Appendix A. As this branch
of research has been initiated by the introduction of HB [18] and HB+ [20], which
became the prototypes for this family of protocols, these are explained in further
detail (Sect. 3.1). Moreover, at the example of HB+, we discuss the main para-
meters which influence the security and the hardware characteristics of HB-type
protocols. This allows us to identify the general cost drivers common to the HB
family (Sect. 3.2). Subsequently, we present our evaluation results for popular
follow-up protocols of HB+ (Sect. 3.3). In the full version of this paper, we give
a more detailed analysis for each of the considered protocols.

3.1 The Procotols HB and HB+ and the Main Parameters

The HB protocol [18] was originally developed to be used by humans and with
this aim was designed to be very simple. Both the reader (verifier) and the tag
(prover) share a secret x ∈ {0, 1}kx . The protocol is composed of several rounds
that are conceptually all the same. At the beginning of round i, the verifier
chooses a random challenge a(i) ∈ {0, 1}kx and sends it to the prover, who
replies with zi = (a(i) · x) ⊕ νi, where νi ∈ {0, 1} represents a biased random
noise bit satisfying Prob[νi = 1] = η for a fixed probability η ∈ (0, 0.5). Then,
the reader verifies whether the received bit zi is equal to a(i) · x. If this is the
case, the response is called correct and otherwise incorrect. The security of HB
against passive attacks relies on the LPN problem with the parameters η, kx [26].

The HB+ protocol [20] was developed to resist active attacks in the detection-
based model. In extension to the HB protocol, the tag and the reader share an
additional secret y. At the beginning of round i, the tag generates a random blind-
ing factor b(i) ∈ {0, 1}ky and sends it to the reader. Afterwards, similar to the HB
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protocol, the reader generates a challenge a(i) ∈ {0, 1}kx and sends it to the tag.
Then, the tag computes zi = (a(i) ·x)⊕ (b(i) ·y)⊕νi and sends it to the reader for
verification. In the original proposal [20], the challenge a(i), the blinding factor b(i)

and the secrets x, y all have the same length kx = ky = k, which is implied by the
LPN problem. However, later it was shown in [26] that, when striving for 80-bit
security in the detection-based model, the x-component of the common secret key
(x, y) can be restricted to a length of kx = 80 bits while the security of HB+ still
relies on the hardness of LPN with parameters η and ky, where ky > kx as we will
explain shortly.

As already mentioned, both protocols, HB and HB+, run in r rounds. Each
additional round increases the confidence of the verifier. To this end, both proto-
cols fix a parameter u ∈ (η, 0.5), such that the authentication is considered to be
successful if the number of incorrect answers is less than t = u ·r. Otherwise, the
reader rejects the tag. If the noise probability η is chosen too close to 0.5 then a
huge number of rounds is required in order to make the protocol reliable. At the
same time, if η is close to 0, then for obtaining the necessary level of security
of the protocols, extremely large key lengths kx, ky are inevitable. Hence, an
appropriate tradeoff needs to be found, which is specified by the choice of η.

However, besides security considerations, there are also practical aspects that
impact reasonable choices for η. Usually, random number generators are assumed
to produce uniformly distributed random bits. In this case, it is much easier to
implement instantiations where η = 2−j , j ∈ N, as j uniformly distributed bits
are sufficient for the generation of one noise bit νi. However, for other values
of η, many more uniformly distributed random bits may be needed to realize
a corresponding random bit generator on top of those. Therefore, in this paper
we restrict η to the values 0.25 and 0.125, which are in fact typical choices for
HB-type protocols [26].

The reliability of the protocols depends on the probabilities of the possible
errors. On the one hand, an honest tag may be rejected with probability PFR

(false rejection probability or completeness error). On the other hand, an adver-
sary answering randomly at each round will be authenticated with probability
PFA (false acceptance probability or soundness error). For HB and HB+, these
values are computed as follows [13]:

PFR =
r∑

i=t+1

(
r

i

)
ηi(1 − η)r−i, PFA =

1
2r

t∑

i=0

(
r

i

)

According to [26], PFA should be less than 2−80 for 80-bit security and PFR

should be less then 2−40. In order to achieve such bounds for soundness and
completeness errors, an appropriate combination of the parameters η, r, u needs
to be chosen. In [26], for each value of η suitable values for u and r were com-
puted, leading to the following two choices:

– Variant 1: η = 0.25, u = 0.348, r = 1164
– Variant 2: η = 0.125, u = 0.256, r = 441
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In one of the protocols proposed afterwards [14], the following trick has been
suggested based on ideas from [21]: if the tag computes in advance r noise bits
and keeps them only if the number of 1s is less than u · r, then the completeness
error PFR will be equal to 0. The advantage of this approach is that the number of
rounds r can be reduced, while the soundness error is kept small. Our evaluation
takes this approach into account as well and uses the parameters provided in
[14]: r = 256, η = 0.125, u = 0.1875 (variant 3). Summing up, in this paper we
evaluate, where possible, each protocol in all three explained variants.

As mentioned above, the protocols’ security relies on the LPN problem. The
proofs of security for HB against passive attacks and for HB+ against active
attacks were simplified by Katz et al. and extended to the parallel versions of
the protocols [21,22], which means that several rounds can be performed at the
same time. Based on the state-of-the-art heuristic algorithm for solving the LPN
problem [26], reasonable parameter choices for achieving (almost) 80-bit security
are kx = 512 for HB and kx = 80, ky = 512 for HB+. In these cases, solving
the LPN-problem would take 289 bytes of memory if η = 0.25 and 277 bytes of
memory if η = 0.125.

3.2 Cost Drivers of LPN-Based Protocols

In Sect. 2, we have established a concrete notion of the term lightweight in the
RFID context by providing actual hardware limits for low-cost tags. As our goal
is to assess for (allegedly) lightweight authentication protocols whether they in
fact comply to all of the respective hardware limits, we first need to identify
the major cost drivers of such schemes. In particular, we will discuss for each of
the following protocol properties how it is linked to the hardware properties of
RFID tags in the $0.05 to $0.10 cost range discussed in Sect. 2.

Symmetric Key. All HB-type authentication protocols use symmetric keys3.
Consequently, the full shared secret, must permanently be available on the (pas-
sively powered) tag, hence implying the need for some non-volatile key stor-
age. Depending on the deployment scenario, multiple (e.g., batches of) RFID
tags might share a single key or, in other cases, tag-individual secrets may be
required.

Closely related, but even more restrictive w.r.t. key storage options, is a
potential need to set or change the secret key of a tag that is already in the field,
as compared to irreversibly fixing the key once at production time. In the latter
case, key-dependent masks may be used in the factory to apply the secret keys
directly to so-called wafers in the process of creating Integrated Circuits (ICs)
for low-cost RFID tags. However, while this can alleviate the need for additional
components like EEPROMs or fuses (cf. Sect. 2 - Area), it inevitably results in

3 For the sake of simplicity, in this subsection, the term key will always be used to refer
to the shared secret’s unique representation as a binary vector in the corresponding
scheme, irrespective of potential blow-up measures like, e.g., the use of Toeplitz
matrices. In particular, the key size lower bounds the size of the individual key
storage required on each tag.
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the potentially dangerous situation that large quantities of tags will now share
the same irreversible key. Concretely, as production costs increase with each new
mask (by thousands of U.S. dollars), the size of per-mask-batches must be big
enough (i.e., hundreds of thousands or even millions of devices) to allow for per-
tag savings (e.g., by removing the need for EEPROMs) which compensate for
the additional costs of using multiple masks. At the same time, an attacker’s
outlook on, e.g., counterfeiting large amounts of items who are all protected
by tags using the same key, may now easily justify the costs for retrieving the
respective key by means of reverse engineering (for instance, through etching
and the use of an electron microscope).

Ultimately, if the deployment scenario requires fully individual keys, the use of
masks is clearly not feasible anymore and two other, more flexible options remain:
EEPROMs and fuses, whose major hardware properties and limitations w.r.t. low-
cost RFID tags were summarized in Sect. 2. These general preconditions will now
be compared to the requirements imposed by how symmetric keys are chosen and
used in HB-type protocols. Clearly, EEPROMs offer the highest degree of flexibil-
ity as a key storage, allowing, e.g., to redeploy existing tags after changing their
keys. On contrast, when resorting to fuses, keys are irreversible and need to be
written already at production time. However, unlike masks, fuses allow for indi-
vidual keys on a per tag basis. Hence, as fuses neither suffer from the high power
consumption nor from the latency problems characteristic of EEPROMs, they are
a viable option when individual but fixed keys are required.

Unfortunately, in the context of HB-type authentication protocols, key stor-
age options are further restricted by the large key size common to these schemes.
In [23], key sizes for multiple HB-type protocols are specified on the basis of the
parameter l denoting the length of an LPN secret. For example, the key size of
the original HB+ protocol, i.e., the variant suggested by Juels and Weis in [20],
is given by 2l along with l = 500 described as a “typical parameter”. Please note
that the resulting key length of 1000 bit is even at the lower end of the proto-
cols summarized in [23] (which range from l bit for the original HB protocol [18],
over 4.2 · l bit for AUTH [23], up to 80 · l = 40000 bit for a MITM-secure pro-
tocol also suggested in [23]; see Sect. 3.3 for further details). However, e.g. due to
area requirements, already for 1000 bit it seems highly questionable whether fuses
can still be considered a feasible option for storing the secret key on a low-cost
RFID tag. Moreover, it is easy to see that, similar to (or even worse than) masks,
fuses fail to provide substantial physical security. Ultimately, it depends on the
deployment scenario whether this is an actual thread, hence requiring the use of,
e.g., EEPROMs instead. Bring to mind, however, that in the context of low-cost
RFID devices, EEPROMs typically do not allow for storing more than 2048 bit.
As a result, it must be suspected that many of the HB-type protocols discussed
in Sect. 3.3 are already precluded by their key size from practical application on
RFID tags in the $0.05 to $0.10 range.

Challenges, Blinding Factors, and Noise Bits. Another property charac-
teristic of HB-type protocols is their heavy use of challenges and what is often
referred to as blinding factors. For most HB-type protocols, the following three
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phases per round can be identified: (1) The prover creates a vector of random
bits, the so-called blinding factor, which is then transmitted wirelessly to the
verifier. (2) Just alike, the verifier now also creates a random bit vector and
sends it to the tag. (3) Depending on the specific protocol, the prover deter-
ministically computes some 1-bit value based on the blinding factor in (1), the
challenge in (2), as well as the secret/shared key. Finally, he needs to produce
one more random bit, which, on contrast to the aforementioned challenge and
blinding vectors, is not based on the uniform but some other, fixed distribution.
Adding this so-called noise bit to the 1-bit value yielded by the previous opera-
tion is crucial to the security of HB-type protocols, as described in Subsect. 3.1.
The resulting bit is then sent to the verifier, who will check whether it is cor-
rect or not. In the following paragraph, we will denote the number of protocol
rounds per authentication run by r and, for reasons of simplicity, assume that
the blinding vector in step (1) as well as the challenge vector in step (2) are both
of length l, i.e., the size of the secret key (as done in the original HB+ paper [20]
and popular follow-up works like [23]).

Apparently, the protocol scheme we just outlined makes heavy use of at least
two hardware resources previously identified as potential bottlenecks for low-
cost RFID tags: the transmission bandwidth (cf. Sect. 2) and the generation of
random numbers. Concretely, in each round of the above archetypical example,
the communication complexity amounts to 2l+1 and the prover needs to obtain
l uniformly random bits and 1 differently distributed random bit from his RNG.
Hence, a single authentication procedure consisting of r rounds has a communi-
cation complexity of at approximately 2 · l ·r bit and requires at least r · l random
bits on the prover’s side. As in the previous paragraph about key sizes, let us
exemplify the actual consequences of these complexities for HB-type protocols
using parameters described as “typical” in [23]: l = 500 and r = 250. Moreover,
as justified in Sect. 2, let us consider 150 ms to be the maximum time available
for a complete authentication. As a result, at least 2 · 500 · 250 = 250, 000 bit
would need to be transmitted within 150 ms, corresponding to a vastly implau-
sible transmission rate of 250, 000/0.15 bit/s ≈ 1.66 Mbit/s (as compared to
actual values between 10,000 bit/s and 200,000 bit/s as given in Sect. 2). Simi-
larly far from reality is the idea that an RFID tag whose production costs are
in the $0.05–$0.10 range could actually feature an RNG delivering as much as
500 ·250 = 125, 000 uniformly distributed random bits within just 150 ms. Apart
from the apparent bottlenecks transmission bandwidth and generation of random
numbers, the generalizing description of HB-type protocol at the beginning of
this paragraph contained a third aspect worth investigating. Concretely, depend-
ing on the involved operations, the first computation in step (3) can easily turn
out to consume (possibly too) many clock cycles, especially in view of the fact
that three operands of bit-length 500 are involved. As this is highly protocol-
specific and implementation-dependent (e.g., parallel vs. serial processing in step
(3) of HB+) though, the question of computational complexity will be treated,
where of importance, in the corresponding paragraphs of Subsect. 3.3 (and the
full version of the paper, respectively).
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3.3 Evaluation Results

In the following, we explain how the evaluation results of the considered proto-
cols (as presented in Appendix B) have been derived at the example of HB, HB+

and HB++. For these, we first provide a short protocol description in the respec-
tive paragraphs and, afterwards, justify the chosen parameters. Even though we
implemented the discussed protocols, we do not provide the exact values here
due to the variety of possible implementation choices, which lead to different
performance results. Explaining all of these options would fill several papers on
its own. Consequently, to keep the description as simple and readable as possi-
ble, we explain only the reasons why, either way, the protocols are infeasible on
ultra-constrained low-cost RFID hardware, independent of the implementation
choices. In this section, we use the notations explained in Table 2.

Table 2. Considered cost factors.

Cost Meaning

Stk Key storage complexity

NRn # uniformly distributed random bits for generating noise (prover’s side)

NRb # uniformly distributed random bits for generating blinding factors (prover’s side)

CC Total communication complexity

HB and HB+. The protocols HB and HB+ have been described already in
Sect. 3.1. Hence, we provide only the formulas for computing the parameters
listed in Table 2. For HB, the costs are calculated as follows:

Stk = kx, NRn = − log2(η) · r, NRb = 0, CC = (kx + 1) · r (1)

In the case of HB+, the respective formulas are:

Stk = kx + ky, NRn = − log2(η) · r, NRb = ky · r, CC = (kx + ky + 1) · r (2)

HB++. In 2006, Bringer et al. [5] proposed the HB++ protocol, where reader
and tag share one secret of 768 bits, which is used for generating session keys.
The protocol consists of two steps. During the first step, the reader and the tag
exchange 80-bit nonces, which, together with the shared secret, are used as the
inputs for a hash function h. The output of this function are four temporary keys
x, y, x′, y′ ∈ {0, 1}80 of total length 320 bit. The second step of HB++ can be
considered as running HB+ twice with correlated challenges (see [5] for details)
and blinding factors and independent temporary keys x, y, x′, y′. Similarly to
HB+, tag and reader exchange a blinding factor b(i) ∈ {0, 1}80 and a challenge
a(i) ∈ {0, 1}80 (i.e., like in the original version of HB+ [20], both are of the same
length). Afterwards, the tag computes and sends the two values

zi =
(
a(i) · x

)
⊕

(
b(i) · y

)
⊕ νi,

z′
i =

(
roti

(
f

(
a(i)

))
· x′

)
⊕

(
roti

(
f

(
b(i)

))
· y′

)
⊕ ν′

i ,
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where roti(β) denotes the rotation of β by i bits to the left and f is a function
with special properties (again, we refer the reader to [5] for further details).
Parameter choices: Bringer, J. et al. [5] gives an exact specification of the hash
function, which results in secrets of 80 bits length. However, no concrete val-
ues have been recommended for the noise rate η and the number of rounds r.
According to [13], the completeness and soundness errors for HB++ are given by

PFR = 1 −
(

t∑

i=0

(
r

i

)
ηi(1 − η)r−i

)2

, PFA =

(
1
2r

t∑

i=0

(
r

i

))2

.

We calculated the smallest number of rounds r such that PFR ≤ 2−40 and
PFA ≤ 2−80. The results are the following: r = 282 if η = 0.125, u = 0.285, and
r = 731 if η = 0.25, u = 0.368.
Security: In 2008, a MITM attack was presented by Gilbert et al. [13], who broke
HB++ with and without the first protocol step (i.e., with and without renewed
secrets).
Implementation cost considerations: In order to store the temporary session keys
generated in step 1 and used during step 2 of the protocol, 320 additional flip-
flops are needed (on top of the logic for, e.g., operations, counters etc.). Please
note that using one flip-flop of the smallest size increases an ASIC’s area by
approximately 6 GEs. This already precludes HB++ from satisfying the area
limits justified in Sect. 2. Moreover, e.g., the non-linear function f applied to
b(i), a(i) ∈ {0, 1}80 significantly increases the required area even further. The
formulas for determining the costs are:

Stk = 768, NRn = − log2(η) · r, NRb = 81 · r, CC = 80 · 2 + (kx + ky + 2) · r

Further HB-Type Protocols. The protocols HB-MP [30], HB-MP+ [25], HB∗

[7], HB# [14], RANDOM-HB# [14], Trusted HB [4], HB-MAC [40], HBN [3],
GHB# [39], HBb [43], NL-HB [27], PUF-HB [16], AUTH/MAC1/MAC2 [23], and
Lapin [17] were also analyzed for this work in the same way as demonstrated at
the example of HB++ in the previous paragraph. The table given in Appendix B
contains a summary of the most important results w.r.t. feasibility and security,
while the respective details like formulas and implementation considerations will
be provided in the full version of the paper.4

4 Conclusion

As our analysis reveals, building authentication protocols which are based on
the LPN problem has, so far, not led to any practical solutions feasible for
4 At the current state, Lapin was omitted from the table in Appendix B as, according

to its authors, it is actually “targeting lightweight tags that are equipped with (small)
CPUs” as compared to “ultra constrained tokens (such as RFIDs in the price range of
few cents targeting the EPC market)” [17]. (See also [11] for a very recent suggestion
of an FPGA implementation for Lapin, which, however, is still not feasible when
transferred to low-cost ASICs. Again, the details of this will be discussed in the full
version of the paper.)
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ultra-constrained devices. While this neither questions the significance nor the
security of such designs, it indicates that for real-world applications in the
context of low-cost RFID tags other approaches should be considered. This is
particularly true as we show in the full version of this work that straightfor-
ward applications of suitable lightweight ciphers yield appropriate authentication
schemes.

Acknowledgment. We would like to thank the anonymous reviewers of RFIDSec
2014 and Gildas Avoine for their helpful comments. Finally, we would also like to
express our special thanks to Peter Fischer and Michael Ritzert, who supplied us with
the necessary technical means and additional valuable information for actually imple-
menting the discussed protocols.

A Overview of the Considered Protocols

In 2000, the HB [18] protocol was proposed, which is proven to be secure against
passive attacks [22]. In order to resist active attacks, HB+ [20] was introduced
that is provably secure in the detection-based model (where the adversary is able
to communicate only with the tag before attempting to authenticate itself to the
reader). However, if the attacker is given the ability to modify messages which
go from the reader to the tag (GRS model), the HB+ protocol is not secure
anymore as it was shown in [12]. As a result, many new HB-type protocols
were proposed in order to overcome this and other types of Man-in-the-middle
(MITM) attacks. In 2006, the HB++ protocol was introduced [5], which can be
seen as running HB+ twice with correlated challenges and independent secrets.
Later, [30] proposed the HB-MP protocol, which was designed to be more efficient
than HB+ but turned out to be vulnerable w.r.t. certain MITM attacks [13],
which is why HB-MP+ [25] has been suggested. Another attempt to improve the
performance of HB+ and to make it resistant against GRS-type MITM attacks
was the HB∗ protocol [7]. In 2008, the HB# and RANDOM-HB# protocols were
proposed, where the keys were extended from vectors to matrices [14]. Another
proposal called Trusted-HB [4] is based on the idea of using a hardware efficient
hash function for verifying the integrity of the data in order to resist MITM
attacks. PUF-HB [16] is a construction which relies on Physically Unclonable
Functions (PUFs) as a hardware primitive. In the protocols NLHB [27] and
GHB# [39], the linear functions are replaced by non-linear functions, while HBN

[3] can be seen as a bilinear variant of HB. In 2011, AUTH [23] was proposed,
where the security is based on a modified LPN problem, called the subspace LPN
problem [33]. One year later, a more efficient proposal building on the ideas from
[23] called Lapin [17] was introduced, whose security relies on assumed hardness
of the Ring LPN-problem.
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B Evaluation Results for the Considered Protocols

Table 3. Evaluation results for the considered HB-type protocols.

Stk - Key storage complexity.
NRn, NRb - Number of uniformly distributed random bits (generated by the prover,
i.e., an RFID tag) required for noise (NRn) or for blinding factors (NRb).
CC - The total communication complexity.
CompC - The total computational complexity.
∗ - Is used when the average number of random bits is given.
∗∗ - As the bounds given in Sect. 2 are not always tight, only severe violations (often
by magnitudes) are indicated in this column (Table 3).
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Abstract. This paper presents a new approach for RFID tag attribute
matching problem. Unlike previous approaches, most notably the T-
Match protocol, presented in [9], we do not need a central database
server or any connectivity between readers. Furthermore, we do not need
expensive homomorphic encryption or multiparty computation and we
extend attribute matching to multiple attributes per tag; a feature that
broadens the range of possible applications of the protocol. We achieve
this increased flexibility and decreased complexity by moving some rel-
atively cheap cryptographic computations to the tags. Specifically, one
of the protocols presented in this paper only needs a (lightweight) hash
function implemented on the tags. Two other protocols additionally need
asymmetric encryption, which is feasible on more powerful tags that sup-
port elliptic-curve scalar multiplication.
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1 Introduction

RFID technology is predominantly used for identification and authentication of
items and persons. In a typical setup the tag has some key which it uses in
an identification or authentication protocol with the reader. Attribute-matching
protocols on the other hand focus on determining whether two or more tags
have a set of attributes that match a specific relationship. By using an attribute
matching protocol one can also authenticate tags by simply matching it with a
tag known to be genuine. Provided both tags share an attribute (or key) they
will pass the validation.
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As an important application for tag authentication by matching we envision
preventing counterfeit products. A producer can provide a reference tag to the
verifier, containing the same key as the genuine products. By matching product
tags with the reference one can detect counterfeits, without the key ever leav-
ing the tags which can be protected on hardware level. Such an approach has
major advantages compared to classical authentication protocols. Symmetric key
authentication protocols are very efficient but require storing the secret key on
the reader. Authentication by matching combines this efficiency with a typical
property of asymmetric protocols that do not require secret (private) keys on
the verifier.

To illustrate our protocols we will use the example of a speed-dating party (or
rather, with the protocols presented in this paper, a high-speed-dating party).
The typical setup of a speed-dating party is that singles try to find a partner
through many short meetings with many people. The goal of these short conver-
sations is to find out whether the two people share interests and want to engage
in a longer conversation or a date. High-speed dating replaces these short match-
making conversations by scanning RFID tags as follows: The organizer of the
party has collected all relevant attributes (hobbies, city of residence, kids and
pets preferences, etc.) of all participants in advance. Every participant receives
an RFID tag which stores his or her attributes. When two persons want to decide
whether it is worth starting a conversation, they just have their tags scanned
simultaneously by a reader, and the reader determines whether these persons
have overlapping interests and wishes. Thus, the task of a reader is to detect
the fact that two tags have matches in their interests, and output the number
of these matches. No false positives are desirable, since false positive will steal
time of participants. The obvious target group for such a party are “nerds and
geeks”, who typically have very serious concerns about their privacy. They do
not want a reader or another person to learn anything about them, except for
the fact whether they share interests with another person or not. Also, tags’
unlinkability should be preserved, so nobody can trace tags. Last but not least,
no attributes stored on tags shall be disclosed. This application may not sound
like the most serious scenario, but it illustrates very well what the protocol does
and what properties we expect from the protocol.

This paper presents three private-attribute-matching protocols (or speed-
dating protocols). The first protocol uses only symmetric cryptography, the sec-
ond only asymmetric cryptography, and the last a combination of both. None
of the protocols requires readers to be connected to a central database; they
are furthermore not required to have specific knowledge about the tags. The
first two protocols provide matching for one attribute per tag. The symmetric
protocol provides speed and efficiency at the cost of a lower privacy protec-
tion level. The asymmetric ones provides better privacy at the cost of a single
asymmetric encryption step. The hybrid encryption protocol still uses a single
encryption step with asymmetric encryption, and several with symmetric one,
in order to support tags with several attributes. All protocols provide provable
security against false positives and provable privacy protection.
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The remainder of this paper is organized as follows. Section 2 presents the
model of the system and the adversarial games. Section 3 introduces the light-
weight symmetric protocol. Section 4 introduces the two remaining protocols
using asymmetric primitives. Related work is discussed in Sect. 5.

2 Model and Notations

Let T be the set of all tags in the system. Each tag ti ∈ T , i ∈ {1, 2, . . . , n} is
supplied with attributes. Each attribute is a human-readable string of arbitrary
length, the set of all attributes in the system is denoted as C = {a1, . . . , ap}.
Let the security parameter be λ, and the number of attributes and tags be
polynomially bounded in λ. Each attribute in the system is related to a secret
key stored on a tag in the following way. An issuer starts with an attribute set C.
To setup the system S, the tag issuer generates a set of keys K = {k1, . . . , kp},
which are each associated with an attribute. Each key kj for j ∈ {1, . . . , p} is a
λ-bit string.

Each tag stores a subset of K of cardinality at most m, where 1 ≤ m ≤ p.
For two tags ti and tj , which share an attribute ai, the corresponding key for ai

is thus stored on both tags. For simplicity, further in the text we use the term
keys and attributes interchangeably.

The goal of the protocol is to determine the number of attributes on two tags
that match. Let the state Si denote the set of attributes stored on a tag ti. Note,
that if tags ti and tj have the very same attributes assigned to them, their states
are equal Si ≡ Sj . This state is assigned by the issuer during the setup phase:
a function Setup(λ) is used to assign state Si to a tag ti, with i ∈ {1, 2, ..., n},
and generates keys for readers (if necessary). All secret values are generated
taking the security parameter λ into account. Later, during the protocol run,
a reader R simultaneously scans two tags ti and tj to obtain the result of the
function Match : T × T → N. This function computes the cardinality of the
intersection of the states of two tags: Match(ti, tj) = |Si ∩Sj |. Some applications
do not require Match to compute the cardinality of Si ∩ Sj , but only need to
know whether this intersection is empty or not. For those applications we use
Match : T × T → {0, 1}.

The function Match must fulfill the following properties:

1. Correctness: In the absence of adversaries the output is correct.
2. Unforgeability: False positives are impossible, that is an adversary is unable

to convince a reader that tags match on more attributes than they actually
are.

3. Unlinkability: Neither a reader, nor an external adversary is able to decide,
whether in two protocol runs the same tags participated twice or not.

4. Confidentiality: After a protocol run nobody can learn any of the attributes
(corresponding keys) stored on a tag, unless possessing a valid key for an
attribute. The amount of attributes stored on tags is computationally hard
to derive from a protocol run, unless possessing all keys in the system.
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The protocols presented in this paper do not protect against false negatives.
Thus, they are useful for applications that do not require to prevent false nega-
tives. To summarize, the system has the following functions:

1. Setup(λ): is used to generate a private key or a public/private key pair for
a reader (if specified by the protocol) based on the security parameter λ. It
assigns a state Si to all tags ti ∈ T . The state includes the set of secret keys
ki1, ki2, ..., kim assigned to the tag and the publicly known information (e.g.
public keys of readers).

2. Match(ti, tj): Is a protocol carried out by two tags ti and tj , and a reader R.
The protocol is initiated by the reader. As a result of the protocol, the reader
obtains the cardinality of the intersection of Si and Sj .

2.1 Adversary Model

The security of our protocols relies on the secrecy of the keys stored on tags.
We thus make the common assumption that those keys are stored in a secure
way, and that computations involving those keys are implemented in a way that
does not leak information about the keys (for example, through side channels).
The adversary controls all the communication, pretends to be one of the valid
tags, but does not perform relay attacks using a tag outside the proximity of
the reader. A reader is assumed to behave according to the protocol. Thus, it is
considered “honest but curious”.

The type of an adversary A is specified by the actions he can perform. Let π
be a protocol execution entity. The oracles below define the whole set of possible
actions. An adversary gets an access to a subset if oracles depending on his
type. Oracles distinguish between the left and the right message denoted as
mleft, mright. This notion is needed to distinguish communication with tag of
the left and right side. The oracles are:

– Launch(mleft,mright) → π,m: when this oracle is called, the reader starts a
new protocol execution π by sending out the message m. The whole execution
of the protocol can then be performed using oracles SendReader and SendTag.
These two oracles can be used to simulate the Execute oracle from the model
defined by Juels and Weis [16]

– SendReader(mleft,mright, π) → (m′
left,m

′
right): sends a message m to a reader

from the left side (right side or both) in the context of protocol execution π.
The output of the oracle is a response of the reader m′ sent in any of the
directions according to the description of the protocol.

– SendTag(m, ti) → m′: sends a message m to a tag ti. The output of the oracle
is a response of the tag m′.

– Result(π) → x: outputs the result of function Match after the protocol execu-
tion π.

– Corrupt(ti) → si: returns the internal state of the tag, allowing an adversary
to learn all secret keys stored on this tag.
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The model and the privacy game presented in this section are inspired by
work of Juels and Weis [16], Vaudenay [19] and Hermans et al. [14]. Unfortu-
nately, all these models were designed with the classes of protocols in mind that
are different from our protocol. All the models consider the scenario of commu-
nication between a reader and a single tag. We therefore adopt the classification
by Vaudenay and modify the Juels and Weis game for unlinkability to fit the
needs of matching protocols.

The classification by Vaudenay is faceted in two dimensions. An attacker who
does not have access to the Result oracle is called NARROW. An attacker who
does is called WIDE. An attacker who cannot corrupt tags is called WEAK.
An attacker who is not allowed to perform any protocol interactions after he
corrupted one tag is called FORWARD. An attacker without any restrictions
regarding corruption of tags is called STRONG.

2.2 Unforgeability

The goal of an adversary is to convince a reader that the number of matching
attributes is larger than it actually is. We call a protocol unforgeable if it resists
this attack. Let S be a system and A be an adversary.
Unforgeability is defined as the following game Expforge

S, A (λ):

Setup: Setup(λ) is used to initialize all readers and tags.
Learning: The adversary may perform calls to the available oracles on the given
set of tags T . The set of available oracles depends on the adversary type. The
strongest adversary gets access to: Launch, SendReader, SendTag, Corrupt. Let
the union of the sets of all corrupted tags be Ct.
Challenge:

1. The adversary chooses a tag ti, to which he did not call a Corrupt oracle.
2. The tag ti is removed from the set T . The challenger returns ti to the adver-

sary.
3. The adversary is not allowed to modify any of the messages sent to or from

the tag ti. The adversary is simulating a tag tj on the other side.

Result: The experiment outputs true if the reader outputs a value lager than
|Si ∩ (Sj ∪ Ct)|.

The advantage of adversary of winning the game is defined as:

Advforge
S, A (λ) = Pr[Expforge

S, A (λ) = true]

We call the system unforgeable if a maximal advantage of all polynomial
time adversaries is negligible in the security parameter λ. During the challenge
phase an adversary can only passively eavesdrop messages exchanged between
the challenge tag and a reader. The adversary has to simulate the other tag,
which will be matched by the reader with the challenge tag.

The model above considers tag corruption by taking into account that the
keys extracted from corrupted tags will trivially allow the adversary to increase
the match count output. For the protocols presented in this paper only WEAK
adversaries are considered for unforgeability, and hence Ct = ∅.
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2.3 Unlinkability

The goal of the attacker A is to distinguish tags, thus breaking their unlinkability.
In case an attacker is able to obtain the result of the protocol run, an attack on
unlinkability becomes trivial as pointed out in [9]. It is sufficient to have one tag
participate in two protocol runs with potentially different tags. By comparing
the result (i.e. cardinality of the intersection) one can determine if that tag
was matched against different tags or not. That implies that the Result oracle
cannot be used by an attacker. The match protocol by its nature is giving away
information about tags, namely the relationships between them. There are two
approaches for designing the speed dating protocol to tackle this problem. One
is to make sure that the protocol itself is not providing any evidence of the
relationships between tags, except for the output of the reader. The other is to
provide only a Minimal level of protection. In this minimal model an attacker
is unable to recognize the same tag he was observing before, once he initiates
a protocol with only this tag. To illustrate, assume an attacker was collecting
interactions among tags on the speed dating party. After the party is over, he
suddenly sees a person wearing an RFID tag from this party. An attacker triggers
a protocol, having no other valid tag at hand. He should be unable to learn the
identity of the tag even having all the old protocol run transcripts at hand.
Unlinkability of an attacker A in the system S is defined as the following game
Explink

S, A(λ):

Setup: Setup(1λ) is used to initialize all readers and tags.
Learning: The adversary may perform calls to the available oracles on the given
set of tags T . The set of available oracles depends on the adversary type: Launch,
SendReader, SendTag, Corrupt.
Challenge:

1. The adversary chooses two tags ti and tj , to which he did not call a Corrupt
oracle.

2. The challenger assigns t∗0 = ti and t∗1 = tj . Both tags are removed from the
set T .

3. Let b ∈R {0, 1}. The challenger returns t∗b to the adversary.
4. The adversary is allowed to perform calls to the oracles: Launch, SendReader,

SendTag, having tag t∗b on one of the sides and any of the tags from the set
T on the other.

5. The adversary outputs a guess bit b′.

Result: The experiment outputs true if the adversary correctly outputs b′ = b.
Minimal privacy is achieved if an attacker during challenge phase gets only

one tag t∗b to communicate with and he has to simulate a tag on the other side.
This game modification is used only against a WEAK adversary, if the adversary
has an access to the Result oracle. Otherwise an attacker could simulate all the
tags he corrupted during the learning phase. Thus there would be no difference
between two games, since an attacker could use all the broken tags to let them
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communicate with the challenge tag. This would allow an attacker to use the
knowledge of topology of tag’s relationships to win the game.

The advantage of adversary of winning the game is defined as:

Advlink
S, A(λ) = |Pr[Explink

S, A(λ) = true] − 1
2
|

We call the system unlinkable if the maximal advantage of all polynomial
time adversaries is negligible in the security parameter λ.

2.4 Cryptographic Primitives

One of the important primitives used in speed-dating protocols is a pseudo-
random function (PRF), which cannot efficiently be distinguished from a truly
random function. In the game definition of a PRF, an adversary submits inputs
to the PRF challenger. The challenger replies with either an output of the PRF,
or an output of a truly random function. The adversary wins if he has a non-
negligible advantage to distinguish these two possible outputs. Let a secure
pseudo-random function be denoted as Funk (·), where k is a key of the PRF
function.

Note that we can efficiently construct a PRF from a hash function through
the Merkle-Damg̊ard iteration [18] as described, for example, in [7, Sect. 6]. This
approach is particularly interesting for speed-dating protocols, since two of the
three versions are using hash function anyway. In a similar way, one can con-
struct a PRF using keyed modes of lightweight sponge-based hash functions like
Quark [2] to construct a PRF function. A crytographic hash function is denoted
as H (·) further in the text.

It was proven by Bellare et al. [3,4] that any PRF is a secure message authen-
tication code (MAC). This property is essential for our protocols. Let us intro-
duce secure MACs in a form of brief game description, for details see [12]. During
the MAC-unforgeability game, an adversary queries the challenger with distinct
messages and obtains MACs for them. He can also submit several message-
tag pairs to the verification oracle. An adversary wins if he succeeds with a
non-negligible advantage in outputting a valid message-tag pair not previously
requested from the challenger.

Both encryption schemes used in the speed-dating protocol are required to
have the IND-CPA property. Let a symmetric encryption scheme be denoted as
symENC = (G′, E′,D′) and an asymmetric encryption scheme as pkENC =
(G,E,D). Let us briefly sketch the game for this property. During the learn-
ing phase an adversary gets to query an encryption oracle, which answers an
adversary with ciphertexts of received plaintext messages. During the challenge
phase the adversary submits several pairs of distinct non-repeating messages
(m0,m1). Depending on the initial decision, the challenger answers with a cih-
pertext of one of the messages, either m0 or m1. The adversary succeeds if he
has a non-negligible advantage to distinguish these two possible outputs.
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3 One-Key Symmetric Speed Dating

The protocol presented in this section prevents false positives and provides min-
imal privacy. False positives occur when a tag does not possess any attribute
matching with attributes on the other tag. And yet it manages to make a Match
function output that tags have a match. Minimal privacy is the privacy protec-
tion achieved against an adversary that can read output of the protocol runs
and thus build a topology of tag’s relationships. The protocol only requires a
few calls to a (lightweight) hash functions.

3.1 Single Attribute per Tag

We start with the setting that each user has a single attribute. Assume tags
named (for convenience) by their owners, namely Alice and Bob. Tags Alice and
Bob possess respectively keys kA, kB ∈ K. These keys are representing attributes
of tags. A reader scans both tags to figure out whether their attributes match
or not. Figure 1 depicts the protocol.

The general idea of the protocol is the following:

1. Commit phase. Tags generate random numbers and exchange commitments
with each other. These commitments later on help a reader to identify replies
of tags and prevent cheating. The exchange is happening with the help of the
reader.

2. Check phase. Tags create pseudo-random values from the challenges by feeding
them to a PRF function Fun. These values are exchanged with the help of a
reader. Tags perform a check of the values generated by the other tag using
their secret keys. After this phase tags know whether they have an equal key
or not.

Fig. 1. One-key symmetric speed dating protocol
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3. Match phase. If there is a match, tags open their commitments towards the
reader, which determines the result of the protocol.

Commit phase

1. The tags generate random values and calculate commitments to these values.
Alice generates: rA ∈R {0, ..., 2λ − 1}, cA = H(rA). Bob generates: rB ∈R

{0, ..., 2λ − 1}, cB = H(rB).
2. The tags send the commitments cA, cB to a reader.
3. The reader checks if cA = cB . If so, the protocol run is terminated with output

⊥. The reader forwards cB to Alice and cA to Bob.
4. Each tag concatenates the commitments and puts the value it generated on

the last position. Alice, for example, obtains cB ||cA.
5. Each tag computes the PRF function Fun using their group keys and send it

to the reader. Alice computes: chA = FunkA
(cB ||cA). Bob computes: chB =

FunkB
(cA||cB).

6. The reader forwards chA to Bob, chB to Alice.

Check phase

1. Each tag checks the received commit value. Alice checks chB
?= FunkA

(cA||cB).
Bob checks chA

?= FunkB
(cB ||cA).

2. If the equality holds, Alice computes: authA = rA. Else, she sends the response
with authA filled with a random value. Similarly, Bob computes: authB = rB

if equality holds. Else, he sends the response with authB filled with a random
value.

3. The tags send authA and authB to the reader.

Match phase

1. The reader checks that H(authA) ?= cA and H(authB) ?= cB . If any of these
two values are false, the reader outputs ⊥, otherwise it outputs a match.

Theorem 1. If Fun is a PRF, then Advforge
S, A (λ) of a WEAK adversary, that

runs in polynomial time, to win the unforgeability game is negligible in the ran-
dom oracle model.

Proof. Since the protocol is symmetrical, we consider the protocol from the
perspective of tag Alice without loss of generality. Since any PRF is a secure
MAC [3,4], we can consider Fun to be a secure MAC function. Assume an
adversary A can break the protocol unforgeability. We show that there exists
an adversary A′, that can then win the MAC unforgeability game using adver-
sary A as an oracle.

The hash function is modeled as a random oracle RO. The adversary A′ is
interacting with a MAC game challenger possessing a key kch. Adversary A′ is
simulating the unforgeability game for an adversary A by answering all requests
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an adversary A makes to oracles with a small exception. One particular tag ti
(or more) however is simulated with a help of the MAC challenger. This tag
possesses a key kch. Let us call the corresponding attribute ach. This tags is
simulated to A by A′ in the following way:

1. First SendTag: A′ outputs cA = RO(rA) according to the protocol.
2. Second SendTag: A′ provides cB ||cA as an input to the MAC challenger, and

returns it’s output as chA.
3. Third SendTag: A′ validates the input value chb. If chb was generated by the

MAC challenger, then A′ knows the values should match (this can be double-
checked with the help of the MAC verification oracle). Otherwise A′ directly
knows what the result should be, as he is simulating the rest of the tags in
the system. A′ returns an output, as specified by the protocol.

During the learning phase of the adversary A, A′ gets to see different tuples
of messages and corresponding tags: m = (cA||cB), t = MACki

(cA||cB), MAC
value generated by a challenger. Since rA and hence cA is selected randomly,
there will be no repeating values with overwhelming probability. Additionally,
since H is a cryptographic hash function, A cannot win the unforgeability game
by finding preimages of commitments cA with overwhelming probability.

Assume A selects a tag with key kch as challenge tag. Assume the challenge
tag is Bob and the adversary takes the role of Alice. Note that communication
between the reader and the challenge tag is performed directly by the challenger.
If A wins the unforgeability game, it has to produce a valid chA (otherwise rB

will not be sent to the reader and hence validation will fail). This chA will be
the MAC of an input cA||cB that was not used previously in the game, since cB

is fresh. Hence, chA can be forwarded to the MAC challenger to win the MAC
unforgeability game.

The probability that the adversary selects the tag ti is at least 1
n . If the

non-negligible advantage of A to win the game is ε, and the cardinality of the
set of tags is n, then the advantage of A′ is ≥ ε

n . This value is non-negligible,
since n is polynomially bounded in a security parameter λ (see Sect. 2).

Theorem 2. If Fun is a PRF, then Advlink
S, A(λ) of a WEAK adversary, that

runs in polynomial time, to win the minimal unlinkability game is negligible in
the random oracle model.

Proof. Since the protocol is symmetrical, we consider the protocol from the
perspective of tag Alice without loss of generality. We are going to show that an
attacker is unable to distinguish any of the challenge tags from a simulator that
is returning random values, and, thus, is unable to distinguish challenge tags
themselves.

The hash function is modeled as a random oracle RO. We now simulate the
SendTag oracle as follows to an adversary, explaining each step of the protocol:

1. A tag generates fresh pseudo-random values rA and returns RO(rA).
2. Upon receiving cB , the simulated tag returns a random value as chA.
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3. Upon receiving chB , the simulated tag outputs a random value. Since the
adversary is playing the minimal game, there is no other valid tag to create
the proper chB value. Next, an attacker cannot forge a value output by Fun,
as proven by Theorem 1. Thus, chB can never be accepted as valid.

The above simulated tag is indistinguishable from a real tag. First, the ran-
dom chA is indistinguishable from FunkA

(cA||cB) since Fun is a PRF, rA is
selected randomly and cA is never repeated as an output of RO. Second, when
replying to chB we can rely on the soundness of the protocol, as proven by Theo-
rem 1. This ensures that it is impossible for an adversary to forge chB . So either
it was sent by a tag (and hence a match will be found) or it was forged and should
be rejected by the tag. Finally, since the game is minimal, an attacker does not
have any possibility to distinguish between the real tag and the simulator by
matching them with other tags and comparing the output.

Assume the challenge bit b = 0. Tag t0 is indistinguishable from a simulated
tag. The same argument applies to challenge bit b = 1. Hence, an attacker cannot
distinguish between two tags.

4 Match Protocol for Asymmetric Encryption

The protocols presented in this section prevent false positives and provide a
higher privacy level under the following requirement. An adversary must be
unable to obtain the output of the protocol runs and, thus, build a topology of
tag’s relationships. The cost of the higher privacy level is the usage of public-key
encryption.

4.1 One-Key Asymmetric Speed Dating Protocol

The advantage of the protocol in this section is that it protects confidentiality
of the exchanged messages. Thanks to that, when an adversary corrupts tags
and obtains their secret keys, it will not help him to succeed in identifying tags.
This also implies that any external observer is unable to learn the result of the
protocol from the exchanged messages. Also, it is easily expandable to handle
the case of tags storing multiple attributes.

As in the previous section, assume each user can possess a single attribute.
Tag Alice and Bob posses respectively group keys kA, kB ∈ K. In the protocol, an
asymmetric encryption system pkENC is used. A reader holds a public-private
key pair (pk, sk), all tags are supplied with the public key pk of a reader.

This version of the protocol can be obtained from the symmetric one (Sect. 3)
in two steps. The first step is encrypting messages sent between a reader and
each tag. To ensure encryptions differ, tags append the random number they
generate to the Fun value before encrypting. The second is to provide the same
inputs to the Fun function on both tags, since there is no need to produce
different outputs of the PRF function. The reason is that messages appended
with unique randomness are sent encrypted. This way the protocol is protected
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Fig. 2. One-key asymmetric speed dating protocol

from trivial replay attacks, and the need for commitments cA, cB and their
openings is eliminated. Figure 2 illustrates the protocol.
Speed dating protocol:

1. Tags generate random values and send cA, cB to the reader. Alice generates:
cA ∈R {0, ..., 2λ − 1}. Bob generates: cB ∈R {0, ..., 2λ − 1}

2. Reader checks if cA = cB , then protocol run is terminated with output ⊥.
Otherwise it exchanges random numbers between tags.

3. Tags sort random numbers. Assume, that cA > cB . Alice learns she has to
put cA in the beginning. Bob learns he has to append cB to the end.

4. Tags compute Fun values using their group keys. Alice computes: funA =
FunkA

(cA||cB). Bob computes: funB = FunkB
(cA||cB)

5. Tags send Fun values Epk(cA||funA) and Epk(cB ||funB) over secure channel.
6. Reader decrypts received values using his secret key sk.
7. Reader checks if there are appended cA and cB in the decrypted messages.
8. Reader checks if funA

?= funB . If true reader outputs Match. Otherwise it
outputs ⊥.

Theorem 3. If Fun is a PRF, then Advforge
S, A (λ) of a WEAK adversary, that

runs in polynomial time, to win the unforgeability game is negligible in the ran-
dom oracle model.

The proof is omitted because of space limitations, and as it is very similar to
the proof of the Theorem1.

Theorem 4. If the encryption scheme pkENC is IND-CPA secure, then Advlink
S, A

(λ) of a (non-minimal) NARROW-STRONG adversary, that runs in polynomial
time, to win the unlinkability game is negligible in the random oracle model.
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Proof. Since the protocol is symmetrical, we consider the protocol from perspec-
tive of tag Alice without loss of generality. The goal of the proof is to show that if
an adversary A can break unlinkability of the protocol, the adversary A′ can win
IND-CPA game. The adversary A′ interacts with the IND-CPA game challenger,
possessing a key pair (pk, sk). The adversary A′ simulates the unlinkability game
for an adversary A by answering all requests A makes to oracles. The reader key
pair in the simulation is the key pair of the IND-CPA game challenger.

During the learning phaseA′ queries the encryption oracle to obtainEpk(funA),
which he then forwards to A. During the challenge phase A′ creates messages
for both challenge tags funA0 and funA1. A′ then submits both messages to the
IND-CPA challenger. The received ciphertext Epk(funAb) is forwarded to A. If
A can break unlinkability of the protocol, A′ will be able to distinguish which
message was encrypted.

A NARROW-STRONG adversary cannot get the result of the protocol run,
but he can corrupt tags. Corrupting tags will provide an adversary with secret
keys of tags. However, it does not help him in distinguishing tags and their
output. This holds for the simple reason, all the information related to tags is
transferred encrypted using the asymmetric IND-CPA encryption scheme Enc.
This implies, encrypted messages do not provide an adversary any useful infor-
mation.

Theorem 5. If Fun is a PRF, then Advlink
S, A(λ) of a polynomial-time adversary

that possesses the private key of a valid reader to win the minimal unlinkability
game is negligible in the random oracle model.

The proof is omitted because of space limitations, and as it is very similar to
the proof of Theorem 2.

4.2 Many-Keys Asymmetric Speed Dating Protocol

Assume each user can possess at most m attributes. Tag Alice and Bob posses
respectively group keys sA = {kA[i] ∈ K ∪ {⊥}|i ∈ {1, . . . , m}}, sB = {kB [i] ∈
K|i ∈ {1, . . . , m}}. All tags are supplied with the public key pk and all readers
possess the private key sk.

This protocol can be obtained from the one-key version by changing from
using only asymmetric encryption scheme to using a hybrid one. An asymmetric
encryption is used to securely transfer key material. A hash function is applied
to it as a key derivation function. The result is used as a key for a semantically
secure encryption system.

The next change is due to the necessity to hide the amount of attributes a tag
has. Tags are generating fA[i] and fB[i] values using their keys, i ∈ {1, . . . , m}.
Whenever a tag has less then m attributes, the f values are filled with random-
ness. Tags perform random permutations on f values before they are sent to a
reader. This is done in order to conceal the order of attributes, otherwise this
could expose sensitive information about tags to the reader.

Upon obtaining and decrypting all of the fA[i] and fB [i] values from two tags,
a reader starts by sorting both sets descending. After that a reader can easily
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Fig. 3. Many-keys asymmetric speed dating protocol

compute an intersection of two sets Int and outputs its cardinality |Int|. Figure 3
depicts the protocol.

Theorem 6. If Fun is a PRF and H is a cryptographic hash function, then
Advforge

S, A (λ) of a WEAK adversary, that runs in polynomial time, to win the
unforgeability game is negligible in the random oracle model.

The proof is omitted because of space limitations as it is very similar to the
proof of Theorem 1.

Theorem 7. If the encryption schemes pkENC and symENC used are IND-
CPA secure, and H is a cryptographic hash function, then Advlink

S, A(λ) of a
NARROW-STRONG adversary, that runs in polynomial time, to win the unlink-
ability game is negligible in the random oracle model.

The proof is omitted because of space limitations.

Theorem 8. If Fun is a PRF, then Advlink
S, A(λ) of a polynomial-time adversary

that possesses the private key of a valid reader to win the minimal unlinkability
game is negligible in the random oracle model.

The proof is omitted because of space limitations.
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5 Related Work

In 2012, Elkhiyaoui, Blass, and Molva presented a protocol that allows an RFID
reader to determine whether two tags store some attributes that jointly fulfill
a boolean constraint, without violating the privacy of the tags [9]. They moti-
vate their protocol by considering the transportation of chemicals where safety
regulations prohibit the joint transportation of chemicals that might react with
each other. By equipping each container with a tag and scanning for certain
boolean constraint describing reactive combinations the reader can check if the
transportation is safe. Elkhiyaoui et al. also focus extensively on privacy of their
protocol, although this is problematic for their specific application: legal regula-
tions for the transport of dangerous goods require a clear labeling which voids
any of the privacy a tag might offer [10].

The speed-dating protocols described in this paper achieve the same goal
with a different trade-offs between privacy and efficiency. Tags in our protocol
are more costly, since they require to be able to perform calculations. The cost
of calculations on tags is fairly low when symmetric encryption is used. Asym-
metric encryption on tags is more expensive, but feasible to be implemented in
both secure and efficient way, as numerous studies demonstrate in theory and
practice [5,11,13,17]. As observed by other researches, asymmetric primitives
will provide more secure systems [8,19]. Currently, many studies proposed pro-
tocols for which asymmetric encryption schemes are essential, [1,6,8] to mention
a few. One of these protocols named “Yoking-Proofs” [15] is similar to speed-
dating in the sense that it also considers two simultaneously scanned tags. What
is different is the goal of the protocol: they provide a prove of the fact that two
particular tags have been scanned simultaneously.

The advantage of using more costly tags is that the infrastructure of readers
for our speed-dating protocols is more flexible and robust, because readers do not
have to be connected to a central database. Additionally, unlike in the T-Match
protocol presented in [9], readers do not need to perform any homomorphic
encryption operations, or expensive multi-party computations.

The protocol described in Sect. 4.2 furthermore extends the protocol model
to allow multiple attributes per tag. This makes speed-dating a suitable solution
for a broader set of applications.

6 Conclusion

Three protocols to privately match attributes on RFID tags were presented in
this paper. None of them requires a centralized system with readers constantly
connected to a central database. Neither do readers require any knowledge about
attributes stored on tags. This makes the system flexible and easy to use for
several parties. The first protocol protects privacy of users by only utilizing
symmetric encryption, which makes it extremely lightweight. This comes at a
cost of a slightly lower protection level, than the one provided by the other two
protocols. Just one step of asymmetric encryption that is required by both of
them, quite noticeably changes anonymity protection.
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There is a restriction in all of the presented protocols. All possible appli-
cations are limited to the ones, which are sensitive to false positives. That is,
the protocol protects against matching tags with no matching attributes. These
applications should not be sensitive to false negatives. The interesting future
work is to see how protocol can be improved to add detection of false negatives.
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Abstract. This article proposes a massively parallel identification sche-
me of vehicle RFID tags. These tags use a pseudo-random identifier,
which is the output of a hash function fed by a fixed secret key that
uniquely identifies the tag and by two random challenges that change on
each tag activation. The use of random challenges makes it extremely
difficult for someone not knowing the secret key of a tag to track its mul-
tiple activations. For someone knowing all valid keys, finding out the key
that generated a specific tag response requires a time-consuming exhaus-
tive search, if the number of valid keys is large. This can be performed
in a very efficient way on a general purpose graphics processing unit.
Our simulations show that on a very demanding scenario a single Tesla
S1070 system can identify in near real-time the tags generated by 100
single-lane highway RFID readers.

1 Introduction

Traditional authentication protocols involve the exchange of two elements:
(i) an identity claimed by the entity being authenticated and (ii) a proof that the
claim is true. Thus, in authentication scenarios where authentication protocols
are subject to eavesdropping, consecutive authentications using the same iden-
tity claim potentiate unwanted tracking activities, therefore undermining the
privacy of the entity being authenticated. Among the many solutions that could
be considered to tackle this problem, one of them consists on the suppression of
the identity claim. However, this forces the authenticator to check whether or
not the identity proof is correct for one (and only one) of the identities it knows
about, which naturally involves an exhaustive search.

This paper addresses this topic in the context of RFID-based identification
and GPU-based massively parallel computation. Assuming that we could have a
very large population of RFID tags subject to authentication, and that those tags
would never disclose directly their identity, could we identify (and authenticate)
them from variable identity proofs in small enough time delays with a single,
mid-range GPU device?

For addressing a demanding, though realistic and privacy-demanding sce-
nario, we considered the RFID identification of vehicles, which is used nowadays
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in many countries for highway toll collection or parking payments. For the vehi-
cle population we considered a rough estimate of the number of highway vehicles
in the United States (250 million). For the massively parallel identity search we
used a slightly outdated device: an NVidia Tesla S10701 system.

1.1 RFID-Based Identification

An RFID tag [1] is a device that is activated by a nearby contact-less reader by
means of radio signals. It has at least one identifier that is conveyed to the reader
at the appropriate time. RFID tags can have different identifiers for different
communication levels, e.g., one for link-level communications and another one
for application-level communications.

Many RFID tags have a single, constant, unique link-level identifier. When
a tag of this kind is attached to some item one can link the RFID identifier
to that item. On the other hand, unauthorized readers that could have access
to these identifiers could perform clandestine, passive tracking and inventorying
actions [2]. Notably, some tags, such as the ones used in electronic passports,
use random link-level identifiers in order to prevent passports and their owners
from being tracked just by gathering that identifier [3, §A1.16]. In this case, the
RFID link-level identifier is used only for initiating an application-level dialog
with the tag, and not for direct identification of the passport owner.

This article assumes that an RFID tag can be identified by means of a deter-
ministic, pseudo-random identifier (PRId). As far as the authors are aware, such
identifiers do not exist in real implementations but were already discussed in the
literature (cf. Sect. 2).

In our work the PRId is deterministically generated from a secret key (stored
in the tag) combined with random values (challenges or nonces), and stays con-
stant while the tag is active. The identifier is generated after the first contact by
a reader upon entering its energy field. For an external observer the tag identifier
will look as a purely random number, thus not conveying any useful information
regarding the object it is attached to. Someone possessing the key of the tag
(and the challenges) can check whether or not the computed PRId is the correct
one (i.e. was generated with that key).

1.2 Untraceable Vehicle Identification

RFID tags are being progressively used to identify many types of objects, such
as vehicles on highways. Using an RFID tag with a constant identifier for each
vehicles creates a security problem, as it enables, for example, tracking vehicle
movements by unauthorized entities and execution of arbitrary actions initiated
by the proximity of a particular vehicle (e.g., triggering a bomb explosion).

On the other hand, the exploitation of protocols enabling the authentica-
tion of authorized readers, in order to prevent unauthorized tracking initiatives,
1 Gracefully provided by NVidia, under its Academic Partnership Program.
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increases the deployment cost and security risk of legitimate vehicle identifica-
tion infrastructures. Not surprisingly, the EN 15509 standard [4], that regulates
the utilization of vehicle RFID tags (called On-Board Units, OBUs) in electronic
toll collection systems [5], considers that security level 1, the one that requires
authentication of the reader (called a Road Side Unit, RSU), is optional. We will
come back to this topic latter on, in Sect. 3.2.

Therefore, we considered another type of identification strategy for non-
traceable OBU tags, namely one using a pseudo-random generation process. The
identifier is produced, using a cryptographic one-way function, from a unique
OBU secret key and random challenges. Someone knowing the challenges and
the secret keys of all OBU tags can also generate the same identifier, thus is able
to match the identifier with a key in a reasonably short time using massively par-
allel computation. On the other hand, with a large enough key space, it should
be unfeasible for everybody else to find the key used by an OBU. Consequently,
unauthorized OBU reader could not obtain the identity of each and every OBU.

1.3 Contribution

This article presents a massively parallel approach to identify RFID tags capable
of generating a cryptographically-verifiable PRId. Given a pair of challenges used
to compute an identifier, and a large set of known tag keys, we want to find
the key used to compute the identifier presented by a tag as fast as possible.
This enables us to link in near real-time a PRId, through a key, to some entity
(account, person, material object, etc.):

pseudo-random
OBU identifier

exhaustive−−−−−−−−−−−→
parallel search

key list−−−−−→
lookup

OBU account

For the computation of each PRId we used 128-bit keys, two 64-bit chal-
lenges, one generated by the RSU and the other by the tag, and the MD5 digest
function [6]. By using 128-bit keys we discourage any attempt to perform a brute-
force attack, i.e., an exhaustive key search considering all possible key values.
By using two 64-bit random challenges we reduce to nearly zero the probability
of getting twice the same identifier out of a specific tag, even in the presence of
a rogue RSU that always generates the same challenge. Finally, we used a digest
function, namely MD5, because it is a fast non-invertible function.

MD5 has known security problems with collisions [7–9], but in our case that
is not an issue. These problems could in theory enable an attacker to run per-
sonification attacks, but in practice it cannot be done because 128 bits (50 %)
of the hashed content (the key) is unknown to the attacker, and another 64 bits
(25 %) is chosen by the interlocutor (the RFID reader), and not by the attacker.
We will come back to this topic in Sect. 3.3.

Irrespective of the hash function used, collisions are potentially problematic
for another reason, viz., the possibility of having a PRId that is not unique, i.e.,
that could have been generated by more than one valid key for the same random
challenges. In our case the probability of that happening is very small; for 232

valid keys it should be about 2−96.
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As a side-effect, our cryptographically-based pseudo-random identifier gen-
eration paradigm prevents an OBU from being cloned, as long as we are able to
keep the secrecy of the key deployed in each OBU. Nevertheless, the compromise
of an OBU’s key is not a problem for all other OBU tags, since they all have
different and (preferably) random keys. This side effect was already identified in
previous works (e.g. [10]).

Our computational solution was designed for a parallel processing device,
namely an NVidia Tesla S1070 system. This device has 4 graphics processing
units capable of doing general-purpose computations (GPGPUs), with 240 cores
and 4 GiB of memory each. Although more recent and faster GPGPUs are now
available, the 16 GiB of memory at our disposal on the S1070 system allowed us
to perform experiments with up to one billion (109) valid keys.

We developed and optimized a program capable of performing key searches
given tag activation data. We performed experiments with large vehicle popula-
tions suitable to be tracked centrally by a unique entity. According to a report
from the United States Bureau of Transportation Statistics [11], there were about
254 million highway vehicles in the United States in 2009. Consequently, our
experiments used mainly 100 and 250 million valid keys. A scalability experi-
ment with one billion keys was also performed. Although it may be argued that
these numbers are too large (for example, why would the car tag systems in
California and Florida be compatible?), by demonstrating that key searches of
this magnitude are feasible with slightly outdated computing resources makes
their deployment with a smaller number of valid keys more justifiable.

2 Related Work

S. Weis et al. [12] were the first to propose a mechanism for randomizing a tag
identifier to avoid its traceability. They proposed a computation of the identifier
from a secret value and a random nonce generated by the tag. Both the nonce
and the derived identifier are conveyed to the reader, which must then search
among all known tag keys to find a match. In our work we introduce another
random value, generated by the reader, and we evaluate the search cost in a
massively parallel computing device. In [12] the authors claim that (sic) “this
mode is feasible for owners of a relatively small number of tags”; other authors
follow this line of thinking, namely [13] states that (sic) “this protocol can be
extremely inefficient when the number of possible IDs [...] is large”. With our
work we show that it is both feasible and efficient for a not so small (hundreds
of millions) population of vehicles’ tags, held by a single toll collection company.

This exact exhaustive search, that we demonstrate being feasible even for
demanding scenarios, was considered too demanding by several other authors,
who developed alternative approaches.

M. Ohkubo et al. [14], G. Avoine and P. Oechslin [15], T. Dimitriou [10]
and D. Henrici and P. Muller [16] developed alternative approaches where the
tag key changes each time it is used to produce an identifier. The new key is
(i) an hash of the former [14,15], (ii) a successor of the former, computed in
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some suitable and secure way [10], or (iii) triggered hash chains [16], further
enhanced in [17]. However, these approaches raise critical synchronization issues
between tags and identification applications and often require the authentication
of readers to avoid unwanted key updates in tags.

D. Molnar and D. Wagner [18], D. Molnar et al. [19] and T. Dimitriou [20]
proposed the use of a tree search structure where each branch has a particular
key. A small set of branch keys is uploaded to each tag and they use their
branch keys to transform two concatenated random nonces, one generated by
the tag and the other by the reader. The identification application uses only the
keys on each tree level and on a particular tree branch to identify a tag (with
a unique sequence of branch keys). This proposal may in theory speed-up the
identification of tags but increases the computation within tags (requires many
key encryptions) and increases the length of the tag replies. Furthermore, it
complicates the utilization of tags with random keys, as they must be carefully
initiated, one by one, with a unique set of branching keys. Our approach goes
in the opposite direction, as we rely on tags with randomly created keys and on
heavy computational power of the identification application in order to keep a
reduced computing capability on tags and small message contents.

The interested reader can find many other proposals for protecting the pri-
vacy of tags (see, for instance, the reviews by A. Juels [2], by M. Lehtonen
et al. [21] or by M. Langheinrich [22]). We found no evidence of works exploring
massively parallel computation for finding the key of a tag among a large set of
known keys. Furthermore, many protocols assume that the tag “travels” along
many ownership domains (i.e., identifies an object that may have many owners
during its lifetime), something that raises security issues related with forward
untraceability [23]. We do not have this problem, since we assume that vehicles’
identification tags and the related key validators are constant over time.

3 Tag Identification Protocol

The tag identification protocol runs conceptually as follows (see Fig. 1). First,
both the tag and the reader generate random challenges, CT and CR, respec-
tively. The reader communicates its challenge to the tag, which uses both chal-
lenges and its key KT to compute an identifier with the MD5 message digest
function as follows:

PRId = MD5(KT,CT,CR).

The tag then sends its challenge and the identifier to the reader, which sends
the identifier and both challenges to a central location where the exhaustive
identification procedure will take place. The identification application will search
through all the known keys, corresponding to valid tags, to find out the one that
generated the identifier from the two challenges used. This exhaustive search
algorithm is similar to a password guessing attack using a dictionary.

Note that the exploitation of a central identification facility simplifies the
protection of the tag keys against involuntary disclosure, as they only exist in
one single location. Namely, we don’t need to deploy part or the whole key set
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Fig. 1. Tag identification protocol: conceptual computations and message exchanges.

in tag readers, therefore tag readers don’t need to use specific hardware devices,
such as SAM modules, to protect secrets.

As already stated, for our tests we used a very demanding set of dimensions
for challenges and keys: two 64-bit challenges (CT and CR) and 128-bit keys
and identifiers (KT and PRId). The identifier PRId is the exact output of MD5
(128 bits), while the data that we provide as input to MD5 is only half of its
input block size (which is 512 bits). This means that MD5 will run only one
iteration to compute the identifier from KT, CT, and CR.

3.1 Possible Implementation

This protocol can be implemented as an extension to the existing RFID stan-
dards for vehicle identification, namely the widely used EN 12795 standard [24],
that regulates link-layer communications between an RSU and an OBU. An
RSU uses a down-link window to periodically broadcast a Beacon Status Table,
which could be used to convey the challenge CR to nearby OBU tags. An
OBU responds in an up-link window, and its first response is a Vehicle Status
Table (VST).

The OBU Manufacturer ID (4 bytes), conveyed in the VST, and the Manufac-
turer Serial Number (MSN, 6 bytes), present in information elements conveyed
later to the RSU, form a unique 10-byte OBU identifier. In our case, a pseudo
MSN could convey part of CT, and the rest of CT, together with the ID computed
from CR and CT, could be both conveyed in the VST, or latter in information
elements queried by the RSU.
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The computation of the ID, which can only happen after receiving CR, may
prevent the OBU from sending the VST in the available up-link windows that
immediately follow a down-link window, but the standard already includes mech-
anisms for dealing with late responses.

3.2 EN 15509 Authentication Protocols

The EN 15509 standard [4] defines two security levels for the interaction between
and RSU and an OBU: level 0 (mandatory) and level 1 (optional).

In security level 0, an OBU must authenticate to the RSU, i.e., it must
prove to the RSU that it is legitimate. This is accomplished with secret shared
keys known both by the RSU and the OBU. Each OBU can carry up to 8
different authentication keys per application (i.e., service provided, such as toll
collection). Each authentication key is generated from a proper master key and
from some OBU attributes, allowing the same OBU application to be managed
by 8 different stakeholders (e.g. different toll collecting companies), each with its
own master key. Values generated by an OBU to authenticate its responses (4-
byte authenticators) can be immediately checked by the RSU (online) or latter
by central, validation applications (offline). Online validation forces an RSU to
have access to computations with master keys, which implies the possession of
a Secure Access Module (SAM) for storing them.

In security level 1, an OBU authenticates an RSU. The authentication must
take place online and uses an access credential key derived from a master key.
This access key is stored by the OBU and must be computed by the RSU to
interact with each OBU. For this purpose, an RSU must use a SAM for holding
access master keys, and uses a one-byte diversifier value provided by the OBU
(in the VST):

Access Key = f(Master Key,OBU diversifier).

Only the security level 1 mechanism prevents an OBU from being tracked by
unauthorized readers. The identification of the OBU is provided in two steps:
during the initial handshake protocol, when an OBU responds with a VST (con-
taining the Manufacturer ID), and latter, when queried by the RSU for infor-
mation elements, with the MSN. Security level 1 prevents unauthorized readers
from getting the MSN, thus effectively prevents them from getting four of the
six bytes of the OBU unique identifier.

OBU tags can also be tracked by monitoring some fields with unique values,
other than tag identifiers, present in information elements conveyed to an RSU.
For instance, for the Electronic Fee Collection application, the RSU asks for
an attribute called PaymentMeans, which includes a 12-digit (6-byte) individual
account number. Security level 1 also protects against tracking this attribute,
and other similar ones with uniqueness properties (e.g., license plates).

Comparing level 0 security with our approach, our PRId can be used to
authenticate responses, and the PRId can be used to identify the OBU owner
(with a massive search along all known OBU keys). To do so we could store our



Massively Parallel Identification of Privacy-Preserving Vehicle RFID Tags 43

unique OBU key, which was chosen (once and for all) in a purely random way
and not derived from any master key, on the space currently reserved for OBU
authentication keys. We could also have a different key per stakeholder. Note,
however, that OBU authentication keys currently have only 8 bytes, while we
used 16-byte keys.

Comparing level 1 security with our approach, we do not need to authenti-
cate the RSU as long as the information conveyed by an OBU does not contain
any information suitable for tracking a car. By changing the way an OBU is
identified from a fixed set of 6 bytes to a pseudo-random 16-byte identifier, we
did the first step. Other steps may be required, depending on the information
presented by the OBU. For instance, the individual account number of the Pay-
mentMeans attribute may be used to convey part of the pseudo-random ID, and
the effective individual account number may be linked to the OBU key by the
OBU authentication service.

In conclusion, using our PRId strategy for an OBU does not prevent level
0 security to be explored, it is just explored in a slightly different way, and we
can also achieve a security level equal to level 1 without requiring the distribu-
tion of master keys in all RSU installations. Consequently, the whole system can
become much more robust against security breaches and cheaper to deploy: an
OBU only needs to have a unique, random key per stakeholder, and no master
keys are required anywhere. Therefore, an RSU does not need to have master keys
nor SAM modules to store them.

3.3 MD5 Collision Issues

Digest functions with collision issues, such as MD5, allow people to find pairs of
different pre-images that, once hashed, generate the same digest. However, this
cannot be used to weaken the security of our proposal.

Our PRId-based identification system could be misused if an attacker could
provide, for a given CR value, a CT and an ID suitable to be matched by a
given key. However, without knowing any keys other than its own, a tag has to
resort to a random key to get a match with any of the existing keys. The success
probability would be N/2128, where N is the total number of assigned keys.

Using collisions, an attacker could try to reuse an ID eavesdropped from
another tag to get a match with the same key of that tag. But in this case, on
each dialog with a reader he must choose a proper CT that, together with CR

(that he does not control) and the key (that he does not know), generates the
same ID. We cannot firmly state that this is not at all possible, but without
knowing the key (50 % of the MD5 input) we find it very unlikely to succeed.

In any case, the goal of this paper is not to provide a security mechanism to
prevent the impersonation of RFIDs (which is of course much easier when they
are constant). Our goal is to provide privacy to RFID owners, and this is not
endangered by the collision issues of MD5.

Last but not least, we could have used, say, SHA-1 instead of MD5, but
we did not for two reasons: first, the 160-bit output of SHA-1 is excessive for
our problem, and would represent extra computations on the (slow) RFID tags;
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second, preliminary performance evaluations of SHA-1 and MD5 in our NVidia
devices showed that SHA-1 is 2.35 times slower that MD5, because it has nearly
twice the number of instructions. Current super-scalar CPUs, with their SIMD
instructions, are able to blur this performance difference, but current GPGPUs
cannot do so.

3.4 Privacy Concerns

In [25] G. Avoine et al. analyse the privacy of several RFID authentication
protocols and demonstrate that the protocol described in [12], which is similar
to ours, does not provide forward privacy. Forward privacy means that, after
the disclosure of a tag’s key (e.g. upon its corruption by an attacker), both past
and future authentication dialogs performed by such tag can be linked, therefore
undermining the privacy property inherent to the former unlinkability of several
authentication protocol runs.

In [25] it is also said that a protocol like ours is insecure against a timeful adver-
sary, which is and adversary that has access to the time it takes to find a tag’s key
among all known keys. In our case the search time is only available to the central
facility that performs the exhaustive search, therefore we can assume that such an
attacker could have as well access to the exact tag key. Therefore, this vulnerability
is somehow similar to the potential disclosure of tags’ keys by the authenticator,
which should never happen.

It was not our goal for this article to propose a method for providing the best
possible privacy to tag owners. Instead, our goal was to show the feasibility of
exhaustive searches of tags’ keys when a protocol such as ours (that removes all
direct and obvious tag identifiers from tag authentication dialogs) is used. On
the other hand, the exact implementation of our protocol could circumvent the
privacy issues previously referred. In other hands, if tags could not be corrupted
to reveal their keys and if the central facility could protect properly its tags’
keys, then both issues related with forward privacy and timeful attacks could be
successfully tackled.

4 The NVidia Tesla S1070 System and the CUDA
Programming Environment

The NVidia Tesla S1070 rack-mounted system is composed of four independent
devices (GPGPUs). These devices are grouped in two pairs, each pair shar-
ing a PCIe x16 connection to the host computer. Each device has 30 so-called
Stream Multiprocessors (SM), 4 GiB of dedicated memory, and a clock frequency
of 1.44 GHz. Each SM has 8 processing cores, 16384 32-bit general purpose reg-
isters, and 16 kB of shared memory.

NVidia GPGPUs are best programmed using CUDA [26,27]. Each CUDA
parallel sub-program, called a kernel, is composed of a user-specified number of
threads, each of which running exactly the same code (not necessarily at the same
time). The threads are grouped in blocks and each block is assigned to one SM.
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When there are enough hardware resources, up to 8 blocks can be running in
a single SM. Threads of the same block can use simultaneously (part of) the
shared memory of each SM; it is also possible to synchronize them. Threads of
different blocks cannot be synchronized easily, and can only communicate via
(slow) global memory, or via (even slower) mapped host memory.

The threads of each block are grouped in so-called warps, which are groups of
32 threads. All threads of a warp are executed simultaneously Each SM queues
the warps that can be run. To hide the long latency of memory accesses, many
warps should be assigned to each SM, i.e., the number of threads per block times
the number of blocks that can be assigned to a SM should be large.

Each thread receives two sets of coordinates: one to specify its coordinates
within a block, and another to specify the coordinates of the block (one talks
about a grid of blocks); both can be uni-, bi-, or tri-dimensional. By properly
choosing the block and grid dimensions the programmer can subdivide the entire
computational work among all SMs of the GPGPU.

Each thread can load, and in some cases store, data in several address spaces:
constant memory, shared memory, texture memory, and global memory; host
memory can be mapped on the global memory space. On the Tesla S1070 devices
only the constant and texture memory accesses are cached. Given the nature
of our problem, our kernels use only a small amount of constant memory and
a large amount of global memory. Each (aligned) global memory read access,
triggered by the threads of a single warp, can read 32, 64, or 128 bytes in a
single transaction. For peak efficiency, all the bytes read should be consumed
by one of the threads of the warp. The situation is similar for writes. In our
case, since the MD5 algorithm performs a significant amount of computation
for each key (which has 16 bytes), it is possible and convenient to store the four
32-bit words of each key in consecutive memory positions without degrading
performance.

5 Search Algorithms

The key search activities are conducted by a GPGPU kernel that has access to
all assigned keys. Briefly, searches are performed as follows:

1. The set of keys is copied from the host to an array in device memory.
2. Both the challenges and the MD5 message digest computed by the RFID tag

are stored into device constant memory. The termination flag is set to zero
(in global memory, if only one device is being used).

3. The search kernel is launched on the device. If a match is found, the termi-
nation flag is set to one and the key (or its position) is stored in a predefined
area of device global memory.

4. When the kernel terminates, the host program collects the search results.

For several key searches, steps 2 to 4 are performed, always using the keys
installed (only once) on the device in step 1. The set of keys only needs to be
updated when new keys are assigned or deassigned (perhaps on a daily basis),
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a)
key 0

word 0 · · · key 0
word 3

key 1
word 0 · · · key 1

word 3 · · · key 31
word 0 · · · key 31

word 3 uint4 keys[32];

b)
key 0

word 0 · · · key 31
word 0

key 0
word 1 · · · key 31

word 1 · · · key 0
word 3 · · · key 31

word 3 uint keys[4][32];

Fig. 2. Two possible memory layouts for a group of 32 keys: (a) linear order,
(b) transposed order. Memory addresses increase from the left to the right.

or key reordering actions are performed on the host. For 250 million keys step 1
requires less than ten seconds; if millions of searches are subsequently performed,
this overhead is irrelevant.

5.1 Kernel Termination After a Match

Terminating an exhaustive search when a match is found is fundamental to
release the GPGPU so that it could be used by another search kernel. Unfor-
tunately, the CUDA API does not include any function to terminate a running
kernel. The kernel is terminated only when all its threads terminate.

Terminating the threads of the same block is easy and fast. One only needs
to test a completion flag stored in shared memory. Terminating the threads
launched in a given device is also easy, but slower. One only needs to test a
completion flag stored in the global memory (of that device). Terminating the
threads of kernels launched on several devices is more difficult, but still possible.
For each device there is a completion flag stored in a write-through area of host
memory and memory-mapped on device global memory. Once the key is found,
the corresponding completion flag is set. Using a pooling loop on the host (in
CUDA versions greater or equal to 4.0 it is possible to control several devices
from a single processor thread), the completion flag is set for the other devices,
so that all threads of all kernels (one kernel per device) know it is time to
terminate the kernel. In AppendixA we show the skeleton of the code for doing
the described kernel termination policy.

5.2 Layout of the Keys in Device Memory

To make the best use of the large available memory bandwidth to global memory
of a GPGPU, all the data fetched on each memory load should be used. To this
end, two memory layouts for the keys were compared (cf. Fig. 2): the obvious one
(top), in which a key is stored in 4 consecutive 4-byte words, and a transposed
one (bottom), in which 32 consecutive keys are stored in 128 consecutive words,
so that the first word of the 32 keys are stored consecutively in memory.

Profiling tests showed that these two memory layouts provide almost equal
performance, if the uint4 data type is used to load the keys in the first layout.
The first one reached a global memory read throughput of 10.99 GiB/s and
the second one reached 10.83 GiB/s. It must be noted that these results were
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obtained on a “production” kernel, i.e., one that computed the MD5 message
digest after each key is read from memory. Given that the theoretical maximum
memory throughput per device of the Tesla S1070 is several times larger than the
values we obtained (102 GiB/s [28]), as expected our kernels are clearly compute
bound (and not memory bound).

It is interesting to observe that on the Tesla S1070 testing the termination flag
in all threads, despite requiring a large amount of memory reads, does not result
in any measurable performance loss, and allows the kernel to be stopped almost
immediately after a match is found, thus preventing an unnecessary computation
of a possibly large number of keys.

5.3 Work Done by a Kernel

In the first kernel we developed each thread is responsible for checking a single
key. One-dimensional blocks of threads and a bi-dimensional grid were used to
distribute the work among all stream multiprocessors of a single S1070 device.
It turned out that a block size of 128 was optimal. Due to coordinate range
limitations, a bi-dimensional grid was necessary to be able to do experiments
with up to 250 million keys (this number of keys used up almost all memory
available of each device). For coding convenience, one of the grid dimensions was
fixed and the other was adjusted so that the total number of threads deployed was
the smallest integer not smaller than the number of keys. Since in general there
were more threads than keys, it was necessary to add a test in the kernel code
to deactivate the extra threads. An alternative, which provided slightly better
performance, consisted in padding the key data with a (repeated) unassigned
key until the number of keys matched the number of threads; this required a
small amount of memory but made the test not necessary.

The original MD5 code [6] was optimized to take into account the specificity
of the data we need to digest. Since the length of the input bits is lower than
the MD5 block size, which is 512 bits, only one iteration per key is required, and
so the loop responsible for going over all the 512 bit blocks of the input message
is not necessary. Furthermore, padding and appending the message length uses
constant data, which can be hard-coded.

Performance tests with sets of 100 and 250 million keys (cf. Table 1) revealed
that when there is a match with the key at index 0, the execution time in the
device is far from zero. Furthermore, this deviation from zero increases linearly
with the total number of keys. This is due to the overhead of launching the
threads and testing the termination flag.

To address this problem we devised a second search kernel, where the number
of threads is fixed and matched to the number of stream multiprocessors of
the device (it turned out that 512 threads per SM was optimal). Every thread
tests a subset of the array of keys, using a stride equal to the total number of
threads (thus, the number of keys tested by each thread is equal to the total
number of keys divided by the total number of threads). This kernel introduces
some overhead (loop management) but virtually eliminates the larger overhead
of launching much more threads. This strategy made also possible, using the
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Table 1. Execution times (in ms) of the two CUDA kernels

Key position N = 108 keys N = 2.5 × 108 keys

1st kernel 2nd kernel 1st kernel 2nd kernel

0 21.39 0.07 53.38 0.07

0.1N 36.41 16.94 90.93 42.23

0.2N 51.43 33.79 128.48 84.44

0.3N 66.45 50.68 166.03 126.58

0.4N 81.46 67.53 203.57 168.78

0.5N 96.48 84.40 241.12 210.99

0.6N 111.50 101.26 278.66 253.11

0.7N 126.52 118.17 316.21 295.34

0.8N 141.54 135.03 353.76 337.51

0.9N 156.56 151.89 391.30 379.79

N − 1 171.54 168.73 428.83 421.85

method described in Subsect. 5.1, to launch the search kernel in the four devices
of the Tesla S1070 (with the key set split equally among the devices). Table 1
presents timing results for the two kernels, for sets with 100 and 250 million
keys, using a single device and the first kernel termination strategy described in
Subsect. 5.1. It turns out that the second kernel is always faster than the first
kernel, despite taking more time to test one key.

The second kernel times were almost unchanged when the second termination
strategy was used and when it was deployed (almost) simultaneously on the four
devices, using the same number of keys per device. Thus, keeping the total
number of keys constant, using four devices results in a speed-up of four.

Let N be the number of keys and let i, with 0 ≤ i < N be the position of a
given key. From the data of Table 1, it can be inferred that the search time, in
nanoseconds, to find a given key is very well approximated by 0.214N+1.502i for
the first kernel, and by 47500+1.687i for the second kernel. For comparison, the
search time of an optimized one-thread CPU only version, using SIMD instruc-
tions, is 57.319i on a single core of a 3.07 GHz Core i7 950 Intel processor. From
these results it follows that using the second kernel results in a speed-up of about
34 with respect to a CPU-only implementation (the comparison is between one
CUDA device and one CPU core).

We also tested our kernel code on a Fermi GPGPU (GeForce GTX480, with
has 480 cores). It was necessary to disable the Level 1 memory cache of the SMs
in order to make the change of the completion flag visible to all SMs. This did
not have a significant effect on the performance of the kernel, because there is
no data reuse. It turned out that for our kernels the Fermi GPGPU was about
twice as fast as one device of the Tesla GPGPU. This was expected for a compute
bound kernel, because the Fermi has twice the number of cores of each device of
the Tesla, and they have similar clock frequencies.
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5.4 Search Time Improvements

The order of the keys affects the average time it takes to search for one of them.
Let key number k, stored in position ik have a relative occurrence frequency
equal to fk; in practice, one can keep track of the number of times each key was
activated, possibly using a sliding time window, and infer the relative frequency
of occurrence from that. Let the search time for a key in position ik be given
by A + Bik, with constants A and B depending on the search kernel used and
on the total number of keys N . The average search time is thus given by T =∑N−1

k=0 fk(A + Bik) = A + BI, where I =
∑N−1

k=0 fkik is the weighted average
key position. The average search time is minimized when I is minimized, which,
if ik = k, happens when fk+1 ≤ fk for k = 0, . . . , N − 2, i.e., when the more
frequent keys appear first. Let pos(fk) be the position of fk when all relative
frequencies are sorted in decreasing order. The smallest average weighted key
position is then given by Iopt =

∑N−1
k=0 fk pos(fk). On the other hand, if the

keys are in random order, the expected weighted average key position is Irand =∑N−1
k=0 fk E[ik] = N−1

2 , where E[·] denotes mathematical expectation. These
results suggest the following figure of merit for a particular key order:

M =
Irand
I

=
N − 1

2
∑N−1

k=0 fkik
.

Clearly, 1 ≤ M ≤ Mopt, where

Mopt =
N − 1

2
∑N−1

k=0 fk pos(fk)
.

Mopt is the speed-up, with respect to a random key order, one can expect by
using the optimal key order (assuming that A is zero, or close to zero, as happens
in our best search kernels).

Table 2 presents the value of Mopt for several possible relative frequency
profiles; in all cases ik = k, A = 0, and N is large. In the last two columns,
the free parameter a was chosen such that the relative frequency of the key in
position bN is one half the relative frequency of the first key. For b = 0.1, the
expected speed-up is about 3.5 for the exponential profile and about 7.4 for the
half-normal profile; smaller values of b give even larger speed-ups.

We experimented with kernels that modified the key order every time a key
was found, moving it closer to the beginning of the array of keys. As expected,
over time the average search time approached A + BIopt. For a pre-specified
relative frequency profile, starting from a random key order, this required many
key activations, on the order of 100N . Given that this number of key activations
is expected to occur over a period of many days, and given that the key array
should be updated at least on a daily basis, this idea was abandoned in favor
of a host-based key reordering strategy: every time a new key array has to be
installed, it is sorted first. This activity can be done offline, so the time it takes
(less than a minute for one billion valid keys) is irrelevant.
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Table 2. Expected search speed-up for some relative frequency profiles

5.5 A Realistic Demanding Scenario

Given the above results, for 100 million valid keys and for an exponential dis-
tribution with b = 0.1, a single Tesla S1070 system (all four devices in parallel)
can perform, on average, about 4 × 3.5/(1.687 × 50 × 106 × 10−9) ≈ 166 key
searches per second. Assuming an average vehicle speed of 90 km/h, i.e., 25 m/s,
and an average distance between vehicles’ front wheels of 15 m, a single Tesla
S1070 system can manage in near real time about 100 single-lane toll stations
(under heavy traffic rolling conditions).

On highway systems on which tolls are collected on a per-link basis, such as
those now in use in our home country (Portugal), it would be possible to use a
key cache (per toll station) to explore the expected spatial and temporal locality
of key activations, thereby increasing the number of single-lane toll stations
managed by a single Tesla S1070 system even further. The cache would function
in the obvious manner: before performing a search in the entire valid key data
set, a much smaller, and faster, search would be performed on the keys stored
in the cache; only if that failed would the full search be performed. It would be
necessary to use actual traffic data or data extracted from traffic flow simulation
software to find out the best cache sizes for a given highway system.

6 Conclusions

In this paper we have studied the identification of vehicle RFID tags with pseudo-
random identifiers with massively parallel computation. We conceived a very
simple challenge-response protocol capable of producing 128-bit pseudo-random
identifiers from 128-bit secret keys, compatible with RFID standards such as
EN 12795 and EN 15509. On a demanding scenario we demonstrated that a
single Tesla S1070 system could be responsible for at least 100 single-lane toll-
collecting stations.

Our pseudo-random RFID tags can also be used in other scenarios where
privacy-preserving identification is desirable, such as, for example, access-control
to buildings.

There is a very small probability that two (or more) tags generate the same
response for some (unlucky) pseudo-random nonces. That may happen irrespec-
tive of the hash function used. Further research is needed to address this problem.
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A Code Skeletons for Kernel Termination After a Match

Figure 3 illustrates how to terminate a kernel on a single device (top) or on
multiple devices (bottom) after a match; ... denotes omitted irrelevant code.

__global__ void search(volatile int *found,...)

{ // for a single device

if(*found != 0)

return;

...

if(key_matches) {

*found = 1;

return;

}

...

}

volatile __shared__ int l_found; // per block

__global__ void search(volatile int *found,...)

{ // for multiple devices

if(threadIdx.x == 0)

l_found = 0;

__syncthreads();

...

for(int n = 0;...;n += 32) {

if(threadIdx.x == n % n_threads_per_block)

l_found = *found;

if(l_found != 0)

return;

...

if(key_matches)

{

l_found = *found = 1;

return;

}

...

}

...

}

Fig. 3. CUDA code skeletons for terminating a running kernel.
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On the latter case, our solution is only effective if the test is done inside a loop
(in our case, this corresponds to each thread checking many keys). Given that
accessing memory-mapped host memory from the device is very slow (the trans-
action is over the PCIe bus), on each round only one thread of each block does
the access, and stores the value read in fast shared memory. To keep things bal-
anced, the thread doing this slow access is changed as the computation progresses
(an increment of 32 corresponds to a jump to the next warp).
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Abstract. The Internet of Things (IoT) envisions an autonomous net-
work between everyday objects to create real-life services. This enables
new applications that necessarily require a high level of security and pri-
vacy. In this paper, we present PIONEER—a Prototype for the Internet
of Things based on an Extendable EPC Gen2 RFID tag. It is the first
prototype that integrates the Internet Protocol Security suite (IPsec)
into the new EPC Gen2 Version 2 standard. Furthermore, it integrates
all mandatory cryptographic primitives to support IPsec on an RFID
tag, i.e., AES-128 for encryption/decryption, 192-bit Elliptic Curve Diffie
Hellman (ECDH) for key agreement, and a True Random Number Gen-
erator (TRNG). To keep the flexibility high, we further integrated an
8-bit microcontroller that implements the new security features of the
EPC Gen2 standard in C code. The entire design was synthesized for a
130 nm CMOS process technology. It requires about 52 kGEs including
all necessary components to establish a secure IPsec tunnel between the
RFID tag and a client on the Internet. The prototype is fully compliant
with already existing Internet and RFID standards and allows first cost
estimations for a practical realization of high-security IoT applications.

Keywords: Radio frequency identification · UHF tags · Security · IPsec

1 Introduction

The term “Internet of Things” goes back to the early days of the Auto-ID Labs—
formerly Auto-ID Center—, and its co-founder Kevin Ashton [4] who was the
first to use this term in context of logistics. The Auto-ID Center was founded
at the Massachusetts Institute of Technology to work on the first version of the
Electronic Product Code (EPC) standard. Therefore, the vision of the Internet of
Things (IoT) is historically strongly related to the EPC standard. Later on, Ash-
ton defined the idea behind the IoT more generally as to be not just “a bar code
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on steroids”, but to be an autonomous network that allows computers to gather
information about things in the real world. In 2000, Sarma, Brock, and Ashton
[48] envisioned their ideas for a “single open architecture system for networking
physical objects” to be used instead of “multiple smaller scale alternatives”. The
situation today shows that the latter approach is dominating the IoT world at the
moment. There are many different realizations of unrelated networks of things,
e.g., used in logistics, in supermarkets, for home automation, for smart parking,
et cetera. One reason for this situation might be that restricted networks are far
easier to handle for companies than open networks—not only in terms of security
considerations. This is comparable to the beginning of the Internet, when there
were Internet service providers offering services restricted to their own network.
However, the services that were open for the whole Internet were far more success-
ful in the long term (e.g., email, messaging, or file sharing service).

EPC Gen2 Version 1 tags are not yet prepared to provide reliable, con-
fidential, and authentic services in an open accessible network, because they
lack the required cryptographic functionality. With the introduction of the EPC
Gen2 Version 2 standard [16] released at the end of 2013, the first attempt
towards standardized security on EPC tags has been performed. This represents
an important step towards the realization of an open and secure Internet of
Things.
Our contribution. In this paper, we first evaluate the integration of the Inter-
net Protocol Security suite (IPsec) into the new EPC Gen2 Version 2 stan-
dard. As an outcome, we present a complete prototype system that supports all
mandatory features to establish a secure tunnel between RFID tags and clients
on the Internet. To keep the resource requirements low, we decided to implement
the minimal set of necessary—but standardized—cryptographic primitives, i.e.,
AES-128, ECDH over the NIST P-192 curve, and a TRNG. Moreover, we inte-
grated a very flexible 8-bit microcontroller into our design to be able to imple-
ment different Internet of Things applications. We call our prototype PIONEER
because it is based on an extendable EPC Gen2 RFID-tag platform that features
a reconfigurable Spartan-3 FPGA.

Within this work, we aim for presenting a fully working prototype including
all necessary functionalities that are required for a secure Internet of Things.
We base our investigations on standardized algorithms and protocols in order to
facilitate the evaluation of existing system integration. Note that we do not claim
for an efficient or yet practical implementation but rather provide first results of
a prototyping system to estimate the costs for high-security IoT applications.

Our results interestingly show the feasibility of a running IPsec stack on an
EPC Gen2 tag. With our prototype, we are successfully able to demonstrate
the establishment of secure end-to-end connections between tags and clients in
the Internet without needing to trust readers or nodes between the tag and the
client. Due to the high area requirements of around 52 kGEs, we consider imple-
mentation of mid-to-high cost IoT applications that require particular security
features.
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Outline. The remainder of the work is organized as follows. At first, the scientific
work related to this paper is discussed in Sect. 2. The cryptographic algorithms
and the security features used in the EPC Gen2 Version 2 and the IPsec protocols
are then considered in Sects. 3 and 4 respectively. Afterwards, Sect. 5 discusses
the integration of IPsec into the EPC Gen2 standard as a cryptographic suite in
detail. As a practical contribution we present our prototype design of an IPsec
enabled EPC Gen2 tag in Sect. 6, and discuss the implementation results in
Sect. 7. Finally, conclusions are drawn in Sect. 8.

2 Related Work

The EPC standard has opened a broad field of research topics covering different
kinds of security aspects, privacy-preserving protocols [20,51], hardware designs
for tags [17,31,47], the practical realization of the IoT [8,13,21], and even the
social and political impact of it [34]. Other works focus on increasing the tamper
resistance of EPC Gen2 tags to prevent cloning or skimming, like the papers
from Noman et al. [38] and Lehtonen et al. [32]. A lot of research has also been
done on security and light-weight authentication schemes suitable for low-cost
EPC Gen2 tags [39,40,56]. Most of these published light-weight protocols are
considered insecure or are already broken [5,46]. The integration of public key
cryptography is also part of ongoing research for passive RFID tags. Besides the
typical constraints, e.g., a very restrictive power budgets, limited computational
power, and a small chip size of an RFID tag design, it was stated by Arbit et al.
[3] that reader devices limit the suitability of such protocols trough inefficient
implementation of the EPC standard functionality.

Many of the security aspects mentioned above are also covered in the new
EPC Gen2 Version 2 standard, introducing so-called cryptographic suites. Engels
et al. [15] were the first to evaluate different security aspects of the new EPC
Gen2 Version 2 standard in 2013—even before the standard was ratified. Their
work focuses on eavesdropping, snooping, relay, and man-in-the-middle attacks,
with special regard to timing constraints. Two different cryptographic suites
for the Advanced Encryption Standard were considered, and it was stated that
the new EPC standard introduces new vulnerabilities against different attacks.
The main weakness of the new standard comes with the enhanced complex-
ity of the security commands which allow longer tag-response delays (cf. In-
process tag reply [16], on page 38). Hinz et al. [22] showed their implementation
of the RAMON cryptographic suite. This suite uses the Rabin-Montgomery
(RAMON) public-key scheme to authenticate tags against the readers. The
authentication mechanism consists of a challenge-response step, with optional
verification of the Tag ID by using a public-key infrastructure. It is also stated
that the scheme allows only tag authentication. Hence, further security features
like reader authentication or secured communication, require additional crypto-
graphic primitives.

Yao-Chung et al. [8] showed in 2008 how different RFID networks can be
connected using IPv6 technology by introducing so-called RFIPv6 gateways as
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network bridges. In this scenario, the tag information is collected by the readers,
and stored on servers connected via the RFIPv6 gateways to other RFID net-
works. In 2010, Dominikus et al. [12] suggested using Mobile IPv6 functionality
to connect low-cost EPC tags with the Internet. Therefore, the tag needs to carry
an IPv6 home address that uniquely identifies the tag on the Internet. When the
tag is outside its home network, the associated “home agent” works as a proxy,
and receives packets addressed to the tag’s home address. The packet is then
forwarded to the tag’s current IPv6 care-of-address, which is a temporary leased
address identifying the tag in its currently located subnet. Furthermore, it is
suggested to use IPsec to establish a secure end-to-end communication between
a tag and a “corresponding node” on the Internet. A more detailed description
of the communication between the tag, the reader, and the corresponding node
to establish an IPsec channel was given in [13].

Further related research is done by the IETF’s 6LoWPAN working group on
making IPv6 technology more suitable to use with Wireless Personal Area Net-
works (WPAN). WPAN nodes are part of the IoT and are energy constrained
devices that often use batteries and active communication to communicate over
higher distances than, e.g., passive UHF RFID tags. In order to save energy,
so-called header compression mechanisms are used to reduce the communication
overhead costs. Raza et al. [43] presented one approach to integrate these mecha-
nisms into the IPsec protocol’s packets. However, the 6LoWPAN extensions are
not yet widely used and are therefore out of scope for this paper.

3 EPC Gen2 Version 2 and Its Security Concepts

The Electronic Product Code (EPC) Generation 2 Version 2.0.0 standard [16]
was ratified in November 2013, and offers the first comprehensive approach to
integrate standardized security into the UHF RFID tag standard. The majority
of changes target the User memory management, and the tag’s security fea-
tures. The standard itself defines no cryptographic operations or primitives, but
it defines the command frames that encapsulate the payloads specified in so-
called cryptographic suites. Cryptographic suites can either be assigned by the
ISO/IEC 29167 standard, GS1, or by the tag manufacturer itself. The EPC
Gen2 security commands include an 8-bit cryptographic suite identifier (CSI)
that selects a cryptographic suite for the interpretation of the included payload.
A cryptographic suite is usually defined over a particular cryptographic primi-
tive (e.g., the Advanced Encryption Standard [11], PRESENT-80 [7], et cetera.),
and contains the description of different security services.

In Fig. 1 the different phases typically transited during a communication
procedure are illustrated. On the top, the tag states defined by the EPC Gen2
standard are shown that are linked to the communication phases defined in the
middle of the figure. The related security commands are listed below. As long
as the tag is not killed, the tag enters the “Select” phase right after a reader
field is detected. During this phase, tags are selected by a reader—according to
criteria defined by the Select commands (Select or Challenge)—that will partic-
ipate in the next inventory round. The Challenge command allows to trigger the
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Fig. 1. Tag phases with according EPC Gen2 tag states (on top) and associated security
commands

computation of a cryptographic response, in order to determine the authenticity
of a tag. Furthermore, it is ensured that only tags will participate in the subse-
quent inventory round, that possesses the ability to handle security commands
defined in the selected cryptographic suite. A tag that supports the Challenge
command with the given parameters computes a response, stores it into the so-
called ResponseBuffer, and informs the reader device about the presence of a
response by setting one bit (C flag) in the Protocol Control (PC) word. The
response is read by the reader device during the “Access” phase.

The “Inventory” phase has not been extended by any commands, but addi-
tional information is transmitted at the end of this phase, like the Challenge com-
mand’s response or the Extended PC word (XPC). If the XPC is supported by
the tag, it informs the reader about special abilities of the tag. In the subsequent
“Access” phase, a wide range of optional security commands are supported. The
Authenticate command is used to identify the reader or the tag to the other
communication partner by means of a cryptographic function. It can also be
applied as a secure substitution of the Access command, that is used in previ-
ous EPC Gen2 standards to transfer from the “Access” phase into the “Secured
Access” phase, and to grant associated privileges. With the AuthComm com-
mand, a command is encapsulated by an integrity-protected command frame.
Contrary to the SecureComm command (which offers confidentiality and usually
also integrity) the encapsulated command is transmitted as plain text, and only
the integrity of the message is ensured by, e.g., using a message authentication
code (MAC). Since cryptographic operations are usually more time consuming
than the strict timing of the standard allows, so-called In-Process tag replies
have been introduced. This reply type sets the timeout value for a consecutive
tag reply up to 20 milliseconds, and can be sent multiple times to give the tag
enough time to finish its computations.

The rest of the security commands (KeyUpdate, TagPrivilege, Authenticated
Kill) are of less relevance for this paper, and for the sake of brevity not discussed
in the remaining work. In the next subsection, the currently available information
to the ISO/IEC 29167 cryptographic suites is briefly discussed.

3.1 Cryptographic Suites of the ISO/IEC 29167 Standard

While the EPC Gen2 Version 2 protocol is already released, the standardization
process of the cryptographic suites is still in progress. At the moment, the only
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information publicly available at the ISO web page [26] are the names of the
cryptographic suites to be published in future (see Table 1).

However, in the work of Engels et al. [15], two Advanced Encryption Standard
(AES [11]) based cryptographic suites are considered, using the Cipher Block
Chaining mode (AES-CBC), and the Output Feedback mode (AES-OFB [14]).
Furthermore, two mutual authentication schemes relying on these cryptographic
suites are introduced, and a security evaluation is performed considering different
passive and active attacks. Other listed symmetric-key suites use the lightweight
block cipher PRESENT-80 [7], or the stream cipher Grain-128A [1] that also
supports message authentication codes (MAC). The XOR suite most likely uses
an ultra lightweight approach, based on one or more XOR operations as primary
cryptographic primitive (cf. Vernam cipher or one-time pad in Menezes et al. [35],
on page 21).

Table 1. Currently listed cryptographic suites for EPC Gen2 Version 2 (see ISO [26]
for the most recent list of cryptographic suites)

ISO/IEC 29167 Cryptographic suite Description

. . . Part 10 AES-128 Block cipher (128-bit) with 128 bit key length

. . . Part 11 PRESENT-80 Block cipher (64-bit) with 80 bit key length

. . . Part 12 ECC-DH ECC based Diffie-Hellman key agreement

. . . Part 13 Grain-128A Stream cipher, 128-bit key, optional MAC

. . . Part 14 AES-OFB Output feedback mode (OFB) for AES

. . . Part 15 XOR Vernam cipher or one-time pad

. . . Part 16 ECDSA-ECDH ECC-DH and digital signature algorithms

. . . Part 17 cryptoGPS Low-cost public-key cryptography (coupons)

. . . Part 19 RAMON Rabin-Montgomery based cryptography

From the public-key perspective, there are currently two Elliptic Curve Cryp-
tography (ECC) based suites listed mentioning Diffie-Hellman key agreement
(ECDH [2]), and the Elliptic Curve Digital Signature Algorithm (ECDSA [28]).
Another suite uses the cryptoGPS [19] algorithm either based on RSA [44] or
ECC. This is a resource-aware alternative to the ECDH suite. For the key agree-
ment, the tags do not need to calculate expensive operations like the ECC point
multiplication, because they can be done in advance, and only the result—in
form of coupons—is stored on the tags. Hinz, Finkenzeller, and Sysen [22] pub-
lished a paper that gives some insight into the RAMON cryptographic suite
(Rabin-Montgomery public-key encryption scheme [36,41]). They show how tag
authentication can be implemented conforming to the EPC Gen2 Version 2 stan-
dard, and how the keys are managed.
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4 Internet Protocol Security (IPsec)

IPsec [30] is a protocol suite that generates a confidential and integrity pro-
tected connection between two Internet peers over an unsecured data channel
(also known as virtual private network connection). The IPsec protocol can be
subdivided into the security association (SA) negotiation phase—where the prop-
erties of the established secured channel are declared—and a subsequent work-
ing phase. The IPsec works on the Internet layer of the TCP/IP protocol stack.
Thus it is fully transparent for applications that use the secured communication
channel.

Phase 1: Internet Key Exchange Protocol Version 2 (IKEv2). An Inter-
net peer can host multiple IPsec secured connections to multiple peers. There-
fore, so-called security associations (SA) are used to manage the connection
parameters (used cryptographic algorithms, negotiated keys, et cetera.) for dif-
ferent negotiated IP and Port ranges. The first SA between two peers is created
by exchanging an IKE SA INIT, and a subsequent IKE AUTH request and
response pair using the UDP protocol (see [29]). The initial IKE SA INIT mes-
sage exchange provides the negotiation of the cryptographic algorithms, and the
Diffie-Hellman key agreement in plain text. Hence, the subsequent IKE AUTH
messages are already encrypted and integrity protected according to the terms of
the mutual agreement. The identity of the hosts is then ensured either by using
pre-shared keying or certificates, and the authenticity of the exchanged mes-
sages is proven to the opposite communication partner. Furthermore, another
SA is derived (Child SA) that is associated either to the Authentication Header
protocol or the Encapsulation Security Payload protocol.

4.1 Phase 2: Authentication Header and Encapsulation Security
Payload

Once a secure connection has been established via IKEv2, outgoing IP packets
that match the negotiated IP and Port ranges are either wrapped into an Authen-
tication Header (AH), or an Encapsulation Security Payload (ESP). AH provides
integrity and authenticity protection of the enclosed IP packets without encryp-
tion of the data. ESP also offers confidentiality protection by encrypting the
encapsulated packet. On the other side of the communication channel, the pack-
ets are automatically decrypted—if the packet contains an ESP—, unwrapped,
and checked before they are processed any further.

4.2 Cryptographic Algorithms Used by IPsec

IPsec defines different types of cryptographic algorithms, which are also called
Transforms in the context of IKEv2. Table 2 summarizes the currently available
algorithms for each of the Transform types. The first category defined are encryp-
tion algorithms that are used for IKEv2 (IKE AUTH ) and ESP to protect the
confidentiality of the exchanged messages. Pseudo-random functions (PRFs) are
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Table 2. IKEv2 transforms and according algorithms (see IANA [25])

Algorithm name Transform types

Encryption PRF Integrity Diffie-

Hellmann

Advanced Encryption Standard (AES [11]) � � �
Blowfish �
CAST �
Camellia �
Data Encryption Standard (DES) � �
Int. Data Encryption Algorithm (IDEA) �
Message-Digest Algorithm 5 (MD5) � �
Modular Exponential Groups (MODP) �
Elliptic Curve Groups modulo a Prime (ECP [33]) �
Secure Hash Algorithm (SHA1, SHA2) � �
Tiger �

used to derive the initial keying material for the other Transforms, and to derive
new keying material when a Child SA is created. The key seed for the key deriva-
tion is calculated from the Diffie-Hellman exchange in the IKE SA INIT step.
To protect the integrity of the payloads, and in order to authenticate the involved
peers, integrity algorithms are used to create irreversible message authentication
codes (MAC).

5 Integrating IPsec Functionality into EPC Gen2

The prime motivation for implementing IPsec on an EPC Gen2 Class 1 tag
is to enable tags—and the things they are attached to—to become secure and
independent participants on the Internet of Things. The tags then no longer
depend on the trustworthiness of the readers, because a secure communication
channel is established between the tag and another participant on the Internet of
Things. Also the service a tag provides is no longer limited to the functionality a
reader provides. In the suggested system, the functionality of a reader is primarily
to work as a router, and forward IP packets from and to the tags. This enables
a secure connection to any device on the Internet.

5.1 IPsec as Cryptographic Suite for EPC Gen2

In order to implement IPsec with IKEv2, at least one of each Transform class
listed in Table 2 needs to be implemented. When compared to Table 1, it can be
seen that the only algorithms currently proposed for both the EPC Gen2 cryp-
tographic suites and the IPsec protocol, are the Advanced Encryption Standard
(AES), and the Diffie-Hellman key exchange over an Elliptic Curve (ECP/ECC-
DH). However, with these two cryptographic primitives, all required Transforms
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can be realized. Even though not all modes of operation defined in the cryp-
tographic suites are currently publicly available, the presence of the crypto-
graphic primitives, e.g. as cryptographic co-processors, allows implementation
of all modes needed with reasonable effort.

The communication between any active participant (initiator) on the Inter-
net of Things, and a particular EPC Gen2 tag is illustrated in Fig. 2. At first
a IKE SA INIT message—encapsulated in an IP/UDP packet—is sent by an
initiator and routed to the tag 1©. The reader receives the packet, and sends a
Challenge command to the tag containing the IKE SA INIT message. This mes-
sage consists of a Diffie-Hellman value (ECC point), the initiator nonce, and one
or more proposals for the cryptographic algorithms to be used for the next step.
If one proposal is acceptable to the tag it begins to create the initial Security
Association (SA). Therefore, the tag calculates its own Diffie-Hellman value, cre-
ates another nonce, and derives the key material from the Diffie-Hellman shared
secret and the nonces. The key material for the initial SA consists of seven keys.
The first derived key is used to create new key material for future Child SAs.
Additionally, for each communication direction a key for encryption and decryp-
tion is generated, as well as a key for integrity protection, and another key for
authentication purposes.

Fig. 2. Communication scenario for IPsec enabled EPC Gen2 tags

Similar to the IKE SA INIT, the tag’s response contains the accepted SA
proposal, the calculated Diffie-Hellman value, and the generated nonce. Once
the response has been created and stored in the ResponseBuffer, the tag cal-
culates the so-called AUTH value, which is used for authentication of the tag.
The AUTH value is calculated by signing the whole IKE SA INIT response, the
initiator nonce, and a unique identifier (e.g., the tag’s IPv6 address), by apply-
ing the selected signing algorithm. The output is a signature that is transferred
in the IKE AUTH step. In the upcoming inventory round, the reader recognizes
that the tag has finished the processing of the Challenge command by prese-
lecting only tags that store a message in the ResponseBuffer. After the tag was
successfully inventoried, the reader either received the IKE SA INIT response
together with the tag’s EPC after the tag was “acknowledged” during the inven-
tory, or the ResponseBuffer is read by using the ReadBuffer command in the
“Access” phase (see Fig. 1). The reader then encapsulates the gathered response
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in an IP/UDP frame and sends it back to the initiator. On the initiator side,
similar calculations are performed as for the tag, resulting in the same SA.

For the next step 2©, the SA is used to encrypt the IKE AUTH payloads, and
to protect the integrity of the message by concatenating a message authentication
code (MAC) calculated over the whole message. With the IKE AUTH message,
the initiator reveals its identity, and proves its genuineness either via a pre-shared
secret (PSK), or a certificate that is used to generate a signature. This message
type perfectly fits into an EPC Gen2 Version 2 Authenticate command, because
the initiator authenticates itself against the tag, and vice versa. The rest of the
message consists of a proposal for the Child SA that is created for the AH or
ESP message exchange, and the Traffic Selectors. If the tag is able to verify the
identity of the initiator and accepts the other parameters, it transits from the
“Access” phase to the “Secured Access” phase. The response of the tag consists
of the same payloads as the IKE AUTH request, but carries the identity of the
tag, its AUTH value calculated in the Challenge step, and confirms the proposed
parameters for the Child SA and the Traffic Selectors. In step 3©, the Child
SA on both sides was successfully established, and the communication between
initiator and tag is protected. Figure 2 shows the counterparts of the EPC Gen2
standard’s AuthComm and SecureComm, which are the IP extension headers AH
and ESP. On top of these extensions headers any application protocol can be
implemented, without taking care of the underlying security mechanisms. Since,
the lifetime of keys for a secured communication should be limited to guarantee
the security of the communication channel, the IKEv2 CREATE CHILD SA
message can be used for rekeying an already existing SA. The EPC Gen2 pendant
for the CREATE CHILD SA message is the KeyUpdate that generates new key
material for existing SAs.

6 Implementation of an IPsec-enabled Tag Prototype

In order to prove the feasibility of the protocol stated in Sect. 5, a “Prototype
for the Internet of Things based on an extendable EPC Gen2 RFID tag” (PIO-
NEER) has been implemented. The PIONEER tag consists of a printed circuit
board, with a dipole antenna, an analog EPC Gen2 Front-end for modulation and
demodulation of the electromagnetic signals, and an Xilinx Spartan-3A FPGA.
All digital components are placed on the FPGA. For low-level encoding/decoding
of the information signals, a dedicated hardware module is used which is con-
nected to the I/O bus of an 8-bit microcontroller (designed by E. Wenger
et al. [54]) implemented in software (C code), including the proposed IPsec
cryptographic suite with its cryptographic library. All cryptographic functions
are based on an already existing AES (designed by M. Feldhofer et al. [18]) and
the ECC co-processors. To generate nonces that fulfill the necessary security
requirements for unpredictability, a true random number generator has been
implemented and connected to the microcontroller. A system overview contain-
ing the most important hardware and software modules of the tag is shown in
Fig. 3. In the following, the modules and their interactions are described in more
detail.
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Fig. 3. System overview of the PIONEER tag containing the analog and digital com-
ponents, as well as the four layers of the software architecture

6.1 The EPC Gen2 Front-end and Microcontroller

For reader-to-tag communication, the ASK (amplitude-shift keying) modulated
electromagnetic reader signal is first obtained by the antenna (see Fig. 3). Then
the signal is filtered, amplified, and finally demodulated in the analog font-end.
At the output of the analog font-end the Xilinx Spartan-3A FPGA is fed by a
clean digitalized data signal. Moreover, the clock and reset signals, the power
supply, and a data input signal for the tag-to-reader communication are also
provided by the analog font-end. The next processing stage is the decoding of
the PIE (pulse-interval encoding) encoded data signal in the EPC Gen2 Front-
end module. In parallel, the CRC (cyclic redundancy checksum) is calculated,
and checked for the entire reader command. The EPC Gen2 Front-end collects a
maximum of eight bits of input data, before an interrupt is triggered that signals
the microcontroller once data is ready to be picked up. In the interrupt service
routine, the microcontroller fetches the received reader command by reading the
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data from the 8-bit I/O bus, and then processes it according to the EPC Gen2
Version 2 standard.

The back channel of the communication works similarly. At the beginning
of the transmission, the microcontroller writes the first 8-bit chunk of the
reply to the EPC Gen2 Front-end. The EPC Gen2 Front-end then signals the
microcontroller per interrupt as soon as the next data part can be transmit-
ted. According to the modulation settings of the last received Query command,
the EPC Gen2 Front-end generates an FM0 (bi-phase space) or Miller encoded
data signal. The encoded data signal is forwarded to the analog font-end, where
this signal controls the transistor of the backscatter network that connects or
disconnects a load impedance connected to the antenna.

Software Implementation. The firmware of the PIONEER tag is entirely
written in C code, and can be subdivided into four layers (see Fig. 3). On the first
layer, all the EPC Gen2 Version 2 functionality is implemented that is marked
mandatory in the standard. On top of this layer there is the cryptographic suite
(CS) layer consisting of the proposed IPsec CS. The AES-128 and ECC-DH CS
are shown grayed in Fig. 3, because they are not actually implemented—since the
standards have not yet been released—, but it is assumed here that a subset of
the future CS functionality is already implemented as a side product of the IPsec
CS. All IPsec related reader commands are handled on this layer. The required
cryptographic functionality, e.g. derivation of the keys, hashing, encryption and
decryption, et cetera., are implemented in the cryptographic library beyond. This
layer also provides the software interface to the AES and ECC cryptographic co-
processors, and is used in most of the other library functions. After the creation
of the secure communication channel, incoming ESP packets are first handled
(integrity checked, authenticated, and decrypted) in the IPsec CS. Afterwards,
the payload of the ESP packet is transferred into the application layer. The
inverse path through the software layers is taken for outgoing ESP packets.
All IPsec functionality works completely transparently for the application layer.
The implemented top-level example application of the PIONEER tag waits for
an incoming IP/UDP packet, checks the validity of the packet, and prepends a
string to the received UDP payload data before it is returned as a valid ESP
packet. With this example application we have been able to create an IPsec
channel between the tag and a computer in our network that uses the open
source implementation of IPsec “strongSwan” [50].

6.2 The ECC Core

The requirements for the ECC module of the PIONEER tag are a small chip
area, low power consumption, and that it delivers a runtime that is sufficient for
interactive protocols. To reach all those goals, a rigorous hardware-software co-
design approach has been taken. The timing-critical finite-field arithmetic is built
into a so-called drop-in ECC module [53], while the point arithmetic is done in
software. To safe area, the ECC module does not come with a dedicated memory,
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but instead reuses the CPU’s data memory. Therefore, the drop-in module is
placed between the CPU and the memory. However, the drop-in ECC module
does not hinder the CPU to access the data memory, as the drop-in module has
a built in light-weight arbiter that always prioritizes the CPU.

Our software and hardware is specially optimized for the NIST P-192 [37]
elliptic curve. The scalar multiplication algorithm uses the Montgomery-ladder
formulas as proposed by Hutter et al. [24], multiple point validation checks, and
randomized projective coordinates [10] to counter some of the most powerful
power-analysis attacks. In order to prevent timing attacks, the scalar multiplica-
tion is computed in constant time. Therefore all finite-field addition, subtraction,
multiplication and inversion algorithms are also executed in constant time. The
inversion algorithm is based on Itoh and Tsuji’s [27] trick which minimizes the
number of multiplications during inversion.

The ECC drop-in module for PIONEER is based on the drop-in module by
Unterluggauer and Wenger [52]. While their drop-in module is designed to do
efficient Montgomery multiplications, the drop-in module for PIONEER is opti-
mized for the NIST P-192 prime p = 2192 − 264 − 1. Additionally, to ensure a
performant point multiplication, the RAM has to be modified. While the inter-
face to the CPU is a traditional 8-bit wide bus, the data memory has a 32-bit
interface (with a byte-wise write-enable feature). The drop-in ECC module is
responsible for mapping the CPU’s 8-bit addresses to 32-bit RAM addresses.
With a 32-bit interface between the ECC module and the RAM, it was possible
to keep the ECC module without dedicated memory and to achieve a practical
performance.

The combined hardware-software co-design approach enables a fast runtime
of a scalar multiplication in around 695 000 cycles. This runtime is especially
impressive considering that a comparable AVR processor would require 15 mil-
lion cycles to compute the scalar multiplication on its own (cf. [55]). Even at a
clock rate of mere 4 MHz, PIONEER is able to compute a scalar multiplication
within 178.63 ms.

6.3 True Random Number Generator (TRNG)

The implemented TRNG was presented by Cherkaoui et al. in [9]. This TRNG
was designed following the recommendation of AIS-31 [49]. The entropy per bit
can be determined by using the provided stochastic model. This TRNG consist
of a Self-Timed Ring (STR) that generates multiple jittery clock signals which
are sampled using the same clock. An XOR-tree is used to hash all the sampled
signals in one bit. If at least one of the STR signals is sampled in the jitter zone
the output will be random. The statistical test of NIST [45] has been applied
to 100 traces of 106 bits. The TRNG output passes this test successfully. In
addition, the TRNG has been evaluated using different core voltages and for
different temperatures (from 35 ◦C to 85 ◦C), obtaining good results in terms of
randomness.
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7 Implementation Results

The hardware implementation mainly consists of five modules—the microcon-
troller’s program memory and RAM not included. The left part of Table 3 shows
the resource utilization of these modules for the used Xilinx Spartan-3A FPGA
split into the number of consumed flip-flops (FFs), the number of used look-up
tables (LUTs), and the number of occupied Block RAM instances (BRAM). The
microcontroller is by far the most area consuming module of the design with 389
FFs and 2 517 LUTs. For the cryptographic cores, 329 FFs and 710 LUTs for the
AES core, and 229 FFs and 1 164 LUTs for the ECC core are required. The least
hardware consuming modules are the EPC Gen2 Font-end with 178 FFs and
427 LUTs, and the TRNG with 90 FFs and 254 LUTs. The program memory
and the microcontroller’s RAM are both mapped into 16 and 4 dedicated Block
RAMs respectively.

Table 3. Area requirement of the digital components for the Xilinx Spartan-3A FPGA,
and the results for an 130 nm ASIC design flow

Hardware modules FPGA resource utiliz. ASIC area

[FFs] [LUTs] [BRAM] [GEs] [%]

AES Core 329 710 – 3 678 7.08

ECC Core 229 1 164 – 6 577 12.67

EPC Gen2 Front-end 178 427 – 2 253 4.34

Microcontroller 389 2 517 – 7 906 15.23

ROM – – 16 19 161 36.91

RAM – – 4 11 339 21.84

TRNG 90 254 – 1 000 1.93

Total 1 215 5 072 20 51 914

On the right side of Table 3, the post-synthesis area results for an UMC
L130E Low Leakage CMOS cell library from Faraday for 4 MHz clock fre-
quency, and 1.2 V power supply are listed. The area metric for the application-
specific integrated circuit (ASIC) design flow results are the gate equivalents
(GE, 1 GE≈ 5.12 qm2 for the 130 nm UMC cell library) of the modules. For the
calculation of the RAM and ROM area requirements, dedicated UMC Sync. High
Density Single Port SRAM, and Via-1 ROM macros are used. The TRNG of
the FPGA design could not be synthesized for an ASIC design flow—because it
uses FPGA specific functionality. Hence, the area requirement of the TRNG has
been estimated on the basis of following related work. Holleman et al. [23] uses a
floating-gate memory cell for their DC-nulling TRNG that consumes about 564
GE for a 0.35µm process (AMS C35B4C3). Another TRNG was published by
Ben-Romdhane et al. [6] which is a metastability based open-loop delay chain
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design, and needs about 300 gates in a 65 nm CMOS process from STMicroelec-
tronics. The upper bound for the TRNG size estimation of 1 kGE comes from
Ranasinghe et al. [42]. They presented a TRNG which utilizes a PUF (physically
unclonable function) with challenges that create unstable (random) responses.
Thus, the resulting overall area requirement for the digital part of the PIONEER
tag is about 52 kGE or 0.266 mm2 for the UMC 130 nm process. The design was
synthesized with the Cadence Encounter RTL Compiler Version v08.10-s28 1,
and place and route was done using Cadence NanoRoute v08.10-s155.

In Table 4, the size of the tags program memory parts are listed according to
the software layers in Fig. 3. The whole implementation takes about 18.3 kilobytes
of ROM. The biggest part of the program memory is consumed by the mandatory
EPC Gen2 Version 2 functionality with 6.83 kilobytes. For the IPsec cryptographic
suite 5.76 kilobytes ROM were needed. The cryptographic library is subdivided
into three parts. The AES subpart consists of the encryption and decryption func-
tionality, and the CBC mode (cipher block chaining). All other IPsec specific func-
tionality like key material derivation and the PRF function (cf. AES XCBC) are
summed up in the IPsec subpart. If it is assumed that the AES and ECC subparts
are already implemented as cryptographic suites, the additional implementation
costs for the IPsec functionality are about 6.7 kilobytes. The smallest part of the
ROM is the example application with 1.43 kilobytes only.

Table 4. Size and partitioning of the program memory in bytes and percent

Software layer ROM Size

[bytes] [%]

1. EPC Gen2 Version 2 6 828 37.31

2. IPsec CS 5 762 31.49

3. Cryptographic Library 4 280 23.39

- AES 738 4.03

- ECC 2 608 14.25

- IPsec 934 5.11

4. Application 1 426 7.79

Total 18 296

In order to prove the correctness of the IPsec implementation, a laboratory
setup was built that simulates the communication scenario shown in Fig. 2. For
the left communication partner (interrogator), a virtual machine running Linux
Kernel 3.10.7 with the open source IPsec implementation strongSwan 5.1.0 is
used. The network packets generated by the interrogator are then captured by
a Java application that extracts the IPsec payloads of the network packets and
forwards them via an UHF reader device to the PIONEER tag, and vice versa.
To determine the timing of the protocol in detail, the handling of the EPC
Gen2 commands encapsulating IPsec messages was also simulated using Cadence
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NCsim. The biggest amount of time with 410.95 ms is consumed by process-
ing the initial Challenge (IKE SA INIT) command, because the Diffie-Hellman
key exchange involves two point multiplications. Therefore, almost 87 % of the
processing time is spent on calculating the elliptic curve points. The derivation
of the keying material and the calculation of the authentication and integrity
check values consume another 11.94 ms (about 12 %). For the handling of the
Authenticate (IKE AUTH) command 15.76 ms are required. Most of the time
(94.7 %) is spent on performing AES operations for decrypting the message,
integrity and authenticity checking, deriving keying material for the ESP Child
SA, and calculating the response. When optimum timing for the reader to tag
communication is considered with 640 kbps uplink frequency and 128 kbps down-
link frequency, the inventory procedures takes at least 1.2 ms. The IKE SA INIT
exchange takes about 13.98 ms, and the IKE AUTH message exchange consumes
almost 17.38 ms communication time. Considering both communication effort
and processing effort on tag side, it takes at least 459.25 ms until an IPsec chan-
nel is established, when the interrogator to reader communication is not taken
into account. The results show that almost 92.9 % of the time is spent on process-
ing the messages and only 7.1 % is required for communication.

After the IPsec tunnel is established, the interrogator sends an UDP data-
gram encapsulated into a protected ESP packet to the PIONEER tag. The tag
decrypts the payload of the received packet and checks the authenticity of the
sender. Eventually, the tag creates a reply and sends it back to the interrogator.
Since, the ESP packet uses AES with 128-bit (16 bytes) block size, the time for
sending and receiving ESP packets depends on the number of 16-byte blocks (nb)
that are transmitted. The up-link and down-link speed can therefore be expressed
as a linear function with a fixed intercept value and an nb dependent slope para-
meter. The reader to tag communication thus consumes 5.6 + 1.99 ∗ nb ms, and
in the other communication direction it takes 4.2 + 1.19 ∗ nb ms to transmit one
ESP packet—including sending and processing efforts.

8 Conclusions

In this paper, we presented an RFID-tag prototyping platform that integrates
IPsec into the new EPC Gen2 Version 2 standard. The obtained results can
help to estimate the costs for practical implementations that aim an open and
secure Internet of Things where EPC tags play a central role. The cryptographic
primitives suggested for the EPC Gen2 Version 2 cryptographic suites—in the
ISO/IEC 29167 standard—provide strong symmetric and asymmetric cryptog-
raphy. Additionally, the EPC Gen2 security functionality partially overlaps with
the IPsec protocol which is used to create a secure communication channel over
the Internet. We have also shown that by merging the IPsec and EPC Gen2
functionality, RFID tags can be enabled to work as independent nodes on the
Internet without the need for trusted readers. Our theoretical considerations
have been proven by an FPGA based tag prototype, with which we were able
to establish an IPsec tunnel between the tag prototype and a computer inside
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our local network. We support the meaning of Sarma et al. [48], who believe in
an Internet of Things based on a single and open architecture as the key to a
successful system. Moreover, we believe that the potential impact is even higher,
if already established protocols and standardized security is used to create the
Internet of Things.
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Paar, C. (eds.) CHES 2002. LNCS, vol. 2523, pp. 431–449. Springer, Heidelberg
(2003)

http://www.itl.nist.gov/fipspubs/
http://csrc.nist.gov/rng/
http://www.autoidlabs.org/uploads/media/MIT-AUTOID-WH-001.pdf


PIONEER—a Prototype for the Internet of Things 73

50. strongSwan - the OpenSource IPsec-based VPN Solution. Referenced 2014 at
http://www.strongswan.org/

51. Sun, D.-Z., Zhong, J.-D.: A hash-based RFID security protocol for strong privacy
protection. IEEE Trans. Consum. Electron. 58(4), 1246–1252 (2012)

52. Unterluggauer, T., Wenger, E.: Efficient pairings and ECC for embedded systems.
In: Batina, L., Robshaw, M. (eds.) CHES 2014. LNCS, vol. 8731, pp. 298–315.
Springer, Heidelberg (2014)

53. Wenger, E.: Hardware architectures for MSP430-based wireless sensor nodes per-
forming elliptic curve cryptography. In: Jacobson, M., Locasto, M., Mohassel, P.,
Safavi-Naini, R. (eds.) ACNS 2013. LNCS, vol. 7954, pp. 290–306. Springer, Hei-
delberg (2013)

54. Wenger, E., Baier, T., Feichtner, J.: JAAVR: introducing the next generation of
security-enabled RFID tags. In: Niar, S. (ed.) Digital System Design, pp. 640–647.
IEEE (2012)

55. Wenger, E., Unterluggauer, T., Werner, M.: 8/16/32 shades of elliptic curve cryp-
tography on embedded processors. In: Paul, G., Vaudenay, S. (eds.) INDOCRYPT
2013. LNCS, vol. 8250, pp. 244–261. Springer, Heidelberg (2013)

56. Yi, X., Wang, L., Mao, D., Zhan, Y.: An Gen2 based security authentication proto-
col for RFID system. Phys. Procedia 24, Part B, 1385–1391 (2012). (International
Conference on Applied Physics and Industrial Engineering 2012)

http://www.strongswan.org/


SeAK: Secure Authentication and Key
Generation Protocol Based on Dual Antennas

for Wireless Body Area Networks

Chitra Javali1,2(B), Girish Revadigar1,2, Lavy Libman1,2, and Sanjay Jha1

1 School of Computer Science and Engineering, UNSW, Sydney, Australia
2 NICTA, Sydney, Australia

{chitraj,girishr,llibman,sanjay}@cse.unsw.edu.au

Abstract. The increasing interest in the usage of wireless body area net-
works (WBAN) in healthcare and other critical applications underscores
the importance of secure communication among the body sensor devices.
Associating an unknown device with an existing network without prior
knowledge of a secret key poses a major challenge. Existing authentica-
tion schemes in WBAN are typically based on received signal strength
(RSS). However, RSS techniques using a single antenna are susceptible
to environmental factors and are vulnerable to attacks that use variable
transmission power. We present SeAK, the first secure light-weight device
pairing protocol for WBAN based on RSS obtained by dual-antenna
transceivers utilizing spatial diversity. With spatially separated antennas,
the RSS values from a nearby device are large and distinct, as opposed
to those from a far-away device. SeAK exploits this effect to accomplish
authentication and shared secret key generation simultaneously. We have
implemented a prototype of SeAK on the Opal sensor platform with a
2.4 GHz compatible RF231 radio. We demonstrate that our protocol is
able to achieve a 100 % success acceptance rate, securely authenticate a
nearby device and generate a 128-bit secret key in 640 ms, as opposed to
15.9 s in other recent RSS-based schemes (e.g. ASK-BAN).

1 Introduction

In recent years, the medical field has observed a tremendous growth of wire-
less medical devices ranging from low-power medical radios that harvest body
energy [12], to implanted medical devices (IMD) and wearable devices for remote
monitoring of patients [25]. The ability of devices such as cardiac defibrillators,
pacemakers, pulse-oximeters and glucose monitors to communicate in a wireless
medium has opened up new opportunities for more reliable e-healthcare. Accord-
ing to a recent survey, the global market for wearable medical devices was valued
at USD 2.0 billion in 2012 and is expected to reach a value of USD 5.8 billion in
2019 [5].
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Though the wireless medium provides numerous advantages, on the flip side
there are a number of threats associated with authenticity, confidentiality and
integrity of the sensitive health information. As the wireless system is an open
access medium, an intruder can pair with the body area network and send false
health-related information to the BS which may result in diagnosis errors, tamper
the physiological data sensed by other body-worn devices, jam the network by
creating interference or inject false commands leading to fatal outcomes.

As per the IEEE 802.15.6 Technical Requirements Document [4], “Consider-
ation should be given to secure device pairing (or association). Pairing consists
of device authentication and key exchange. WBAN devices should successfully
complete the secure pairing process before engaging in secure data communica-
tion with other WBAN devices”. The initial trust establishment without any
prior stored key from the manufacturer is a challenging aspect of security in
WBAN. Employing cryptographic algorithms like Diffie-Hellman to generate
shared secret keys is expensive for WBAN devices due to limited memory and
computation power. Furthermore, in case of emergency, a third party/hospital
authority must be able to communicate with the body-worn device of a patient
which holds critical health information with minimal human intervention. The
patient might not be able to provide the security information when he/she is
unconscious or in critical condition. If the authority is unaware of the cryp-
tographic key or the key is lost, then the problem of gaining access to WBAN
becomes more complicated. Additionally, WBAN security must be robust enough
to avoid active attacks as well as accidental access/commands from external
devices. Access must be provided only to the legitimate external off-body devices
such as wireless monitoring devices [2], external device programmers [3] etc. by
dynamic authentication.

As the body worn devices have size and power constraints, security mecha-
nisms should not add a high overhead to the devices in terms of hardware or
software complexity. Some prior efforts of adapting public key cryptography pro-
tocols (e.g., TinyECC) to tiny sensor nodes have been evaluated as complex and
memory consuming [27]. In recent years, there has been growing research interest
in physical layer security which exploits the unique wireless channel characteris-
tics between two devices. The unique channel characteristics are space and time
dependent and decorrelate rapidly after a distance of 1/2 the wavelength (λ)
of the wireless transmission channel [22]. These spatio-temporal characteristics
have been exploited for authentication [23] and pairwise session key-generation
[7,24] in WBAN.

However, the previously proposed device authentication mechanisms are
based on received signal strength (RSS) from a single antenna. It has been
shown in recent work that RSS is susceptible to environmental factors and is
unreliable as it varies over a period of time even for a static transceiver [11].
In addition, as RSS is a function of the transmission power, an attacker can
easily vary the transmitting power to induce high received signal strength and
get authenticated as a legitimate device. Thus, the existing authentication pro-
cedures for WBAN [23,24] may not be able to distinguish between a malicious
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node and a legitimate device. Furthermore, the existing work in WBAN address
authentication and pair-wise secret key generation separately.

In this paper, we propose a physical-layer based efficient, light-weight, close
proximity secure device pairing protocol (SeAK) for WBAN, which performs
authentication and shared secret key generation simultaneously. Our proposed
scheme employs dual-antenna devices, utilizing the spatial diversity of antennas
and the property that RSS values on the two antennas tend to be substantially
different when the other device is nearby, in contrast to similar RSS values on
both antennas obtained from far-away devices. This allows legitimate nearby
devices to be distinguished effectively from potential attacker far-away devices.

Although RSS from multiple antennas of a receiver has been exploited in
Wi-Fi systems with MIMO capability [9,30], multiple antenna architectures have
not been used in WBAN. As the WBANs are being increasingly employed in
pervasive healthcare applications, a revolution has already started in the research
area of designing specialized devices and smart antennas for WBAN, e.g. tiny
and flexible strip antennas, micro-strip antennas, textile antennas, and button
antennas [6,8,17]. With the advent of smart wearable devices and antennas, the
use of multi-antenna architecture in WBAN devices is expected to be widely
employed in the near future. To the best of our knowledge, the work presented
in this paper is the first to demonstrate the use of dual-antenna based secure
pairing in the context of WBAN.

Our contributions can be summarised as follows:

– We propose an efficient secure pairing protocol for resource constrained devices
of WBAN, which uses the spatial diversity of dual-antenna transceivers to
perform authentication and secret key generation concurrently, and requires
minimal human intervention.

– We validate the proposed approach experimentally and show that it completes
the authentication and generation of a 128-bit secret key in 640 ms with a
100 % acceptance success rate, which indicates the suitability of our protocol
for practical applications.

The rest of the paper is organized as follows. Section 2 discusses the related
work. Section 3 explains our system model and assumptions. Sections 4 and 5
present the SeAK protocol and its implementation. Section 6 presents our exper-
iments and results. In Sect. 7, we discuss the security evaluation of our protocol.
We conclude the paper in Sect. 8.

2 Related Work

Extensive research has been carried out on secure device pairing based on wireless
channel characteristics [16,20,26,29]. Authenticating a device in close proximity
was first proposed in Amigo [26]. Ensemble [16] extended Amigo and proposed a
cooperative proximity based authentication, in which the nearby trusted devices
analyse the RSS variations between pairing devices to determine legitimacy. In
[20], two devices located within a distance of λ/2 authenticate each other based
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on the analysis of phase and amplitude measurements of radio frequency (RF)
signal from a public RF transmitter. The above mechanism requires multi-band
transceivers and hence is not suitable for WBAN. Authors in [29] have proposed
a hypothesis testing mechanism for physical layer authentication in which the
two communicating parties store the channel responses of initial communica-
tions between them and subsequently compare those for the current message to
validate a legitimate transmitter.

Ideally, for wearable medical devices, security mechanisms must be simple,
light-weight, robust, and should not be dependent on specialized hardware or
sensors. RSS based authentication has received little attention in the research
community [23,24]. In WBAN, BANA [23] has studied the RSS characteristics
of single antenna devices and has proposed an authentication protocol for on-
body devices of WBAN. BANA takes about 12 s for authentication and requires
frequent packet exchanges between the body-worn devices. An extended version
ASK-BAN [24] addresses authentication and key generation separately. ASK-
BAN uses two different channel states — static channel for authentication and
dynamic channel for key generation, i.e., the subject should not perform any
body movement during the authentication process, whereas the key generation
mechanism requires body motion. In ASK-BAN, the time taken for authentica-
tion and key generation is 12 s and 15.9 s respectively.

RSS has been exploited in prior work [9,30] for security in Wi-Fi systems
with MIMO capability. In [9], though authentication is based on channel char-
acteristics, the key exchange protocol is based on the computationally complex
Diffie-Hellman mechanism. In [30], key generation is performed with the coop-
eration of multiple mobile Wi-Fi devices equipped with multiple antennas.

Based on our survey of security protocols for wireless networks and body
area networks, we believe that our work is the first secured pairing/association
protocol based on physical layer characteristics using antenna diversity for low-
data rate, small form-factor devices of WBAN.

3 System Model and Assumptions

3.1 RSS on Single v/s Dual Antenna

RSS has been widely used for localization [13,21] and attack detection [11] in
wireless networks. The authors in [28,31] have shown that RSS has an irregular
pattern even for a fixed transmitter and receiver. In a typical system consisting
of a receiver and transmitter, if the sender sends a radio signal with power Ps,
then the received power Pr at the receiver can be expressed as

Pr = PsK/dα
r (1)

where K is a constant, α is the distance power exponent and dr is the distance
between receiver and sender.
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Now, if we consider receiver employing two antennas to capture the radio
signals then the received power ratio can be calculated from (1) as

Pr1

Pr2
=

PsK/dα
1

PsK/dα
2

(2)

where d1 �= d2.
From (2), the received power ratio is dependent only on the two distances,

namely, the distance between the sender and receiver antennas A1 (d1) and A2
(d2) in contrast to (1), which implies that the received power Pr is dependent
on transmission power Ps.

The concept discussed in this section forms the basis for our proposed
protocol.

3.2 System Overview

In our system model, we assume there is one CU and one or more wearable
sensor devices to be authenticated. The CU and wearable devices are within the
communicating range of WBAN (≈3 m) [14]. In our system design, the CU is
the only device that requires the additional feature of dual-antenna, and has
the potential to authenticate other devices communicating with it by its unique
property of antenna diversity. The sensor devices may have one or two antennas.
We assume there is no prior association or secret key exchanged between the CU
and other devices, and none of the devices are compromised. We also assume
that the user or any other person authenticating a legitimate device is honest.
We assume the availability of suitable secret key renewal procedures for wearable
devices after on-body deployment.

As our focus is on secure device pairing, we are mainly concerned in detecting
the masquerade attack in which a non-legitimate node poses as a legitimate node
and communicates with the CU. We assume the presence of off-body adversaries
only, i.e. the attacker is not present on-body or in the close vicinity of the WBAN,
and is located at a distance of at least 1–2 m away from the CU. The adversary
may use high or varying transmit power, and attempt to pair with the CU. The
adversary lacks the capability of jamming the communication.

Figure 1 depicts our proposed system in which the CU and the device B to
be authenticated are placed close to each other. The two antennas A1 and A2
of CU are separated by a distance D cm. The RSS values measured by A1 and
A2 will yield a large difference for the nearby device B placed at a distance of
d1 and d2 from A1 and A2 respectively. In contrast, for a far-away device E, the
difference in RSS values measured at A1 and A2 of CU will be small.

4 SeAK Protocol

Our main focus in this paper is to achieve initial trust between an already trusted
device CU and a new sensor device. The sensor device has to establish a secure
link with the already trusted CU before joining the network (WBAN) and begin
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Fig. 1. The CU equipped with two spatially separated antennas A1 and A2 can effec-
tively distinguish between a nearby legitimate device and a far-away attacker based on
the RSS indicator difference obtained on its two antennas.

measuring the physiological data. Our proposed SeAK protocol is executed dur-
ing the device pairing/association to establish a secure channel between the
CU and device, by performing authentication and shared secret key generation
simultaneously. SeAK protocol is described below.

1. The user holds the device to be authenticated in close proximity at a distance
of d cm aligned to any one of the antennas A1 or A2 of CU. The device
sends an association request Assoc Req to CU. The CU responds with an
acknowledgement ACK to notify the start of association process.

2. The CU sends a probe packet Probe[i] to the device from antenna A1. In
response, the sensor device measures the RSSI of the received packet and
transmits a probe response Probe Resp[i] to CU. The CU in turn measures
the RSS indicator (RSSI). The index value i = {1, 2, ... N} tracks the number
of packets N required for the association procedure.

3. The CU transmits a total of N packets at an interval of t ms by randomly
switching between the two antennas A1 and A2. Let X = {x1, x2, . . . xN} and
Y = {y1, y2 . . . yN} represent the set of RSSI measured by CU and device.
Additionally, in order to evaluate the RSSI difference, CU stores the RSSI
obtained at the two antennas A1 and A2 in separate data sets R1 = {r11, r12,
. . . r1p} and R2 = {r21, r22, . . . r2q} respectively.

4. The absolute average RSSI difference RDavg is calculated as ((r1 − r2)j +
(r1 − r2)j+1 + ... + (r1 − r2)n)/n. where j = {1, 2, . . . n} and n represents
the minimum of p and q. The notations p and q denote the total number of
samples captured by A1 and A2 respectively.

5. CU compares RDavg with the threshold RSSI difference RDth and the device
is confirmed as legitimate if RDavg is greater than RDth, else discarded.
CU notifies the device about successful authentication by sending an Assoc
Resp[ACCEPT] message.

6. After successful authentication, both CU and device use the RSSI values
stored during probe exchange for generating a shared secret key. The maxi-
mum max and minimum min values of RSSI are determined to obtain a mid
value as (max − min)/2. Each RSSI sample is decoded as either bit 0 or 1
based on whether the sample value is smaller or greater than mid. Due to
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spatial separation of the two antennas of CU, the RSSI measured by both the
devices when CU employs A1 will be substantially distinct compared to RSSI
obtained when CU employs A2. The process of bit extraction is repeated for
N samples at both the nodes. Thus, both CU and the device derive an initial
shared secret key.

Any packet loss during the probe exchange is handled by retransmissions.
Once the CU and device have established a secure channel between them, the
device is ready to be worn on-body.

5 Implementation

We have implemented the proof of concept in TinyOS environment. The Opal
sensor platform [15], used in testbeds like FlockLab [19] and Twonet [18], was
used for CU, and Iris motes were used as the sensor devices to be authenti-
cated and as eavesdroppers. Our protocol can be implemented for commercially
available off-the-shelf sensor devices which support dual antenna architecture.

Opal can be configured to work in either single antenna mode or antenna
diversity mode. When single antenna mode is enabled, only one default antenna
is used for both transmission and reception of packets. In antenna diversity mode,
the transceiver radio checks the preamble field of a received frame to select one
of the two antennas with the highest radio frequency (RF) signal strength. The
scanning of preamble field is repeated for every new frame. The probability that
both the antennas experience identical fading and multi-path effects is less when
the two antennas are spatially separated to receive independent signals. However,
in our system design we require that both the antennas should be able to receive
RF signals independently, and also our system must not be dependent on the
radio transceiver for the receiver diversity. Hence, we have modified the TinyOS
driver and RF231 lower layer stack code to select one of the two antennas from
the application layer, for transmission as well as reception of the packets.

For our implementation, the antenna diversity algorithm is disabled for dual-
antenna RF230 radio [1] by setting the bit ANT DIV EN of ANT DIV (0x0D)
register to 0. The two externally connected 2.4 GHz antennas A1 and A2 are
enabled by setting ANT SEL bit of the same register to 0 and 1 respectively in
the TinyOS driver program. At any instant of time only one of the antennas is
enabled by the application and the time taken to switch between the two anten-
nas is less than 100 ns [19]. Hence the power consumed by the CU is equivalent
to that of a single antenna device.

6 Experiments and Results

6.1 Test Environment

In order to authenticate a legitimate device, there are two main factors to be
identified: (i) The optimal displacement between the two antennas of CU to gain
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a large RSSI difference, (ii) An upper bound distance between CU and device.
In order to get uncorrelated signal characteristics, we placed the two receiving
antennas of CU 7 cm (> λ/2) apart and incremented the separation in steps
up to 30 cm1. We conducted the first set of experiments by placing CU and the
device off-body and the second set for on-body. In the following subsections we
describe the test set up for off-body and on-body environments.

(a) Off-body set up environ-
ment. CU: Control Unit, B: De-
vice, E1-E6: Eavesdroppers

(b) Off-body set up: The
device to be authenti-
cated placed close to one
of the antennas of CU

(c) CU on-body: Sub-
ject wearing CU and
holding the device to
be paired in close prox-
imity

Fig. 2. Test environment

CU off-body: The experiments were conducted in a room of dimension 3.9 ×
3m2 as shown in Fig. 2a. Figure 2b shows the off-body set-up where both CU and
the device were placed on a table. These experiments were conducted to study
the off-body channel characteristics and the ability of authenticating a device
when CU is present off-body. Experiments were conducted by placing the device
B at different distances d varying from 1 cm to 30 cm with respect to antenna
A1 of CU. Evaluation was done by placing the device at various angles, e.g. 0◦,
45◦ and 90◦ w.r.t A1, and also repeated for the antenna A2.

The tests were conducted for inter-packet intervals t of 250 ms, 100 ms, 50 ms,
10 ms and 5 ms respectively. For the experiments we set the number of packets
exchanged between CU and device to be N = 250.

CU on-body: In this set-up, CU was placed on the body of a subject as shown
in Fig. 2c and the device B to be authenticated was held in close proximity of
the CU. The distance between the two receiving antennas D was varied from
10 cm to 30 cm, and for various D the distance d between CU and device was also
changed2. A similar set of experiments to that of off-body set-up were conducted.
1 For 2.4 GHz, λ = 12.5 cm
2 We believe that the use of specialised antennas like micro-strip antennas and button

antennas as well as advances in wearable technologies more generally, will allow such
levels of spatial diversity in the near future [8,17].
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6.2 Results

In this section we evaluate the experimental results obtained for off-body and
on-body scenarios. We analyse the set of results obtained when the device was
aligned to A1 of CU.

CU off-body: From Fig. 3, one can observe that for d = 1 cm, RSSI obtained
at A1 is greater than that of A2 and the RSSI obtained at both the antennas
decrease as the distance d of the device increases with respect to CU. From
Figs. 3a and b it can be observed that the difference in the RSSI obtained at A1
and A2 substantially reduces when d increases from 1 cm to 15 cm. On further
increasing d to 30 cm, the RSSI of A1 and A2 almost coincide.

(a) d = 1cm, RDavg = 18.21 (b) d = 15cm, RDavg = 5.51 (c) d = 30cm, RDavg = 3.0

Fig. 3. Results for off-body setup when D = 10 cm

Figure 5a reveals that, as the distance between the 2 antennas D increases,
the RSSI difference of A1 and A2 also increases. In contrast, for a fixed D,
the RSSI difference decreases as the distance d between the device and CU
increases. At d = 30 cm for various values of D, the RSSI difference of A1 and
A2 is substantially smaller compared to d = 1 cm.

(a) d = 1cm, RDavg = 25.6 (b) d = 20cm, RDavg = 14.9

Fig. 4. Results for on-body setup when D = 30 cm

CU on-body: Fig. 4 depicts the on-body experimental results for D = 30 cm.
The graphs reveal that the behaviour of on-body characteristics resemble the
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off-body ones. There is a comparatively large difference in the RSSI difference
of A1 and A2 when the device is very near to CU and 20 cm away from CU.
Figure 5b shows the variation of RSSI difference with d and D, which resembles
the off-body characteristics.

Comparing the RSSI difference varying with distance d for off-body and on-
body experiments from Figs. 5a and 5b respectively, it can be observed that
both the set-ups indicate similar characteristics. The results for a few additional
configurations are presented in Figs. 7 and 8 in the Appendix.

(a) RSSI difference for CU off-body
setup

(b) RSSI difference for CU on-body
setup

Fig. 5. RSSI difference with respect to distance d for various D

Fig. 6. Secret key generation (a) RSSI samples obtained at CU (b) Key generation
mechanism

Key Generation: In this section, we illustrate the secret key generation mech-
anism of our proposed protocol which utilises the RSSI samples measured by
the CU and the device during probe exchange. We present the results for one
of the on-body set-up with D = 30 cm and the device aligned to one antenna at
a distance of 1 cm from the CU. Figure 6a depicts the RSSI samples from both
antennas at CU. Figure 6b shows a subset of data (samples with index 50 to
100) from Fig. 6a overlapped with the corresponding RSSI samples at the device.
From the above figure, we observe that there is a high correlation between the
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channel characteristics of CU and the device. Though both CU and the device
are stationary, the spatial separation between the two antennas of CU result in
obtaining distinct RSSI values, approximately equal to −15 dBm and −44 dBm
on either side. By assigning 1 bit binary coding, i.e., bit 1 and 0 to the upper
and lower block respectively, CU and the device extract 100 % matching keys.

6.3 Impact of Parameter Variation

Variation of D: The two antennas of CU have to be spatially separated so
that there is no channel correlation and the characteristics of the received signals
differ. From Fig. 5, the RSSI differences obtained for D = 30 cm are much greater
than the values obtained for D = 7 cm and 10 cm. Hence we select D >10 cm as an
appropriate displacement between A1 and A2 to achieve a large RSSI difference.

Variation of d: Observing Fig. 5 for d ≤ 15 cm, the RSSI difference ranges from
25.88 to 5.51 where as for d > 15 cm, the RSSI difference drops dramatically
compared to the maximum value for each of the corresponding D. Thus, we set
the threshold values RDth for each D as shown in Table 1.

Table 1. RSSI difference threshold (RDth) for D = 10 cm, 20 cm and 30 cm

D (cm) RSSI difference threshold (RDth)

10 5.51

20 10.17

30 15.07

Effectiveness: To differentiate between a legitimate and a non-legitimate device,
several experiments were conducted for D = 20 cm, 30 cm and d was varied from
1 cm to 40 cm. For each set-up we calculated the average value of RSSI difference
from the two antennas A1 and A2 and compared with the RDth from Table 1. We
computed the acceptance rate of legitimate device and rejection rate of a non-
legitimate device by repeating the off-body experiments for 40 different positions
aligned with antenna A1 and A2 separately. We observed from our experimen-
tal results that t = 5 ms was an appropriate inter-packet interval to determine the
legitimacy of a device. Thus, in order to successfully authenticate and generate a
shared secret key of 128 bit length our protocol requires 640 ms. The success accep-
tance rate accomplished is 100% and the rejection rate of a non-legitimate device
for D = 30 cm is 100% which drops to 95% for D = 20 cm. This variation in RSSI
difference from RSSI threshold RDth is due to noise and path loss components.

7 Security Evaluation

In this section we evaluate the robustness of our system against active and passive
attacks. An attacker may impose as a legitimate device by sending probe packets
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to CU and try to pair with CU, to further gain access to the WBAN. We have
analysed the possibility of such an attack by placing multiple adversaries at
different locations as shown in Fig. 2a. The RSSI difference obtained at CU from
different adversaries is shown in Table 2. It can be seen that the RSSI difference
is significantly less than the RSSI threshold for any of the values of D from
Table 1.

Table 2. RSSI difference obtained by Eve (E1 - E6) at distances of E1= 270 cm,
E2= 360 cm, E3= 180 cm, E4 = 100 cm, E5 and E6 > 4 m for D = 10 cm

Adversary E1 E2 E3 E4 E5 E6

RSSI Difference 0.05 1.3 1.5 0.1 0.5 2.3

Additionally, an adversary can achieve high RSSI by either of the following
two possible mechanisms:

Varying transmission power attack: To evaluate our proposed protocol
against varying transmission power attack, we have placed the attacker “Eve”
at 360 cm from the CU. For each D = 10 cm, 20 cm and 30 cm, the attacker’s
transmission power was set at different levels. As seen from Table 3, though the
attacker transmits with the highest possible power, the RSSI difference at CU
is very small. The RSSI difference for Eve is in the range of 0.0 to 2.4 which is
significantly smaller than the RSSI difference threshold RDth.

Table 3. RSSI difference for d = 360 cm and varying transmitting power

D (cm) RSSI difference

Ps= 3 dBm Ps= 0 dBm Ps =−17 dBm

10 0.0 0.9 1.9

20 0.2 0.03 1.5

30 0.15 0.2 2.4

Beam-forming attack: In this type of attack, the adversary forms a focused
beam on the CU to induce an acceptable value of RSSI difference. In order to
have a focused beam with narrow-width main lobe, the attacker would require
a large antenna array [9]. The presence of such a large antenna would be eas-
ily noticeable. In addition, in our system model, the distance between the two
receiving antennas is < 40 cm, hence a beam-forming attack would be difficult
to achieve.

Robustness of key generation: A passive eavesdropper situated at any other
location will not be able to derive the same key as CU/B due to unique spatio-
temporal characteristic of the wireless channel [22]. The secret keys generated
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during secure device pairing have been verified for randomness by performing
NIST statistical tests and the results reveal that the keys generated have highest
entropy = 1. The shared randomness between any two devices is exemplified by
the mutual information (MI) [10]. The MI I(X:Y) between CU and B is 0.9896
and that of eavesdroppers placed at different locations ranges from 0.322 to
0.00225. Which is far less than that of CU and B, thereby decreasing the prob-
ability of Eve obtaining the same secret key as CU/B. Even if Eve has multiple
antennas, the MI of Eve will be further reduced due to multi-path effects and
other random factors like noise [30].

8 Conclusion

We have presented a light-weight secure device pairing protocol for WBAN which
utilizes the spatial diversity of dual-antenna devices to obtain large and distinct
values of RSS on the two antennas from a communicating node placed near
one of the antennas. In contrast, a device placed far-away cannot induce such
large difference in the measured RSSI. Hence, a nearby legitimate device can be
easily distinguished from a far-away attacker. At the same time, the considerably
different values of RSS obtained from the two spatially separated antennas are
used for shared key generation. Our experimental results demonstrate that the
success acceptance rate of a legitimate nearby device is 100%, and authentication
combined with secret key generation can be achieved in 640 ms, which is faster
by more than an order of magnitude in authentication and key generation as
compared to the most recent related work in WBAN.

A Off-Body Set-Up

Fig. 7. RSSI variation for various off-body experiments
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B On-Body Set-Up

Fig. 8. RSSI variation for various on-body experiments
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ery attack against SIMON128/256 which covers 35 out of 72 rounds with
data complexity 2123. We have implemented our attacks for small scale
variants of SIMON and our experiments confirm the theoretical bias pre-
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1 Introduction

In RFID systems, wireless tags communicate with a reader, and sensitive data
is transferred between the two parties. Although the reader may have no con-
straint on the resources, passive tags are highly constrained in resources and, in
some cases, cannot support conventional cryptographic primitives such as the
AES, SHA-256 or standard public-key cryptosystems. Tags that are built with
resources to possibly accommodate lightweight cryptographic algorithms can be
categorized into light-tags, Gen2-tags and Crypto-tags. Light-tags can perform
bitwise operations. Certain Gen2-tags can perform 16- or 32-bit operations and
have a built-in 16-bit Pseudorandom Number Generator (PRNG) and Cyclic
Redundancy Check (CRC) functionality. Finally, Crypto-tags support resource
constrained cryptographic algorithms [16].

To meet the rising demand of security primitives for RFID use in industry, the
topic of lightweight cryptography and cryptanalysis has received much attention
from the cryptographic community in the past years. As a result, various new
designs of lightweight block ciphers has been proposed and some were ISO-
standardized as CLEFIA [20] and PRESENT [10] in ISO/IEC 29192-2 [13].

SIMON [5] is a new family of lightweight block ciphers designed by Beaulieu
et al. the NSA. The aim of SIMON is to provide optimal hardware performance
for low-power limited gate devices such as RFID devices. The SIMON family has
been designed to meet hardware implementation flexibility and support efficient
implementations across a wide variety of platforms as well as several implemen-
tations on a single platform. The design supports plaintext block sizes of 32, 48,
64, 96 and 128 bits, with up to three key sizes for each block size. SIMONN/K
denotes a variant of SIMON that has a block size of N bits and a key size of K
bits. There are 10 specified (N,K) pairs, defining the family.

Typically, a Gen2 passive RFID tag allows for an area up to 2000 gate equiv-
alents (GE) to be used for security implementation. SIMON48/96 with 96-bit
security requires 763 GE with throughput 15 kbit/s [5], making it a possible
candidate for encryption in passive RFID tags. This is supported by Saarinen
and Engels in [19]. With this in mind, we stress the importance of employing
a security primitive in any scenario or environment only after it has stood the
test of rigorous cryptanalytic scrutiny. This work is considered a step into that
direction.

Previous Work. Besides the work presented in this paper, Abed et al. [1,2] pre-
sented analysis of SIMON with various techniques including linear-, differential-,
impossible differential- and rectangular attacks. In the direction of differential
cryptanalysis, the authors have presented differential attacks on reduced-round
versions of all SIMON variants. In the direction of impossible differential analy-
sis, the authors attack 13 out of 32 rounds for SIMON32/64 with data complexity
230 and time complexity 250.1, and up to 25 out of 72 rounds for SIMON128/256
with data complexity 2119 and time complexity 2195. With regard to linear crypt-
analysis, [2] presented key-recovery attacks on variants of SIMON reduced to 11,
14, 16, 20 and 23 rounds for the respective block sizes of 32, 48, 64, 96 and 128 bits
respectively.
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In [8], Biryukov et al. presented a method for searching for differentials in
ARX ciphers. The authors apply the method to SIMON and improve the pre-
vious differential characteristics to present attacks on 18 out of 32 rounds for
SIMON32/64 and up to 26 out of 44 rounds for SIMON64/128.

Contributions. In this paper we analyze the security of SIMON against impos-
sible differential-, linear- and rotational cryptanalytic techniques. In the direction
of linear cryptanalysis, we present linear characteristics for different variants of
SIMON, that can be used for key recovery attacks on SIMON reduced to 13, 15,
19, 28 and 35 rounds for the respective block sizes of 32, 48, 64, 96 and 128 bits.
Furthermore, we show an impossible differential for 10 rounds that we utilize in
investigating the possibility of a key recovery attack covering 14 out of 32 rounds
of SIMON32/64 and 22 out of 72 rounds of SIMON128/256. Additionally, obser-
vations regarding rotational cryptanalysis and differential rotational properties
of the SIMON round function and weak key classes are also investigated. Imple-
mentation details of these attacks and observations are presented in the appen-
dices. We also show a direct connection between our linear characteristic and
the differential characteristic of Abed et al. We use this connection to present
linear characteristics for different reduced-round SIMON variants to mount key
recovery attacks. Finally, we note that this paper combines the results of [3,4]
and we refer to those papers for any technical details omitted in this combined
version.

Organization. The paper is structured as follows. In Sect. 2 we present a brief
description of SIMON. In Sect. 3 we present the idea of linear attacks on SIMON
and apply it to SIMON32/64. In Sect. 4 we present the main structure of impos-
sible differential analysis on SIMON variants and discuss the different results
obtained. In Sect. 5 we present further observations that have not led directly to
attacks, but pose open and interesting research problems for further investiga-
tion. Section 6 shows the connection between linear and differential cryptanalysis
of SIMON and its application to extend the attacks to other variants of SIMON.
Finally, we conclude the paper in Sect. 7 and propose possible future directions
of research.

2 Description of the SIMON Family

SIMON has a classical Feistel structure with the round block size of 2n bits,
where n is the word size. The number of rounds of cipher is denoted by r and
depends on the variant of SIMON. For a 2n-bit string X, we use XL and XR to
denote the left, respectively right halves, of the string. The output of round r is
denoted by Xr = (Xr

R ‖ Xr
L) and the subkey used in round r is denoted by Kr.

Given a string X, (X)i denotes the i-th bit of X. Bitwise circular rotation of
string a by b position to the left is denoted by a ≪ b. Further, ⊕ and & denote
bitwise XOR and AND operations respectively.
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The function F : Fn
2 → F

n
2 used in each round of SIMON is non-linear and

non-invertible, and is applied to the left half of the state, so the state is updated
as

Xr+1 = (F (Xr
L) ⊕ Xr

R ⊕ Kr ‖ Xr
L). (1)

The F function is defined as

F (X) = (X ≪ 2) ⊕ ((X ≪ 1) & (X ≪ 8)).

The subkeys are derived from a master key. Depending on the size of the master
key, the key schedule of SIMON operates on two, three or four n-bit word regis-
ters. Detailed description of SIMON structure and key scheduling can be found
in [5].

3 Linear Cryptanalysis of SIMON32/64

Linear cryptanalysis [17] is a well-known cryptanalytic technique that was
employed on several block ciphers such as FEAL-4, DES, Serpent and SAFER
[12,14,17,21]. Linear cryptanalysis, being a known-plaintext attack, is closer to
a realistic attack scenario than e.g. differential cryptanalysis, which commonly
requires chosen-plaintext capabilities. We present several approaches to produce
linear characteristics for SIMON32/64 and present the best known linear char-
acteristic for 11-round SIMON 32/64 with the bias of 2−16. This characteristic
is then extended to 13 rounds with no additional complexity. We have imple-
mented the attack on SIMON32/64 reduced to 11 rounds to demonstrate the
validity of our analysis.

In [1], Abed et al. present a linear cryptanalysis attack on 11 rounds of
SIMON 32/64 with bias 2−11. Indeed, this is the only linear cryptanalysis of
SIMON thus far. In comparison with [1], our attacks cover more rounds on any
variant of SIMON.

We remark that both our linear attack and the linear attack of [1] are bounded
by the data complexity which is far below the complexity of exhaustive key
search. Hence, the attack presented for SIMONN/K is also applicable to other
variants with the same block length but different key sizes. For example, our
attacks on SIMON48/96 would also be applicable to SIMON48/72. Thus, we
have linear attacks on the reduced round versions of all 10 variants of SIMON.
In the round function of SIMON, the only non-linear operation is the bitwise
AND. Note that, given single bits A and B, then Pr (A & B = 0) = 3

4 . Hence,
we can extract the following highly biased linear expressions for the F function:

Approximation 1 : Pr ((F (X))i = (X)i−2) = 3
4 ,

Approximation 2 : Pr ((F (X))i = (X)i−2 ⊕ (X)i−1) = 3
4 ,

Approximation 3 : Pr ((F (X))i = (X)i−2 ⊕ (X)i−8) = 3
4 ,

Approximation 4 : Pr ((F (X))i = (X)i−2 ⊕ ((X)i−1 ⊕ (X)i−8)) = 1
4 .

(2)
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In the following, we use P to denote a plaintext. Given the round function (1)
and Eq. (2) we can extract the following linear expression for the first round of
the SIMON:

(PR)2 ⊕ (PL)0 ⊕ (X1
L)2 = (K1)2. (3)

Equation (3) holds with probability 3
4 . With the help of the above expression,

we can extract a 3-round linear expression as follows (see Fig. 1):

(Xi−1
R )2 ⊕ (Xi−1

L )0 ⊕ (Xi+2
R )0 ⊕ (Xi+2

L )2 = (Ki)2 ⊕ (Ki+2)2. (4)
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Fig. 1. A 3-round linear characteristic for SIMON.

Equation 4 can be used to produce a 7-round linear expression as

(Xi−1
R )2 ⊕ (Xi−1

L )0 ⊕ (Xi+2
R )0 ⊕ (Xi+2

L )2 ⊕ (Xi+3
R )2 ⊕ (Xi+3

L )0 ⊕ (Xi+6
R )0 ⊕ (Xi+6

L )2

= (Ki)2 ⊕ (Ki+2)2 ⊕ (Ki+4)2 ⊕ (Ki+6)2

The above expression can be simplified to the following.

(Xi−1
R )2 ⊕ (Xi−1

L )0 ⊕ (F (Xi+2
L ))0 ⊕ (Xi+6

R )0 ⊕ (Xi+6
L )2

= (Ki)2 ⊕ (Ki+2)2 ⊕ (Ki+3)0 ⊕ (Ki+4)2 ⊕ (Ki+6)2
(5)

In Eq. 5, the only intermediate value is the term (F (Xi+2
L ))0. We can approx-

imate (F (Xi+2
L ))0 with some bits of plaintext as

Pr
(
(F (Xi+2

L ))0 = (Xi+2
L )14

)
= 3/4

Pr
(
(Xi+2

L )14 = (Xi+1
R )14 ⊕ (Ki+2)14 ⊕ (Xi+1

L )12
)

= 3/4

Pr
(
(Xi+1

R )14 = (Xi−1
R )14 ⊕ (Ki)14 ⊕ (Xi−1

L )12
)

= 3/4

Pr
(
(Xi+1

L )12 = (Xi−1
L )12 ⊕ (Ki+1)12 ⊕ (Xi

L)10
)

= 3/4

Pr
(
(Xi

L)10 = (Xi−1
R )10 ⊕ (Ki)10 ⊕ (Xi−1

L )8
)

= 3/4
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Then, with probability (3/4)5 and bias 2−6, we get the following expression for
F (Xi+2

L ))0:

(F (Xi+2
L ))0 = (Xi−1

R )10 ⊕ (Xi−1
R )14 ⊕ (Xi−1

L )8 ⊕ (Ki)10
⊕(Ki)14 ⊕ (Ki+1)12 ⊕ (Ki+2)14

(6)

Using Eq. 6 in Eq. 5, we can extract a 7-round linear expression with bias 2−10.
It is possible to use Eq. 5 and produce a 11-round linear expression as

(Xi−1
R )2 ⊕ (Xi−1

L )0 ⊕ (F (Xi+2
L ))0 ⊕ (F (Xi+6

L ))0 ⊕ (Xi+10
R )0 ⊕ (Xi+10

L )2
= (Ki)2 ⊕ (Ki+2)2 ⊕ (Ki+3)0 ⊕ (Ki+4)2 ⊕ (Ki+6)2

⊕(Ki+7)0 ⊕ (Ki+8)2 ⊕ (Ki+10)2.
(7)

Thus, Eq. 7 will be an 11-round linear expression with bias 2−17. We note
that similar to (F (Xi+2

L ))0, we can approximate (F (Xi+6
L ))0 with some bits of

Xi+10 with probability (3/4)5 and bias 2−6. The bias is calculated using biases
given in Table 1 and the piling-up lemma.

Table 1. The biases for an 11-round linear characteristic

Bias of 7-round linear expression 2−10

Bias of (F (Xi+6
L ))0 approximate 2−6

Bias of approximate 7–11 2−3

Unfortunately this linear expression can not yield a successful linear attack
because the required number of plaintexts exceeds the full codebook, i.e. 232.
Later, we introduce an 11-round linear expression with bias 2−16, but in this
section we use the above method and calculate a 10-round linear expression.
The bias of the 10-round linear characteristic is 2−14 as given in Table 2 and the
expression is

(Xi−1
R )2 ⊕ (Xi−1

L )0 ⊕ (F (Xi+2
L ))0 ⊕ (F (Xi+6

L ))0 ⊕ (Xi+9
R )2

= (Ki)2 ⊕ (Ki+2)2 ⊕ (Ki+3)0 ⊕ (Ki+4)2 ⊕ (Ki+6)2 ⊕ (Ki+7)0 ⊕ (Ki+8)2.

The approximation of (F (Xi+6
L ))0 can be simplified as follows, with bias 2−4:

(F (Xi+6
L ))0 = (Xi+9

R )10 ⊕ (Xi+9
L )12 ⊕ (Xi+9

R )14 ⊕ (Ki+8)14 ⊕ (Ki+9)12.

Then the 10-round linear expression gets simplified as

(Xi−1
R )2 ⊕ (Xi−1

R )10 ⊕ (Xi−1
R )14

⊕ (Xi−1
L )0 ⊕ (Xi−1

L )8 ⊕ (Xi+9
R )2

⊕ (Xi+9
R )10 ⊕ (Xi+9

R )14 ⊕ (Xi+9
L )12

=

(Ki)2 ⊕ (Ki)10 ⊕ (Ki)14 ⊕ (Ki+1)12
⊕ (Ki+2)2 ⊕ (Ki+2)14 ⊕ (Ki+3)0
⊕ (Ki+4)2 ⊕ (Ki+6)2 ⊕ (Ki+7)0
⊕ (Ki+8)2 ⊕ (Ki+8)14 ⊕ (Ki+9)12
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Table 2. The biases for a 10-round linear characteristic

Bias of 7-round linear approximation 2−10

Bias of (F (Xi+6
L ))0 approximate 2−4

Bias of approximate 7–10 2−2

3.1 A 13-Round Linear Characteristic

In this section we extend our attack by one more round to get an 11-round linear
expressions for SIMON 32/64 with bias 2−16. Once we have such an 11-round
linear characteristic we can add another one round to the beginning and one
round to the end of each characteristic to extend the attack up to 13 rounds.
The added rounds are related to the plaintext and ciphertext and free of any
approximation, because we know the input of F functions for these rounds. In
this way we have a 13-round linear characteristic for SIMON32/64.

To produce an 11-round linear characteristic, we consider the 10-round linear
expression in the previous section and add a single round at its beginning to
achieve an 11-round characteristic. In this case we have the following changes:

(Xi−1
R )2 = (Xi−2

L )2
Pr

(
(Xi−1

L )0 = (Xi−2
R )0 ⊕ (Ki−1)0 ⊕ (Xi−2

L )14
)

= 3/4

(Xi−1
R )14 = (Xi−2

L )14
(Xi−1

R )10 = (Xi−2
L )10

Pr
(
(Xi−1

L )8 = (Xi−2
R )8 ⊕ (Ki−1)8 ⊕ (Xi−2

L )6
)

= 3/4

Since the bias of the added round is 2−3, the bias of the 11-round linear expres-
sion is 2−16. Thus, when using Matsui’s Algorithm 1 to recover the key, for the
data complexity of 232 the success probability of recovering 1 bit of the key would
be 0.921 [18].

4 Impossible Differential Cryptanalysis

Impossible differential cryptanalysis was first mentioned in 1998 by Knudsen in
the analysis of DEAL [15], and further extended to an attack on IDEA by Biham
et al. at FSE 1999 [6]. The approach combines two certain properties (two differ-
entials with probability 1), one in the forward direction and one in the backward
direction, and uses a resulting conflict when both directions are joined. This
miss-in-the-middle approach is used to obtain an impossibility result. This can
be utilized in a chosen-plaintext attack by requesting encryptions of plaintext
pairs with a fixed difference, guessing key material and checking for the impossi-
bility property to discard wrong guesses. In our case, the forward and backward
differentials are truncated.

Some impossible differentials rely on the round function F being a permuta-
tion, a prominent example being the general 5-round property on Feistel schemes
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presented in [15]. However, the F function of SIMON is not a bijection, and
indeed the impossible differentials we present in the following do not rely on it
being so.

One can determine the possible output differences of the F function of
SIMON, using a fixed input difference, in the sense that we can determine the
truncated output difference. We also noted that all possible output differences
are equiprobable. We are interested in investigating for how many rounds a par-
ticular input difference can go before we are uncertain about all output difference
bits, i.e. before we have asterisks on all positions. Intuitively, using an input dif-
ference of Hamming weight one will be the best approach, as each active bit in the
input difference gives rise to 1, 2 or 3 active bits in the output difference, ignoring
the possibility of cancellations, which is less predictable. For n ∈ {16, 24, 32}, we
exhaustively tried all possible input differences and saw that this was indeed the
case. For n = 16 and n = 32, there was another pattern of Hamming weight two,
namely (0 · · · 00101) and any rotation of it, that covered equally many rounds
in one direction. However, as there was no occurrence of both 0’es and 1’s in the
last truncated difference, the resulting impossible differential would cover lesser
rounds than when using a Hamming weight one input difference. Table 3 shows
how the truncated differences progress over the rounds of SIMON for n = 16. All
progressions use the same input difference (0 · · · 01 ‖ 0 · · · 0). Other Hamming
weight one input differences would yield a progression of truncated differences
that are rotated correspondingly.

Table 3. Truncated differential pattern propagation for SIMON using word size n = 16,
with an input difference (0 · · · 01 ‖ 0 · · · 0)

32-bit block
Rounds Left Right

0 0000000000000001 0000000000000000
1 0000000*000001*0 0000000000000001
2 00000**00001**0* 0000000*000001*0
3 000***0*01*****0 00000**00001**0*
4 0******1******0* 000***0*01*****0
5 **************** 0******1******0*

Taking the n = 16 case as an example, we see that after 5 rounds of SIMON,
we have with probability 1 the truncated output difference

(∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ‖ 0 ∗ ∗ ∗ ∗ ∗ ∗1 ∗ ∗ ∗ ∗ ∗ ∗0∗).

By left rotating this right truncated difference by 7 or 9 positions, one of the
0’s will be shifted to the position of the 1. Due to the symmetry of decryption
and encryption of the Feistel scheme, we find that this provides us with two
impossibility properties:

Pr ((0001 ‖ 0000) → (0001 ≪ 7 ‖ 0000)) = 0 and
Pr ((0001 ‖ 0000) → (0001 ≪ 9 ‖ 0000)) = 0,
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where the impossible differential is over 10 rounds of SIMON. With this, we find
two impossibility properties for each input difference of Hamming weight one,
i.e. 2n in total. This property for the rotation by q = 7 is depicted in Fig. 3
of AppendixA. In the further description of the attack, we denote by Q the
set of indices for such rotations of the output difference, relative to the input
difference, and hence |Q| is the number of impossible differentials using one input
difference. For example, for Simon32/64, Q = {7, 9}.

Note that the attack described so far uses an input difference of the form
(α ‖ 0). Thus, the impossible differentials described in this section can trivially
be extended by two rounds on top of probability 1 yielding an extra 2 rounds
attacked.

Referring to AppendixA, we see that for other values of n, we do not have
both a 0 and 1 in the last truncated difference. Thus, we cannot use this for
obtaining an impossibility property, because we need to make a 0 overlap with
a 1. We can, however, trace back to the last round where the truncated output
difference on the right half contains a 1, and match this up with the last truncated
output difference containing a 0. This sacrifice means the impossible differential
covers less rounds.

4.1 Key Recovery

As the case of key recovery using the standard differentials, we encrypt for two
rounds more than the property covers. Consider a pair of output ciphertexts
(cL ‖ cR) and (c′

L ‖ c′
R). The first filter in the recovery we can apply, is to test if

Γ := F (cR) ⊕ F (c′
R) ⊕ cL ⊕ c′

L (8)

equals the right half of one of the |Q| impossible differentials, i.e. if it equals
some α ≪ q, q ∈ Q.

If it does, we try all values v of the last round key and partially decrypt for
one round to obtain the 1-round decrypted pair (uL ‖ uR) and (u′

L ‖ u′
R). We

may now test if

F (uR) ⊕ F (u′
R) ⊕ uL ⊕ u′

L (9)

equals 0. If it does, then v can be discarded forever as a possible last round key.
The attack procedure is summarized as pseudo-code in [4], and we refer to Fig. 2
for an illustration of the attack.

4.2 Analysis

In [4], we give the complexity analysis of the truncated differentials attack
described. Our findings are summarized in Table 4. We note that in all cases, our
data complexity, i.e. the required number of plaintext/ciphertext pairs, exceeds
the size of the size of the message space. As such, our impossible differential
cryptanalysis results presented cannot be considered attacks on the listed SIMON
variants. However, we include the analysis here such that it may pose an open
problem for others to consider.
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Fig. 2. Key recovery attack with impossible differentials on SIMON

Table 4. Results on key recovery on SIMON using |Q| · n impossible differentials.
The number of pairs used, n2� is determined such that the expected size of K, i.e.
the remaining key candidates, is 1% of the total subkey space 2n. The complexities
indicated with a † are computed an approximation (see [4] for the details).

Cipher Rounds |Q| Pairs Data Memory Time

Total Covered n2� 2� + n2� 2�

Simon32/64 32 14 2 233.2 233.3 229.2 244.2

Simon48/72 36 15 1 250.2 250.3 245.6 269.1†

Simon48/96 36 15 1 250.2 250.3 245.6 269.1†

Simon64/96 42 16 2 265.2 265.2 260.2 292.0†

Simon64/128 44 16 2 265.2 265.2 260.2 292.0†

Simon96/92 52 19 2 297.2 297.2 291.6 2139.7†

Simon96/144 54 19 2 297.2 297.2 291.6 2139.7†

Simon128/128 68 22 2 2129.2 2129.2 2123.2 2187.5†

Simon128/192 69 22 2 2129.2 2129.2 2123.2 2187.5†

Simon128/256 72 22 2 2129.2 2129.2 2123.2 2187.5†

5 Further Observations

In this section we briefly describe other observations on SIMON that have not led
to immediate attacks, but are interesting topics for further analysis. Specifically,
we consider SIMON from a rotational cryptanalysis perspective, and consider
analysis of repeating patterns in the key schedule.
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As for rotational cryptanalysis, it is evident that the SIMON F function is
invariant under rotation, i.e.

∀x ∈ F
n
2 ,∀j = 0, . . . , n − 1 : F (x ≪ j) = F (x) ≪ j.

This property can be combined to achieve a rotational related-key behaviour that
might be exploited as a weakness. When fixing two master keys to a related rota-
tional difference, the consequent expanded round keys exhibit, to some extent,
the same amount of rotation introduced. It is also notable through different
experiments that there is a longest common subsequence evident for later round
keys in the key scheduling.

As for repetitive patterns in the key schedule, it is still interesting to inves-
tigate the extent of the key repetition on a certain number of rounds, and what
is the size of weak key classes that exhibits this property would be.

6 Connections Between Linear and Differential
Characteristics for SIMON and Applications

Differential cryptanalysis [7] is a widely used chosen plaintext/ciphertext crypt-
analytic attack technique. In a differential attack we look for an input pair with
difference ΔX that propagates to an output pair with difference ΔY with a high
probability p. This differential characteristic is denoted by ΔX

p→ ΔY . In the
round function of SIMON, the only non-linear operation is the bitwise AND.
Hence, we can extract the following highly probable differential expressions for
the F function:

Differential characteristic 1 : (ΔX)i
1→ (ΔF (X))i+2

Differential characteristic 2 : (ΔX)i
1
2→ (ΔF (X))i+2,i+1

Differential characteristic 3 : (ΔX)i
1
2→ (ΔF (X))i+2,i+8

Differential characteristic 4 : (ΔX)i
1
4→ (ΔF (X))i+2,i+1,i+8

, (10)

where (ΔF (X))i+1,i+8 denotes differences in (i + 1)-th and (i + 8)-th bits for
ΔF (X) to be 1 and remaining bit positions of ΔF (X) are 0, and similarly for
the other expressions. Comparing Eqs. (10) with the related Eq. (2) for linear
approximations, and the fact that for linear characteristic we approximate bits
from output of F by bits from its input and for a differential characteristic we
propagate differences in bits of input to the bits of output of F , we see a unique
connection between Eqs. (2) and (10). In other words, each approximation in (2)
can be mapped to a differential characteristic in (10). There are many other
works which discuss connection between differential and linear characteristics
[9,11]. Given this observation, for an r-round differential characteristic we can
construct an equivalent r-round linear characteristic by employing the related
approximation of each specific differential characteristic of F which has been
used through an r-round differential characteristic.
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Now we investigate the strength of different variants of SIMON against lin-
ear attacks, given the above observation and the known results on differential
cryptanalysis of variants of SIMON from [1]. In AppendixC, Table 8 gives the
propagation of our linear characteristics for SIMON32/64 (for the detail of each
used approximation, see Eq. (2)). For SIMON32/64 reduced to 11 rounds, a lin-
ear characteristic based on the approach of [1] will have bias of 2−17. However,
we considered the propagation of the number of approximations for this variant
of SIMON on more rounds, and obtained the following pattern (see Table 8):

. . . , 1, 2, 1, 3, 2, 3, 1, 2, 1, 1, 0, 1, 1, 2, 1, 3, 2, 3, 1, 2, 1, 1, 0, 1, 1, 2, 1, 3, 2, 3 . . .

Based on this pattern, it is possible to generate a pattern that has bias of 2−16

for 11 rounds, as

2, 3, 1, 2, 1, 1, 0, 1, 1, 2, 1.

This is in fact the pattern that we used in the previous section to provide a
13-round linear characteristic for SIMON32/64. Based on a similar strategy, it
is possible to present linear characteristics for other variants of SIMON. We sum-
marize the parameters of our linear attacks for the different variants of SIMON
in Table 5. On the other hand, to use an approximation with the bias of ε to
mount a linear attack the expected complexity is O(ε−2) [17]. Hence, we con-
sider a case where ε ≥ 2−n+2, where 2n is the block size, and with complexity

Table 5. Summary of our linear analysis for the different SIMON variants. KR denotes
a linear characteristic that can be used through a key recovery attack; Dis denotes a
linear characteristic that can be used through a distinguishing attack; App denotes
the number of approximations and AL and AR denote active bit indices in the left,
respectively right side.

SIMON Linear expression Rounds App Bias Attack

Start AL Start AR End AL End AR

32/64 10, 6, 2, 6, 14 8, 0 2, 10, 6, 2 4 11 15 2−16 KR

32/64 4, 8, 4, 0 10, 6, 2 2, 14, 10 12 22 31 2−32 Dis

48/96 2, 18, 14, 10 12 20, 0, 20, 16 2, 22, 18 14 22 2−23 KR

48/96 2, 18, 14, 10 12 10, 22, 6, 6 8 23 46 2−47 Dis

64/128 2, 26, 22, 18 20 2, 26, 22, 18 20 17 28 2−29 KR

64/128 2, 26, 18, 28,

14, 28, 62,

24, 10

30, 0, 26, 12 2, 26, 18, 28,

14, 28, 62,

24, 10

30, 0, 26, 12 25 60 2−61 Dis

96/144 2, 46, 42, 46,

38

0, 40 2, 46, 42 44 27 46 2−47 KR

96/144 2, 42, 38, 34,

46, 38, 30

0, 40, 32 36, 0, 40, 36,

32

2, 42, 38, 34 36 70 2−71 Dis

128/256 52, 0, 56, 52,

48

2, 58, 54, 50 2, 58, 54, 50 52 34 63 2−64 KR

128/256 36, 0, 48, 40,

36, 32

2, 50, 42, 38,

34, 62, 46,

38, 30

2, 50, 42, 38,

34

0, 48, 40, 32 52 127 2−128 Dis
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Table 6. Summary of our linear analysis for the different SIMON variants s.t. we can
mount a linear attack with success probability p = 0.997. App denotes the number of
approximations and AL and AR denote active bit indices in the left, respectively right
side.

SIMON Linear expression Rounds App Bias

Start AL Start AR End AL End AR

32/64 10, 6, 2 4 0, 8, 0, 8, 4 2, 10, 6 10 13 2−14

48/96 2, 18, 14, 10 12 2, 22, 18 20 13 19 2−20

64/128 2, 26, 22, 18 20 2, 26, 22, 18 20 17 28 2−29

96/144 2, 46, 42, 46, 38 0, 40 0, 0, 4 2, 46 26 45 2−46

128/256 2, 58, 54, 50 52 2, 58, 54, 50 52 33 59 2−60

8ε−2 the success probability of key recovery attack is 0.997 [1,17]. Our results
for different variants of SIMON when ε ≥ 2−n+2 are presented in Table 6.

In the following, let (X)[i1, . . . , im] be short notation for the XOR of bits at
indices ij of X where j = 1, . . . ,m, i.e. (X)[i1, . . . , im] = (X)i1 ⊕ · · · ⊕ (X)im .
Using Table 8 as an example for SIMON32/64, it is possible to extract a linear
expression for each SIMON variant that involves only input, output and key bits
as follows.

11-round linear expression for SIMON32/64

(PR)[0, 8] ⊕ (PL)[2, 10, 14]

⊕ (CR)[6, 10] ⊕ (CL)4
=

(K1)[0, 8] ⊕ (K2)[2, 6, 10] ⊕ (K3)4

⊕ (K4)[6, 10] ⊕ (K5)8 ⊕ (K6)10

⊕ (K8)10 ⊕ (K9)8 ⊕ (K10)[6, 10] ⊕ (K11)4

. (11)

14-round linear expression for SIMON48/96

(PR)12 ⊕ (PL)[2, 10, 14, 18]

⊕ (CR)[0, 16] ⊕ (CL)[2, 18, 22]
=

(K1)12 ⊕ (K2)[2, 14, 18] ⊕ (K3)[0, 16]

⊕ (K4)[2, 18, 22] ⊕ (K5)20 ⊕ (K6)[2, 22]

⊕ (K7)0 ⊕ (K8)2 ⊕ (K10)2

⊕ (K11)0 ⊕ (K12)[2, 22] ⊕ (K13)20

⊕ (K14)[2, 18, 22]

. (12)

17-round linear expression for SIMON64/128

(PR)20

⊕ (PL)[2, 18, 22, 26]

⊕ (CR)[2, 18, 22, 26]

⊕ (CL)20

=

(K1)20 ⊕ (K2)[2, 22, 26] ⊕ (K3)[0, 24]

⊕ (K4)[2, 26, 30] ⊕ (K5)28 ⊕ (K6)[2, 30]

⊕ (K7)0 ⊕ (K8)2 ⊕ (K10)2

⊕ (K11)0 ⊕ (K12)[2, 30] ⊕ (K13)28

⊕ (K14)[2, 26, 30] ⊕ (K15)[0, 24] ⊕ (K16)[2, 22, 26]

⊕ (K17)20

. (13)
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27-round linear expression for SIMON96/144

(PR)[0, 40]

⊕ (PL)[2, 38, 42]

⊕ (CR)[2, 46, 42]

⊕ (CL)44

=

(K1)[0, 40] ⊕ (K2)[2, 42, 46] ⊕ (K3)44

⊕ (K4)[2, 46] ⊕ (K5)0 ⊕ (K6)2

⊕ (K8)2 ⊕ (K9)0 ⊕ (K10)[2, 46]

⊕ (K11)44 ⊕ (K12)[2, 42, 46] ⊕ (K13)[0, 40, 41]

⊕ (K14)[2, 38, 42] ⊕ (K15)[36, 41, 42] ⊕ (K16)[2, 38, 39, 42]

⊕ (K17)[0, 40] ⊕ (K18)[2, 42, 46] ⊕ (K19)44

⊕ (K20)[2, 46] ⊕ (K21)0 ⊕ (K22)2

⊕ (K24)2 ⊕ (K25)0 ⊕ (K26)[2, 46]

⊕ (K27)44

. (14)

34-round linear expression for SIMON128/256

(PR)[2, 50, 54, 58]

⊕ (PL)[0, 48, 56]

⊕ (CR)[2, 50, 54, 58]

⊕ (CL)52

=

(K1)[2, 50, 54, 58] ⊕ (K2)52 ⊕ (K3)[2, 54, 58]

⊕ (K4)[0, 56] ⊕ (K5)[2, 58, 62] ⊕ (K6)60

⊕ (K7)[2, 62] ⊕ (K8)0 ⊕ (K9)2

⊕ (K11)2 ⊕ (K12)0 ⊕ (K13)[2, 62]

⊕ (K14)60 ⊕ (K15)[2, 58, 62] ⊕ (K16)[0, 56, 57]

⊕ (K17)[2, 58, 54] ⊕ (K18)[52, 57, 58] ⊕ (K19)[2, 54, 55, 58]

⊕ (K20)[0, 56] ⊕ (K21)[2, 62, 58] ⊕ (K22)60

⊕ (K23)[2, 62] ⊕ (K24)0 ⊕ (K25)2

⊕ (K27)2 ⊕ (K28)0 ⊕ (K29)[2, 62]

⊕ (K30)60 ⊕ (K31)[2, 58, 62] ⊕ (K32)[0, 56]

⊕ (K33)[2, 58, 54] ⊕ (K34)52

. (15)

7 Conclusion and Open Problems

In this paper we analyzed the security of SIMON family against linear-, impos-
sible differential- and rotational cryptanalysis techniques. Based on this analysis
we presented several attacks and observations. We have shown that there is a
direct connection between linear characteristics and differential characteristics of
SIMON. In particular, given a differential characteristic for an r-round variant
of SIMON, it is possible to generate an r-round linear characteristic although
the probability of these characteristics would not necessarily be the same. The
significance of this approach is that any progress on providing a better differ-
ential characteristic may be directly used to provide a better linear characteris-
tic. We exploited this property to provide the best known linear cryptanalysis
results for reduced round variants of SIMON. Although the presented results are
advanced compared to the previously known results on the linear cryptanaly-
sis of SIMON, they only cover less than half of the cipher rounds. This work
introduced several open problems that are worth exploring, e.g. in the possibil-
ity of improving complexities of impossible differential attacks presented or to
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provide a better understanding of the linear hull behavior of SIMON over differ-
ent number of rounds. Finally it would be interesting to use different properties
to utilize the differential and linear characteristics link to introduce better attack
results.

A Addenda to Impossible Differentials Cryptanalysis

In this appendix, we provide an example on impossible differential for Simon32/64
in Fig. 3. A detailed description on the attack and its complexity analysis can be
found in an extended version of this part, see [4].

B Experimental Results of Linear Cryptanalysis for
SIMON32/64

We evaluated the theoretical results presented in Eq. 11 for 11-round SIMON32/64
experimentally. Table 7 presents the results. It shows that experimental results
justify the theory and the bias of the presented path is not less than 2−16.

Table 7. Experimental results for the linear characteristic of 11-round SIMON32/64 of
Eq. 11. Pn is the number of known plaintexts; Cn is the number of plaintext/ciphertext
pairs that satisfy Eq. 11; p = 1/2 + ε is the probability that Eq. 11 holds.

Pn log2 Pn Cn p = 1/2 + ε log2 ε

179702664 27.42 89867759 0.5000914 −14.004

1073741824 30.00 536877274 0.500005925 −12.635

2526206249 31.23 1263137717 0.50001369 −15.078

4294967296 32.00 2147550464 0.500015557 −16.028

C Sequences of Approximation Used Through Driving
the Linear Characteristic of Each Variant of SIMON

In Table 8 we give the propagation of our linear characteristics for SIMON32/64.
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F k0

F k1

F k2

F k3

F k4

F k5

F k6

F k7

F k8

F k9

0000000000000001 0000000000000000

0000000*000001*0 0000000000000001

00000**00001**0* 0000000*000001*0

000***0*01*****0 00000**00001**0*

0******1******0* 000***0*01*****0

**************** 0******1******0*

0000000010000000 0000000000000000

0000000000000000 0000000010000000

0000000010000000 *000001*00000000

*000001*00000000 00001**0*00000**

00001**0*00000** *01*****0000***0

*01*****0000***0 1******0*0******

Fig. 3. A 10-round impossible differential for Simon32/64. Tracing truncated output
differences in respectively forward and backward directions give a contradiction on the
right half truncated mask after 5 rounds, where a 0 overlaps a 1.
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Table 8. Sequences of approximation for SIMON32/64. AL and AR denote the active
bits in the left and right side respectively and App. denotes the approximation used
for the corresponding bit(s) of AR.

AL AR Used App. # App.

10, 6, 2, 6, 14 8, 0 1; 1 2

4, 8, 4, 0 10, 6, 2 1; 1; 1 3

10, 6, 2 4 1 1

8, 8, 4 10, 6 1; 1 2

10, 6 8 1 1

8 10 1 1

10 – – 0

8, 8 10 1 1

10, 6, 6 8 1 1

4, 8, 4 10, 6 1; 1 2

2, 10, 6, 2 4 1 1

0, 8, 0, 8, 4 2, 10, 6 1; 1; 1 3

2, 14, 10, 14, 6 0, 8 1; 1 2

12, 0, 12, 8 2, 14, 10 1; 1; 1 3

2, 14, 10 12 1 1

0, 0, 12 2, 14 1; 1 2

2, 14 0 1 1

0 2 1 1

2 – – 0

0 2 1 1

2, 14 0 1 1

0, 0, 12 2, 14 1; 1 2

2, 14, 10 12 1 1

12, 0, 12, 8 2, 14, 10 1; 1; 1 3
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Abstract. Radio Frequency Identification (RFID) has been widely
ad-opted for object identification. An RFID system comprises three essen-
tial components, namely RFID tags, readers and a backend server. Con-
ventionally, the system is considered to be controlled by a single party
who maintains all the secret information. However, in some practical
scenarios, RFID tags, readers and servers could be operated by differ-
ent parties. Although the private information should not be shared, the
system should allow a valid tag to be authenticated by a legal reader.
The challenge in designing the system is preserving the tag and reader’s
privacy. In this paper, we propose a novel concept of authorized RFID
authentication. The proposed protocols allow the tag to be merely identi-
fiable by an authorized reader and the server cannot reveal the tag during
the reader-server interaction. We provide a formal definition of privacy
and security models of authorized authentication protocols under the
strong and weak notions and propose three provably secure protocols.

1 Introduction

A Radio Frequency Identification (RFID) system comprises three components:
RFID tags, RFID readers and a backend server. An RFID tag is associated with
a unique identifier which is allocated by the backend server. The typical RFID
system is established by a single party who initiates the secret keys. To identify
a tag, a reader communicates with the tag and sends the tag’s response to the
backend server. The server checks the tag’s identity by using the shared keys
and informs the reader whether the tag is valid.

Many RFID authentication protocols [13,14,23,24] have been proposed to
preserve the tag privacy in conventional systems. These protocols assume that
a reader and a server are held by a single entity. However, in some practical
scenarios, we found that tag, reader and server are relatively independent, and
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hence, the existing solutions of RFID authentication protocols are deemed to be
impractical. Consider the following scenario.

In an priviledged membership club, there are sole facilities provided for their
members exclusively, such as restaurant, massage and sauna. Each of these facil-
ities is operated by different business owners, who are paid by the owner of the
club, who is also taking membership fees from its members. Hence, these facili-
ties will allow exclusive club members only to access them and enjoy the service
provided. In order to provide this benefit to the members, the club issues a
membership card that is used to identify each member’s identity. Nevertheless,
to ensure the privacy of each member, the member would like to ensure that
his/her identity will remain private whenever he/she is enjoying those services.
Otherwise, these facilities will not be attractive to the members, if they have to
sacrifice their privacy to trade for the facilities offered. In addition, the facili-
ties are also expected to prevent the sensitive customer information from being
exposed to the club, even though the members are indeed paying the member-
ship fee to the club. The current solution may sound feasible to be implemented
with an RFID system. Nevertheless, the requirement to maintain both privacy
and accountability at the same time is seemingly contradictory.

The challenge in designing authentication protocols for the above scenario is
the tag and reader’s privacy. A strong tag privacy prevents a tag being linked
in two different sessions even if the tag is completely corrupted. Most previous
protocols consider the tag untraceability under the assumption that the server is
honest and the reader can authenticate all the tags. However, it is suitable to our
scenario where the server and the reader are relatively independent. The adver-
sary who plays as an authorized reader can attempt to disclose a tag which is
not intended to be identifiable. The reader’s privacy is considered as whether the
backend server can reveal the tag’s identity during the protocol run. Specifically,
the tag is merely identifiable by the authorized reader rather than the server;
otherwise the server can obtain the merchant’s (reader) client information and
trace the tag. Unfortunately, to the best of our knowledge, existing protocols
ignore this requirement and there is no protocol that cater the reader’s privacy.
Therefore, we need new models to evaluate a protocol’s privacy and a novel
protocol is desired.

Tag impersonation is one of crucial security problems of authentication proto-
cols. Normally, it is hard to resist this attack if the tag is compromised. However,
in our system, the untrusted server can cheat the reader without corrupting the
tag by using the tag’s shared secret. Hence, the protocol needs to prevent abuse
of the shared information by the server.

Our Contributions. We introduce a novel notion of authorized RFID authenti-
cation (ARA, for short) protocols. In an ARA protocol, a reader is required to be
authorized prior to identifying a tag and the server is blind regarding the tag which
is being identified. The exiting protocols allow the server to disclose the tag’s iden-
tity, which is not desirable for systems which require strong privacy protection. In
this paper, provide three constructions. First, we propose a concrete construction
based on the symmetric key cryptography. The protocol provides a weak privacy



110 N. Li et al.

while the tag only needs to perform hash computations. To improve the privacy,
we provide two protocols which achieve the strong privacy. The second protocol
provides constant authentication time on the reader, while the communication
cost is dependent on the number of authorized tags. The third protocol supports
the constant communication cost, while it requires exhaustive key search.

We discuss the privacy and security requirements of ARA protocols. Firstly,
a reader is only allowed to authenticate a specified group of tags which are cur-
rently authorized. It indicates the tag’s forward privacy and backward privacy.
These two notions are different from the traditional definitions. We give the
definition in Sect. 4.2. Then, the security of a tag is considered such that the
server cannot forge a tag unless it corrupts the tag. According to the proposed
threat model, the privacy and security models are classified in strong and weak.
We prove that our proposed ARA protocols are secure.

Related Work. Vaudenay [26] proposed a strong privacy model which is con-
sidered as the most complete one. The privacy of an RFID tag authentication
protocol is classified in several levels which are strong, destructive, forward and
weak. Each level is with respect to a different adversary with a set of oracle calls.
A strong adversary is allowed to corrupt a tag and continues future interactions
with the compromised tag.

Another strong privacy model was introduced by Juels and Weis [15]. The
model is based on the IND-CCA experiment and the adversary of the experiment
aims to distinguish two different tags. Later, Hermans, Pashalidis, Vercautern
and Preneel [12] proposed a new practical RFID privacy model. They defined
the “left” and “right” world that an adversary needs to decide which world is
simulated in the experiment. Many other RFID privacy models (e.g., [5–7,20])
are also presented in the literature.

Nithyanand, Tsudik and Uzun [21,22] considered the reader revocation prob-
lem in the public key infrastructure based RFID system. This problem is promi-
nent as the (passive) tag could not check the time information during the protocol
execution. The proposed solution requires a tag to equip a date display and a
user checks during the certificate verification.

The elliptic curve cryptography (ECC) based RFID authentication protocols
are acceptable by low-cost RFID tags [11,19]. Many ECC based RFID authenti-
cation protocols [2,16–18,25] were proposed. The main purpose of the ECC based
protocol is to provide the strong privacy. However, most of existing schemes have
been unfortunately broken later in [4,8–10,16].

2 System Model

In this section, we describe the entities of the ARA system and the formal
definition of ARA protocols. The system defines the following entities: Tags,
Readers and Servers.

– Tag Ti: Has a small storage and is not temper-resistant. It stores the keys in a
non-volatile memory and requires capabilities to perform hash computations
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and ECC computations depends on the protocols. It can be considered as a
membership card held by the member who initiates the tag’s secret key.

– Reader Ri: A powerful device which is authorized by a server to authenticate
a group of tags with the given period key. Ri is controlled by a merchant who
has an individual backend server.

– Server Si: Si provides the membership registration for customers and aids the
reader to authenticate a tag. The server can authorize the reader to authen-
ticate a group of tags and revoke the reader when it is no longer qualified.

The ARA protocol is executed by tag, reader and server. In the system, a
server creates a tag and publishes a set of public information, such as the public
key of the server. The member initiates the tag with the server’s information
and the keys which are chosen by himself. The public key of the tag is given to
the server when the card is activated, while the private key is unknown to the
server. To authorize a reader, the server generates a period key for the reader.
During the tag authentication, the reader needs to cooperate with the server.
However, the server cannot discover the identity of the tag which is involved in
the session. To revoke a reader, the server can let the reader’s period key be
expired.

Our protocol consists of four algorithms: server key generation (ServerKey-
Gen), tag key generation (TagKeyGen), reader authorization (ReaderAuth) and
tag authentication (Auth). The definition of algorithms are depicted as follows.

– ServerKeyGen(k) → (PK,SK): Taking as input a security parameter k, it
generates the server’s public/private key pair (PK,SK).

– TagKeyGen(T, k) → (pk, sk): Taking as input a security parameter k for the
tag T , it outputs T ’s public key pk and private key sk.

– ReaderAuth({pki},TR, sk,R) → (rsk, rpk): Taking as input a set of public
keys {pki} of tags TR, the server’s private key SK and a reader R, it outputs
a secret rsk and the reader’s period key rpk. rpk is given to the reader and
rsk is given to the server. For each run of this algorithm, the reader’s current
keys are revoked.

– Auth(sk, PK, rsk, rpk) → {T,⊥}: The tag takes as input a private key sk and
a server’s public key PK, a reader takes as input a period key rpk and the
server takes as input a secret rsk, it outputs T if the tag is authenticated, ⊥
otherwise.

3 Proposed Protocols

The concrete constructions of proposed ARA protocols are presented in this
section. The protocol in Sect. 3.1 is based on symmetric key cryptography and it
achieves basic requirements of ARA protocols. Section 3.2 shows the drawbacks
of protocol 1 and describe an ECC-based solution which the server handles most
computations of the protocol execution. Optionally, Sect. 3.3 introduces a proto-
col which only requires constant communication cost during the authentication
and provides the false output detection. As an overview, Table 1 summarizes
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the security and privacy properties of three protocols along with communication
cost, computational efficiency and tag capabilities.

We define three cryptographic hash functions H1,H2,H3, where H1 : {0, 1}∗

→ {0, 1}l, H2 : {0, 1}∗ → Z
∗
p, H3 : {0, 1}∗ → G and employ the pairing group

(g, h, p, ê,G,GT ). G and GT are two multiplicative cyclic groups of the same
prime order p. g, h are two generators of group G. The map ê : G × G → GT is
a symmetric bilinear mapping.

Table 1. Comparison of proposed protocols and tag capabilities.
√

: the protocol
achieves this property; ×: the protocol cannot provide this property; �: the protocol
achieves this property without tag corruption operations; H: requires hash compu-
tations; PK: requires ECC computations. Note that tag unforgeability is against a
malicious server who cannot corrupt tags.

Forward Backward Reader Tag Constant Constant Tag

Privacy Privacy Privacy Unforgeability Com. Cost Reader Auth. Cap.

P1 � � √ × × √
H

P2
√ √ √ √ × √

H,PK

P3
√ √ √ √ √ × H,PK

3.1 Protocol 1

Our proposed protocol 1 is based on the symmetric key cryptography. It only
requires a tag to compute hash values. The protocol achieves basic privacy
requirements of ARA protocols with a relaxed condition. We analyze the privacy
in Appendix A. The protocol is presented in Fig. 1.

– ServerKeyGen: The server generates a key space K.
– TagKeyGen: The member randomly chooses x ∈ K and sets (pk, sk) = (·, x).

The secret key sk is stored in the tag and given to the server.
– ReaderAuth: To authorize the reader R to identify a specified set of tags TR,

the server randomly chooses γ ∈ {0, 1}l, and sets (rpk, rsk) = (γ, γ).
– Auth:To authenticate a tag, the tag, reader and server interact as follows

1. The reader randomly chooses s ∈ {0, 1}l and send (s, γ) to the tag.
2. Upon receiving (s, γ), the tag selects a ∈ {0, 1}l and sends the reader the

response (a,C), where C = H1(x, a, s, γ).
3. Upon receiving the tag’s response C, the reader sends (a, s) to the server.
4. Upon receiving (a, s), the server retrieves (TR, γ). For each Ti ∈ TR, the

server computes C ′ = H1(xi, a, s, γ) then sends the reader a set {(Ti, C
′
i) :

Ti ∈ TR}.
5. Finally, the reader outputs Ti if C ∈ {(Ti, C

′
i) : Ti ∈ TR}.
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Tag T Reader R Server S
(x) (TR, γ) (R, γ, {(xi, Ti) : Ti ∈ TR})

s,γ←−−−−−−− s ∈ {0, 1}l

a ∈ {0, 1}l

C = H1(x, a, s, γ)
a,C−−−−−−−→

a,s−−−−−−−−−−−

Outputs Ti if
{(Ti,C′

i):Ti∈T←−−−−−−−−−−−−
C ∈ {(Ti, C′

i) : Ti ∈ TR}

Fig. 1. Authorized RFID authentication protocol 1.

3.2 Protocol 2

In ARA system model, tag, reader and server are relatively independent. The
key of a tag is expected to be unknown by the server since the server could abuse
the key to forge the tag. It is difficult to prevent forging a tag by the server from
using symmetric key based protocols. A trivial solution may be that the tag
sends a signed nonce to the reader. However, in this case, the tag’s response is
publicly verifiable that an adversary can identify the tag by exhaustive public
key search. Thus, tag’s identity needs to be concealed and only an authorized
reader is entitled to reveal. We then present Protocol 2 with ECC to tackle this
issue. The protocol is presented in Fig. 2.

– ServerKeyGen: The server randomly picks α ∈ Z
∗
p, and sets the public/private

key pair (PK,SK) = (gα, α).
– TagKeyGen: The member randomly chooses x ∈ Z

∗
p, and computes the tag’s

public and private keys (pk, sk) = (gx, x). (g, sk, pk, PK) are stored in the
tag and pk is given to the server.

– ReaderAuth: To authorize the reader R to identify a specified set of tags TR,
the server randomly chooses γ ∈ Z

∗
p, and sets the reader’s period rpk =

{γ, (Ti, g
xi) : Ti ∈ TR} and secret key rsk = (γ, α). The server stores

(R, rsk,TR) and sends rpk to the reader R.
– Auth: To authenticate a tag, the tag, reader and server communicate as follows.

1. The reader randomly selects B ∈ G and sends (B, γ) to the tag.
2. Upon receiving (B, γ) from the reader, the tag randomly chooses r ∈ Z

∗
p,

and computes (w, s, C1, C2, C3). It sends (C1, C2, C3) as the response to
the reader. Note that C1 is to assist reader identify a tag and hide the
value s, otherwise the tag’s response is publicly verifiable.

3. Upon receiving (C1, C2, C3), the reader forwards (B,C3) to the server.
4. Upon receiving the message (B,C3) from the reader R, for each Ti ∈

TR, the server computes (w′, Vi, Ui). Then the server replies {(Ti, Vi, Ui) :
Ti ∈ TR}.

5. Finally, the reader outputs Ti if C1 = Ui and ê(C2, g
xi+Vi) = ê(g, g),

otherwise rejects.
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Tag T Reader R Server S
(g, x, gx, gα) ({γ, (Ti, gxi ) : Ti ∈ TR}) (γ, α,TR, {gxi})

B,γ←−−−−−−− B ∈ G

r ∈ Z
∗
p

w = H2(g
αr)

s = H2(w, gx, B, γ)
C1 = H2(s)

C2 = g
1

x+s

C3 = gr C1,C2,C3−−−−−−−→
(B, C1, C2, C

)

Outputs Ti

C1=Ui and

ê
(

C2, gxi+Vi

)
= ê (g, g)

Fig. 2. Authorized RFID authentication protocol 2.

3.3 Protocol 3

ARA protocol 2 engages the reader to perform constant computations during
the tag authentication. Instead, the server needs to send the reader a set of
possible values for tag identification. In some scenarios where the communication
bandwith is limited, it is desired to reduce the size of the set. Hence, we introduce
third protocol which only transfers one group element from the server to the
reader. Additionally, we consider a new attack that the server may cheat a reader
by replying a random value which is called false output. Then, the reader could
not successfully authenticate a tag even the tag is valid. This attack cannot be
detected in neither protocol 1 nor protocol 2. Fortunately, our protocol 3 below
shows that it is able to determine whether the received value is a false output.
The protocol is depicted as in Fig. 3.

– ServerKeyGen: The server picks α, where α ∈ Z
∗
p, and sets the public key

PK = hα and the private key SK = α.
– TagKeyGen: The member randomly chooses x ∈ Z

∗
p and computes the tag’s

public and private keys (pk, sk) = (hx, gx). (g, sk, PK) are stored in the tag
and pk is given to the server.

– ReaderAuth: To authorize the reader R to identify a specified set of tags TR,
the server randomly chooses a secret γ ∈ Z

∗
p, and computes gγ . For each

tag Ti ∈ TR, the server computes (hxi)αγ and sets the reader’s period key
rpk = {gγ , (Ti, h

αxiγ) : Ti ∈ TR} and the secret rsk = (γ, α). The server
stores (R, rsk,TR) and sends rpk to the reader R.

– Auth: To authenticate a tag, the following steps are implemented.
1. The reader randomly selects B ∈ G and sends (B, gγ) to the tag.
2. Upon receiving (B, gγ) from the reader, the tag chooses two random num-

bers r, s ∈ Z
∗
p, and computes a tuple (C1, C2, C3, C4, C5). It sends the tuple

to the reader as a response.
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3. Upon receiving the response, the reader checks ê(C2, C4)
?= ê(g,A). If it

holds, the reader forwards (B,C3, C4, C5) to the server.
4. Upon receiving the message (B,C3, C4, C5) from the reader R, the server

retrieves (γ, gγ) and check ê(C3, A
′) ?= ê(hα, C5). If it holds, the server

calculates and sends V = Cγ
3 to the reader.

5. Finally, the reader authenticate the tag according to the server’s response.
Firstly, the checks the equation ê(V, g) ?= ê(C3, g

γ). If the equation does
not hold, the reader outputs false. After that, the reader computes ê(V,C1)
and checks whether there exists a pair (Ti, h

αxiγ) ∈ rpk, such that
ê (V,C1) = ê (hαxiγ , C2). The reader outputs Ti if the above equation
holds, otherwise rejects.

Tag T Reader R Server S
(gx, hα () {gγ , (Ti, hαxiγ) : Ti ∈ TR}) (hα, γ, gγ)

B,gγ

←−−−−− B ∈ G

r, s ∈ Z
∗
p

C1 = gxrs

C2 = gr, C3 = h
α
s

C4 = H3(B, gγ , C1, C3)
1
r

C5 = H3(B, gγ , C4, C3)
1
s

C1,··· ,C5−−−−−→
A = H3(B, gγ , C1, C3)

ê(C2, C4)
?
= ê(g, A)

B,C3,C4,C5−−−−−−−−→A′ = H3(B, gγ , C4, C3)

ê(C3, A′) ?
= ê(hα, C5)

V = Cγ
3

ê(V, g)
?
= ê(C3, gγ)

V←−−−−−−−−
ê (V, C1)

?
= ê (hαxiγ , C2)

Fig. 3. Authorized RFID authentication Protocol 3.

3.4 Efficiency

We compare the efficiency in Table 2. In Protocol 2, C1 is used for the reader
to quickly identify the tag, and C2 is for identity verification. The main com-
putational cost of reader is dominated by computing gH2(Vi,B) and ê(C2, g

xi ·
gH2(Vi,B)) for the verification, where ê(g, g) can be pre-computed. This protocol
requires the server to compute all potential hash values for the reader. The com-
munication cost therefore is all Vi for each tag in TR. The server can send all
hash values in sequences to eliminate sending Ti. In protocol 3, the communica-
tion cost and the computational cost of server is constant-size and independent
of the size of TR. The price to pay of this protocol is a liner computation cost on
the reader. The reader needs to identify the potential tag one by one until the
correct one is found. The computation time therefore is linear in n for |TR| = n.
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Note that Protocol 2 is suitable for computationally weak readers without
bandwidth limitation, while Protocol 3 fits for scenarios of limited bandwidth.

Table 2. Efficiency of two Protocols. Here, we assume the reader can identify n tags
(i.e., |TR| = n).

Protocols Reader Computation Communication Server Computation

Cost Cost Cost

Protocol 2 G+ê 2n|Zp| G + 2nH2

Protocol 3 (n + 1)ê |G| G + ê

4 Privacy and Security Models

In this section, we consider the privacy and security models of authorized authen-
tication protocols. We assume that the communication channel between the
reader and the server is secure.

4.1 Adversaries and Oracles

We define a set of oracles and four attacks which respectively aim at different
goals. In the particular attack, the ability of an adversary is regarded as the
actions executed by oracle calls.

Definition 1 (Oracles). The adversary plays with the challenger by given pub-
lic information of the system and the following oracles.

– TagCorrupt(T ) → sk: On input a tag T , it outputs the tag’s private key sk.
– ReaderAuth(TR) → rpk: On input a set of tags TR, it outputs the reader’s

period key rpk.
– SendTag(T,m, π) → m′: On input a tag T , a message m and a session π, it

sends the message m to the tag and receives the tag’s response m′.
– SendServer(m) → m′: On input a message m, it sends the message m to the

server and receives the response m′.
– Challenge(m∗, T ∗) → C∗: On input a message m∗ and a target tag T ∗ which

is not issued to ReaderAuth oracle, it flips a coin b and outputs a response C∗

regarding to the tag T ∗ (if b = 1) or a random tag T ∗′ (if b = 0). This oracle
can be called at most once of a game.

Definition 2 (Strong and weak adversaries). We define four types of attacks
as follows.

– Forward attack: The adversary plays as a malicious reader who attempts to
trace the tags’ previous communications after it has been authorized by the
server.
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– Backward attack: The adversary plays as a malicious reader who attempts to
trace the tags’ future communications after it has been revoked by the server.

– Outside attack: The adversary plays as a dishonest server who attempts to
discover the tag which is authenticating by the reader.

– Impersonation attack: The adversary plays as an impersonator who is not the
tag holder attempts to impersonate the tag which is not compromised without
being detected.

A strong adversary can access all above oracles and launch all above attacks
while a weak adversary cannot access the TagCorrypt(·) oracle.

4.2 Privacy and Security Models

Forward Privacy. The forward privacy game allows the adversary A to launch
the forward attack. In the ARA system, a reader R may be authorized to authen-
ticate a tag T in a certain period P of time. However, R shall not be able to
interpret T ’s sessions prior to P since R is unauthorized to authenticate T out-
side the time P . In the forward privacy game, A is given the reader’s current
period key and attempts to decide whether the tag which can be authenticated
currently was involved in the previous interactions.

The forward privacy game is defines in two phases, which are Forward Phase
and Backward Phase. A plays with the challenger as follows.

– Setup: The challenger runs the algorithms ServerKeyGen and TagKeyGen to
generate the server and tags’ public/private keys (PK,SK) and {(pki, ski)},
respectively. The challenger gives public keys to A.

– Forward Phase: The challenger sets the reader’s period key and A can query
Challenge(·) for the challenge. A interacts with the challenger through the
oracles which can be accessed by the classified type of A.

– Backward Phase: The challenger refreshes the reader’s period key and A inter-
acts with the challenger through the oracles which can be accessed by the
classified type of A.

– Guess: A outputs a bit b′ and wins the game if b′ = b.

Definition 3. An authorized authentication scheme provides forward privacy if
there is no A who wins the above game with the probability Pr[b′ = b] ≥ 1

2 + ε,
where ε is negligible.

Backward Privacy. The backward privacy game allows the adversary A to
launch the backward attack. It is different from the forward attack that a reader
R attempts to trace the tag after R has been revoked. In the backward privacy
game, A is given the reader’s current period key to authenticate the tags, while
A needs to decide whether a tag involves in the future interactions after the
reader was revoked.

The backward privacy game is defined in two phases, which are Forward Phase
and Backward Phase. A plays with the challenger as follows.
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– Setup: The challenger runs the algorithms ServerKeyGen and TagKeyGen to
generate the server and tags’ public/private keys (PK,SK) and {(pki, ski)},
respectively. The challenger gives public keys to A.

– Forward Phase: The challenger sets the reader’s period key and A interacts
with the challenger through the oracles which can be accessed by the classified
type of A.

– Backward Phase: The challenger refreshes the reader’s period key and A can
query Challenge(·) for the challenge. A interacts with the challenger through
the oracles which can be accessed by the classified type of A.

– Guess: AF outputs a bit b′ and wins the game if b′ = b.

Definition 4. An authorized authentication scheme provides backward unlinka-
bility if there is no A who wins the above game with the probability Pr[b′ = b] ≥
1
2 + ε, where ε is negligible.

Reader Privacy. The reader privacy game allows the adversary A to launch the
outside attack. Conventionally, the reader and the server are mutually trusted
in RFID systems. However, the reader’s privacy is needed to be considered in
ARA protocols. For instance, the server may intend to learn the identity of
the tag which is authenticating by the reader. Since the reader and the server
are operated by different parties, the reader/tag interaction should be invis-
ible to the server. In the reader privacy game, A is given the secret of the
server and attempts to distinguish the tags during the server/reader interactions.
A interacts with the challenger as follows.

– Setup: The challenger runs the algorithms ServerKeyGen, TagKeyGen and Read-
erAuth to respectively generate the server’s public and private keys (PK,SK),
tag’s public and private keys (pk, sk) and reader’s keys (rpk, rsk). The chal-
lenger gives the server and tags’ public/private keys and the reader’s period
key rpk to A.

– Query: The adversary is allowed to make queries to the oracle SendServer(·).
– Challenge: The adversary outputs two tags T0 and T1 to the challenger. The

challenger randomly chooses a bit b ∈ {0, 1}. Let Mt be the output of SendTag(·)
with respect to the tag Tb and Ms be the corresponding query to SendServer(·).
The challenger sends Ms to the adversary.

– Guess: A outputs a bit b′ and wins the game if b′ = b.

Definition 5. An authorized authentication scheme provides reader privacy if
there is no A who wins the above game with the probability Pr[b′ = b] ≥ 1

2 + ε,
where ε is negligible. We say that it unconditionally preserves the reader privacy
if ε = 0.

Tag Unforgeability. The tag unforgeability is with respect to the security of
the protocol and the attacker is referred to a malicious sever. This game allows
an adversary A to launch the impersonation attack. Clearly, it is hard to prevent
the impersonation attack if the tag is corrupted. Symmetry-key based protocols
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are not secure against this attack as a server obtains secret keys of tags during the
system setup. Hence, TagCorrupt(·) oracle cannot be queried during the game.
A attempts to forge a tag’s response to pass the authentication. It allows A to
access the secret of the server and the reader. A interacts with the challenger as
follows.

– Setup: The challenger runs the algorithms ServerKeyGen, TagKeyGen and Read-
erAuth to respectively generate the server’s public and private keys (PK,SK),
tag’s public and private keys (pk, sk) and reader’s keys (rpk, rsk). The chal-
lenger gives the server’s private key, tags’ public key and reader’s keys to A.

– Query: The adversary can query the oracle SendTag(·) to the challenger.
– Forgery: A outputs a valid session π which is not queried to the SendTag(·)

oracle.

Definition 6. An authorized authentication scheme provides tag unforgeability
if there is no A who can outputs a valid forgery of the tag with the non-negligible
advantage ε.

5 Privacy and Security Analysis

To analyze the privacy and security of protocols, we define two new complexity
assumptions which are given in Appendix A. Due to the page limitation, we refer
the readers to the full version of this paper for the proof of theorems1.

Theorem 1. Our ARA protocol 1 provides forward privacy and backward pri-
vacy against the weak adversary if H1 is pre-image resistant and provides uncon-
ditional reader privacy.

Theorem 2. Our ARA protocol 2 provides forward privacy and backward pri-
vacy against the strong adversary if the ODH assumption holds, tag unforgeability
if BB signature [3] is secure and unconditional reader privacy.

Theorem 3. Our ARA protocol 3 provides forward privacy and backward pri-
vacy against the strong adversary if the V-l-wDBDHI assumption holds, reader
privacy if the EDBDH assumption holds and tag unforgeability if k+1-Exponent
assumption holds.

6 Conclusion

In this paper, we introduced a novel concept of authorized RFID authentication
protocols. The reader’s privacy is considered as a new issue that it prevents the
server disclosing the identity of the tag which is authenticated by the reader.
Three protocols were proposed based on the different efficiency requirements.
We provided the formal definition of privacy and security models of authorized
authentication protocols and proved that our protocols are secure against the
various adversaries.
1 The full version of the paper can be requested from the authors.
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A Complexity Assumptions

Definition 7 (Oracle Diffie-Hellman Assumption [1]). Given ga, gb, a func-
tion H : {0, 1}∗ → {0, 1}l and an oracle O = H(Xb), where X �= ga, the advan-
tage of an adversary A in violating the ODH assumption is

Advodh
A,H =

∣∣Pr
[
a, b : AO(ga, gb,H(gab)) = 1

] − Pr
[
a, b : AO(ga, gb, t) = 1

]∣∣ ,

where t ∈ {0, 1}l We say that the ODH assumption holds, if Advodh
A,H is negligible.

Definition 8 (EDBDH Assumption). Let (g, p,G,GT ) be a pairing group.
Given (g, ga, gb, gc, gt), the Extended Decisional Bilinear Diffie-Hellman problem
is to determine whether gt = gabc. We say that the EDBDH assumption holds,
if no PPT algorithm A can solve the problem with non-negligible advantage.

Definition 9 (V-l-wDBDHI Assumption). Let (g, h, p,G,GT ) be a pair-
ing group. Given (g, h, ga, ga2

, · · · , gal

, ha, ha2
, · · · , hal

, gt), the Variant l-weak
Decisional Bilinear Diffie-Hellman Inversion problem is to determine whether
gt = ga2l+1

. We say that the V-l-wDBDHI assumption holds, if no PPT algo-
rithm A can solve the problem with non-negligible advantage.

Definition 10 (k+1-Exponent Assumption). Given (g, ga, ga2
, · · · , gak

), the
k+1-Exponent problem is to compute gak+1

. We say that the k+1-Exponent
assumption holds, if no PPT algorithm A can solve the problem with non-
negligible advantage.

We show that the security of EDBDH assumption is related to the security of
Decisional Bilinear Diffie-Hellman (DBDH) assumption.

Lemma 1. The EDBDH assumption holds if the DBDH assumption holds.

Proof. Suppose that there is a PPT algorithm A who can break the EDBDH
assumption. Given an instance (g, ga, gb, gc, gt), A can output whether gt = gabc

in polynomial time with non-negligible advantage. It implies that A decides
whether ê(g, gt) = ê(g, gabc) which is a solution of DBDH problem. Therefore, if
DBDH problem is intractable then the EDBDH assumption holds. �

In terms of V-l-wDBDHI, a solution of V-l-wDBDHI problem also implies that
the algorithm A can decide whether

ê(g, gt) = ê(g, ga2l+1
).

Since that V-l-wDBDHI problem is modified from l-wDBDHI problem, its secu-
rity can be bounded by using the similar strategy in the generic group model.
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Abstract. The Internet ofThingswill includemany resource-constrained
wireless sensing devices, hungry for energy, bandwidth and compute cycles.
The sheer amount of devices involved will require new solutions to handle
issues such as identification and power provisioning. In this contribution,
we analyze the energy needs of several public-key based authentication
protocols, taking into account the energy cost of communication as well
as of computation. We have built an autonomous, energy-harvesting sen-
sor node which includes a micro-controller, RF-unit, and energy harvester.
We investigate the Elliptic Curve Digital Signature Algorithm (ECDSA),
the Lamport-Diffie one-time hash-based signature scheme (LD-OTS) and
the Winternitz one-time hash-based signature scheme (W-OTS). We
demonstrate that there’s a trade-off between energy used for communica-
tion, energy used for computation, and security level. However, when we
consider the energy needs for the overall system, we show that all schemes
are within one order of magnitude from each another.

Keywords: Wireless sensor node · Public key cryptography · Digital
signatures · Elliptic curves · Hashing

1 Introduction

Wireless Sensor Nodes (WSN) systems have been extensively investigated over
the past decade and a half. These small, resource constrained devices monitor
their surroundings and they provide a real-time, distributed view on a physical
process. The Internet-of-Things, which may turn every WSN into an Internet
host, is an important opportunity for this class of devices. This contribution
looks at a specific type of WSN, one which is in capability just above a pas-
sive RFID. We consider a wireless sensor node which harvests energy from
its surroundings [27]. Energy harvesting considerably simplifies the installa-
tion and maintenance of such devices. Without battery replacement or wiring
requirements, they can be installed in physically challenging or inaccessible
environments - and their lifetime appears to become infinite. The downside of
energy harvesting is that it severely limits the energy budget available for WSN

c© Springer International Publishing Switzerland 2014
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Fig. 1. Energy harvested Embedded System

operation [17]. For example, vibration-based [13] or piezo-electric based har-
vesters [18] deliver a few microwatt up to a milliwatt; solar-based harvesters
deliver a few tens to hundreds of milliwatt [23].

Figure 1 demonstrates the topology of an energy-harvested WSN. An energy
store collects energy from a harvester. The energy store then powers up a micro-
controller and a radio. This system needs to balance the influx of energy from
the harvester with the energy consumed in computing and communicating. The
WSN will therefore operate in a duty cycle that periodically activates the com-
munication/computation subsystem, and that otherwise powers it off or keeps
it in a low-power standby mode.

We studied the implementation of public-key cryptographic primitives on an
energy harvested node. In a public-key identification protocol, a verifier sends
a random challenge to the WSN and requests a signature for it. Afterwards,
the verifier checks the signature using the WSN public key. When large num-
bers of WSN are involved, PKC is a better choice than symmetric-key cryp-
tography because of easier key distribution and key handling. The energy cost
of PKC authentication using elliptic-curve cryptography (ECC) has been previ-
ously studied and the conclusions are as follows [15]: the strategy that minimizes
the energy cost per signature is one that runs the microcontroller as fast as pos-
sible, while keeping it in a low-power state otherwise. This minimizes the loss
through static energy dissipation. Hence, in the energy-harvested sensor node
of Fig. 1, it is best to hold off on activities until the energy store has sufficient
energy to support at least one complete iteration of the signature protocol. This
contribution goes beyond this earlier effort by expanding the analysis to include
the communication overhead.

Contributions:

1. We demonstrate a WSN platform that integrates a microcontroller, a radio, an
energy-harvester, and an energy-measurement subsystem. We can accurately
measure performance as well as energy consumption of individual components
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in this system. The WSN connects to a host workstation that takes the role of
server. For example, when implementing an identification protocol, the host
workstation acts as the verifier. Our design is based on COTS components
leading to a physical proof-of-concept.

2. We measure the energy-performance characteristics of three identification
protocols, each using a different public-key algorithm. The three PKC signing
systems include the Elliptic Curve Digital Signature Algorithm (ECDSA), the
Lamport Diffie One Time Signature Algorithm (LD-OTS), and the Winter-
nitz One Time Signature Algorithm (W-OTS). The first is based on Elliptic
Curve Cryptography, while the latter two are based on hash functions. For
each type of signature, we measure both the computation energy as well as
the communication energy.

3. We perform an in-depth analysis of the energy needs for each PKC, isolating
the energy required for computations from the energy required for commu-
nications. These three PKC have very different characteristics. ECSDA is
computationally expensive, but it has relatively short signatures (e.g. 512 bit
for 128-bit security level). Hence, for a protocol based on ECDSA, the dom-
inating energy factor is attributed to computations. LD-OTS is computa-
tionally much simpler, but it carries very long signatures (e.g. 16 Kbytes
for 128-bit security level). In a protocol based on LD-OTS, the dominat-
ing energy factor is attributed to communications. Finally, W-OTS enables
a trade-off between communication cost and computation cost: by increasing
the amount of hashes, a shorter signature can be obtained (e.g. 532 bytes for
128-bit security level). Therefore, we conclude that it’s important to perform
a comprehensive analysis when assessing the energy needs from a WSN that
implements a PKC based protocol. Both the computational load, as well as
the communication load, are important factors.

Related Work: The implementation of PKC in constrained environments is
a challenging problem, and there is an extensive body of work on efficient
implementation of ECC-based and hash-based signatures. Most of this work
emphasizes performance optimization of the cryptographic algorithms. Indeed,
assuming that the microcontroller power dissipation is constant, then the energy
dissipation of an algorithm is directly proportional to its execution time. Some
examples include work by Liu [14], Mane [15], Cervenka [10], Wenger [29,30]
and Pendl [22] for public-key cryptography, by Batina for symmetric-key cryp-
tography [7] and by Rohde for hash-based signatures [25]. An additional factor
in energy budget analysis is the energy needed for communications, which leads
to additional optimization opportunities [26]. A methodology for this analysis
was previously proposed by de Meulenaer et al. for ECDSA [16], and by Wander
et al. for ECDSA and RSA [28]. Our efforts expand on this previous work in
three aspects: (a) we present actual measurement data rather than estimates,
(b) we investigate the impact of security level, and (c) we include results for
hash-based signatures.

Finally, the energy-harvesting itself poses a special challenge for the opti-
mization of cryptographic algorithms. The uncertainty in the source of energy
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has prompted researchers to propose checkpointing strategies [24] or scheduling
techniques that optimize the duty schedule of activity [9]. Furthermore, pre-
computing techniques have been proposed that can move some parts of the
calculations to an off-line phase [6]. This contribution does not yet include these
more advanced strategies, but we recognize the significance of these techniques
to enable the full potential of energy harvesting.

The remainder of the paper is organized as follows. In the next section,
we describe the target protocols used for authentication. In Sect. 3, we explain
our system architecture and the experimental setup. Section 4 describes different
operating modes of a sensor node. Next, we explain our energy model used to con-
figure the node. The resulting comparison between different signature schemes
is presented in Sect. 5. Section 6 concludes the paper.

2 Target Protocols: Signatures Based on ECC
and Hashing

In this section, we describe the identification protocols running on the energy-
harvesting WSN. We are comparing three different methods of implementing
PKC signatures, while the top-level protocol remains identical in each case. The
next few subsections describe the top-level protocol, and they briefly review each
of the PKC algorithms.

2.1 Two-Pass Unilateral Authentication

The ISO/IEC 9798-3 standard describes a mechanism for a two-pass authenti-
cation protocol using signatures. It is based on the following steps:

Server → WSN : NS (1)
WSN → Server : NS , NW , IDS , SigW (NW , NS , IDS) (2)

In this protocol, NS and NW are nonces generated by the server and WSN,
respectively, IDS is a public server ID, and SigW () is a signature scheme exe-
cuted by the WSN. The nonces guarantee freshness, while the server ID prevents
man-in-the-middle attacks. An alternate one-pass protocol is possible provided
that the Server and WSN maintain a synchronized counter or timer. In that
case, the ISO/IEC 9798-3 standard describes the following case:

WSN → Server : TW , IDS , SigW (TW , IDS) (3)

In this protocol, TW is a timestamp, assumed to be available on the WSN as
well as the server. We can implement either protocol in our setup. The signature
SigW () can be implemented in any of the three different algorithms as described
in the following subsections.
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2.2 Signatures Using ECC: ECDSA

ECDSA is a well known signature mechanism based on elliptic curve cryptogra-
phy [12]. We have implemented ECDSA using two different prime-field curves,
secp160r1 and nistp256, which have a security level of 80 bit and 128 bit respec-
tively. In ECDSA, signing costs one point multiplication, while verification costs
two. Our code is written using the RELIC library [21], and with the follow-
ing parameters. The scalar multiplication is implemented using a left-to-right
window-3 NAF multiplication, and with Jacobian Projective Coordinates. The
field operations are basic Comba multiplication and squaring, with Montgomery
reduction. SHA-1 is used for hashing and as a pseudo-random generator.

2.3 Signatures Using Hash Algorithms: LD-OTS and LD-OTS-C

The second signature algorithm uses hash functions. It was first proposed by
Lamport and Diffie as a one-time-signature scheme (LD-OTS): this implies that
a single key pair can be used for exactly one signature. The LD-OTS scheme
works as follows [8]. For a security level b, the signer generates a secret key of
4b random strings, each 2b bits long. The 4b random strings of the secret key
can be thought of as two arrays of 2b random strings: x(0, 0), .., x(0, 2b− 1) and
x(1, 0), .., x(1, 2b − 1).

At 128-bit security, the signer will create a 16 KByte secret key. The public
key is obtained by computing the digest of each of the 4b strings: y(0, 0) =
H(x(0, 0)), .., y(0, 2b−1) = H(x(0, 2b−1)) and y(1, 0) = H(x(1, 0)), .., y(1, 2b−
1) = H(x(1, 2b − 1)). Each digest is 2b bits long. At 128-bit security level, we
use SHA256. To sign a message m, the signer computes a digest over the salted
message H(m, r), and breaks this digest into 2b bits: D(0) .. D(2b − 1). The
signature is now formed by selecting a subset of the random strings from the
secret key: x(D(0), 0) .. x(D(2b − 1), 2b − 1). A signature thus is 8 Kbyte plus
the length of the salt r. To verify the signature, the verifier computes the hash
of each string in the signature: H(x(D(0), 0)) .. H(x(D(2b − 1), 2b − 1)). The
verifier also computes the digest of the salted message H(m, r), splits the digest
into bits v(0) .. v(2b − 1), and finally checks if y(v(0), 0) = H(x(D(0), 0)), ..,
y(v(2b− 1), 2b− 1) = H(x(D(2b− 1), 2b− 1)). Generating the key costs 4b hash
operations, verifying a signature costs 2b hash operations.

The LD-OTS scheme is simple, easy to compute, but it has a large signature
and key pair. Furthermore, the key can only be used a single time. This last
drawback can be eliminated by chaining: at each signing, a new key pair is
generated, the new public key is signed, and appended to the signature. This
triples the length of the message (from 8 Kbyte to 24 Kbyte), and it requires
the verifier to check all signatures in sequence. In our experimental setup, we
have implemented chaining in order to obtain a fair comparison with ECDSA.
We refer to this scheme as LD-OTS-C (with the C indicating chaining). Merkle
has proposed improvements to chaining using a hash-three, but we have not
implemented these.



128 K. Pabbuleti et al.

In our implementation of LD-OTS-C, we paid attention to the memory usage.
Indeed, a secret key of 128-bit equivalent security requires 16 KByte, which is
well over the capabilities of most microcontrollers, and which is at the limit of
the MSP430F5438 device we have used. To address this problem, we generate
the LD-OTS secret key on the fly from a 128-bit secret seed and AES in counter
mode. This drastically reduces memory usage at the overhead of recomputing
the secret key (and the public key) during signing. We have implemented two
security levels for LD-OTS: one at 80-bit security level using SHA1 as a hash
function, and a second one at 128-bit security level using SHA256 as a hash
function.

2.4 Signatures Using Hash Algorithms: W-OTS and W-OTS-C

Another improvement to the LD-OTS scheme was made by Winternitz [11]. In
the following description, we summarize the idea but have omitted some details
for brevity: refer to the literature for a formal definition.

The fundamental insight from Winternitz was to construct signatures from
hash chains rather than from isolated hash digests. A hash chain is a sequence
of digests computed as x1 = H(x0), x2 = H(x1), and so forth. In the Winternitz
One Time Signature (W-OTS) scheme, the secret key is located at the start of
the hash chain, and the public key is located at the end. A hash chain of length
l can sign a bit field of length log2(l) bits. To see how, consider this field of
log2(l) bits as an index v into the chain and return element l− v from the digest
chain as the signature for this field. Verification is now done by continuing the
hash chain for v more steps; the final element found should correspond to the
public key. To sign messages longer than a field of log2(l) bits, one can define
multiple hash chains. For a message of fixed length (say, 256 bits), there is a
trade-off between the depth of the hash chains and the number of chains (or
field length). For example, a 256 bit message can be signed using 256 chains of
length 2, or 128 chains of length 4, or 64 chains of length 8, or 32 chains of
length 16. The length of the hash chains, in turn, determines the computational
overhead of signing and verification.

Since the public key only includes the endpoints of the chains, there is a
considerable reduction in signature length possible by using fewer, but longer,
chains. In our experiments, we have experimented with chain lengths of length
2, 4, 8, and 16 and a security level of 256 bit. These require a public key size
of 4 Kbytes, 2 Kbyte, 1 Kbyte and 512 byte respectively. We settled on a chain
length of 4, which resulted in signature sizes that are halfway between ECDSA-
128 and LD-OTS-128.

Rohde et al. describe an implementation of W-OTS and a Merkle hash tree,
on constrained devices: they confirm that the implementation on AVR is feasible,
but they do not show energy consumption [25]. To get around the one-time
nature of W-OTS, we apply chaining in a similar fasion as for LD-OTS, and
we use W-OTS-C in our experiments. Table 1 shows the five schemes that we
have evaluated in our experiments: two security levels for each of ECDSA and
LD-OTS-C, and one security level of W-OTS-C.
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Table 1. Security Parameters, Algorithms, Key Sizes, and Operation Counts

Scheme Alg Public (byte) Secret (byte) Sig (w chain) Sign (Ops) Verify

(byte) (Ops)

ECDSA-80 secp160r1 20 20 40 1 Pt Mul 2 Pt Mul

ECDSA-128 nistp256 32 32 64 1 Pt Mul 2 Pt Mul

LD-OTS-C-80 SHA1 3200 3200 9600 320 SHA1 160 SHA1

LD-OTS-C-128 SHA256 8192 8192 24576 512 SHA2 256 SHA2

W-OTS-C-128* SHA256 2128 2128 4256 256 SHA2 256 SHA2
∗ For hash chains of length 4. Average operation counts.

3 System Architecture

Figure 2 shows the block diagram of our experimental setup. It consists of three
parts: (a) an energy-harvesting wireless node, (b) a server and (c) an energy-
measurement subsystem. The server authenticates the wireless node by per-
forming a standard unilateral authentication protocol over a low-cost wireless
link. The wireless node includes an solar-powered energy harvester, a microcon-
troller, and an RF frontend. The energy measurement unit monitors the energy
dissipation of the wireless node. It can distinguish communication energy from
computation energy. By controlling the timing of the energy measurement from

Fig. 2. Wireless sensor node block diagram
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within the microcontroller, we achieve precise synchronization. In the following
subsections, we describe each of the components in Fig. 2 in further detail.

3.1 Microcontroller

The MSP430F5438A [3] computes signatures on a node. The MSP430F5438A
is an ultra-low power microcontroller, optimized for resource-constrained plat-
forms [4]. It features a 16-bit CPU, 256 KB flash, 16 KB SRAM, up to 25 MHz
CPU clock and a 32 bit hardware multiplier. The full MSP430 family contains
many members, and the selected controller is a relatively high-end member of the
family. The MSP430F5438A combines active mode and five low power modes, in
which subsections of the microcontroller are disabled. Furthermore, the micro-
controller supports a wide range of operating frequencies and operating voltages.
It has an on-board configurable power management unit to adjust the core volt-
age under such conditions. The logical integration of other peripherals of the
wireless node with the microcontroller is done through a 4-wire SPI interface.

3.2 RF Transceiver

CC2500 (Texas Instruments) is a low-power RF transceiver [2]. It operates in
the 2.4 GHz ISM band and supports various programmable modulation schemes
and power levels. It has an SPI interface for configuration and data transfer. It
can perform polling-based and interrupt-based data transfers. It supports two
low power modes: the Power-Down mode, and the Wake-on-Radio mode. In
Power down mode, all the chip peripherals including radio frontend and digital
circuitry are off, consuming only 2 uA current. During this mode, the transceiver
is effectively blind for RF communications. In the Wake-On-Radio mode, the
RF receiver periodically wakes up to check for RF packets. It automatically goes
back to sleep if no packet is available. The period and stay-awake time are both
configurable.

3.3 Energy Harvester

The wireless node is passively powered through an energy harvester chip that
charges a low-leakage supercapacitor. We used the ANG 1010 chip from Anagear,
which includes a boost converter as well as autonomous logic for independent
operation [1]. The idea is that the chip can independently boot and perform ini-
tial harvesting to bring the system into a state where a sufficient level of energy
is available. Then, it will awake the microcontroller which will further complete
initialization of the wireless node, configure the RF frontend, and initialize the
ECC protocol. During operation, the microcontroller can check the level of har-
vested energy (the level of the supercapacitor voltage) through an SPI interface
on the Anagear chip.
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3.4 Server

The verifier-part of the protocol is implemented on a PC with an integrated RF
transceiver. The PC software is written in C. Using a portable cryptographic
library (RELIC, [21]), we can quickly build a protocol that runs on the MSP430
as well as on the PC.

3.5 Energy Measurement Unit

This unit precisely calculates the computation and communication energy for an
authentication. It consists of OpenADC [19,20] attached to a Spartan FPGA [5]
that accumulates the sampled current values. The OpenADC samples the dif-
ferential voltage measured over a shunt resistor in the power line of the wireless
node microcontroller or the wireless node RF frontend. The 1 kΩ shunt resistor is
high-precision, high-bandwidth. The accumulation process in the FPGA is under
control of the MSP430 by means of a trigger signal. This way, we can easily evalu-
ate the energy and timing of a specific set of events. The sample frequency of the
OpenADC depends on the clock frequency of the MSP430 microcontroller. Below
10 MHz, we set it at 20 MHz. Above 10 MHz, we increase the OpenADC sample
frequency to 30 MHz. We justify the relatively slow sample rate by observing
that we are not interested in the high-frequency components of the power, but
in the accumulated value. Furthermore, the decoupling capacitors of the chip
ensure that the measured current will approach the average current per clock
cycle.

4 Energy Model

In this section, we introduce a model that estimates the total energy needed for
an authentication that guides the design of energy harvester.

In order to calculate required energy for one authentication, we need to pre-
cisely measure both computation as well as communication energy. The required
supercapacitor voltage is calculated as follows. We consider a safety margin of
twice the required energy. As solar panel harvests energy, supercapacitor voltage
increases and MSP430 periodically monitors this level. We require:

Energy stored in capacitor>Computation + Communication Energy

C.V 2

2
> 2.(Ec + Erf ) + Eov

C.V 2

2
>

2.(Ec + Erf ) + 125
1000

V >

√
2.(Ec + Erf ) + 125

500.C
where C is supercapacitor value in Farad, V is supercapacitor voltage in Volts,
Ec is computational energy in mJ, Erf is communication energy in mJ, Eov is
energy harvester overhead which is 125mJ.
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The relation between solar panel rating, the energy needed for one signature
and the signing duty cycle can be expressed as follows.

Vsolar.Isolar = Psleep + Esig.Dutycycle (4)

where Vsolar is the rated voltage of solar panel, Isolar is the rated current of solar
panel, Psleep is the sleep mode power of the system, Esig is the energy needed
for one signature and Dutycycle denotes how often the signature is generated.

5 Results

In this section, we present experimental results of our energy measurements and
compare the performance of three signature schemes. We measure the energy
needed for computation of one signature on MSP430 and transmitting it over
RF. We also measure the signature generation and transmission time to find
the throughput of the system, i.e., number of authentications performed per
second. We use the gcc 4.6.3 cross-compiler for MSP430 family of microcon-
trollers. Table 2 shows the footprint of different signature protocol implementa-
tions. Figure 3a compares the energy consumption of different signature schemes
at 10 MHz. ECDSA is based on point multiplication over finite fields which is
computationally expensive. Hence, computational energy for ECDSA is higher
and it scales up cubically as we increase the required security level from 80–128.
However, ECDSA has smaller signature lengths. LD-OTS and W-OTS based
signatures use hash functions to generate key and signature and are relatively
easier to compute, but have longer signatures which result in higher energy for
communication. Compared to ECDSA, our results show that LD-OTS requires
8 times less computational energy at security level of 80 bit, and 30 times less
computational energy for a security level of 128 bit. On the other hand, these
hash based signatures require 100–300 times more energy for transmitting a sig-
nature compared to the short signatures of ECDSA. This clearly demonstrates
the trade-off between communication and computation.

Table 2. Code size (Bytes) of the implementations on the MSP430F5438A

ECDSA-80 ECDSA-128 LD-OTS-C-80 LD-OTS-C-128 W-OTS-C-128

Flash 35,058 38,174 21,210 23,234 17,088

RAM 2,046 2,365 3,634 8,654 406

Figure 3b shows total energy per signature as a function of the operating
frequency of the micro-controller. In general, schemes at a higher security level are
computationally more expensive, and they have a higher energy cost. The energy
increases at lower microcontroller frequencies. This is explained by the higher pro-
portion of static (parasitic) energy consumption in the microcontroller.
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(a) Energy at fCPU = 10MHz, VCPU = 2.7V
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Fig. 3. Energy consumption per authentication for ECDSA, LD-OTS-C and W-OTS-C
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Fig. 4. Energy trade-off for ECDSA, LD-OTS-C, and W-OTS-C

The faster it runs, the smaller the proportion of this static part. We notice that the
ECC based schemes are more sensitive to the microcontroller frequency than the
hash-based schemes. This is because in ECC based schemes, the energy dissipation
is largely determinedby the computations,while in hash-based schemes, the energy
cost is dominated by the communication energy cost (which does not depend on the
microcontroller operating frequency). Finally, one can also note a discontinuity in
the ECC curve at 12 MHz. This is caused by reprogramming of the power manage-
ment system of MSP430. Internal core voltage needs to be increased in order to
operate MSP430 at higher frequencies [4].

Figure 4a shows total energy per signature and as a function of signature
throughput. The different points in each curve correspond to different microcon-
troller frequencies. We believe this curve is, from an application point-of-view,
more useful than Fig. 3b because it relates throughput, security-level and energy.
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For example, this chart can tell, for a given throughput and energy budget, what
security-level is available and what algorithm can be used. Conversely, for a given
throughput and selected algorithm, this chart will tell how much energy is needed
per signature.

Figure 4b shows the normalized energy for computation and computation at
a throughput of one signature per five seconds. The energy is normalized for one
bit of equivalent security level offered by the scheme. ECC based schemes and
hash based schemes are relatively close to one another in terms of energy, when
we consider computation as well as communication. In fact, for all algorithms,
the total normalized energy (the sum of X and Y coordinates in Fig. 4b), falls
within one order of magnitude.

6 Conclusion

This work has demonstrated the exciting design space of communication, compu-
tation, and energy-harvesting for the case of cryptographic signatures. We show
an end-to-end methodology which enables complete measurement of every aspect
of a signature protocol. We apply the methodology to several different signature
schemes, including ECC-based and hash-based signature schemes. This demon-
strates the trade-off between computation energy and communication energy in
PKC signature schemes.

Our work also opens up a couple of interesting perspectives. A first aspect
are signature schemes that jointly optimize computation and communication
overhead at a given security level. For example, one could investigate how to
reduce communication overhead in hash-based schemes, or how to apply pre-
computation techniques in ECC-based schemes. A full and fair comparison of
energy-harvested cryptosystes should always consider both aspects: communica-
tion and computation.

A second perspective is the further optimization of our measurement and
prototype platform. We are developing an integrated version of Fig. 2 which
combines all components on a single PCB, and which scales down the microcon-
troller to a smaller family member. We expect that this will provide significant
reduction of energy overhead.

Finally, we wish to acknowledge the support of the National Science Foun-
dation, grant no 1314598.
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Dahab, R.: TinyPBC: pairings for authenticated identity-based non-interactive key
distribution in sensor networks. Comput. Commun. 34(3), 485–493 (2011)

22. Pendl, C., Pelnar, M., Hutter, M.: Elliptic curve cryptography on the WISP UHF
RFID tag. In: Juels, A., Paar, C. (eds.) RFIDSec 2011. LNCS, vol. 7055, pp. 32–47.
Springer, Heidelberg (2012)

23. Raghunathan, V., Kansal, A., Hsu, J., Friedman, J., Srivastava, M.: Design consid-
erations for solar energy harvesting wireless embedded systems. In: Proceedings of
the 4th International Symposium on Information Processing in Sensor Networks,
IPSN ’05, IEEE Press, Piscataway, NJ, USA (2005). http://dl.acm.org/citation.
cfm?id=1147685.1147764

24. Ransford, B., Sorber, J., Fu, K.: Mementos: system support for long-running com-
putation on RFID-scale devices. In: ASPLOS, pp. 159–170 (2011)

25. Rohde, S., Eisenbarth, T., Dahmen, E., Buchmann, J., Paar, C.: Fast hash-
based signatures on constrained devices. In: Grimaud, G., Standaert, F.-X. (eds.)
CARDIS 2008. LNCS, vol. 5189, pp. 104–117. Springer, Heidelberg (2008)

26. Struik, R.: AEAD ciphers for highly constrained networks. In: DIAC (2013).
http://2013.diac.cr.yp.to/slides/struik.pdf

27. Vullers, R., Schaijk, R., Visser, H., Penders, J., Hoof, C.: Energy harvesting for
autonomous wireless sensor networks. IEEE Solid State Circ. Mag. 2(2), 29–38
(2010)

28. Wander, A., Gura, N., Eberle, H., Gupta, V., Shantz, S.: Energy analysis of public-
key cryptography for wireless sensor networks. In: 2005 Third IEEE International
Conference on Pervasive Computing and Communications, PerCom 2005, pp. 324–
328, March 2005

29. Wenger, E., Feldhofer, M., Felber, N.: Low-resource hardware design of an elliptic
curve processor for contactless devices. In: Chung, Y., Yung, M. (eds.) WISA 2010.
LNCS, vol. 6513, pp. 92–106. Springer, Heidelberg (2011)

30. Wenger, E., Werner, M.: Evaluating 16-bit processors for elliptic curve cryptogra-
phy. In: Prouff, E. (ed.) CARDIS 2011. LNCS, vol. 7079, pp. 166–181. Springer,
Heidelberg (2011)

https://media.blackhat.com/ad-12/O%27Flynn/bh-ad-12-for-cheapskates-o%27flynn-WP.pdf
https://media.blackhat.com/ad-12/O%27Flynn/bh-ad-12-for-cheapskates-o%27flynn-WP.pdf
http://dl.acm.org/citation.cfm?id=1147685.1147764
http://dl.acm.org/citation.cfm?id=1147685.1147764
http://2013.diac.cr.yp.to/slides/struik.pdf


High Throughput in Slices: The Case
of PRESENT, PRINCE and KATAN64 Ciphers

Kostas Papapagiannopoulos(B)

Department of Digital Security, Radboud University Nijmegen,
Nijmegen, The Netherlands
kostaspap88@gmail.com

Abstract. This paper presents high-throughput assembly implementa-
tions of PRESENT, PRINCE and KATAN64 ciphers for the ATtiny
family of AVR microcontrollers. We report new throughput records,
achieving the speed of 2967 clock cycles per block encryption for
PRESENT, 1803 cycles for PRINCE and 23671 cycles for KATAN64.
In addition, we offer insight into the ‘slicing’ techniques used for high
throughput and their application to lightweight cryptographic implemen-
tations. We also demonstrate the speed-memory tradeoff by constructing
high-throughput implementations with large memory requirements.

Keywords: PRESENT · PRINCE · KATAN64 · AVR · ATtiny · High-
speed assembly implementation

1 Introduction

During the recent years, our society experienced big changes in the IT land-
scape. Starting from the development of wireless connectivity and embedded
systems, we have observed an extensive deployment of tiny computing devices
in our environment. Everyday objects transform into sophisticated appliances,
enhanced with communication and computation capabilities. Ubiquitous com-
puting is gradually becoming a reality and researchers have already identified a
wide range of security and privacy risks stemming from it.

In this new fully-interconnected, always-online environment, we rely heavily
on a huge number of daily transactions that are carried over a large distrib-
uted infrastructure and can be security-critical or privacy-related. RFID tags
on commercial products, cardiac pacemakers, fire-detecting sensor nodes, traffic
jam detectors and vehicular ad-hoc communication systems have one thing in
common: they need to establish a secure and privacy-friendly modus operandi,
under a particularly restricted environment, e.g. limited processing capabilities,
low energy consumption and/or demanding network protocols.

To provide sufficient security in such a setting, we need security primitives
that have a small footprint (low gate number and construction complexity),
reduced power consumption (since we often rely on a limited battery or on an
external electromagnetic field to supply the required energy) and sufficient speed
c© Springer International Publishing Switzerland 2014
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(to be able to communicate in real time). The new pervasive computing require-
ments, in combination with the lack of a suitable candidate (AES is usually
too expensive, despite various approaches that have been proposed to reduce
the costs of hardware and software implementations [32]), has led researchers to
establish new ciphers that are tailor-made for pervasive computing and are often
referred to as lightweight ciphers. Among the best studied algorithms are the
block ciphers CLEFIA [43], Hight [29], KATAN, KTAN-TAN [16], Klein [25],
LED [27], PRESENT [11], the stream ciphers Grain [28], Mickey [7] and Triv-
ium [17] and more recently lightweight hash functions such as SPONGENT [10],
PHOTON [26] and QUARK [6].

Our contribution. This work focuses on the software speed aspect of light-
weight cryptography, usually with CTR mode of encryption. For AVR devices
with the ATtiny RISC architecture [20] (ATtiny85 and ATtiny45), we present
new encryption throughput records for ciphers PRESENT and KATAN64 that
improve the current state of the art ([21,39,41]) and we also present the first
high-throughput implementation of PRINCE cipher. Our main tools for high-
throughput are ‘slicing’ techniques, namely the traditional ‘bitslicing’ for
PRESENT, a variant called ‘nibble-slicing’ for PRINCE and finally, hardware
slices in KATAN64. We note that all these optimization techniques incur a
large overhead in memory requirements. The ATtiny devices are low-power 8-bit
AVR microcontrollers that employ SRAM, flash and EEPROM types of mem-
ory, as well as 32 registers, an ALU1 and other peripherals. In Sects. 2, 3, 4
we explain these techniques and their effects in detail for PRESENT, PRINCE
and KATAN64 respectively and provide comparisons between them. We mea-
sure directly the number of clock cycles, SRAM memory bytes and flash memory
bytes that they require. We conclude in Sect. 5.

2 PRESENT Cipher: Bitslicing with 8-Bit Processors

This section of this work suggests a novel, bitsliced PRESENT cipher implemen-
tation that achieves high throughput performance, namely 2.9× the through-
put of the fastest non-bitsliced implementation (Papagiannopoulos, Verstegen
[38,39]) and 2.1× the throughput of the fastest bitsliced implementation to our
knowledge (Rauzy, Guilley, Najm [41]). The second focal point of this section
is to demonstrate the effects of ‘slicing’ techniques on cipher implementations.
By opting for bitsliced PRESENT, we examine the speedups achieved in the
permutation layer but also the repercussions occurring in the substitution layer
under this non-standard, bitsliced representation.

Algorithm outline. PRESENT [11] is an ultra-lightweight, 64-bit symmetric
block cipher, using 80-bit or 128-bit keys. It is based on a substitution/permutation
network and as of 2012, was adopted as a standard for lightweight block ciphers
(ISO/IEC 29192-2:2012 [3]). The full algorithm has been resistant to attempts at

1 Arithmetic Logic Unit.
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Table 1. Substitution layer. The S-box used in PRESENT is a 4-bit to 4-bit function S.

x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] C 5 6 B 9 0 A D 3 E F 8 4 7 1 2

Table 2. Permutation layer. The bit-oriented permutation network used in PRESENT.
Bit in position i of state is moved to bit position P (i).

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

P(i) 0 16 32 48 1 17 33 49 2 18 34 50 3 19 35 51

i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

P(i) 4 20 36 52 5 21 37 53 6 22 38 54 7 23 39 55

i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47

P(i) 8 24 40 56 9 25 41 57 10 26 42 58 11 27 43 59

i 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

P(i) 12 28 44 60 13 29 45 61 14 30 46 62 15 31 47 63

cryptanalysis, although attacks have shown that up to 15 of its 31 rounds can be
broken with 235.6 plaintext-ciphertext pairs in 220 operations [4,18,36].

PRESENT uses exclusive-or as its round key operation, a 4-bit substitu-
tion layer, a bit permutation network with a 4-bit period, over 31 rounds and
a final round key operation. Key scheduling is a combination of bit rotation,
S-box application and exclusive-or with the round counter. Constructions found
in PRESENT are also encountered in hash functions SPONGENT [10], H-
PRESENT [12] and in ciphers Maya [24] and SMALL PRESENT [33]. Thus
the optimizations presented here are also directly applicable to these algorithms
or to any cipher that uses either a bit-oriented permutation network or the
PRESENT S-box (e.g. the LED cipher [27]).

The cipher’s key register is supplied with the 80-bit cipher key and in every
encryption round the first 64 bits of the 80-bit key register form the round
key. To encrypt a single 64-bit block, during each encryption round, PRESENT
applies an exclusive-or with the current round key followed by a substitution and
a permutation layer. The substitution layer applies nibble-wise (4-bit) S-boxes
to the state (Table 1), while the permutation layer re-arranges the bits in the
state following a 4-bit period (Table 2). Key scheduling is done by rotating the
key register 61 bit positions to the left, applying the S-box to the top nibble of
the key register and XORing bits 15 through 19 with the round counter. There
is a total of 31 such rounds and finally we perform one last exclusive-or with the
round key (Fig. 1).

2.1 Permutation Layer Under Bitslicing

Bitslicing was first introduced by Biham [8] in order to improve the performance
of bit permutations of DES in software. We note that there exist structural
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Fig. 1. Overview schematic of the PRESENT cipher. It consists of 31 rounds, includ-
ing exclusive-or addRoundKey application, nibble-wise substitution (sBoxLayer), bit
position permutation (pLayer) and key update.

similarities between DES and PRESENT; although DES is a Feistel instead of
an SP network, both are hardware-oriented ciphers that rely heavily on bit per-
mutations which are efficient with circuit wirings, yet slow in software. Bitslicing
views our 8-bit microprocessor as a SIMD2 computer with 8 single-bit proces-
sors running in parallel. Thus, we use a non-standard, bitsliced representation
for our 64-bit PRESENT cipher block: 64 SRAM cells (each cell consisting of
8 bits) represent the 64 bit positions of the block. Due to the 8-bit size of our
cells/positions, we are able to permute 8 cipher blocks in parallel. i.e. we achieve
a bitslice factor of 8.

Normally, the permutation layer under this representation would be reduced
to simple memory cell renaming according to the permutation pattern (Table 2)
and should cost zero clock cycles. However, cell renaming for 31 cipher rounds
requires full loop unrolling, resulting in infeasible code size. Thus, we use the
following approach:

1. Load four 8-way-bitsliced cells from the SRAM to four registers.
2. Perform the nibble-based substitution layer (Sect. 2.2).
3. Store the substituted result back to SRAM cells in a permuted fashion

(Table 2).
4. Repeat this for all nibbles in the cipher block.
2 Single instruction, multiple data (SIMD), is a class of parallel computers in Flynn’s

taxonomy [23]. It describes computers with multiple processing elements that per-
form the same operation on multiple data points simultaneously.
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Essentially, the computational cost of the permutation layer drops to 64 mem-
ory loads and 64 memory stores. In order to load cells in a sequential manner
and to store in a permuted fashion, we use direct SRAM addressing (instruc-
tions lds, sts). The bitsliced permutation approach is substantially faster (in
terms of throughput) when compared to LUT approaches like merged SP lookup
tables [39] or permutation lookup tables [9]. Likewise, instruction-set-based
approaches such as bit-level manipulation/masking techniques that employ the
bld, bst instructions [37] or logical shifts [21] are also outperformed. The
ineffectiveness of several ISAs3 w.r.t. permutation operations has also been
addressed by Lee et al. [34,42], who suggested extensions to existing instruc-
tion sets in order to compute arbitrary n-bit permutations.

2.2 Substitution Layer Under Bitslicing

Despite the large throughput boost on the permutation layer, bitslicing increases
the complexity of the substitution operation and has even led to bitslicing-
oriented compilers [40]. When assuming 4-bit S-boxes, a cipher block size of
64 bits and an 8-bit architecture, performing a substitution directly via lookup
tables becomes impossible; the LUT size and addressing mode is infeasible for
the AVR ATtiny. A more viable alternative would be to first extract the bits
required out of the bitsliced representation, i.e. temporarily revert to the origi-
nal form (un-bitslicing), perform a lookup and then store back in the bitsliced
representation. Still, this procedure also implies a large performance overhead.

The best solution that has been identified so far for computing efficiently
the substitution layer of a cipher in bitsliced representation is by interpreting
the S-box as a boolean function. Bitslicing uses 8-bit cells (Sect. 2.1), each per-
taining to a position withing the cipher block. When implementing any boolean
function under bitslicing, we still maintain the SIMD parallelization, i.e. any
logical operation between two 8-way-bitsliced cells performs 8 single-bit logical
operations in parallel.

Efficient software implementation of boolean functions. In order to effi-
ciently implement a boolean function in software we point out its close resem-
blance to hardware construction of optimal circuits; in fact, we will demonstrate
that boolean function implementation in software can be solved using the same
techniques, albeit with slightly different constraints. Constructing optimal com-
binational circuits and ‘technology mapping’ in general is an intractable problem
under almost any meaningful metric (gate count, depth, energy consumption,
etc.). In practice, even a boolean function with as few as 8 inputs and a sin-
gle output would require searching over a space of 2256 such outputs and this
naturally leads us to heuristic methods.

Boyar-Peralta heuristic and Courtois extension. In 2008, Boyar and Per-
alta introduced an efficient new heuristic methodology to minimize the complex-
ity of digital circuits [2,14,15]. Their focal point was to construct efficient cipher

3 Instruction Set Architectures.
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implementations based on the notion of Multiplicative Complexity (number of
AND gates) and they produced a 2-stage methodology to optimize the circuit
over the basis {⊕,∧, 1} by first minimizing the non-linear (AND) components
and consequently the linear (XOR) components.

Courtois, Hulme and Mourouzis [19] extended this conjecture and applied
the heuristic to several S-boxes modeled by GF (2)4 → GF (2)4 boolean functions
(including the PRESENT cipher S-box). In addition to the existing multiplica-
tive complexity metric, Courtois et al. introduced the notion of Bitslice Gate
complexity as the minimum number of 2-input gates of types XOR, OR, AND
and single-input gates of type NOT needed to construct the circuit. For a silicon
implementation this notion is helpful but definitely non-optimal: certain gates
are more costly to implement, given the fact that silicon mapping often tries to
minimize the number of the cheap NAND gates. Still, we observe a case where
software-efficient boolean functions differentiate from hardware-efficient boolean
functions. AVR ATtiny instructions for XOR, OR, AND, NOT operations cost a
single clock cycle whereas there exists no native NAND operation. Consequently,
mapping the PRESENT S-boxes to XOR, OR, AND, NOT gates and translating
to software instructions outperforms any hardware-oriented mapping to NAND
gates and subsequent translation to software operations. In the ‘technology map-
ping’ context, we can view these two approaches as mappings to different cell
libraries, where the different component cost indicates the difference between
hardware and software implementation.

The results of the Courtois form the basis of an efficient software-based bit-
sliced implementation of the PRESENT cipher, both for the AVR architecture
(this work) and C-based implementations [35]. Courtois applied the 2-stage
Boyar-Peralta heuristic in combination with SAT solvers, resulting in the fol-
lowing representation for the PRESENT Sbox that has very low bitsliced gate
complexity.

T1=X2^X1; T2=X1&T1; T3=X0^T2; Y3=X3^T3; T2=T1&T3; T1^=Y3; T2^=X1;
T4=X3|T2; Y2=T1^T4; X3=~X3; T2^=X3; Y0=Y2^T2; T2|=T1; Y1=T3^T2;

where Xi=input, Yi=output and Ti=intermediate values.

This is the final form that we use for computing the PRESENT substitution layer
in the AVR ATtiny architecture and it requires 14 gates. Note that the set of
operations uses the ‘operator destination, sourceA, sourceB’ instruction
format instead of the native ATtiny ‘operator destination, source’ format.
The inherent problem is that it is not possible to reuse a computed value, unless
we store it temporarily elsewhere. With careful register usage, we maintain this
penalty to a minimum and our final implementation requires 19 clock cycles
to compute the output of a single PRESENT S-box. As a result, the 16 S-box
operations used in the bitsliced representation require 19 · 16 = 304 clock cycles
for 8 cipher blocks in parallel.



High Throughput in Slices 143

Table 3. Size (pertaining to flash and SRAM bytes) and throughput (clock cycles per
block) of AES (row 1) and PRESENT (rows 2 to 5) cipher implementations.

Implementation Flash SRAM Throughput Bitsliced

(bytes) (bytes) (cc/block)

AES, [1] 3098 - 2474 no

Eisenbarth et al. [21] 1000 18 10723 no

Papag. [38,39] ATtiny45 1794 0 8721 no

Rauzy et al., ATtiny45 [41] 1194 144 6473 yes

This work, ATtiny85 3816 256 2967 yes
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Fig. 2. Throughput vs. Size diagram for various implementations of the PRESENT
cipher.

2.3 PRESENT Performance

The suggested implementation manages to outperform all existing implementa-
tions with respect to throughput. Comparing this work with the non-bitsliced
work by Eisenbarth et al. [21], we can draw several conclusions regarding bitsliced
representations. Eisenbarth’s substitution layer is extremely efficient, consisting
of a single flash memory lookup (4 clock cycles) per 8 bits (0.5 cc4 per bit). Our
boolean-function-oriented implementation requires 19 clock cycles for an S-box
computation, i.e. 0.59 cc per bit, so slightly slower. However, this hindrance
is unimportant when considering the very slow permutation layer of Eisenbarth
et al. (154 cc per round) compared to ours (32 cc per round). We also outperform
Papagiannopoulos and Verstegen [39] due to the fact that they replace the whole

4 Clock cycles.
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SP network with lookup tables and this results in a large number of flash memory
accesses (1 memory access per 2 bits of state). However, we must stress the fact
that the bitsliced version of PRESENT increased the memory requirements by a
factor of 4, when compared to straightforward implementations [21]. Comparing
our bitsliced version with Rauzy et al. [41], we observe that we achieve a 2.1×
boost in throughput. Since the authors do not elaborate on the implementation
of the boolean function in use, memory accesses or other secondary operations
(addRoundKey, keyUpdate etc.) we cannot identify the source of this speed-up,
although we note that the authors were more efficient in terms of code size.
When examining latency, we note that all bitsliced implementations perform
inherently multiple blocks in parallel (equal to the bitslice factor). In our case,
we perform 8 block encryptions in parallel within 23736 clock cycles, resulting
in poor latency performance. It is also worth pointing out that AES [1] can out-
perform PRESENT in terms of both latency and throughput, since it encrypts
a 128-bit block (twice the PRESENT block) in fewer cycles (Fig. 2 and Table 3).

3 PRINCE: Nibble-Slicing in 8-Bit Microprocessors

In this section, we present the first (to our knowledge) ‘sliced’ implementation
of the PRINCE cipher [13] for the ATtiny architecture. Our focal points are
the substitution and the nibble (4 bits) permutation operations of the cipher.
We suggest a novel idea, namely a variation of the bitslicing technique called
nibble-slicing, in order to efficiently compute these operations. We also offer
insight w.r.t. the effects of slicing on the permutation and substitution layer and
provide a comparison between bitslicing (used in PRESENT) and nibble-slicing
(used in PRINCE).

Algorithm outline. PRINCE is a 64-bit block cipher with a 128-bit keys, based
on the F–X construction [13,31]. The key k is split into two parts of 64 bits each,
i.e. k = k1||k2 and extended to 192 bits via the following mapping:

k0||k1 → k0||k′
0||k1 = (k0||k0 >>> 1) ⊕ (k0 >> 63||k1) (1)

Now, k0 and k′
0 are used as whitening keys, while k1 is the main 64-bit used

by the 12 rounds of the cipher without any key updates. Figure 3 shows the
12 rounds of encryption. The encryption consists of a nibble-based substitution
layer S, a Shift Rows operation (SR) and a matrix multiplication M’. Operations
M’ and SR (in this order) construct the operation M (Tables 4, 5).

Fig. 3. The 12 rounds of the PRINCE cipher. k1 denotes the core cipher key, RCis are
constants, S the substitution layer and M the diffusion layer.
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Table 4. The S-Box of the PRINCE cipher, used for the S operation.

x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S[x] B F 3 2 A C 9 1 6 7 8 0 E 5 D 4

Table 5. Nibble permutation of the PRINCE cipher in the SR operation (from old
nibble position to new nibble position).

Old 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

New 0 5 10 15 4 9 14 3 8 13 2 7 12 1 6 11

3.1 Diffusion Layer Under Nibble-Slicing

Shift Rows. When comparing the substitution-permutation network of PRE-
SENT with that of PRINCE we can observe similarities and differences. The sub-
stitution operation is fairly identical in nature and similarities do exist between
the Shift Rows operation (nibble permutation) and the PRESENT bit permuta-
tion network; the SR operation is a permutation with fewer degrees of freedom
when compared to single-bit permutations. Based on this observation, we have
identified a technique stemming from bitslicing (we call it nibble-slicing) that is
custom-made for nibble-oriented permutation layers and manages to avoid mem-
ory accesses, despite the fact that we operate on a 64-bit cipher state (Fig. 4).

M ′ =

⎛
⎜⎝

Ma 0 0 0
0 Mb 0 0
0 0 Mb 0
0 0 0 Ma

⎞
⎟⎠

Ma =

⎛
⎜⎝

M0 M1 M2 M3
M1 M2 M3 M0
M2 M3 M0 M1
M3 M0 M1 M2

⎞
⎟⎠ Mb =

⎛
⎜⎝

M1 M2 M3 M0
M2 M3 M0 M1
M3 M0 M1 M2
M0 M1 M2 M3

⎞
⎟⎠

M0 =

⎛
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0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎠ M1 =

⎛
⎜⎝

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎠ M2 =

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

⎞
⎟⎠ M3 =

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

⎞
⎟⎠

Fig. 4. The M ′ operation, analyzed from top to bottom.

Nibble-slicing uses the following representation: every 8-bit register is split
into two parts (high and low, 4 bits each) and we use a total of 16 registers (thus
avoiding SRAM usage, something impossible for bitsliced representations on
ATtiny). The whole representation consists of 128 bits, i.e. two separate cipher
states (we refer to them as block 1 and block 2 – see Fig. 5). Block 1 is stored in
all high parts of the 16 registers and block 2 in all low parts of the corresponding
registers. Nibble-slicing presents similarities with vectorized computations on
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larger processors and to digit-slicing or byte-slicing techniques used to improve
speed of AES [30]. In our context, nibble-slicing essentially removes the need to
compute the SR operation and could be of similar usage for other lightweight
ciphers with a nibble-oriented permutation network (e.g. KLEIN or LED).

Fig. 5. Nibble-sliced representation of two PRINCE cipher blocks.

Matrix multiplication. Matrix multiplication (M’) is the most computation-
ally expensive operation of the PRINCE cipher. To increase speed, we try to
exploit the diagonal structure of the matrix: we view the matrix as a set of 4
by 4 matrices, then we multiply with the state nibbles with the main diagonal
of every 4 by 4 matrix. This approach works well under the nibble-sliced repre-
sentation; both high and low parts of the register are multiplied with the same
diagonal.

3.2 Substitution Layer Under Nibble-Slicing

A negative effect of nibble-slicing is the following: under this non-standard rep-
resentation, we have lost our maximum parallel processing capability; instead of
storing 8 different cipher states within a single register (bitslice factor of 8) we
store only two (bitslice factor of 2). However, this novel representation is faster
when implementing PRINCE in the AVR context compared to the original bit-
slicing method for the following reasons:

1. As mentioned, nibble-slicing in 16 registers results in an implementation that
fully avoids usage of SRAM and the penalty associated with it. Storing two
separate cipher states in such a way fits into registers and thus avoids spills
to SRAM.

2. Second, although it is still possible, we no longer have to compute the S-box
via a boolean function and we can use LUTs which are more efficient in the
ATtiny context.

Although we demonstrated in Sect. 2.2 that boolean functions are fairly effi-
cient for S-box computation, we remind that they are still slower than direct
flash memory lookups. Bitsliced PRESENT could not use lookup tables for the
substitution layer, but that is not the case for nibble-sliced PRINCE. Each reg-
ister contains two separate 4-bit values. Based on the guidelines by Eisenbarth
et al. [21] and Papagiannopoulos and Verstegen [39], we use a ‘squared’, byte-
oriented lookup table for S-box computation. During the lookup, each one of
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Table 6. Performance of the high-throughput of the AES (row 1) and PRINCE (rows
2 to 4) ciphers.

Implementation Flash (bytes) SRAM (bytes) Throughput (cc/block)

AES [1] 3098 - 2474

Shahverdi et al., T-box 1990 232 4292

Shahverdi et al., parallel 1574 24 3253

This work, ATtiny85 2382 220 1803

the 4-bit halves is substituted separately. The whole process is carried out effi-
ciently via 8-bit flash memory lookups from 256-byte tables in flash memory. In
fact, we merge the S operation with the SR operation; every time we perform a
lookup, we take into account that values need to be stored back in registers in a
permuted fashion.

3.3 PRINCE Performance

Nibble-slicing lacks in terms of throughput compared to the ‘traditional’ bitslic-
ing approach. However, the fact that LUTs are a viable option for the substi-
tution layer compensates to some extent. Our PRINCE cipher implementation
encrypts two 64-bit blocks in 3606 cc, i.e. a throughput of 1803 cc per block.
Comparing to a straightforward implementation that uses T-tables (Shahverdi
et al. [5]), we observe a throughput increase of 2.3, while memory consumption
increased by a factor of 1.16. Comparing to a parallel PRINCE implementation
(Shahverdi et al. [5]), we achieve throughput increase by a factor of 1.8 and
memory requirements increase by a factor of 1.61. AES [1] still outperforms
PRINCE (0.051 bits/cc vs. 0.035 bits/cc) (Table 6).

4 KATAN64: Hardware Parallelism Translated
to Software Slices

The third section of this work examines a different type of cipher that is not
related to SP networks and resembles a stream cipher. However, as we will point
out, certain parallel constructs in hardware can also lead us to a non-standard
representation in software that taps into parallelism – not unlike bitslicing. We
identify these cases as ‘hardware slices’.

Algorithm outline. The outline is provided in Fig. 6. The KATAN cipher [16]
was designed as a secure 80-bit block cipher with a minimal number of hard-
ware gates, while it demonstrates very slow software performance. Following the
design of KeeLoq [22], the designers chose a structure similar to a stream cipher,
resembling the two-register variant of Trivium [17], known as Bivium.

The cipher’s plaintext is loaded into two linear feedback shift registers (LFSRs)
L1 and L2. Each round several bits are taken from the registers and the cipher



148 K. Papapagiannopoulos

key. Those bits enter two non-linear boolean functions (fa and fb), while the out-
put of the boolean functions is loaded to the least-significant bits of the regis-
ters after they are shifted (or ‘clocked’). Computing the two boolean functions
fa, fb requires AND and XOR operations between the state bits, the cipher keys
and a constant value IR (irregular update) that increases diffusion. The KATAN
cipher executes a fairly large number of rounds (254) and comes in three variants:
KATAN32, KATAN48 and KATAN64 (the suffix denotes the size of the cipher
state – the key size is always 80 bits). Our implementation focuses solely on the
64-bit version, which presents additional interest w.r.t. slicing.

As mentioned, KATAN64 uses two non-linear function fa and fb in each
round which are computed as follows.

fa(L1) = L1[24] ⊕ L1[15] ⊕ (L1[20] · L1[11]) ⊕ (L1[9] · IR) ⊕ ka (2)

fb(L2) = L2[38] ⊕ L2[25] ⊕ (L2[33] · L2[21]) ⊕ (L2[14] · L2[9]) ⊕ kb (3)

where L1[i] and L2[i] denote bit positions on the two LFSR registers, IR denotes
the irregular update (constant) and ka, kb denote the two subkey bits of every
KATAN64 round. After the computation of the non-linear functions, the registers
L1 and L2 are shifted. The MSB falls off into the corresponding non-linear
function and the LSB is loaded with the output of the second non-linear function,
i.e., after the round, the LSB of L1 is the output of fb and the LSB of L2 is the
output of fa.

A specific feature of the KATAN64 construction with respect to the non-
linear functions is the following. In KATAN64, each round applies fa and fb
three times with the same key bits ka, kb. An efficient hardware implementation
can implement these three steps in parallel, a fact that will also lead us to
software parallelism.

Fig. 6. The core operation of the KATAN cipher. The two LFSR L1, L2 store the
cipher state. Several bits are extracted from L1, L2, from the cipher key (ka, kb) and
from IR in order to compute the non-linear functions fa, fb (via XOR/AND operations)
and to update the cipher state.
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The key schedule of the KATAN64 cipher loads the 80-bit key into an LFSR
(the least significant bit of the key is loaded to position 0 of the LFSR). Every
round, positions 0 and 1 of the LFSR are used as the round’s subkey k2i and
k2i+1, and the LFSR is clocked twice according to the following feedback poly-
nomial:

x80 + x61 + x50 + x13 + 1 (4)

The subkey of round i can be described as ka||kb = k2i||k2i+1 where ki = Ki for
i ∈ {0, 1, . . . , 79} (K being the 80-bit input key) or alternatively ki = ki−80 ⊕
ki−61 ⊕ ki−50 ⊕ ki−13.

4.1 KATAN64 Non-linear Functions Under Slicing

The KATAN cipher has an interesting hardware-related property that has not
been yet translated to software implementations. During each cipher round, the
64-bit version of KATAN applies the non-linear functions fa, fb three times and
these computations can be carried out in parallel (if the extra hardware gates
are available). Eisenbarth et al. suggest that implementing this property may
result in complicated shifting/masking that will increase the code size with little
or no performance gain, yet we attempt to rebut this statement.

Computing the functions fa, fb sequentially via the bld,bst bit-level instruc-
tions is very time-consuming. A single run of fb would require 7 extract (bld),
7 deposit (blst), 2 AND, 3 XOR operations and as a result 3 · 19 · 254 = 14478
clock cycles for a full encryption (the factor 3 due to the 3-way parallelizable step
being done sequentially). Analogously, fa also costs roughly the same amount.
Bitslicing would solve this issue but it would entail a huge SRAM transfer over-
head due to the large number of rounds. Thus, we turn to register-oriented
approaches.

Achieving 3-way parallelizability involves using masking and instructions that
operate on register level and not bit-level operations. In addition, it involves a
slightly different representation of the cipher state: instead of storing the 64 bit
state in 8 registers (each containing 8 bits), we employ 9 registers that store
the representation in a slid fashion (see Fig. 7). First, observe that there exist
several triadic bit groups that contribute to the computation of the next cipher
state. For instance, KATAN64 uses (among others) bit 9 of the the L2 LFSR
to compute a single bit of the next state and since this operation has to be
carried out 3 times within a KATAN64 round, the same procedure is applied to
bits 8 and 7 correspondingly. There exist 6 such triads in the L2 LFSR (9/8/7,
14/13/12, 21/20/19, 25/24/23, 33/32/31, 38/37/36) and 5 such triads in the
L1 LFSR (9/8/7, 11/10/9, 15/14/13, 20/19/18, 24/23/22). This non-standard
representation displayed in Fig. 7 attempts to arrange all bit triads used for the
new state computation in a way that never splits a triad between two separate
registers. Having established that, we can use register-level operations that carry
out the new state computations, while maintaining 3-way parallelizability. We
have essentially created 3 slices in our representation.

Under the new representation, computing 3 parallel output bits costs 19 clock
cycles for function fb and 19 clock cycles for function fa. Compared to the
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sequential approach of the previous paragraph, we observe a 3× performance
boost when parallelizing the operations in software; fa and fb used to cost 57 =
3·19 cycles each for a 3 bit output. Note also that the new representation does not
fully utilize all registers, since registers r0, r5 and r8 have bits indicated as null
(i.e. non-relevant in our representation). A side-effect is that bit rotation (also
denoted as LFSR clocking) becomes slightly slower; it costs us 39 clock cycles in
order to carry out 3 bit rotations to all 9 registers that are transparent to the null
register positions, i.e. sliding all registers to the right and transferring overflow
bits from L2 to L1 and L1 to L2 correspondingly while taking into account the
null bits. A standard representation (using 8 registers without null bit elements)
would rotate in 24 clock cycles (24 = 3 · 8, i.e. 3 single bit rotations carried on
8 registers) Fig. 8.

Fig. 7. Cipher state of KATAN64, stored in a slid manner, using 9 registers. The bit
triads required for computing the new cipher state are highlighted in bold.

4.2 KATAN64 Performance

The only known implementation of KATAN64 in AVR architecture is presented
by Eisenbarth et al. [21] and it focuses on low size, not high throughput. Our
implementation manages a full KATAN64 encryption in 23671 clock cycles, while
Eisenbarth et al. manages a full encryption in 72063 clock cycles, i.e. we improve
the throughput by a factor of 3. Although the two implementations are not
directly comparable (due to different implementation objectives) it is still useful
to compare and observe the tradeoffs. Specifically, we disagree with the state-
ment that the 3-way KATAN64 parallelizability cannot be sufficiently exploited
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function fb function fa

mov t1,s1 mov t3,s6

swap t1 lsr t3

lsr t1 eor t3,s8

and t1,s1

mov t2,s2 eor t3,s8

swap t2 lsr t3

and t2,s4 eor t3,s7

eor t1,t2 mov t4,s7

eor t1,s3 lsr t4

and t4,s6

swap t1 swap t4

lsl t1 eor t4,t3

eor t1, s4

Fig. 8. Register-oriented code to compute fa, fb, while performing operations in parallel
(excluding key XOR operations and irregular update XORing). Variables si denote
cipher state (Fig. 7 register i corresponds to si), and variable tj denotes temporary
values.

in software; with the penalty of a single extra register, we manage to increase
the throughput of the non-linear layer threefold. Although we exploit a form
of parallelizability, we do not compute many blocks in parallel; thus, through-
put improvement translates automatically to latency improvement. Finally, our
implementation precomputes the cipher round key and requires extra SRAM
space for lowering the latency (Table 7).

Table 7. Throughput of KATAN64 cipher implementations for AVR architecture, i.e.,
clock cycles required for a single encryption round.

KATAN64 implementation Throughput (cc) Size (bytes)

Eisenbarth et al. [21] 72063 338 flash, 18 SRAM

This work, ATtiny45 23671 380 flash, 96 SRAM

5 Conclusion

Summarizing, this work has managed to improve the throughput aspect of three
lightweight ciphers (PRESENT, PRINCE, KATAN64). We displayed the ‘slic-
ing’ techniques, then determined which is applicable for each cipher and finally,
we investigated their effects on substitution, permutation and other operations.
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Our results demonstrate a 2.1× improvement for PRESENT throughput, 3×
improvement for KATAN64 (throughput and latency) and the first high-speed
implementation of PRINCE for ATtiny devices. Code is available online here:
https://github.com/kostaspap88?tab=repositories. Future directions include
high-throughput implementations for ciphers or hash functions that present
structural similarities with the three ciphers discussed in this paper. Finally, an
interesting direction would be an attempt to analytically model the behavior of
e.g. SP networks and rigidly link computational efficiency in software with other
important properties such as cryptanalysis resistance, power consumption and
hardware performance. Establishing trade-offs between these design parameters
in a analytic manner could link to more efficient designs in the future.
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Abstract. In recent years, a lot of effort was made to deploy asymmet-
ric cryptography based on ECC to affordable RFID tags. However, many
proposed hardware designs suffer from long execution times and high
resource requirements. In this paper, we address this issue by presenting
a low-resource implementation of a 160-bit ECDSA signature generation
algorithm. As a novelty, we make use of the new Keccak hashing algo-
rithm. Moreover, we applied state of the art techniques such as co-Z ECC
formulæ, a pipelined multiplication unit, RAM macros, and we evaluated
fixed-base comb methods to improve the efficiency of ECDSA on passive
tags. Furthermore, our design runs with constant runtime and provides
basic resistance against common implementation attacks. It requires a
total area of 12 448 GEs (including memory) and can generate a message
digest within 140 kCycles, which is both smaller and considerably faster
than comparable work. It has a power consumption of 42.7µW at 1MHz
on a low-leakage 130 nm CMOS process technology. Our implementation
can compete with binary-field based ECC solutions not only in terms of
area and power but also in speed.

Keywords: Low-resource ASIC design · ECC · Keccak · SHA-3

1 Introduction

Implementing strong cryptography on Radio Frequency Identification (RFID)
tags is a challenging but necessary task. Passively powered tags draw the required
energy from the electromagnetic field of a reader; thus, much effort has to be
put into low-power hardware designs to achieve high reading ranges. Moreover,
tags must be cheap in order to keep production costs low, so the entire circuit
has to be as small as possible.

Asymmetric cryptography is considered to be more resource consuming than
symmetric cryptography. However, it has the big advantage that it makes key-
distribution problems easier which is an important requirement especially in
cases where RFID tags are going to be deployed in a large scale. Amongst many
cryptographic services, the Elliptic Curve Digital Signature Algorithm (ECDSA)
has been constituted over many years to provide most of the required needs

c© Springer International Publishing Switzerland 2014
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for practical applications. It is a building block that can be used within sev-
eral authentication protocols, e.g., embedded in identification schemes to allow
entity authentication or in signature schemes to offer message authentication.
The latter service is thereby an important feature to implement proof-of-origin
applications—a feature that can help to prevent the exponential rise in counter-
feiting activity.

There already exist many low-resource hardware implementations of ECDSA.
However, many of these designs suffer from either being very large in size or they
have horrible execution times. This makes the designs often not well suitable for
various RFID applications where the costs are limited or fast tag response times
are mandatory.

Our Contribution. In order to tackle these problems, we present a highly
optimized hardware implementation of ECDSA over the 160-bit prime-field curve
secp160r1. Instead of integrating SHA-1 or SHA-2 into ECDSA, we integrate
the Keccak algorithm that is the winner of the NIST SHA-3 competition.
We present a novel hardware architecture of Keccak by applying a factor-4
interleaving method that improves the performance compared to related work.
Concerning ECC point-scalar multiplication, we apply new techniques on various
implementation levels, e.g., we use a 32-bit datapath width but integrate a 16-
bit pipelined multiplication unit, we make use of an efficient RAM macro that
is available for our targeted 130 nm CMOS process technology, we consider new
explicit co-Z formulæ requiring 7 field registers, and evaluate a fixed-base comb
scalar multiplication technique on passive RFID tags. Especially the latter offers
a tremendous speed-up (factor 4) at the low cost of 800 GEs. These results offer
valuable insights to obtain good trade-offs between speed and production costs.

Our work requires an area of 12 448 GEs (or 63 700µm2 in 130 nm), has a
mean power consumption of 42.7µW per MHz, and generates a digital signature
in less than 140 kCycles. These results make our design smaller and considerably
faster than previously presented designs of comparable implementations. With
the applied techniques our design is on a par with related work on low-resource
binary-field elliptic curve implementations. This is not surprising because we
used a fixed-base comb technique but it is interesting for the RFID commu-
nity and industry to achieve performances similar to binary-field based curve
implementations while keeping the resource requirements low.

Outlook. The paper is organized as follows. In Sect. 2, we first give a brief
introduction to ECC and ECDSA. After that, we list the imposed requirements
and most important design decisions. Our low-resource architecture is then pre-
sented in Sect. 3. Section 4 discusses the Keccak architecture and its integration
into the design. Countermeasures aimed at securing the device against SCA are
given in Sect. 5. Results are presented in Sect. 6.
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Algorithm 1. ECDSA signature generation.
Require: Domain Parameters T = {p, a, b,G, n, h}, private key d, message m.
Ensure: Signature (r, s).
1: Compute hash e = Hash(m), truncate to bit length of n.
2: Select random k ∈ [1, n − 1].
3: Compute (x, y) = kG, r = x mod n, if r = 0 goto 1.
4: Compute s = k−1(e + rd) mod n, if s = 0 goto 1.
5: return (r, s).

2 Design Space Exploration

In this section, we first give a short introduction to ECC and ECDSA. After-
wards, we discuss the requirements and the needed properties of our design.
Finally, we list all design choices for our targeted RFID-tag architecture.

ECC and the ECDSA. Elliptic curves are the base for many cryptographic
primitives. An elliptic curve E defined over a finite-field Fp can be given in short
Weierstrass form y2 = x3 + ax + b, with publicly known parameters a, b ∈ Fp.
Pairs of (x, y), with x, y ∈ Fp, satisfying this equation are points P ∈ E. For
a fixed point P with prime order n and a large integer k ∈ [1, n − 1], one can
easily compute the point multiplication Q = kP . The inverse operation, i.e.,
finding k with given Q,P , is computationally hard and known as the Elliptic
Curve Discrete Logarithm Problem (ECDLP). Point-scalar multiplications are
carried out by means of the group operations point doubling and point addi-
tion. Efficient curve addition and doubling formulæ, typically using some sort of
projective coordinates, try to reduce the required field operations, especially the
more expensive field multiplications (M) and squarings (S).

ECDSA is the elliptic-curve counterpart of the Digital Signature Algorithm
(DSA). Before signing, all parties must agree on domain parameters T , which
specify a curve alongside a base point G with prime order n. For signature
generation (Algorithm 1), the message m is hashed, then the base point G is
multiplied with the nonce k. The resultant x coordinate and the variable s form
the signature pair (r, s).

The Requirements. Goal of this work was to design an ASIC implementation
of the ECDSA signature-generation algorithm. Our aim was to implement a low-
cost coprocessor that features message authentication services and thus allows
proof-of-origin authentication of RFID-tagged goods, for example, to tackle the
problem of product counterfeiting. Signature verification is not supported and
we did not include a random-number generator. To limit the tag requirements,
we decided to base our implementation on the 160-bit standardized secp160r1
[7,8] elliptic curve that features 80-bit security1. Starting from now the variables
1 Note that many standardization bodies removed 160-bit prime curves from their

recommendation standards but a 80-bit security level is still sufficient for many
low-cost RFID applications.
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p, n refer to the primes defined in the standard, Fp and Fn denote the respective
finite fields.

As opposed to many other hardware implementations that use the (older)
SHA-1 or SHA-2 algorithms, we decided to evaluate the recently announced
NIST SHA-3 competition winner, i.e., the Keccak hashing algorithm [4].
A subset of the algorithm will be incorporated into the Secure Hash Standard
(SHS). Keccak is highly tunable, the security level can be controlled by setting
the security parameter c (which stands for capacity). For a chosen capacity c,
Keccak offers both a preimage and collision resistance of c/2 bits [3], so in order
to match the security of the curve it was decided to set c = 160. The state size
is also selectable, so we decided to use an 800-bit state instead of the 1 600-bit
(full state) version to reduce the memory requirements. Thus, the exact used
Keccak instance is called Keccak[r=640, c=160].

For designs meant to be deployed on (passive) RFID tags, low-power and low-
area requirements are a prime goal (to obtain appropriate reading ranges and to
be cheap in the production costs). So in the past, many designers that met these
requirements payed the price of horrible execution times. To give an example, the
work of Wenger et al. [31,32] needs more than 1 million clock cycles for signature
generation, which corresponds to about 10 s if the tag is clocked with 100 kHz.
So in addition to the previous goals, we aim to drastically reduce the execution
time of ECDSA in this paper while keeping the resource requirements as low as
related work.

2.1 Basic Design Choices

In order to fulfill the requirements, we made the following design choices.

Storage Type. Previous work, e.g., [15–17,20], often used some sort of synthe-
sized dual-ported memory for storage of large data. The advantage of dual-port
memory is that the core can access two words within one clock cycle. The major
disadvantage, however, is that the size is almost twice as large as single-port
memories. For example, the 2 048 bit dual-port register file RAM macro for
UMC 130 nm CMOS from Faraday [10] requires 0.028mm2 while the single-port
variant requires only 0.018mm2. We therefore decided to use a single-ported
RAM macro as main storage element. Such specialized macros typically require
much less resources than standard-cell based memory blocks.

Datapath and Memory Width. We decided to implement a 32-bit data-
path and use a 32-bit memory interface to achieve our targeted computation
speeds. To keep the power consumption low, we integrated a 16 × 16-bit mul-
tiplier core that is used to perform a 32 × 32-bit multiplication within 4 clock
cycles. Note that a 32 × 32-bit multiplier would speed up the computation but
would drastically increase area and power requirements because it dominates
the ECDSA datapath complexity. Also, the single-port memory is not able to
deliver data fast enough to keep such a large multiplier busy.
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ECSM with Fixed-Base Comb Methods. The elliptic-curve scalar multi-
plication is by far the most time consuming part of ECDSA, so it is essential to
speed up this process. Comb methods, first proposed by Lim and Lee [23], allow
a drastic speed improvement for schemes with a fixed-base point P . For a chosen
width w, one needs to precompute all [αw−1, . . . , α1, α0]P = αw−12(w−1)�P +· · ·+
α12�P +α0P and store these points in a (read-only) memory. Comb methods then
rearrange the n-bit scalar k in a matrix with dimension w×�, with � = �n/w�. The
columns of this matrix are then processed from left to right, in a simple double-
and-add fashion. Typical implementations, e.g., [6], have one major problem: if
all column bits are equal to zero then the point addition step must be skipped.
Such behavior is detectable by Simple Power Analysis (SPA) attacks and should
therefore be avoided.

Hedabou et al. [14] presented a comb scheme resistant to SPA. The scalar
k is first recoded using the Zeroless Signed Digit (ZSD) scheme. This recoding
technique represents an odd integer with digits in {−1, 1} and is based on the
observation that 1 = 2w − ∑m−1

i=0 2i,∀w > 0. Hence, all blocks of 000 . . . 01 (w
bits) can be replaced by w signed digits 11̄1̄ . . . 1̄1̄, with 1̄ = −1 [13]. This rep-
resentation can be obtained by simply shifting k to the right and reinterpreting
all 0 bits as 1̄. The hardware costs of obtaining the ZSD representation is there-
fore almost zero. In fact, all-zero columns can obviously not appear when using
a zeroless representation. Also, usage of a signed-digit representation allows to
reduce the memory requirements from 2w − 1 [6] to 2w−1 precomputed points
by utilizing the fact that point negations are easy to compute.

For this work, w = 4 was chosen. The reason for this is that it offers a good
speed-up (factor 4) while keeping the hardware requirements low, i.e., 8 points
need to be precomputed and stored in a ROM, which requires in total 2 560 bits
(modern hardware synthesizers can implement these ROMs with less than 1 000
GEs).

EC Addition Formulæ. Execution of a comb method requires so-called point
doubling-additions, i.e., point operations of the form R = 2P +Q. For this work,
the doubling-addition formulæ by Longa and Miri [24] are used, they require 11
field multiplications (M) and 7 squarings (S), and can be executed with 7 field
registers. They are based on Meloni’s co-Z addition formulæ [25]. Note that
there exist faster point doubling-addition formulæ based on co-Z notation, e.g.,
as shown in [13,18]. However, they need to update the added point with a new
Z coordinate after each doubling-addition. For the case of comb methods, the
added point is selected out of a set of precomputed points stored in ROM, so
the faster co-Z algorithms are not efficiently applicable there.

Field Inversions. Field inversions should be computed by means of a mod-
ular exponentiation, i.e., by applying Fermat’s little theorem that states ap ≡
a mod p, for all primes p. Then the inverse a−1 ≡ ap−2 mod p. Other algo-
rithms, e.g., the binary or Montgomery inversion algorithm, are typically faster,
but involve non-constant runtime loops or branch conditions and are therefore
susceptible to side-channel attacks.
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Fig. 1. Top-level view of the ECDSA core

3 A Low-Resource ECDSA Hardware Architecture

In this section, we present our low-resource ECDSA hardware architecture. We
first give an overview and then discuss the datapath in more detail. Afterwards,
we illustrate the implemented modular-reduction mechanisms and present opti-
mized inversion algorithms.

3.1 Implementation Overview

Figure 1 shows the top-level structure of our design. The computation core con-
tains a datapath, a controlling block, and an 8-bit AMBA APB interface. The
Advanced Microcontroller Bus Architecture (AMBA) Advanced Peripheral Bus
(APB), a very simple yet standardized interface, allows communication with
the outside world, i.e., a bus master. The datapath (DP) can be split into sepa-
rate modules, the SHA-DP is dedicated to the Keccak hashing algorithm and
the EC-DP handles all other computations required for ECDSA, both parts
share a common register file. The controlling block is comprised of multiple sub-
controllers and a top-level controller, which is in charge of overseeing the signing
process and steering the subcontrollers. The multiplication controller handles
modular multiplication in both fields Fp and Fn by implementing two reduction
techniques. The EC-DA controller houses the control logic required for perform-
ing elliptic-curve doubling-additions. Finally, the Keccak controller is dedicated
to steering the hashing process. The controllers are implemented using a mixed
approach, both finite-state machines and microcontroller-like programming are
used.

The core is connected to a 47 × 32 bit (single-ported) RAM and a 93 × 32
bit ROM that stores all necessary constants (ECC comb points, prime modulus
n, etc.).
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Fig. 2. The implemented ECDSA datapath

3.2 The Datapath

The datapath, shown in Fig. 2, is comprised of a multiplication (left) and an
accumulation path (right). A 67-bit accumulator register (ACC) alongside a 67-
bit adder form an accumulation unit. Multiplexers allow shifting the current
adder output by 32 bits to the right.

The accumulation operand can be selected from the inverted or non-inverted
RAM output, the multiplication result or (a 32-bit part of) the constant mod-
ulus p. Thanks to the highly regular modulus p—only a single bit is zero, all
others are one—it is possible to hardcode this constant without any noteworthy
area gain. The selected operand is then routed through two configurable shifters,
the first one can shift its input up to 3 bits to the left and thus produces a 35-bit
output, while the second shifter can shift this result by either 0, 16, or 32 bits to
the left.

The multiplication part of the datapath consists of two multiplication operand
registers A, B, and a 16×16-bit integer multiplier producing a 32-bit output. The
operand registers are made up of 16-bit chunks, A consists of 3 parts A0 to A2,
while B consists of 2 parts B0 and B1. The operand registers are used to perform
a pipelined multiplication, as explained in the next section.

3.3 Pipelined Multi-precision Multiplication

To fully use the 32-bit single-ported memory interface, 32×32-bit multiplications
are computed with the help of the dedicated 16-bit multiplier. A 32-bit multi-
plication takes four cycles and is done with a simple school-book multiplication
algorithm, as illustrated in Fig. 3. Both 16-bit chunks of the first operand (A0
and A1) are multiplied with both chunks of the second operand (B0 and B1).
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Fig. 3. Pipelined school-book multipli-
cation scheme

Fig. 4. Modular multiplication in Fp

The 32-bit partial products are first shifted accordingly using the second shifter
and then added to the accumulator, thus utilizing the multiply-and-accumulate
(MAC) functionality of the datapath.

Prior to the start of the 32-bit multiplication, both operands need to be
loaded into the designated operand registers. Dedicated operand load cycles
would slow down the multiplication process, thus the operands for the next 32-
bit multiplication are fetched during execution of the current one. As denoted
by dotted lines in Fig. 3, operand B is replaced at the end of the fourth cycle,
operand A after the second cycle. However, the 16 high-order bits of A (A1) are
still needed in the third and fourth multiplication cycle. For this reason there
are three 16-bit operand registers for A. The 16 high-order bits of operand A
are alternately stored in the operand registers A1 and A2.

A product-scanning approach is used to perform 160-bit multiplications by
means of 32-bit ones, this also utilizes the MAC functionality. 25 32-bit multi-
plications need to be computed, so a plain (non-modular) multiplication takes
25×4 = 100 cycles. Squarings can be sped up by using the commutative property
of the multiplication, i.e., a[i]a[j] = a[j]a[i],∀i �= j, and hence a[i]a[j]+a[j]a[i] =
2(a[i]a[j]). Only 15 partial products need to be computed, this takes 60 cycles.
The doubling operation is carried out by the first shifter in the datapath, thus
the hardware cost of this simple optimization is almost equal to zero.

The following sections discuss the integration of modular arithmetic into this
multiplication scheme.

Arithmetic in Fp. The prime p = 2160−231−1 is a so-called pseudo-Mersenne
prime that permits fast reduction. An integer x > p can be reduced by splitting it
in x = h2160 + l and then computing x ≡ l + h + (h � 31) mod p, i.e., reduction
is achieved using shifts by 31 digits and additions. Unfortunately, 31 is not a
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multiple of the word size 32, thus disallowing shifting by simple addressing.
Instead the datapath is modified to allow addition of a 32-bit word, i.e., a word
of h, in two different locations of the accumulator concurrently.

The fast reduction algorithm is not only used in multiplication, but also for
the basic operations addition, subtraction, and shifting. In the case of subtrac-
tion, a (fixed) multiple of the modulus is first added to the difference to ensure
a positive intermediate result.

To gain higher speeds, the reduction is integrated into the multiplication
process, this gives a time and storage space advantage. As seen in Fig. 4, mul-
tiplication is performed in two phases. First only the upper columns 5 to 8 are
processed, the 160-bit result H is stored in RAM. Then multiplication continues
with the lower columns, the addition of H is interleaved with the multiplica-
tion process. The 195-bit sum L + H + (H � 31) is again stored in RAM.
Finally, another round of reduction is performed, this produces the final 160-bit
output. In total, modular multiplication or squaring requires 123 or 83 cycles,
respectively.

Arithmetic in Fn. The prime group order n is not of any special form, thus
a general reduction process needs to be implemented in addition. We therefore
decided to implement the Montgomery multiplication scheme [26]. It requires
division and reduction by a chosen integer R, with R > n. We used the Integrated
Product Scanning approach by Koç et al. [21] in this work.

One of n’s properties makes implementing modular multiplication using the
Montgomery method difficult: its bit length of 161. The implementation is geared
towards handling of 160-bit integers, everything above that adds an area and
time overhead. Also, 161 is not a multiple of the word size 32.

However, the structure of the modulus n—the MSB is followed by many zero
bits—allows optimizations. The probability of a random element in field Fn being
greater or equal to 2160 is 2−79. So we can assume that all operands and results of
the Montgomery multiplications performed throughout signing are restricted to
160 bits. If, despite the diminishing odds, a multiplication yields a 161-bit result,
the outcome can not be used as input for the following multiplications. Such an
occurrence is detected and an error is returned at the end of the signing process.
Restricting all values to 160 bits allows setting R = 2160. This does not satisfy the
requirement of R > n, however, an R greater than both multiplication operands
a, b suffices. Montgomery’s argumentation includes the estimation ab < Rn, with
a, b ∈ Fn and R > n. This is obviously also true with a, b < R < n.

The output of the algorithm t is in range t < 2n. Instead of avoiding the
required conditional subtraction of n, as first suggested by Walter [29,30], it is
always executed and both t and t−n are stored in RAM. The runtime of a single
multiplication is 197 cycles.

3.4 Optimized Prime Field Inversion Algorithms

Field inversions are performed by means of a modular exponentiation, i.e., by
using a−1 ≡ ap−2 mod p. Two inversions are performed during ECDSA, one
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after ECC scalar multiplication (to back-transform into affine coordinates) and
one during the signing process (to invert the ephemeral key k).

Z−2 mod p. The exponent in Z−2 ≡ Zp−3 contains only three 0 bits, so an
optimization of the used left-to-right square-and-multiply exponentiation algo-
rithm is possible. By iteratively computing Z2�−1, with 0 < � ≤ 7, and storing
some intermediate values, one can retrieve the inverse in 159 squarings (S) and
only 11 multiplications (M).

k−1 mod n. Here a highly customized window algorithm is used. During the
initial precomputation selected powers of k (k3, k5, and k9) are calculated, the
actual multiplication is then performed in a simple square-and-multiply fashion.
This inversion algorithm takes a total of 160S and 26M. The ideal set of powers
was determined by means of a brute-force search.

4 Integration of KECCAK

The hashing modules are largely based on our previously presented Keccak
implementation [27]. Some changes are made to adapt the design to the different
environment. The RAM interface is widened to 32 bits and the used interleaving
scheme is changed from factor-2 to a factor-4 to achieve a higher bus-width
utilization.

Combined Processing and Interleaving. Keccak is defined for state sizes
of b = 25w, with w = 2� and 0 ≤ � ≤ 6. The Keccak-f permutation internally
organizes this state as a 3-D matrix with dimension 5×5×w. This matrix can be
split into 25-bit slices and w-bit lanes. The Keccak-f permutation is a round-
based function, in each of its 12 + 2� rounds, five state mappings θ, ρ, π, χ and ι
are executed. For a more thorough explanation of the components, we refer to
the Keccak reference [4].

Most software implementations process the lane state-wise, i.e., lane after
lane is fetched and processed. Slice-wise processing, first proposed by Jungk and
Apfelbeck [19], poses as a hardware-friendly alternative. The described design
features both slice and lane-wise processing. The round function is rescheduled
and split into a slice-processing and a lane-processing phase.

The combined-processing approach requires that both slices and lanes can be
accessed efficiently. This is challenging when using a RAM for state storage. To
achieve a high bus-width utilization, an interleaved storage scheme is used. Four
consecutive lanes are bit-wise interleaved, these interleaved words are then stored
in RAM. In [27], only two lanes are interleaved. Due to the wider memory bus and
the restriction to an 800-bit state, a factor-4 interleaving is more suitable here.

The KECCAK Datapath. The Keccak datapath consists of four 32-bit regis-
ters r0. . . r3, a slice unit, four rotation units required for the ρ transformation,
and an interleave and deinterleave unit. During the lane-processing phase each
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register stores one lane, during slice processing four slices are stored. For a more
detailed explanation we refer the reader to [27].

KECCAK Integration. In order to save precious resources, the hashing modules
are tightly integrated into the existing design.

One major shared part is obviously the RAM, during hashing the 800-bit
state is stored in the same RAM used by other parts of the ECDSA algorithm.

It is also possible to merge the internal registers. The numbers of register
bits included in the Keccak datapath and ECDSA datapath match up nicely,
which is not a coincidence. In fact, the ECDSA datapath was designed with the
Keccak memory requirements in mind. The registers are hence merged into a
single shared register file, as previously seen in Fig. 1.

5 Protections Against Implementation Attacks

A chain is only as strong as its weakest link, so implementing a secure proto-
col like ECDSA without considering implementation attacks is grossly negligent
(especially on easily accessible RFID tags). We implemented the following coun-
termeasures to secure our design.

– Constant runtime and operation flow to provide protection against timing
attacks and basic2 Simple Power Analysis (SPA) attacks:
• Constant runtime of modular reduction
• Avoid negative results after subtractions by adding modulus p
• Constant runtime of conditional negation of stored y coordinate. The imple-

mented comb method requires a conditional negation of the y coordinate
of a stored point. Here first 2y mod p is computed, then the desired result
is retrieved as y = 2y − y mod p or −y = y − 2y mod p.

• No all-zero columns in comb
• Inversion using Fermat’s little theorem
• Always execute final subtraction in Montgomery multiplication

– We applied the Randomized Projective Coordinates (RPC) [9] countermea-
sure to thwart Differential Power Analysis (DPA) attacks. The (affine) coor-
dinates of the first referenced comb point are transformed to a projective
representation with a random Z coordinate. Then the processed values are dif-
ferent even if the same k is used. RPC also offers protection against template-
based SPA attacks.

– As a final countermeasure, the computation of s = k−1(e + dr) mod n is re-
ordered as s = k−1e+ (k−1d)r. Then, the private key d is multiplied with the
inverse of the random nonce, multiplying it with the known signature part r
would open the gate for DPA attacks [16].

2 Constant runtime does not automatically make the implementation resistant against
SPA attacks but often makes SPA attacks harder to perform because attackers are
forced to exploit data-dependent leakage only instead of typically easier detectable
operation-dependent leakage.



Curved Tags – A Low-Resource ECDSA Implementation Tailored for RFID 167

– ECDSA is not susceptible to refined power-analysis attacks (RPA) [12] and
zero-value point attacks (ZPA) [1]. They require point multiplications with a
fixed scalar and user-selectable base point (such as in ECDH schemes), neither
is the case for ECDSA.

6 Results

The design was implemented in VHDL and then synthesized using a mixed
tool design flow. The Synopsys Design Compiler 2013.03 generated a netlist
targeting the FSC0L D standard-cell library from Faraday. The 0.13µm low-
leakage process by UMC is the base for this library. Single-ported RAM macros
by Faraday are used as storage elements. All circuit-area results are given as
reported by the synthesizer. Circuit area is given in gate equivalents (GE), 1 GE
is equal to the size a two-input NAND gate (5.12µm2 in the chosen process). An
analysis with the Encounter Power System v8.10 yielded the power consumption,
the operating frequency was set to 1 MHz to allow a fair comparison.

Figure 6 gives an overview of the area usage of different parts of the design.
With 3 055 GEs, the RAM block takes up roughly 1/4 of the total area of
12 448 GEs. The datapath, including the ECDSA datapath (Fig. 2), the Keccak
datapath (Fig. 5), and the shared register file, amounts to 42 %. The EC-DP is
dominated by the 16 × 16 multiplier with its 1 616 GEs. Interestingly, only 800
GEs are required for the ROM that is mainly used to store the pre-computed
elliptic curve points (2 976 bits in total). This is a very small price to pay when
considering the massive speed-up provided by the fixed-base comb method (fac-
tor 4 times faster).

Signing a 160-bit message takes only 139 930 cycles. The point-scalar multi-
plication is by far the most time-consuming operation, it requires 87.5 kCycles.
The first field inversion Z−2 mod p uses 14.5 kCycles, due to the more expen-
sive Montgomery multiplication scheme the second inversion k−1 mod n is twice

Fig. 5. Keccak datapath
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Component Area
[GEs] [µm2]

EC-DP 2 800 14 334
Multiplier 1 616 8 273

SHA-DP 823 4 211
Register File 1 662 8 509
Control 2 473 12 663
Other 816 4 178
ROM 820 4 198
Core Total 9 393 48 093

RAM 3055 15 642
Total 12 448 63 735

(a) Area of chip components (b) Area distribution

Fig. 6. Area of chip components

as expensive (30.3 kCycles). A single 640-bit message block can be hashed in
5.5 kCycles, which is an improvement over the 7.6 kCycles given in [27].

Comparison with Related Work. In Table 1, we compare our design with
other low-resource implementations. In [20], Kern et al. presented an ECDSA
design using the same secp160r1 curve but with SHA-1 instead of Keccak
and a 350 nm CMOS technology. Compared to his implementation, we could
improve the speed by a factor of about 3.6 (thanks to the use of the fixed-
base comb method) and could reduce the area requirements by about 5 800 GEs
(through the use of dedicated single-ported RAM macros). Recently, at the ECC
workshop 2013, Roy et al. [28] reported a tiny ECC co-processor supporting both
Fp160 and Fp192 arithmetic for a 32 nm IBM CMOS technology. Their design
requires about 26 kGEs (in total) and 250 kCycles for a scalar multiplication
over Fp160. This is about twice as slow as our design.

ECDSA implementations over 192-bit prime fields have been, for example,
reported by Wenger [31], Hutter et al. [16], and Fürbass et al. [11], They require
more area, partly due to the larger prime field size, and are also significantly
slower (in particular, our implementation is about 10 times faster than the
work of Wenger [31]). Interestingly, our implementation can compete with many
binary-field ECC processors. E.g., our ECDSA implementation is nearly as large
as the work of Hein et al. [15] and Lee et al. [22] who reported an ECC imple-
mentation over F2163 . Compared to the results of Lee (with chosen multiplier
digit-size d = 1), our implementation is about 2 times faster, includes Keccak,
and allows computation of digital signatures.

Power consumption is extremely difficult to compare over different process
technologies, so values are only given for designs using a 130 nm process. The
192-bit prime curve processor by Wenger—it uses the same 130 nm process tech-
nology used here—requires 39.54µW/MHz and 55µJ of energy. In comparison,
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Table 1. Comparison of prime and binary field ECC implementations

Techn. Area Time Powera Field Featuresb

[nm] [GEs] [Cycles] [µW/MHz]

This workc 130 12 448 139 930 42.7 Fp160 ECDSA, KECCAK

Roy13 [28] 32 26 000 250 000 - Fp160 ECSM, dual field

Kern10 [20] 350 18 247 511 864 - Fp160 ECDSA, SHA-1

Wenger11 [31,32]c,d 130 14 644 1 394 000 39.54 Fp192 ECDSA, SHA-1

Hutter10 [16] 350 19 115 859 188 - Fp192 ECDSA, SHA-1

Fürbass07 [11] 350 23 656 500 000 - Fp192 ECSM

Lee08 [22] (d=1) 130 12 506 302 457 32.42 F2163 ECSM, Schnorr

Hein08 [15] 180 11 904 296 000 - F2163 ECSM

Bock08 [5] (d=4) 220 12 876 80 000 - F2163 ECSM, DH

a Power values of designs using other process technologies are omitted.
b ECSM: Point-scalar multiplication only.
c Uses a RAM macro for storage.
d In [31], an area of 11.7 kGEs was achieved based on a 180 nm process. In [32], the same
design requires 14.6 kGEs in a 130 nm process.

the power consumption of our design is slightly higher (42.7µW/MHz), but due
to the lower cycle count the energy consumption is considerably smaller (6µJ).

6.1 Discussion

The following points invite to further discussion.

Advanced Single-Trace Attacks. While the used comb method provides a
constant runtime and thus offers protection against basic SPA, it might still
succumb to more sophisticated single-trace attacks, e.g., to Template Attacks
or Horizontal SCA (e.g., [2]). These attacks were not considered in the context
of comb methods in this paper, susceptibility to these techniques needs to be
further evaluated.

Extension to Larger Curves. For applications with higher security demands
the design could be extended to larger, e.g., 192 or 224-bit curves. The computa-
tion core could be mostly reused, only small adaptations are required. However,
the memory requirements (RAM and ROM) would rise, in the case of a 192-
bit curve by 20 % or roughly 1 kGEs. Also, computation time would increase to
around 200 kCycles.

Acknowledgements. The work has been supported by the Austrian Science Fund
(FWF) under the grant number TRP251-N23 (Realizing a Secure Internet of Things -
ReSIT), the FFG research program SeCoS (project number 836628), and the Euro-
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Manufacturing and Utilization of Secure Devices - TRUDEVICE).
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A Explicit Doubling-Addition Formulæ

In Algorithm 2, the explicit doubling-addition formulæ are given. They are based
on Longa and Miris formulæ and require 11M + 7S as well as 7 field registers
(X1, Y1, Z1, R1...4). Availability of in-place multiplication is assumed, i.e., the
result can overwrite an input operand.

Algorithm 2. Doubling-addition using 11M + 7S and 7 field registers, com-
putes 2P + Q, with P = (X1, Y1, Z1) and a precomputed comb point Q =
(XROM , YROM ).
Require: X1, Y1, Z1, XROM , YROM

Ensure: X1, Y1, Z1

1. R1 ← YROM

2. R2 ← 2YROM

3. R1 ← R1|2 − R2|1
3

4. R2 ← Z2

5. R3 ← Z × R2

6. R1 ← R1 × R3 − Y
7. R3 ← XROM × R2 − X
8. R4 ← R2

3

9. Z ← Z + R3

10. R3 ← R4 × R3

11. Z ← Z2 − R2 − R4

12. R2 ← X × R4

13. Y ← Y × R3

14. R4 ← R2
1

15. X ← 4R4 − 4R3 − 8R2 − 4R2

16. R3 ← R1 + X
17. R3 ← R2

3

18. R1 ← X2

19. Y ← 8Y
20. R3 ← R4 + R1 − R3 − 2Y
21. R2 ← 4R2

22. R2 ← R2 × R1

23. Z ← Z × X
24. R1 ← X × R1

25. X ← R2
3 − R1 − 2R2

26. R1 ← Y × R1

27. R2 ← R2 − X
28. Y ← R3 × R2 − R1

return (X1, X2, Z)
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Abstract. An electronic version of the traditional passport (ePassport)
is nowadays issued by many countries to their citizens. A contactless
chip storing personal details of the document holder is embedded in the
ePassport cover. To prevent unauthorized reads of the chip’s content
and to protect its communication with a legitimate reader the Basic
Access Control (BAC) has been introduced. Thanks to the BAC, only
those readers aware of the secret associated with an ePassport chip can
access its content. In this paper we show that a side channel analysis
can be carried out for some chips secured with the BAC. In particular
we analyze the chip response time during BAC operations, showing how
the collected data could be exploited to mount an attack in order to get
access to the chip’s content. We have verified the presence of such side
channel in real ePassports and stress that electronic Driving Licences
could be affected as well, since the same access control mechanism is
adopted for them.

Keywords: ePassport · Basic access control · Side channel analysis ·
eDriving licence

1 Introduction

Nowadays many countries all over the world issue the electronic version of the
passport (ePassport) [1,2] to their citizens, the international document used by
people for their identification abroad. In contrast to the traditional passport,
in the ePassport a chip is embedded in the cover of the document. Such elec-
tronic component stores personal data regarding the document holder and can be
accessed by a contactless interface: a reader put in proximity of the document,
following the RFID communication principle, powers the chip and exchanges
messages with it. Due to the sensitivity of the involved data and the over-the-air
nature of the communication, a mechanism to protect the access to the chip
and the communication with it has been introduced, the Basic Access Control
(BAC). The BAC is a mutual authentication protocol between chip and reader
based on symmetric-key cryptography: every ePassport is featured by a secret
string called Machine Readable Zone (MRZ) and a reader has to be aware of
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)CCI(tropssaPe)DFI(redaeR
GetChallenge−−−−−−−−−−→

rICC ∈rnd {0, 1}64

rICC←−−−−−−−−
rIFD ∈rnd {0, 1}64

kIFD ∈rnd {0, 1}128

CIFD = ENCKENC
(rIFD||rICC ||kIFD)

MIFD = MACKMAC
(CIFD)

CIFD||MIFD−−−−−−−−−−→
Check the MAC MIFD of CIFD

DECKENC
(CIFD)

Extract rICC and check if it is correct
kICC ∈rnd {0, 1}128

CICC = ENCKENC
(rICC ||rIFD||kICC)

MICC = MACKMAC
(CICC)

KSseed = kIFD ⊕ kICC

CICC ||MICC←−−−−−−−−−
Check the MAC MICC of CICC

DECKENC
(CICC)

Extract rIFD and check if it is correct
KSseed = kIFD ⊕ kICC

Fig. 1. Basic Access Control between Reader (also known as InterFace Device - IFD)
and ePassport chip (also known as Integrated Circuit Card - ICC). ENC/DEC rep-
resent a cipher based on Triple-DES in CBC mode with zero IV, while MAC gen-
erates a 8-byte message authentication code according to the ISO/IEC9797-1 MAC
Algorithm 3 [2].

such string to successfully run the BAC with the document’s chip and establish
a communication with it. At the end of the BAC a couple of secret keys are
agreed by the two parties and the following communication is then encrypted
and authenticated.

In the literature different works highlighting some weaknesses of the BAC
have been published. In particular, the majority of them reports that the entropy
associated to the MRZ is quite low putting at stake the data stored in the
chip. This has been pointed out for Belgian, Dutch, German, American and
Italian ePassports [3–7]. In addition, the ePassports issued by a country over
time could be featured by different chip versions, each associated to a subset
of possible MRZs, so querying properly an ePassport chip its version can be
identified associating it to a quite low entropy set of MRZs [7]. The authors
of [6] show that in case of low entropy MRZs specific cracking machines can
be used to attack a recorded BAC communication between a reader and an
ePassport trying to get the relative MRZ.

In this paper we show that the BAC security could be also affected by the
analysis of side channels. In cryptography the side channel analysis denotes the
examination of information unintentionally leaked by a device regarding its inter-
nal execution of a cryptographic operation. Such analysis can be exploited to
breach the security of cryptographic mechanisms. We have found out that tim-
ing analysis can be carried out during the execution of the BAC for some ePass-
port implementations. The first example of timing analysis against ePassports
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is reported in [8], where the authors analyzing the response times of ePassport
chips were able to track them without breaking the relative cryptographic pro-
tocol. In our work we examine the response times of ePassports solicited with
specific pre-formatted commands and show how such analysis, when combined
with the MRZ low entropy issue, could be used to mount an attack against the
BAC if no countermeasures are taken. We have detected the side channel in a
subset of the examined ePassports, as it basically depends on the specific imple-
mentation of the adopted cryptographic algorithms in the chip, but for all of
them a countermeasure was able to prevent the attack designed in this paper
to exploit such timing side channel. We also point out that for such attack to
be successful, an interaction of several days with the document’s chip would be
required, and this may be hard to achieve in practice. Nevertheless, the detected
side channel analysis allows to retrieve data that the chip is not suppose to leak,
that being so a security assessment of the current ePassport implementations is
advisable.

The paper is organized as follows. Section 2 introduces the BAC. In Sect. 3
we present the side channel found out during the execution of the BAC in some
ePassport implementations, while in Sect. 4 we show how it could be exploited to
set up an attack against ePassport chips in case no specific countermeasures are
adopted. We discuss some implications of our work in Sect. 5 and give conclusions
in Sect. 6.

2 Basic Access Control

The BAC has been introduced to prevent the unauthorized read of the ePass-
port’s chip content and to guarantee confidentiality during the communication
with a reader. It is a mutual authentication protocol based on a common secret
shared by a chip (Integrated Circuit Card - ICC) and a reader (InterFace Device -
IFD) that intend to communicate together. Such secret is represented by a string,
called Machine Readable Zone (MRZ), printed in an internal data page of the
ePassport. The idea behind the MRZ is that only the ePassport holder can autho-
rize the access to the chip of his document explicitly showing such page: the string
can then be optically scanned or typed by an operator and given to the reader.
Each ePassport is featured by a unique MRZ and its typical form is the following

P<UTOSURNAME<<NAME<<<<<<<<<<<<<<<<<<<<<<<<<<
1234567897UTO6908061F9406236<<<<<<<<<<<<<<04

where the information encoded in the second line, the only one used for the BAC,
is the following: 9 characters representing the passport number (PN) followed by
a check digit, 3 characters reserved for the nationality, 6 characters for the date
of birth (DB) followed by a check digit, one character representing the gender
of the holder, 6 characters for the document expiration date (DE) and in the
end padding symbols (<) followed by two final check digits (the check digits are
defined in [1]). The MRZ is used by the two parties to derive a key pair, KENC

and KMAC , as follows
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Fig. 2. ePassport MAC checking: timing analysis of a specific MAC byte.

MRZ information=PN||DB||DE
Kseed=msb 16(SHA-1(MRZ information))
KENC=msb 16(SHA-1(Kseed||00000001))
KMAC=msb 16(SHA-1(Kseed||00000002))

where PN, DB and DE are respectively followed by their check digit and msb N
stands for “the N most significant bytes”.

The full BAC protocol is shown in Fig. 1. KENC and KMAC are respectively
used to encrypt the data exchanged by the parties, relying on a Triple-DES in
CBC mode with zero IV, and to compute a relative 8-byte message authentica-
tion code (MAC) according to the ISO/IEC 9797-1 MAC Algorithm 3 [2]. At the
beginning the ICC, solicited by the IFD, generates and sends a random value.
Such value is encrypted by the IFD along with an additional pair of generated
random numbers obtaining CIFD, which is sent to the ICC together with its
MAC MIFD. Firstly the ICC checks the MAC and, if valid, decrypts CIFD veri-
fying that the random number generated at the beginning is correctly returned.
If so, the protocol continues in reverse order, with further random material gen-
erated by the ICC, which is encrypted, authenticated and sent to the IFD. If also
the IFD checks are successful, the random values exchanged by the parties are
used to set up a common secret KSseed. From this agreed secret a session key
pair is generated to encrypt and authenticate the following communication.

3 Side Channel Discovery

We focused our attention on the message CIFD||MIFD sent by the reader to
the chip during the BAC (Fig. 1). Upon the arrival of the message, the chip
has to perform some checks on it and in case of failure an error message is
returned. Measuring the response time of such error messages it is possible to
extract some information concerning the internal checks carried out by the chip.
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Given:
KMAC = Valid MAC key for the ICC
DIFD[32] = [0xDD0, . . . , 0xDD31] //Generic 32-byte vector
MIFD = MACKMAC

(DIFD) //Valid authentication code of DIFD for the ICC

Consider the MAC sent by the IFD to the ICC during the BAC as an 8-byte vector. For
each byte T (T ∈ [0, 7]) collect time statistics running ByteStatistics(DIFD,MIFD, T ).

ByteStatistics(DIFD,MIFD,T ):

T = MAC target byte to be analyzed
MeanResponseT imes[256];

for(V = 0x00 to 0xFF ) : //Try all possible values V in the byte T of the MAC
MeanResponseT ime[V ]=ByteV alueStatistics(DIFD,MIFD, T, V );

Plot MeanResponseT imes;

ByteV alueStatistics(DIFD,MIFD,T ,V ):
)CCI(tropssaPe–)DFI(redaeR

T = MAC target byte
V = 0xV V //Value for the target byte

MIFD[8] = [0xMM0, . . . , 0xMM7]

TestMAC = [0xMM0, . . . , 0xMMT−1, 0xV V,
0xRRT+1, . . . , 0xRR7] //0xRRi is a random byte

GetChallenge−−−−−−−−−−→
rICC←−−−−−−−−

Take time T1
DIFD||TestMAC−−−−−−−−−−−−−→

error←−−−−−−−−
Take time T2

Record response time T2 − T1
Routine repeated N times

returning the mean
of the recorded response times

Fig. 3. Our timing analysis on the MAC checking of a given ePassport.

For instance, for some ePassport implementations, as already highlighted in
[8], the error response time differs if there is an immediate failure during the
MAC check or later during the verification of the returned random number
rICC : the second case takes longer as also the CIFD decryption is performed,
while in the first case such computation is simply skipped.

We decided to perform a deeper timing analysis on the MAC check failure.
Our idea is shown in Fig. 2. For a given chip we prepare messages of the form
CIFD||MIFD with a partially erroneous 8-byte MAC, which is made of a series
of correct bytes, followed by a target byte, appending in the end random bytes.
The value of the so-called target byte is varied among all possible byte values, so
256 messages are generated for a given target byte. Such messages are sent to the
chip, which will reply with MAC error messages, and the relative response times
are measured. The response time should differ when the right value, considering
the valid MAC that should be attached to the message, is used in the target byte.
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a)

b)

Fig. 4. MAC bytes value identification through MAC checking response times. A rep-
resentative chart of the timing analysis on a generic byte of the MAC (excluded the
last one) is presented in figure a: varying the byte value the MAC checking response
time (mean on 5000 iterations) is affected and the highest peak identifies the correct
byte value. In figure b a representative timing analysis (mean on 500 iterations) for the
last byte of the MAC is shown: an outstanding peak clearly identifies the right byte
value.

Note that to highlight the time difference a single attempt for each message is
not sufficient and a statistics has to be created: each message is sent N times
averaging its response times. Our full timing analysis considering in turn all the
MAC bytes as target is summarized in Fig. 3.

We have successfully tested our analysis on four Italian ePassports issued
between 2009 and 2010. We relied on the libnfc library [9] to develop our timing
analysis software that was run on an Ubuntu machine, using an ACS ACR122
contactless reader to interrogate the chips. In our experiments, for a given ePass-
port with its MRZ, we set DIFD = ENCKENC

(0x000, . . . , 0x0031) at the begin-
ning of our timing analysis presented in Fig. 3. Two examples of timing analysis
charts are presented in Fig 4. For a given target byte T of the MAC, a chart
shows the average response time of the MAC checking operation performed by
the chip varying the value of such target byte. We point out that a trimmed
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mean has been used to compute the average response time associated with each
byte value, discarding 5 % of the measures equally distributed between lowest
and highest times, to make the charts clearer and less affected by outliers.

In our experiments the timing analysis for each of the first seven bytes of
the MAC of our examined ePassports presented similar results and a repre-
sentative example based on N = 5000 iterations is given in the chart of Fig. 4a:
some peaks are present with the highest one that identifies the right value for the
byte under examination. We have verified that for a lower number of iterations
the peak associated with the right value could not emerge remaining immersed at
same level of others, so without revealing the correct byte value. In that regard,
we have verified that in general a higher number of iterations allows to achieve
more reliable analysis. The chart of Fig. 4b shows a representative timing analy-
sis, based on N = 500 iterations, for the last byte of a MAC: the peak identifying
the right byte value is clearly evident. We also ran our analysis on two Italian
ePassports dating back to 2007, but for them no peaks appeared (apart from
the last byte), so our analysis was not apparently applicable against them.

It is difficult to give an explanation for the chip behaviour regarding the first
seven bytes of the MAC, because the details regarding the internal implemented
solutions are not publicly released and we have to look at the chip as a black
box. Despite that, according to the results, a tight relation with the specific
MAC checking algorithm implementation in the chip seems evident. Indeed,
the timing analysis is effective for a subset of documents but not for others
issued in a different period of time, and as stated in [7] different versions of
ePassport chips are issued by the country over time, each one probably featured
by a specific hardware platform and ePassport software. We suppose that for
the affected version the MAC value is somehow internally checked in a byte by
byte manner starting from the first one and when a wrong byte is found some
decision is taken. In that regard, we also point out that some tests sending to
the chip a MAC with the correct value in the target byte and random values
in the remaining seven bytes were attempted, but they did not produce good
results, that is no peaks stood out. Therefore, probably, the peak shown in
the chart of Fig. 4a is not linked to a single check of the target byte, but it is
related to a sequential verification of the MAC. Differently, the situation appears
clearer for the behaviour linked to the last byte of the MAC. When the correct
value is used, the MAC check is passed and the received message is decrypted,
then verifying the returned rICC (note that in the BAC attempts of our timing
analysis this check basically fails, as in the preparation of DIFD we have fixed a
vector of 0x00 bytes for rICC , which will be essentially always different from the
rICC sent by the chip at the beginning of the BAC attempt). So the outstanding
peak is due to the extra decryption operation performed by the chip. Note that
for this reason, a lower number of iterations is needed to make the peak stands
out and in principle even one iteration could be enough.

We also have to point out a specific mechanism adopted by the examined
Italian ePassports featured by the side channel. They counted the number of
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Fig. 5. Possible attack against the Basic Access Control exploiting the identified side
channel.

consecutive unsuccessful BAC attempts, for instance due to MAC check fail-
ures, and when a specific threshold was reached the chip response was heavily
delayed, basically preventing a correct time responses collection for our analysis.
To overcome this issue, we periodically ran a successful BAC protocol within
our analysis to reset the failure counter. We will discuss later how this feature
represents a valid countermeasure against possible attacks that try to exploit
the side channel just presented. We also report that for a given ePassport, at the
beginning of our timing analysis over the MAC bytes, we recorded slightly higher
response times during the first iterations, but this did not affect the validity of
our analysis.

4 Possible Attack

An attack could be mounted against those ePassports that are featured by the
highlighted side channel to obtain their MRZ. We present it in Fig. 5. In the
attack scenario, for a given ePassport, differently from the timing analysis pre-
sented in the previous section, the relative MRZ is not known, so it is not possible
to prepare a priori a MAC with some correct bytes. The idea is to use our timing
analysis to retrieve byte by byte the valid MAC of a specific message. First, a
generic 32-byte vector DIFD is set. Then our timing analysis is launched, giving
as input DIFD and a random MAC of 8 bytes, selecting the first byte of the
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MAC as the target one. The resulting chart will highlight the right value for the
first byte of the correct MAC of DIFD. The process is repeated preparing a MAC
with the identified correct value for the first byte and setting the second byte
as target, getting the right value for it from the timing analysis. Iterating such
process over all MAC bytes as shown in Fig. 5 the full correct MAC of DIFD for
the given ePassport is obtained.

Such information could then be exploited in two different ways. The pair
(DIFD,MIFD) could be given to a cracking machine where all possible MRZs
are used to compute the MAC of DIFD until the match with MIFD is found [6].
Alternatively, since DIFD can be fixed a priori, all its possible MACs are pre-
computed using all possible MRZs, then exploiting the stored data as lookup
table. Note that both approaches are feasible only if the attacked ePassport is
featured by a low entropy MRZ, that is the full set of strings representing all
possible MRZs is exhaustively manageable, but as reported in Sect. 1 this is
the case for ePassports issued by different countries. For instance, it has been
reported that the MRZ entropy for ePassports issued by some countries can be
around 40 bits [4,7]. In such a case, considering that a cracking machine could
be able to test ≈228 BAC keys per second [6], ≈1 h would be required for getting
the MRZ, while a lookup table would require some TBs of precomputed data.

We remark that this attack performs better than a brute force approach
based on BAC attempts against the victim ePassport in terms of number of
queries sent to the chip. Indeed, assuming 5000 iterations in the timing analysis
for each of the first seven bytes of the MAC and 500 iterations for the last byte,
≈9million queries would be needed in total (we remind that in our analysis,
for each MAC byte, each possible byte value between 0x00 and 0xFF is tested
N times, where N = ‘number of iterations’), that is by far less than the number of
possible MRZs. It also has to be noted that, according to the times experienced
with our set-up, a timing analysis of 5000 iterations on a MAC byte requires
an interaction of ≈85 h with the attacked chip, so some days would be required
for a complete attack as the one estimated above, which could be not easy to
achieve in practice even if we try to depict a couple of attack scenarios in the next
section. In addition, for our statistical analysis to be successful and usable for
the designed attack, the chip response times should not be affected by artificial
behaviours as it was for our examined ePassports featured by the side channel.
Indeed, for them, after roughly 250 failed BAC attempts the chip responses were
artificially delayed by some seconds, de facto preventing any successful statistical
analysis.

5 Discussion

Our experiments have been conducted by a lab set-up, with the examined chips
interrogated through a contactless reader connected to a workstation. As real
life attacking scenarios, we could think of NFC-enabled mobile phones used to
mount attacks against BAC-protected chips. For instance two attack method-
ologies could be adopted, one based on physical proximity and the other act-
ing remotely. In the first case, a person regularly in proximity of the victim
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document holder (e.g., on means of public transport, at the workplace) could
collect data day by day. If the holder keeps for instance his document in a bag
or in a pocket, the attacker could silently put his phone close to such points run-
ning the timing analysis in chunks, retrieving in the end the MRZ of the victim’s
document. For the second methodology an attacker should be able to install the
timing analysis software in the mobile phone of the document holder. This could
be achieved in different ways, as for instance distributing the analysis software
through phone application repositories (e.g., hiding the software in games) or
using social engineering techniques. Then the timing analysis is carried on when
the victim keeps his phone close to the document (e.g., many people tend to keep
phone and wallet, where the document could be placed, close together). Note
that with such an approach it is possible to think of massive attacks infecting a
large number of phones. Once cracked the document could be partially copied
reading its content or remotely used through a relay attack [10].

We have got our timing analysis results on documents currently in circula-
tion. We hope that our results foster ePassport chip manufacturers to assess their
implementations in order to identify the possible presence of the side channel
presented here. The issue could be solved forcing the MAC check to be executed
in constant time or simply adding a delay for the chip responses when a certain
number of unsuccessful BAC attempts have been run, de facto preventing the
timing analysis. We have verified that this second option was adopted by the
ePassports examined during our experiments, basically protecting them from
our attack (even if such mechanism was probably introduced to protect the chip
against brute force attacks). Also the adoption of high entropy MRZs prevents
the attack, but a change in the MRZ scheme should be decided by the adminis-
trations of the different countries. In addition we remark as for ePassports the
BAC is going to be replaced by the PACE scheme [11] that relies on a different
cryptographic protocol.

Another electronic document that could be affected by our results is the
electronic Driving Licence (eDL), recently regulated in the EU [12]. Similarly to
ePassports a chip can be embedded in the document. Whether a contactless chip
is adopted (also contact chips are possible) the access to its data is protected
by the Basic Access Protection (BAP) [13]. Also the BAP is based on a shared
secret between chip and reader, called Scanning Area Identifier (SAI), to run
an authentication protocol between the parties. The BAP can be configured
to act exactly as the BAC, the BAP 1 configuration of [13] specifies the same
cryptographic algorithms, and also the SAI can be set to be a machine readable
string. Such arrangement is exactly the one adopted for European eDLs, in
favor of interoperability with existing equipment already used to read similar
documents like ePassports, and no alternative options are given. In light of this
a check on the SAI entropy and an assessment of the eDL chip implementation
would be advisable, in order to evaluate the feasibility of the attack presented
here against eDLs.
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6 Conclusion

In the paper we present a side channel analysis for electronic documents fea-
tured by a contactless chip protected through the Basic Access Control (BAC).
In particular specific timing analysis during chip operations for the BAC can
be carried out. We explain how such analysis could be exploited to mount an
attack to retrieve the chip’s BAC keys when no countermeasures are adopted in
combination with low entropy secrets. We have verified the presence of such side
channel in ePassport chips currently in circulation and we remind that the same
access control mechanism is adopted for contactless electronic Driving Licences.
We advice all those players in charge of manufacturing and issuing such elec-
tronic documents to assess their security in light of these new results.

Acknowledgments. We thank Philippe Teuwen for his suggestions about the use of
libnfc.
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Abstract. In this paper, a new concept of a low cost, Low Area Prob-
ing Detector (LAPD) is presented. Probing or microprobing is an attack
technique against integrated circuits implementing security functions,
such as OTP tokens or smartcards. It allows intercepting secrets from
on-chip wires as well as injecting faults for other attacks. Microprobing
is invasive as classified by Skorobogatov in 2005 and requires opening
the microchip package as well as removing the passivation layer. While
it may sound complicated and expensive, Maier and Nohl showed in 2012
that microprobing is feasible for low-budget adversaries. However, exist-
ing protection techniques against microprobing, such as active shields,
redundancy of core components, or analog detection circuits containing
large capacitors, are still expensive.

The LAPD provides low-cost protection against microprobing. It mea-
sures minimal timing differences between on-chip wires caused by the
capacitive load of microprobes. As a novelty, it is merely based on digi-
tal components and does not require analog circuitry, which reduces the
required area and process steps compared to previous approaches.

1 Introduction

Microprobing is a highly powerful attack technique against security chips. Its
purpose is to violate the tamper-resistance characteristics of a chip. Despite its
higher cost compared to other types of attacks, it has the advantage to achieve
direct reading of internal data or writing on control signals. Furthermore, attack-
ers can use microprobing to manipulate the behavior of an attacked chip by
forcing on-chip wires to arbitrary voltages [7].

When dumping the chip memory is the objective, buses are a more interesting
target than memory cells because on buses, all relevant data passes through a
few single lines. Worse than that, buses are difficult to hide in lower metal layers
due to their extension [10].

For many years, buses and other chip structures have been protected by dif-
ferent means like active or passive shields, attack sensors and masking schemes.
Shields are top layers of metal that usually cover the whole surface of the chip [1].
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Planarization and a dense mesh of conductive routes complicate the access to
lower layers of it. In active shields, routes are periodically tested to detect breaks
in them [9].

The performance improvement and accessibility of specialized laboratory
equipment, from micropositioners over high-end optical and electron microscopes
up to Focused Ion Beams (FIBs) has put in danger protection measures like
shields. FIBs can drill holes with the necessary depth between meanders of metal
routes which access underlying lines of interest without damaging the shield.
Later on, they can deposit conductive material to route initially inaccessible sig-
nals to the surface, which allows the right alignment and contact of microprobes
[14]. Other protection mechanisms such as light sensors can be defeated as well,
for example by using targeted laser pulses – or they are expensive to implement,
such as masking which requires a huge area effort.

The aggregation of impediments against these attacks has forced attackers to
search for other easier alternatives. Access through the backside of the chip has
been recently investigated. Using the photonic emission of transistors, a mapping
of transistors is elaborated and regions of interest located [8]. Then, the backside
is thinned down close to transistors, approximately 50µm, and thereafter FIB
machine edition completes the access to source and drain of the target ones.
As formerly described, ad hoc metal contacts are added to ease the microprobe
contacts [6]. In such a way, buses can be accessed too by locating the driving
buffers, which usually produce larger photo-emission.

We present a novel concept to protect the lines of buses from the inside of
itself. It is based on the fact that the timing behavior of bus lines is mutually
similar under normal conditions, while attaching a microprobe to some lines
makes this significantly different. A similar, much more resource-intensive app-
roach called Probe Attempt Detector (PAD) was presented in [11]. An overview
of its concept is presented in Sect. 3.

In this paper, the concept of a Low Area Probing Detector (LAPD) is pre-
sented which is implemented only using digital standard cells and achieves a
sensitivity degree in the order of magnitude of the present commercial micro-
probes [12]. Owing to the digital scheme, the area requirement is much lower
than the PAD as no analog components such as capacitors are required. In addi-
tion, the LAPD allows detecting probes in a single shot, while the PAD is slower
and consumes more energy as it requires counting clock ticks of a ring oscillator.

The rest of the paper is organized as follows: In Sect. 2 the statement of the
problem is formally presented. Related work is shown in Sect. 3. In Sect. 4 the
LAPD is explained in detail and in Sect. 5 simulation results are shown. Finally
concluding remarks are presented in Sect. 6.

2 Problem Statement

Consider an on-chip bus transmitting sensitive data that consists of n lines,
to some of which an attacker can contact microprobes. Also assume that the
test bench is static, i.e. the probes are not moved while the attacked chip is
powered up.



A Low Area Probing Detector for Power Efficient Security ICs 187

If the attacker required k probes simulaneously attached to the chip instead
of only one, his cost increase may appear linear in the first place – he needs to
have access to k microprobes, micropositioners, amplifiers and other equipment.
However, we assume it is more than linear, as he will also face additional and
presumably time consuming practical challenges: the more probes are required,
the more likely it is that different needles obstruct each other’s way. Furthermore,
it is difficult to position many micropositioners around the chip as they are orders
of magnitude larger than the chip itself.

In order to minimize the harm of the information leakage by the bus, two pos-
sible strategies could be selected: masking the data transmitted through the bus
or detecting the microprobe presence by electrical means. The first strategy needs
very high resources in terms of chip area, power consumption and computation
time, as well as price for certification. This is mainly used for the protection of
high-value targets such as Pay TV smartcards [4,5]. It is, however, not feasible
for mass-market low performance processors – for example, SIM cards or RFID
based public transport tickets – while the second strategy can be implemented
at a vastly reduced cost in terms of area and power consumption. We focus on
the latter case because we target low-cost secure chips.

The detection of the microprobe presence could be performed online, while
data is transmitted through the bus, or offline, at time instants when the bus is
idle. Like before, the online mode will typically require more power because it
will be in continuous operation while the offline mode will consume power only
during its activation. For this reason, the selected mode is the offline mode.

In conclusion, the LAPD presented in this paper is of type offline detector of
microprobe presence by electrical means. Since the test bench is assumed static,
typically a detection run must be performed after reset and/or in bus idle cycles
before critical data is transfered over the bus.

3 Related Work

The smartcard industry protects their chips against microprobing either by
meshes, sensors, or by using area intensive masking schemes.

Shields, also known as meshes, are regular wiring structures located at the
top layer of a smartcard chip. Passive shields obstruct the way to security crit-
ical signals but do not have any integrity verification – if an attacker is able to
remove this shield, e.g. by means of polishing or FIB manipulation, the shield is
completely defeated. Active shields, in addition, transmit random-looking pat-
terns over the shield lines and verify whether the signal still arrives at the other
end of the lines; if this is not the case, the chip can trigger an alarm that shuts
the chip down or even erases its memory, depending on the level of security
required. This mechanism is more difficult to defeat as it requires bridging all
interrupted shield lines.

A different approach against microprobing and other attacks are using multi-
ple instances of security-critical components such as memory or CPU cores that
only know an obfuscated version of the data that is stored or processed, while
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Fig. 1. Overview of the Probe Attempt Detector

only the combination of various pieces of data allows reconstructing the actual
secret. This is called masking.

In 2012, another protection mechanism against microprobing was proposed
in academia. The Probe Attempt Detector (PAD) [11] aims at protecting buses
from the physical contact of probes.

This detector is embedded in the chip and exploits the increase of delay
suffered by the line when its parasitic capacitance is enlarged due to the physical
contact of the probe. In Fig. 1, an overview of the detector is shown. The PAD
runs in off-line mode and when started, a periodic signal is sent simultaneously
through all the lines. At the outputs, XOR gates compare the state of the lines
and if transitions arrive with different propagation delays they generate pulses
of a width proportional to the delay difference. A downstream circuitry adds all
these pulses, integrates over time and generates a digital alert symptom. Because
of the differential mode, the response of the PAD does not depend on the number
of buffers inserted in the bus lines.

In Fig. 2, a simplified model of the downstream circuitry is shown. A tank
capacitor C with the initial charge CVDD is gradually discharged by the pulses
coming from the XOR gates. When the pulses arrive, they switch on nMOS
transistors which in turn extract some charge from C through a current source;
therefore, the amount of charge discharged from the capacitor is proportional to
the ‘active’ time of the nMOS transistors. Initially, when the detector starts, C
is charged to the maximum voltage VDD through switch S. Then, the switch is
opened and the XOR gates start comparing signals coming from the bus during
a given integration time. If the arrival times of the XOR inputs are mutually
delayed by a probe, the XOR gates generate pulses accordingly which in turn
gradually discharge the capacitor. A comparator CP raises its output when the
voltage vc goes below the threshold Vref . A probing attack alert is activated
when this signal is raised earlier than normal.
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Fig. 2. Simplified model of the PAD downstream circuitry

4 The Low Area Probing Detector

Attaching a microprobe to a bus line increases its capacitive load. Different
capacitive loads of equally sized lines lead to different delays of these lines. We
present the Low Area Probing Detector (LAPD) that detects microprobing by
observing the timing differences between two or more adjacent bus lines. This
increases the complexity of a microprobing attack: If n lines are protected by the
LAPD, n − 1 microprobe connections can be detected such that the adversary
would need to attach the same capacitive load to all n protected lines. We assume
to protect buses consisting of lines with similar dimensions and delays.

In order to achieve the maximum level of security, the LAPD shall protect
all lines that either transfer sensitive information or can be used for forcing or
fault injection. This work is focused on the protection of bus lines on a security
microcontroller: these lines transfer sensitive information between different com-
ponents on the chip and they are easy targets as they are presumably situated
on the top metal layers due to the distance they need to cross. Furthermore,
their structure is well suitable for our symmetry assumptions that are used for
this work. Alternatively, the LAPD can be used to enhance the security of active
shields such that they do not only evaluate the existence of proper connections,
but also validate their timing behavior [10].

4.1 Principle of Operation

The LAPD protects a set of bus lines in a system, as shown in Fig. 3 for the
example case of two lines. The lines to be monitored by the LAPD each have
the parasitic capacitance CL, while an attacker probing a line introduces the
additional capacitance CA, which increases the total capacitance of the probed
line to CL + CA.

During the attack, the line capacitances are

C1 = CL + CA (1)
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Fig. 3. Overview of a system using the LAPD

C2 = CL (2)

where C1 is the capacitance of the victim line L1 and C2 is the capacitance of
the reference line L2. Assuming the alpha-power model for the transistors [3,13],
the delay of the line buffers can be approximated by

di = k̃
Ci VDD

(VDD − Vt)α
(3)

where α is the velocity saturation coefficient of the carriers, Vt is the threshold
voltage of the transistors, k̃ is the trans-resistance including the remaining tran-
sistor parameters, VDD the supply voltage and Ci the load of the driving buffer
[2]. All technological parameters are balanced between nmos and pmos transis-
tors. Equation (3), as explained in [2], assumes that signals approach voltage
limits during swinging, which is the case when signals propagate through chains
of gates.

After the attack the delay difference between lines L1 and L2 is

d1 − d2 = k̃
(C1 − C2)VDD

(VDD − Vt)α
= Ω CA (4)

with

Ω = k̃
VDD

(VDD − Vt)α
(5)

As shown in (4), the delay difference is, in a first approximation, proportional
to the amount of capacitance of the microprobe. This relationship is valid for
small values of CA which is the characteristic property of advanced microprobes.
For probes with larger CA, Eq. (4) tends to a saturation but in any case the
increase of delay function is monotonic and therefore we expect the circuit to
behave reliably.

The LAPD detects this delay difference by evaluating race conditions between
the two inputs of an RS latch, as shown in Fig. 4. A clock signal drives lines L1
and L2, while a control logic alternates inserting intentional delays tD in the
end of these lines and before the R and the S input, such that the latch output
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Fig. 4. Conceptual schematic of the LAPD core

(a) Circuit (b) Timing

Fig. 5. NOR RS latch

shall alternate between 0 and 1 every cycle. It is preferrable that the clock is not
externally accessible to avoid attacks such as glitching. The delay tD is chosen
such that its value is above the intrinsic timing jitter between the R and S inputs
and below the minimum timing delay that is expected to be introduced by the
microprobe.

4.2 The LAPD Architecture

The LAPD is based on the timing behavior of a standard Reset-Set (RS) latch,
as depicted in Fig. 5(a) for the NOR implementation. The Basic Concept section
explains the most basic case protecting two lines, Control and Evaluation Logic
describes the components required for operation, and Protection of n Lines
explains how to protect more than two lines.

Basic Concept. An RS latch, as composed of two NOR or NAND gates, is a
memory cell that can be set by activating the S input and reset by activating
the R input. As shown in Fig. 5(b) for NOR RS latches, Q does not match not(Q)
during the time that R and S are active simulaneously – in other words, the
output is inconsistent. However, as soon as the first of the two inputs returns to
the inactive state, the other, still active input “wins the race” and the output
becomes valid again.

The LAPD makes use of this behavior by providing both R and S with a
square wave, e.g., a clock signal, where one of the R and S lines is alternately
delayed. For our assumed case of balanced lines, the latch output Q will alternate
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(a) With probing (b) With probing of L1

Fig. 6. LAPD timing

between 0 and 1 every clock cycle if no probe is attached. The switchable delay
driver is dimensioned to be smaller than the delay introduced by the target
microprobe: If an adversary attaches such a probe, it will constantly delay one
of the lines beyond the other line, such that Q will stop alternating and give a
constant output of 0 or 1, depending on the line that is probed.

The timing of the LAPD is shown in Fig. 6. The inconsistent output state
of the latch is denoted “X”, and an unknown output state is denoted “?”.
Figure 6(a) shows its regular operation without any probe attached to L1 or
L2. Inputs R and S are alternately delayed such that Q alternates between 0
and 1 at the sampling time every clock cycle. In Fig. 6(b), L1 is probed, which
induces an additional delay to R. In this case, R is always slower than S, such
that Q stops alternating and keeps a constant value of 0. The inconsistent output
state of the latch is denoted “X”, and an unknown output state is denoted “?”.
Figure 6(a) shows its regular operation without any probe attached to L1 or L2.
Inputs R and S are alternately delayed such that Q alternates between 0 and 1 at
the sampling time every clock cycle. In Fig. 6(b), L1 is probed, which induces an
additional delay to R. In this case, R is always slower than S, such that Q stops
alternating and keeps a constant value of 0.

Control and Evaluation Logic. The control logic provides the multiplexer
input sel to the LAPD. sel controls whether latch input R or S shall be delayed.
Figure 7 depicts a schematic of a sample control logic implementation. It is
designed such that sel is generated by a toggle flip-flop clocked by a delayed,
inverted clock signal. The rising edge of the T flip-flop clock ff clk shall occur
after the falling edge of the delayed LAPD latch input. An additional delay tA
ensures this condition.

On the output side of the latch, the evaluation logic shall provide feedback
about the absence or presence of a probe. Conceptually, this is a PASS/FAIL
signal where PASS means that Q toggles every cycle and FAIL indicates that Q
remains at a constant value over two subsequent cycles. Implementing a single
PASS/FAIL output line is dangerous, though: if an attacker would force such
a line to a constant PASS, for example by the means of a second microbe, the
LAPD would become obsolete.



A Low Area Probing Detector for Power Efficient Security ICs 193

Fig. 7. LAPD control logic

Fig. 8. Redundant LAPD evaluation logic

The circuit as provided in Fig. 8 has two redundant outputs pass and fail
to avoid this single point of failure. It is fed by the signals Q and Q and uses
the clock ff clk coming from the control logic. As a positive side effect of the
symmetry of the evaluation logic, both outputs of the LAPD latch are equally
loaded, which avoids introducing a bias to the circuit.

Protection of Multiple Lines. So far, only the protection of two lines has
been discussed. In order to protect a bus, it is necessary to extend the scheme
to the protection of n symmetric bus lines.

Using “switches” such as pass transistors, transmission gates or a combina-
tion of AND and OR gates, n lines can be protected by connecting n/2 lines
to the L1 input of the LAPD through such a gate, while connecting the other
half to L2. Then, several delay comparisons are performed such that for each
comparison, one of the bus lines is passed through to L1 and one other bus line
is passed through to L2. A schematic is depicted in Fig. 9. With this approach,
the LAPD protecting an n bit bus can detect up to n − 1 attached probes.

A full probe detection coverage is obtained by verifying that the delays of all
bus lines are equal. Due to the transitivity of equality, it is sufficient to perform
a pairwise comparison of adjacent lines.

In practice, the length of bus lines is not exactly balanced and therefore,
the comparison of two adjacent lines is assumed to be slightly biased. In the
case this bias has a magnitude that affects the measurement accuracy, it can be
compensated by fine-tuning the individual line delays tD: Instead of having one
constant delay tD for all bus lines, an individual tDi can be used for each bus
line.
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Fig. 9. Bus protected by the LAPD

Fig. 10. LAPD system integration

4.3 System Integration Example

Given that the LAPD can take over control of the bus for a limited time, for
example by using DMA, it can be attached to the bus of a microprocessor system
just like any peripheral component. The CPU core can trigger a probe detection
run, for example, by a read operation to the LAPD which would give the LAPD
full access to the data bus until the LAPD signals the end of the read operation.

A probe detection run can be triggered during startup or prior to transferring
critical information such as keys over the bus.

A top-level view of the LAPD integration into a low-power smartcard chip
is shown in Fig. 10.

5 Simulation Results

We simulated the function of the LAPD on a STMicroelectronics 65 nm technol-
ogy using standard cells in the Cadence environment with spectre.
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We aimed at obtaining the dependency between the delay tD and the min-
imum nominal capacity CA,min that can be detected. From that, the delay tD
shall be determined.

The dependency between tD and CA,min is determined by simulating a sys-
tem as shown in Fig. 3. For reasons of simplicity, the control logic is replaced
by manually driving the sel input, while the evaluation logic is implemented
in software that uses the spectre analog waveforms of Q as input data. Due to
the symmetry of the RS latch, it is sufficient to simulate probing the line that
is connected to the L2 input of the LAPD. We assume probe capacitance values
of CA ∈ {0 fF, 5 fF, 10 fF, · · · , 60 fF}. The LAPD itself is implemented according
to Fig. 4, but allows keeping the delay tD variable. As an observation window,
we chose values between 10 ps and 300 ps. Considering the line capacitance CL,
we assumed a value of 100 fF.

Fig. 11. Nominal LAPD detection coverage

Table 1. Nominal minimum detected CA depending on tD

tD in ps CA,min in fF

10 5
20 5
30 5
40 5
50 10
60 10
70 10
80 15
90 15
100 15
110 20
120 20
130 20
140 20
150 25

tD in ps CA,min in fF

160 25
170 25
180 30
190 30
200 30
210 35
220 35
230 35
240 35
250 40
260 40
270 40
280 45
290 45
300 45
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Table 1 shows the nominal values of CA,min in dependency of the delay tD. A
graphical representation of the nominal detection coverage of probe attachments
is shown in Fig. 11. The x axis points out the configured delay tD of the delay
gate, while the y axis denotes the capacitance CA of the attached probe. Blue
circles represent undetected capacitive loads, which means that the detector
output still behaves as normal, while white circles denote the successful detection
of a probe attachment – on a technical level, this means that the LAPD outputs
Q and Q stop alternating and keep at a constant value. From this figure, 10 fF can
be spotted as the minimal value of CA to be detected. The microprobe with the
smallest input capacitance we found on the market [12] has an input capacitance
value of at least 20 fF and therefore could be detected by the LAPD.

6 Conclusion

In this paper, we present the concept of a Low Area Probing Detector (LAPD),
a new approach to detect microprobing on symmetric lines such as buses. It is
the first detector measuring capacitances to detect tampering without relying
on analog circuitry. This avoids large analog components, which makes the area
required for the LAPD circuitry lower than for any other delay-based probe
detection scheme.

Our nominal simulations indicate that probes with parasitic capacitances
in the range of 20 fF can be detected. The scheme can be used to enhance the
security of low-cost security controllers, as found on cheap mass market products
such as SIM cards, but it is also possible to apply its concepts to improve the
security of – already well-protected – high end security controllers, as they are
found in Pay TV smart cards, for example.

As the LAPD increases the complexity for a successful bus attack, adversaries
continue to look for other attack vectors. For an effective and comprehensive
protection of security chips, other components need to be protected as well –
this includes, for example, memory controllers, address decoders, control logic
and arithmetic-logic units (ALUs), but also the signalling mechanisms of attack
detectors themselves. Therefore, analyzing other microprobing attack targets and
providing appropiate protection mechanisms appears as an important field for
future work. Another important piece of future work are monte-carlo simulations
to evaluate the reliability of the LAPD.
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Abstract. As an unsolved issue for embedded crypto solutions, side
channel attacks are challenging the security of the Internet of things.
Due to the advancement of chip technology, the nature of side channel
leakage becomes hard to characterize with a fixed leakage model. In this
work, a new non-linear collision attack is proposed in the pursuit of the
side channel distinguishers with minimal assumption of leakage behavior.
The attack relies on a weaker assumption than classical DPA: it does not
require a specific leakage model. The mechanism of collision generation
enables independent recovery of partial keys so that for the first time
the collision attack can be fairly compared with other standard side
channel distinguishers. The efficiency of this attack has been verified by
experiments on an unprotected microcontroller implementation of AES.
Its immunity to modeling errors is confirmed through simulation of a
broad range of leakage functions.

1 Motivation

Side channel attacks (SCA) such as Power and EM analysis remain as a major
concern for embedded cryptographic systems. The mostly wireless connection
of devices and appliances makes security and hence reliable embedded crypto
engines a necessity for the entire Internet of things. Only affordable countermea-
sures and robust evaluation methods can assure a widespread protection against
SCA. In general, SCA achieves its key recovery objective through exploring the
data dependency between side channel observables and the internal state or the
system. Such data dependency has usually been described with a particular leak-
age model by the classical Differential Power Analysis (DPA) [8] and Correlation
Power Analysis (CPA) [4]. Models range from Hamming weight/distance mod-
els to more complicated toggle count models depending on the a-priori knowl-
edge about the implementation. Consequently, the error from leakage modeling
assumption or the lack of detailed a-priori knowledge can aggravate or even pre-
vent successful attacks. Recent studies [6,9,13] call for generic distinguishers that
do not rely on a-priori knowledge about the implementation and have minimum
assumption on the leakage distribution. Although non-parametric statistic meth-
ods such as Mutual Information Analysis [7] and Kolmogorov-Smirnov test [20]
are well suited to estimate the unknown leakage behavior, the cost is a huge
loss of efficiency: many more measurements are needed for probability density
estimation or empirical distribution comparison. Whitnall et. al. showed in [21]

c© Springer International Publishing Switzerland 2014
N. Saxena and A.-R. Sadeghi (Eds.): RFIDSec 2014, LNCS 8651, pp. 198–214, 2014.
DOI: 10.1007/978-3-319-13066-8 13



Non-Linear Collision Analysis 199

that generic univariate attacks with a leakage model exist only for a very limited
selection of target functions. It is indicated that profiled attacks such as tem-
plate attacks [5] and stochastic modeling attacks [14] are necessary for security
evaluation. Although those attacks achieve great efficiency, the requirement of
the profiling stage is sometimes demanding except for evaluating labs.

An alternative side channel strategy are side channel collision attacks [16]
where the adversary recovers the key with the combined benefit from the alge-
braic property and the leakage similarity of internal collisions. Another attrac-
tive feature of collisions is the self-templating property: instead of estimating or
assuming a leakage model, leakages observed from different queries are directly
compared. In other words, side channel collision attacks do not even require a
leakage model. This satisfies the need of generic side channel distinguishers that
assume as little about the leakage function as possible.

Contribution. In this work we propose a new side channel collision attack
to recover secret information without prefixing a leakage model or estimating
leakage distributions. The attack derives side channel collisions between internal
states that do not have a simple linear relationship. The approach allows us to
collide the same partial state at two different stages, e.g. the input and output of
an S-Box, and hence retrieve the secret information by exploiting the bivariate
leakage samples reflecting the two stages. Results are verified experimentally and
through simulation. Of independent importance is the quantitative analysis of
the sensitivity of collision attacks to leakage mismatch in the colliding states.
The proposed attack is efficient, immune to leakage modeling errors and robust
against high inhomogeneity of the leakage behavior of non-linear collisions.

The rest of the paper is organized as follows: After a review of related prior
work in collision attacks in Sect. 2 we explain in Sect. 3 how to exploit non-linear
collisions for more efficient key recovery. Section 4 details on experiments as well
as simulations and highlights the applicability and convenience of non-linear
collision attacks.

2 Background

We briefly revisit the existing proposals in side channel collision attacks.

2.1 Collision Attack

Side channel collision attacks were introduced in [16] against DES and extended
in [15] against AES. Works of [1–3,22] further improved the collision attacks for
different scenarios. They have a common definition of collisions being the same
internal state computed from different inputs. A collision tells the adversary
that targeted key parts satisfy certain algebraic equalities which are employed
to reduce the space of valid key hypotheses. Collision attacks take advantage of
both side channel leakage and the algebraic property of the cipher and hence can
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recover the key with fewer traces. However, such benefit stands on two prereq-
uisites: (1) the adversary should have chosen plaintext capability as mentioned
in [15]; (2) the adversary can detect the occurrence of collision with as low proba-
bility of false positive decision as possible. This is because the algebraic property
can be used only after a collision is successfully detected and it is easy to under-
stand that using a wrongly detected collision yields misuse of invalid algebraic
property and hence risks missing the correct key.

2.2 Linear Correlation Collision Attack

In [11], an interesting algorithm has been proposed to attack AES using corre-
lation enhanced linear collision. It is different from the classical collision attack
since it does not use collision detection to reduce the total number of valid
key hypotheses. In fact, it works more like classical DPA/CPA style attacks
that firstly make hypothesis and then use distinguisher to determine the correct
key that actually generates collisions. But unlike classical DPA/CPA, the lin-
ear correlation collision attack (LCCA) does not recover each subkey directly,
but instead it tests hypothesis of the difference between subkeys as shown in
Fig. 1(a). More specifically, if the adversary aims at recovering the difference
Δ = ka ⊕ kb between subkey ka and kb at byte a and b, she needs to test
all possible hypotheses δ of the subkey difference. For each hypothesis δ, the
adversary computes the correlation ρ(MX

a ,MX⊕δ
b ) between the averaged leak-

age trace MX
a of the byte-a-plaintext Xa = X and the averaged leakage trace

MX⊕δ
b of the byte-b-plaintext Xb = X ⊕ δ. Upon completion of all hypotheses,

the adversary makes the decision of the hypothesis that gives highest correlation,
i.e. δ∗ = argmaxδ{ρ(MX

a ,MX⊕δ
b )}. The attack works because when testing the

correct hypothesis δ = Δ = ka ⊕ kb, the Sbox outputs of the two bytes cause
collisions as seen from below.

(a) (b)

Fig. 1. Simplified schematic for linear correlation collision attack (LCCA) (a) vs non-
linear collision attack (NLCA) (b). While LCCA exploits linear collision of two different
state bytes at the same stage in the cipher round, NLCA can exploit the non-linear
collision of the same state byte at two different stages of the cipher round.
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Xa ⊕ Xb = X ⊕ X ⊕ δ = Δ = ka ⊕ kb

⇐⇒Xa ⊕ ka = Xb ⊕ kb

⇐⇒S(Xa ⊕ ka) = S(Xb ⊕ kb)

Therefore the averaged leakage traces MX
a and MX⊕Δ

b gives high correlation.
If a wrong hypothesis δ �= Δ is assumed, the above equalities do not hold any
more, neither have collisions be generated. Therefore a wrong hypothesis results
in low correlation.

3 Non-Linear Collision Attack

Non-linear collisions take advantage of the fact that processing two internal
states of the same value yields similar leakage behavior—especially for software
implementations. The concept of exploitable collisions is extended so that they
occur for different internal states, even if processed under different operations.
We first explain the idea of generating non-linear collisions and then detail how
to exploit them and use them to build a side channel distinguisher called Non-
Linear Collision Attack (NLCA). Its validity, complexity and relation to other
side channel attacks are also discussed.

3.1 Existence of Non-Linear Collisions

Let two internal states of the target implementation be denoted by Y and Z
for the NLCA. The first state Y = fk (X) is the output of a function of the
plaintext X with the secret key k. The keyed function fk is part of the crypto
algorithm that is executed in the target device. For notational convenience, we
use f−1

k (Y ) to denote the set of all pre-images of plaintexts that lead to the
internal state Y . The second state Z = φ (Y ) is mapped through an intermediate
non-linear function φ from the predecessor state Y . It is clear that the state Z is
a functional composition output, represented as Z = φ ◦ fk (X). Note that both
of Y and Z should produce observable side channel leakage to be exploitable by
the side channel adversary. We use LY and LZ to denote the observed leakages
for processing the two respective states Y and Z.

The goal of NLCA is to generate collisions between state Y and state Z and
to exploit them by detecting the correlated leakage behavior. That is, for a given
plaintext X, we want to find another X ′ such that the induced internal states
Y, Y ′, Z, Z ′ satisfy the cross-state collision of either Y ′ = Z or Z ′ = Y . Without
loss of generality, we explore the first type Y ′ = Z, i.e.

fk (X ′) = φ ◦ fk (X) (1)

Clearly, if X ′ is chosen as one of the pre-images of φ◦fk (X), then it is a solution
to Eq. (1). In other words, X ′ ∈ f−1

k (φ ◦ fk (X)) implies that the internal state
Y ′ = fk (X ′) is guaranteed to be colliding with the internal state Z = φ◦fk (X).
Hence the observed leakage behavior of LZ and LY ′ can be expected to be very
similar.
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3.2 Building a Non-linear Collision Attack

We now show how this idea can be used and converted to a side channel attack
on AES. The described approach can be easily adjusted to target many other
block ciphers. We choose the non-linear operation φ as the first round1 SubBytes.
More precisely, we only consider φ as a single Sbox S (·) in the following context.
The states Y and Z are then the input and output of the same Sbox respectively.
The function fk is the initial key addition (xor) operation. Figure 1(b) visualizes
the idea of NLCA in this setting. The cross state collision in Eq. (1) becomes
X ′ ⊕ k = S (X ⊕ k) and clearly it has a unique solution

X ′ = k ⊕ S (X ⊕ k) (2)

In other words, if the AES encryption algorithm is executed with plaintexts X
and X ′ computed from Eq. (2), the produced side channel leakages LY ′ and LZ

(with Y ′ = X ′ ⊕k and Z = S (X ⊕ k)) will be closely correlated. The adversary,
however, does not know the subkey k and therefore cannot directly plug it into
the equation and find such X ′. Nevertheless, all possible subkey hypotheses can
be checked to find the correct subkey k. Algorithm 1 shows the detailed proce-
dure for the attack on AES. Basically, the adversary makes a total of 256 subkey
hypotheses g ∈ {0, 1}8. For each hypothesis g, she computes X ′

g = g ⊕S (X ⊕ g)
for all possible plaintext bytes X. The resulting list of plaintext pairs X and X ′

g

is assumed to generate cross-state collisions Z = Y ′
g , under this hypothesis g.

The respective average leakage signals LZ , LY ′
g

are stored in vectors α, βg. The
Pearson correlation coefficient ρ(α, βg) between them is finally computed for
testing the subkey hypothesis g. After testing all subkey hypotheses, the adver-
sary picks the subkey hypothesis k∗ that yields the highest correlation coefficient
and determines it as the correct subkey k, i.e. k∗ = argmaxg {ρ(α, βg)}.

Validity. If the hypothesis is correct, i.e. g = k, the computed X ′
g = X ′

k has
the same format as in Eq. (2). It follows that

X ′
g = g ⊕ S(X ⊕ g) = k ⊕ S(X ⊕ k)

⇐⇒X ′
g ⊕ k = S (X ⊕ k)

⇐⇒Y ′
g = Z

Hence the respective mean signals α, βg of the observed leakage should be similar
and have high correlation. However if the hypothesis is wrong, i.e. g �= k, then
the above equations do not hold anymore. Hence Y ′

g does not collide with Z and
their respective leakage should only give low correlation.

Adaptable with Higher Order Statistical Moments. Generic distinguisher
has low assumption on the leakage distribution. In certain scenario, leakage can-
not be captured with the first order statistical moment (empirical mean) but
1 It can easily be translated to last round SubBytes with known ciphertexts.
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Algorithm 1. Non-Linear Collision Attack on AES
Input: Number of Traces q, plaintext-byte values X = [X1, ..., Xq] Leakages LY =
[LY,1, ..., LY,q] and LZ = [LZ,1, ..., LZ,q]
Output: Subkey Decision k∗

1: for x = 0 to 255 do
2: Ux = {i | Xi = x, i ∈ [1 : q]} � the set of indices where plaintext is x
3: α[x] = avg{LZ,i | i ∈ Ux} � mean leakage for processing Z
4: γ[x] = avg{LY,i | i ∈ Ux} � mean leakage for processing Y
5: end for
6: for g = 0 to 255 do
7: for x = 0 to 255 do
8: x′

g = g ⊕ S(x ⊕ g) � x and x′
g cause hypothetical collision z = y′

g

9: βg[x] = γ[x′
g] � get the leakage for processing Y ′

g

10: end for
11: R[g] = ρ(α, βg) � Pearson correlation coefficient
12: end for
13: k∗ = argmaxg {R[g]}
14: return k∗

is able to be detected through higher order moments (e.g. empirical variance,
skewness, etc.) as pointed out by [10]. The proposed non-linear collision attack
can easily be extended to capture such hidden leakages. The adjustment is on
line 3 of Algorithm 1. The original vector α is used to precompute the mean
signal (i.e. 1st order moment) of leakage LZ . That is

α[x] = avg{LZ,i | i ∈ Ux} =
1

|Ux|
∑

i∈Ux

LZ,i

with Ux defined in line 2 of the algorithm. The d-th order moment dα of leakage
LZ can also be precomputed for any integer d > 1

dα[x] =
1

|Ux|
∑

i∈Ux

(LZ,i − α[x])d

Similarly dγ can be computed on line 4 to store the d-th order moment of leakage
LY . Finally, one can finish the changes by replacing the first order moment terms
α, βg in line 9 and 11 with d-th order dα,d βg respectively. The adjusted algorithm
can then distinguish subkey hypothesis using higher order statistical moments.
A detailed description of the methods as well as the benefits can be found in [10].

3.3 Comparison with Other SCA

In the following we explore possible benefits and drawbacks of NLCA when
compared to other attacks.
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Comparing NLCA with DPA, CPA. The big difference between NLCA
and DPA, CPA lies in the fact that NLCA does not rely on a particular leakage
model, e.g. Hamming weight model. DPA and CPA correlate leakage sample to
the leakage model of hypothesis, while NLCA make correlation between leakage
samples. In fact, NLCA only requires the minimal assumption that processing the
same internal state results in similar leakage behavior. If the leakage behavior is
precisely captured by the leakage model assumed in the DPA and CPA, NLCA
might not show advantage. However, if the leakage model deviates from the
physical observables, the two classical methods are more likely to fail while the
NLCA is still robust. More details can be found in Sect. 4.2.

On the negative side, NLCA requires identifying the bivariate leakage samples
for processing states Y and Z respectively, prior to the attack. With a known
implementation this is not an issue. As Z = S(Y ) is processed after Y with a
fixed offset of clock cycles, finding the two critical time samples is equivalent
to locating the first sample for LY and adding the offset to get the second
sample for LZ . For unknown implementations the location and offsets have to
be guessed. This can be easy, e.g. if it is highly likely that the non-linear function
is implemented as a table-lookup, resulting in an offset of a few clock cycles. But
this might not always be the case.

Comparing NLCA with Collision Attacks. The earlier works of side chan-
nel collision attacks [1–3,15,16,22] define collisions as the same value of one
target state from different inputs. The NLCA extends the definition such that
collision occurs on two different targets Y and Z of the same value. The sec-
ond difference is that the previous works belong to the chosen plaintext attacks
since only plaintexts in certain pattern can make sure to cause collisions. The
NLCA is not a chosen plaintext attack. It works with traces associated with
random plaintext inputs and hence belongs to the known plaintext attacks. It
sorts traces into different bins Ux and uses all of them. The last but not the least
difference is that previous works rely on successfully detecting the collisions from
traces before making use of their algebraic property to shrink the space of key
hypotheses. The NLCA works in a CPA manner that it tests different subkey
hypotheses and ensures that only the correct hypothesis generates collisions –
not just a few collisions, but all the resulting input pairs x, x′ cause collisions. In
other words, previous works exploit leakage similarity of collisions prior to the
use of its algebraic property, while the order reverses for NLCA. The benefit is
to avoid the false acceptance of collision detection and hence to reduce the risk
of misuse of algebraic property in earlier proposals.

Comparing NLCA with the Linear Correlation Collision Attack. The
NLCA and LCCA have one common feature that they do not require a leakage
model. This is because both are computing the correlation amongst leakage sam-
ples rather than comparing leakage samples to model values. Their complexity
is also at the same level. For LCCA, there are totally 15 independent subkey
differences amongst the 16 bytes in AES. It means that there is a remaining 8 bit
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key entropy even after disclosing all subkey differences. Therefore, the total com-
plexity for recovering a full AES key using LCCA is 15× 28 recoveries of subkey
relations plus 28 full key verification. While on the other side, the NLCA recovers
all subkeys independently. Its total complexity is 16×28 in subkey recoveries. Yet
there are critical differences between the two. Firstly, the LCCA is categorized
by [18] as non-standard side channel attack because it hypothesizes on relation
between two subkeys rather than a subkey itself. While NLCA follows a more
straightforward divide-and-conquer approach. Secondly, the collision exploited
in the LCCA reveals the homogeneity of leakage behavior under the same oper-
ations. More specifically, both states Za and Zb are the output of Sbox as seen
from Fig. 1(a). Hence they are derived from the same routine in the embedded
system. For example, both are loaded from program memory into the state regis-
ters. The collisions generated from the correct hypothesis results in homogeneous
leakage that should have high magnitude of correlation, which is shown in [11].
The NLCA, however, explores the similarity of leakage behavior caused by dif-
ferent operations. As can be seen from Fig. 1(b) that Y ′ is the output of key xor
and Z is the output of Sbox. It means they are processed with different instruc-
tions. For instance, Y ′ is xored or moved to a register and Z is loaded from
program memory onto a register. Such operational difference results in leakages
of non-linear collisions behaving similarly but not homogeneously. Therefore, it
is not surprising that the level of correlation obtained from NLCA is lower than
from LCCA. However, especially in the case of software implementations, it can
be assumed that locating the second colliding state is easier for NLCA, as both
leakages are more likely to occur close to each other.

Some Limitations. The non-reliance of leakage model does not come for free.
One prerequisite of the non-linear collision attack is the existence of the bivariate
leakages: it is satisfied in the situation of software implementation but not in
the hardwares. This restricts the applicability of the NLCA. In addition, it is
not clear whether the NLCA can be extended such that it can also overcome
countermeasures such as masking schemes.

4 Experiments

Three different groups of experiments are described in the following. The first
group is the NLCA attack performed on power measurements of an 8-bit micro-
controller executing AES-128. It also compares the performance of NLCA and
CPA on the real measurements. The second group discusses situations where
NLCA has significant advantage over CPA. The experiments are performed on
simulated leakage traces for well-chosen leakage models. The third group focuses
on the impact of the similar but inhomogeneous leakage behavior caused by
exploiting leakages at different stages of a round.
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4.1 Experiments on Smart Card Power Measurements

We first run the proposed NLCA using real measurements of the power consump-
tion of an 8-bit AVR microcontroller, i.e. the ATXMEGA 256A3B processor. The
microcontroller runs the Rjindael Furious [12]– a popular and efficient software
implementation of AES-128 for AVR. A Tektronix digital sampling oscilloscope
is used to measure power leakage traces. The sampling rate is set to 200M Sam-
ples per second which provides 100 sampling points per clock cycle. The Rjindael
Furious implements the SubBytes operation on each byte as an S-box look up
table (LUT). It firstly takes 1 clock cycle to move the input Y of Sbox into a
particular register for relative addressing the LUT, then uses 3 cycles to load
the output Z of Sbox from program memory into another register. It is therefore
expected that there is an offset of 3 clock cycles (approximately 300 time points)
between processing input state Y and the output state Z of Sbox.

Using Algorithm 1, we test all 256 subkey hypotheses over all time samples.
That is, testing at time sample t refers to assuming LY occurring at sample t
and LZ occurs at sample t + 300. As can be seen from Fig. 2, the correct subkey
hypothesis (red) stands out remarkably from wrong hypotheses (gray) at the time
sample around 6500, which means Y is processed around that time instance and
Z around 6800. More importantly, it is observed that only the correct hypothesis
results in a distinguishable correlation coefficient. This verifies the validity of the
non-linear collision attack. It also indicates that leakages of collisions at different
states under different instructions also behave similarly.
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Fig. 2. Pearson correlation coefficient (y-axis) computed from non-linear collision
attack over all time samples (x-axis). 1000 traces have been used in the experiments.
Gray curves indicate correlation for the wrong subkey hypotheses; red (dark) represents
the correct hypothesis (Color figure online).
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Fig. 3. Pearson correlation coefficient (y-axis) computed for the non-linear collision
attack over the number of utilized leakage measurements (x-axis). NLCA is performed
only over the most remarkable time sample disclosed in Fig. 2. Gray curves represent
wrong subkey hypotheses and the red (dark) curve represents the correct hypothesis
(Color figure online).

Next, the number of traces needed for a successful NLCA is explored. The
correlation experiment is repeated on the discovered critical time point, as visu-
alized in Fig. 2, using 75 to 1000 traces. The observed trend is depicted in Fig. 3.
The correct hypothesis (red/dark) always features a higher correlation than the
wrong ones (gray). The correlation computed from the correct subkey increases
with the number of used traces, and seems not to have reached the limit with 1000
used traces. The counterparts from the wrong hypotheses, however, are bounded
from −0.2 to 0.2. It is clear that the distinguishability in NLCA becomes increas-
ingly remarkable with more traces. Note that the performance of NLCA using
fewer traces is not covered in the plot. One might be interested in the perfor-
mance of NLCA when, for example, only 20 or traces are available. However,
NLCA requires finding a sequence of pairs (X,X ′) such that the resulted Y ′

and Z collide. With limited availability of leakage traces, it is very likely that
intermediate states cannot be paired with the colliding counterpart. In other
words, too few pairs or even no pairs of LY ′ and LZ can be used for computing
correlation, which is easily biased or even undefined.

Next, the performance of NLCA and correlation based DPA (CPA) are com-
pared on the same measurement setup. The attacks use the same set of 500
leakage measurements. The NLCA is tested on the critical time point discovered
in Fig. 2. The CPA assumes the Hamming weight leakage model of the output
Sbox and it is therefore only performed on the most relevant time point for
looking up the output state Z of the Sbox. As can be seen from Figs. 4(a) and
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Fig. 4. Pearson correlation coefficient (y-axis) for all subkey hypotheses (x-axis) com-
puted from NLCA (a) and from classical CPA (b). The latter assumes Hamming weight
model of the Sbox output. The two attacks use the same set of 500 traces, applied to
the most related time samples disclosed in Fig. 2. The correct subkey 43 gives highest
correlation in both scenarios.

(b), both NLCA and CPA work well in this setting, outputting the correct subkey
43 with the highest correlation coefficient. It is hard to determine which attack
performs better simply from the two plots. The NLCA gives the correlation for
the correct subkey a little higher than the CPA. But the level of correlation for
wrong hypotheses in NLCA (roughly between −0.2 to 0.2) is also higher than
the CPA (roughly between −0.15 to 0.15). Nevertheless, the CPA assumes the
Hamming weight leakage model. The experiment only indicates that the behav-
ior of leakage obtained from the target microcontroller is well captured by the
leakage model in CPA. In general, if the leakage does not behave according to the
assumed leakage model, CPA might fail due to the modeling error. This effect
is studied in greater detail in the following simulations.

4.2 Experiments on Simulations: Immunity to Modeling Errors

In this section, we run experiments to test the robustness of the proposed NLCA
under different simulations of the leakage function. We show situations where the
NLCA has significant advantage over the CPA and Mutual Information Analysis
(MIA).

Adversarial Model. We consider four non-profiling adversaries: the classical
CPA, the univariate MIA (UMIA), the multivariate MIA (MMIA), and our
NLCA. The univariate target of CPA and UMIA is the output of Sbox. While
for the MMIA and NLCA the targets are both the input and the output of
Sbox. The CPA and the two mutual information based distinguishers all assume
Hamming weight leakage model2. All probability densities for UMIA and MMIA
2 As pointed out in [19], the near generic 7LSB power model for AES does not perform

well for the MIA and it even fails catastrophically in strong signal setting.
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are estimated through the histogram method using 9 bins. The NLCA does not
assume any power model.

Leakage Simulation Design. We follow the design proposed in [19] of three
situations of simulation—the optimistic, the realistic and the challenging sce-
nario. The optimistic scenario assumes the leakage behaves proportionally to
the Hamming weight of the state value. I.e.

λop(Z) = HW(Z) + ε

where ε ∼ N (0, σ2) is the additive white Gaussian noise that has variance σ2.
The realistic scenario assumes an unevenly weighted Hamming weight model.
That is, the least significant bit (LSB) of the intermediate data has a relative
weight of 10 while all the other bits have weight of 1. So the leakage function is
expressed as

λre(Z) = HW(Z >> 1) + 10LSB(Z) + ε

The third case, i.e. the challenging scenario, assumes a non-linear leakage func-
tion, and it is instantiated as Sbox mapping composition with the Hamming
weight function. That is when the state Z is processed, the leakage function
evaluated at Z is

λch(Z) = HW(S(Z)) + ε

In other words, processing state Z gives a leakage of the Hamming weight of the
Sbox output of Z. It is clear to see that the modeling bias for CPA, UMIA and
MMIA become increasingly severe in the three simulation scenarios.

Performance Comparison. We use the first order success rate and the guess-
ing entropy [17] to evaluate the subkey recovery performance of the four dis-
tinguishers as shown in Fig. 5. All metrics are derived empirically from 1000
independent experiments. In each experiment, the two correlation based distin-
guishers i.e. CPA and NLCA are fed with 256 simulated traces while the two
mutual information based adversaries use 2560 traces because of the demand of
pdf estimation.

It can be seen that only NLCA and MMIA survived from all three simulation
scenarios: both their first order success rate and guessing entropy converge to
1. The CPA and UMIA are efficient when the Hamming weight model captures
the simulated leakage functions very well. However, they become increasingly
impacted by the leakage modeling errors. They succeed in the realistic scenario
at a much higher SNR and remain as failure in the challenging scenario no matter
how SNR varies. Interestingly, in the challenging situation, the guessing entropy
of CPA and UMIA grow much higher than 128 – the quantity for a random
guess without using side channel leakages– even if provided with strong signal.
It indicates that the impact of false leakage model can be as catastrophic as
misleading the adversary.

A first glance at the behavior of the two remaining distinguishers MMIA
and NLCA appears to tell that former has some advantage over the latter. But
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Fig. 5. Performance comparison of NLCA, CPA, UMIA and MMIA using first order
success rate (left) and guessing entropy (right) under three leakage function assump-
tions: optimistic (upper), realistic (middle), and challenging (lower). Experiments are
simulated at different Signal-To-Noise ratios (x-axis). Leakage modeling error has neg-
ligible impact on NLCA, slight but noticeable impact on MMIA and severe impact on
CPA and UMIA.
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one should consider that firstly the MMIA requires 10 folds of simulated traces
than the NLCA because of the need of pdf estimation. Secondly, the behavior
of MMIA at optimistic and challenging situations are much more similar, while
at the realistic scenario it actually becomes worse. Such observation shows that
the leakage modeling error still have some impact on its performance, just not
in the same way as one could expected. On the contrary, the NLCA remains
an unchanged pattern in all the three cases. Therefore, NLCA is robust with
respect to different leakage functions and is immune to leakage modeling errors.

4.3 Impact of the Inhomogeneity of Leakages

As mentioned in Sect. 3.3, processing Y with a move instruction and Z with a
load instruction results similar but not homogeneous leakage behavior even if
the values of the two states collide. Abstractly, it can be viewed as the leakage
functions over the state Y domain and state Z domain are different. The impact
of the inhomogeneity of the bivariate leakage needs to be investigated. The last
group of experiments shows the robustness of non-linear collision attacks against
different levels of inhomogeneity in the leakage. We first define the homogeneity
coefficient τ as the number of bits that both states Y and Z are leaking in the
same manner. It induces the following leakage functions.

λτ (Y ) = λ (YL‖YR) = λ (U) + λ (YR) (3)

The YR represents, for example, the rightmost τ bits of state Y , which are
assumed to be leaking normally (i.e. with the same constant weight). The YL is
respectively the remaining bits of Y that are assumed to be leaking in a different
way. More precisely, in Eq. (3), the YL is independent3 of the leakage function,
and it is replaced by an independently generated random 8 − τ bit value U ,
which then generates leakage. A corresponding leakage function is defined for
state Z such that λτ (Z) = λ (V ) + λ (ZR) with a different random V . It is easy
to see that when Y ′ collides with Z in the NLCA, the part Y ′

R is the same as ZR

leading to λ (Y ′
R) = λ (ZR) while λ (U) �= λ (V ). In other words, the collisions

are detected only from the common τ bits that are leaking in the same way. The
remaining bits contribute only as noise. The lower the homogeneous coefficient
τ , the more the leakages between the two leaking states will deviate from one
another.

In our experiments the leakage function λ is instantiated with the Hamming
weight function. In the τ homogeneous setting, this means that the leakage func-
tion λτ (Y ) = HW (U) + HW (YR) generates Hamming weight of τ bits YR as
signal, and the remaining random 8 − τ bits U give binomially distributed noise.
The equivalent is true for Z. A total of 400 independent experiments is performed.
Each experiment uses 256 simulated traces generated from the above defined leak-
age functions. The result in Table 1 shows that for homogeneity coefficient τ ≥ 3,
the NLCA gives 100 % success rate even for a single subkey trial. When τ = 1, 2
3 It can also be considered that YL is mapped non-linearly to U before generating

leakages. This is similar to the challenging scenario discussed in Sect. 4.2.
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Table 1. The robustness of NLCA against various levels of homogeneity of leakage
behavior for the two sensitive states.

Homo. Coef.

τ = 0

Homo. Coef.

τ = 1

Homo. Coef.

τ = 2

Homo. Coef.

τ = 3 to 8

1st order success rate 0.3 % 23.0 % 89.3 % 100.0 %

4th order success rate 1.5 % 43.0 % 97.8 % 100.0 %

Guessing entropy 126.13 19.18 1.35 1.00

which are the fairly low level of homogeneity, the adversary can still achieve suc-
cess rates more than 40 % and more than 95 % respectively by making 4 trials. The
last line of the table uses the security description Guessing Entropy defined in [17]
that quantifies the expected number of subkey guesses until finding the correct
subkey. It is not surprising to see that 2 trials can guarantee the adversary finding
the correct subkey when τ ≥ 2. Even at the lowest homogeneity level, it can still
be achieved with 20 trials. To sum up, the NLCA shows very strong robustness
against inhomogeneity of leakages for the two states. This result is not restricted
to NLCA and apply in the same way to inhomogeneity of leakages in LCCA.

5 Conclusion

This work proposes the non-linear collision attack as another variety of collision-
based side channel attacks. The attack exploits leakages of collisions of different
states and does not rely on accurate leakage modeling. Experimental results show
that the leakage behavior for different states are similar enough to be exploited
by NLCA especially in the software implementation situations. It also shows that
inhomogeneous leakages generated by different operations have only low impact
on the performance of the proposed attack.
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like to thank the anonymous reviewers for their helpful comments.
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