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Preface

On behalf of the SPICE Organizing Committee we are proud to present the
proceedings of the 14th International Conference on Software Process Improve-
ment and Capability dEtermination (SPICE 2014), held in Vilnius, Lithuania,
during November 4–6, 2014.

The SPICE Project was formed in 1993 to support the development of an
international standard for software process assessment. The work of the project
has led to the finalization of the ISO/IEC 15504 – Process Assessment, and its
complete publication represented a climax for the work of the project. The stan-
dardization effort continues, with the publication this year of the first documents
in the new ISO/IEC 330xx family of standards on process assessment.

As part of its charter to provide ongoing publicity and transition support for
the emerging standard, the project organized a number of SPICEWorkshops and
Seminars, with invited speakers drawn from project participants. These have now
evolved to a sustaining set of international conferences with broad participation
from academia and industry with a common interest in model-based process
improvement. This was the 14th in the series of conferences organized by the
SPICE User Group to increase knowledge and understanding of the International
Standard and of the technique of process assessment.

The conference program featured invited keynote talks, research papers, and
industry experience reports on the most relevant topics related to software pro-
cess assessment and improvement; a significant focus this year was the transition
to the new ISO/IEC 330xx framework, and the expansion in the range of ap-
plicable domains of interest. The technical research papers were selected for
presentation following peer review by members of the Program Committee. In
addition, a number of tutorials were hosted.

SPICE conferences have a long history of attracting attendees from industry
and academia. This confirms that the conference covers topics that are up to
date, important, and interesting. SPICE 2014 offered a unique forum for industry
and academic professionals to discuss their needs and ideas in the area of process
assessment and improvement, and related aspects of quality management.

On behalf of the SPICE 2014 Organizing Committee, we would like to thank
all participants. Firstly all the authors, whose quality work is the essence of
the conference, and the members of the Program Committee, who helped us
with their expertise and diligence in reviewing all of the submissions. As we all
know, organizing a conference requires the effort of many individuals. We wish
to thank also all the members of our Organizing Committee, whose work and
commitment were invaluable.

The local organizers acknowledge the support of Vilnius University and espe-
cially the Pro-Rector for Research Prof. Habil. Dr. Eugenijus Butkus, Director of
the Directorate for Science and Innovation Ms. Vida Lapinskaite, Director of the
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Directorate of General Affairs Mr. Lionginas Striganavicius, Dean of the Faculty
of Mathematics and Informatics Prof. Habil. Dr. Gediminas Stepanauskas. In
addition, we acknowledge the support of the Lithuanian Science Council.

The conference organizers wish to acknowledge the assistance and support
of the SPICE User Group, SPICE 2014 Program Committee, and reviewers in
contributing to a successful conference.

November 2014 Antanas Mitasiunas
Terry Rout

Rory V. O’Connor
Alec Dorling
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Constructing Process Measurement Scales  
Using the ISO/IEC 330xx Family of Standards 

Ho-Won Jung1, Timo Varkoi2, and Tom McBride3 

1 Korea University Business School, 145, Anam-ro, Seongbuk-gu,  
Seoul, 136-701, Korea 

hwjung@korea.ac.kr 
2 Finnish Software Measurement Association – FiSMA, Espoo, Finland 

timo.varkoi@fisma.fi 
3 University of Technology, Sydney, Australia 
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Abstract. The emerging International Standard ISO/IEC 330xx family can be 
utilized to assess process quality characteristics, i.e., properties of processes such as 
process safety, efficiency, effectiveness, security, integrity and sustainability as 
well as capability like in ISO/IEC 15504. For development of scientific and 
consistent measurement framework for process quality characteristics, ISO/IEC 
33003 defines requirements for a measurement framework in accordance to 
composite measure development steps. This study addresses some important 
principles of composite measures, identifies aggregation locales for process quality 
level (e.g., capability level in ISO/IEC 33020), and defines two types of 
aggregation methods. The aim is to improve understandability of process 
measurement frameworks of process quality characteristics. 

Keywords: Aggregation, composite measure, multidimensional constructs, 
formative and reflective measurement models, measurement scale. 

1 Introduction 

Achieving acceptable levels of overall software quality seems now to be both 
reasonably well understood and insufficient for emerging interest in achieving higher 
levels of specific software qualities. There is ongoing interest in safety and in 
security, and potentially interest in sustainability as specific qualities of software 
products. An underlying principle of quality management has been that the quality of 
a product reflects the processes used to create it. That principle has underpinned 
efforts to establish and improve software development processes for at least 25 years. 
But now there is interest in how software and systems development processes can 
support the achievement of specific qualities such as security or safety. Part of that 
interest encourages development of processes and measurement scales for specific 
process quality characteristics [1].  

Emerging process assessment International Standards within the ISO/IEC 330xx 
family [2] can be utilized to assess process quality characteristics, i.e., properties of 
processes such as process safety, efficiency, effectiveness, security, integrity and 
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sustainability as well as capability that was defined in the preceding standard ISO/IEC 
15504 [3]. While preserving flexibility of measurement frameworks, the ISO/IEC 
330xx family seeks consistency of all process measurement frameworks in principles 
and follows a scientific method of their development steps. For those purposes, 
ISO/IEC 33003 defines requirements for process measurement frameworks that 
derive composite measures (composite scaling and composite index) as process 
quality levels. Note, that in this study “scientific” implies rigorous steps, e.g., theory 
building and theory testing based in inductive and deductive cycles [4] and [5]. 

Furthermore, ambiguous measurement framework can be a source of problems or 
issues in providing reliable assessment results that “can be applied for improving 
process performance, benchmarking, or for identifying and addressing risks 
associated with application of processes” [2, page v]. However, there are few studies 
on the issues on measurement scale, aggregation, rating, etc. A study [6] provided a 
guide of standardization directions by following a scientific method. It describes 
issues associated with a foundation of ISO/IEC 33003. ISO/IEC 33020 [7] asserts that 
it meets the requirements of ISO/IEC 33003.  

This study addresses some important principles of the requirements in ISO/IEC 
33003 and associated ISO/IEC 33020 Clauses such as reflective and formative 
measurement models, their aggregation, etc. This study also identifies aggregation 
locales and addresses two types of aggregation methods to develop composite 
measures (scaling and index) based on reflective and formative measurement models. 
This would improve understandability of process measurement frameworks for 
process characteristic assessment. 

2 Background 

2.1 Composite Measures 

ISO/IEC JTC1 SC7/WG10 developed a standard, numbered ISO/IEC 33003 [1], of 
requirements for process measurement frameworks. Since process quality characteristics 
to be measured in the framework are constructs/concepts, they are measured by using 
process (attribute) outcomes to generate a composite measure (e.g., process capability 
levels of ordinal scale in ISO/IEC 33003. Composite measure is a variable or value 
derived by aggregating a set of measures of a concept to a number or index such  
as ranking. It is based on an underlying/theoretical model of the multidimensional  
(i.e., higher order) construct that represents several distinct dimensions as a single 
theoretical concept [8].  

In other than process domains, well-known composite measures include 
Organisation for Economic Co-operation and Development (OECD) ones including 
over 450 composite indicators (OECD term) across all domains (http://www.oecd.org/ 
statistics/). UNDP (United Nations Development Programme) also presents over 200 
ones [9]. OECD developed a guide to develop composite measures [10]. Main 
difference between composite measures developed by OECD/UNDP and process 
communities is ranking and process quality level, respectively. 
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2.2 Measurement Model Specification 

The relationship (link) between a construct (or the latent variable representing the 
construct) and its indirect measures can be specified as reflective measurement or 
formative measurement model [11] and [12], depending on the point of view of the 
construct either as underlying factors of or indices produced by observed measures, 
respectively. ISO/IEC 33003 summarizes the characteristics of reflective and 
formative measurement models as shown in Table 1. 

Table 1. Characteristics of reflective and formative (cited from [1]) 

Decision rule Reflective measurement model Formative measurement model 
Characteristics 
of measures  

• Measures are manifestations  
of the construct. 

• Measures share a common  
theme. 

• Measures should be 
interchangeable. 

• Measures should have the  
same or similar content. 

• Excluding a measure should  
not alter the conceptual  
domain of the construct. 

• Measures are expected to  
co-vary with one another. 

• Measures are defining 
characteristics of the construct.  

• Measures need not share a 
common theme.  

• Measures need not be 
interchangeable.  

• Measures need not have the same 
or similar content.  

• Excluding a measure may alter 
the conceptual domain of the 
construct. 

• Measures need not co-vary  
with one another. 

Direction of 
causality  
between 
construct and 
measures 

• The direction of causality is  
from the construct to its  
multi-item measures.  

• Changes in a measure should  
not cause changes in the 
construct. 

• Construct is a combination of its 
measures.  

 
• Changes in the construct  

should not cause changes in the 
measures. 

 
A construct as an underlying factor is referred to as a reflective construct or a 

reflective (measurement) model (specification) as shown in Fig. 1a, whereas a 
construct as an index produced by observed measures is called a formative construct 
in Fig. 1b. In the figures, constructs are represented as ovals, observed measures as 
rectangles, causal paths as single-headed arrows, and correlations as double-headed 
arrows. Formative without disturbance term in Fig. 1c implies perfect measurement 
without missing measures. (Formative) Composite measures assume Fig. 1c, where 
aggregation utilizes multiple criteria (attribute) decision-making (MCDM/MADM). 
Fig. 1a and Fig. 1b are used in process model validation. 

Correct specification of the measurement model should be empathized in the 
construct (theoretical) definition of process quality characteristics or attributes, 
because concepts and methods to aggregate outcomes depend on measurement model 
specification of constructs [1].  
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Fig. 1. Relationship between a construct and its measures [1] 

3 Representing Process Outcomes with Measurement Models 

Based on the requirements of ISO/IEC 33003 Clause 4.5 (Rating process attributes) 
and Clause 4.6 (Aggregation), ISO/IEC 33020 provides three types of rating methods. 
This section analyzes the first rating method in Table 2.  

Table 2. Rating method R1 in ISO/IEC 33020 Clause 5.4.1 

The approach to process attribute rating shall satisfy the following conditions: 
a) Each process outcome of each process within the scope of the assessment shall be

characterized for each process instance, based on validated data; 
b) Each process attribute outcome of each process attribute for each process within the 

scope of the assessment shall be characterized for each process instance, based on
validated data; 

c) Process outcome characterizations for all assessed process instances shall be aggregated
to provide a process performance attribute achievement rating; 

d) Process attribute outcome characterizations for all assessed process instances shall be
aggregated to provide a process attribute achievement rating. 

3.1 Measurement Scale 

ISO/IEC 33020 does not provide a measurement scale for process attribute outcome 
characterizations. Instead, ISO/IEC 33003 (4.5 Rating process attributes) requires a 
measurement scale of process attributes, i.e., nominal, ordinal, interval, or ratio [1]. 
This implies that if a process attribute (PA) is rated with a ratio scale, a process 
(attribute) outcome should be measured with ratio scale. Furthermore, if PA is rated 
with an ordinal scale, a process (attribute) outcome can be measured with an ordinal, 
interval, or ratio scale. 

3.2 Rating Method R1 

Rating method R1 in Table 2 requires the characterization (i.e. a) and b)) and 
aggregation (i.e. c) and d)) of process (attribute) outcomes across all process 
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instances. The characterization requirements implicitly mean that process (attribute) 
outcomes are base measures. Base measure implies that they are functionally 
independent of other measures [13]. Process (attribute) outcomes as base measures 
meet the characteristics of the formative model in Table 1. For example, they are not 
interchangeable and do not share a common theme.  

In order to avoid critics of formative models that measure cause construct, 
Edwards [14] presents an alternative representation (e.g., Fig. 2a) by replacing each 
formative measure with a single-measure reflective construct (e.g., Fig. 2b).  
This approach was also recommended in clinical studies [15]. In Fig. 2a, PA 2.2 
(work product process attribute defined in ISO/IEC 33020) in oval is a formative 
construct of four process attribute outcomes as base measures denoted OC 2.2a, …, 
OC 2.2d in rectangles. In Fig. 2b, each of four measures is depicted with a reflective 

construct with a single measure. Suppose error free measures of s (i.e., var( )=0) 

and loadings of 1 (i.e., =0 for all ). Then Fig. 2b is reduced to Fig. 2a [14] . 
Thus, we can say that Fig. 2a is a special case of Fig. 2b. “Reflective” in ISO/IEC 
33020 Figure A.1 represents the arrows between constructs and their measures OC 
2.2a, …, OC 2.2d in Fig. 2b.  

 

Fig. 2. Two ways of formative model representations (single process instance) 

ISO/IEC 33002 (Clause 4.6.2) defines Class 1 assessment so that it requires a 
minimum of four process instances. This requirement assumes to measure the true 
value of process characteristic with precision. This is the same concept that increasing 
sample size reduces the standard error [6]. Note that measuring all process instances 
in an organizational unit (OU) implies to get a true value. Thus, increasing process 
instances should not be interpreted to measure organizational maturity. As a 
reference, organizational maturity is related to a scope of processes under assessment. 

The reflective rationale is that  outcome scores of process instances at 
implementation-level can be considered as a random sample from all possible scores 
of corresponding outcomes in an assessed OU, i.e., a domain sampling [16]. They can 
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be also considered as repeated measurement of an outcome defined. This is called 
repeatability in measurement reliability in the next section. A domain sampling is the 
same concept as reflective measurement.  

PA rating in the process capability of multiple process instances can be depicted as 
a multidimensional construct shown in Fig. 3 (PA 2.2 example), where outcomes of 
each process instance is named as “implementation-level” outcomes. Aggregation 
across outcomes of all process instances for a specific outcome becomes “process-
level” outcome as a composite measure [6]. Multiple observed outcomes would be 
expected to result in more reliable and less prone to random error than a single 
instance outcome. Then, each composite measure in process-level outcome (e.g., four 
composite measures in oval in Fig. 3 should be aggregated to a PA rating defined in 
ISO/IEC 33020 Clause 5.3 (Process attribute rating scale).  

 

Fig. 3. A multidimensional construct of multiple process instances [6] 

4 Aggregating Process Outcomes to a PA Rating 

4.1 Aggregation Locales 

Aggregating a set of measures to create a composite measure depends on the construct 
specification, i.e., reflective or formative constructs [4], [17], [18], and [19]. A composite 
measure of a reflective construct is sometimes called a composite scale(ing), whereas that 
of a formative construct is named as a composite index [4]. As measurement scales 
should be developed “sensible” to academia as well as practitioners, aggregate scales 
should also be developed to provide “sensible” meaning as well. 

This study maps ISO/IEC 33020 Clause 5.5 (Aggregation method) shown in Table 3 
to Fig. 2 and Fig. 3 as follows:  

• In Table 3, the first bullet addresses the aggregation of process (attribute) outcomes 
of a single process instance in Fig. 2. This is implementation-level aggregation of 
formative measurement model. Process level equals to implementation level.  

• The second bullet addresses implementation-level aggregation of reflective 
measurement model in the first order shown in Fig. 3 (a). 

• The third bullet implies the reflective first-order (implementation-level) and 
formative second-order (process-level) in Fig. 3 (b). 
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Table 3. Aggregation method in ISO/IEC 33020 Clause 5.5 

When rating a 
• process attribute for a given process, one may aggregate ratings of the associated process

(attribute) outcomes  such an aggregation will be performed as a vertical aggregation
(one dimension). 

• process (attribute) outcome for a given process attribute across multiple process instances, 
one may aggregate the ratings of the associated process instances for the given process
(attribute) outcome such an aggregation will be performed as a horizontal aggregation
(one dimension) 

• process attribute for a given process, one may aggregate the ratings of all the process 
(attribute) outcomes for all the processes instances such an aggregation will be performed as
a matrix aggregation across the full scope of ratings (two dimensions) 

 
In ISO/IEC 33020 (Table 1. Process capability level ratings), the heuristic 

transformation from a set of PAs to a capability level rating is also a kind of 
algorithmic/heuristic aggregation. In summary, there are three aggregation locales in 
SPICE assessments: Locale 1: (1st order part) – reflective; Locale 2: Fig. 3 (a) and 
Fig. 3 (b) (2nd order part) - formative, and Locale 3: from a set of PAs to a capability 
level rating. Locale 3 is not addressed in this study.  

4.2 Aggregation Methods for Reflective 

Aggregation of reflective measures corresponds to Fig. 3 (a) (1st order part, Locale 1) 
of multiple process instances. Characteristics of reflective measures in Table 1 
illustrate that aggregation utilizes the concept of average. In traditional psychological 
studies, unweighted (equal weight) summated scores are efficient [16]. Fayers [20] 
cites that many other studies also confirmed its usefulness. Gerbing and Anderson 
[21] also computed a composite score which is calculated as the unweighted sum of 
item scores and is then used as an estimate of the corresponding construct under 
unidimensionality.  

When using a ratio scale in the measurement of process (attributes) outcome, 
average may be an aggregation method. If measured values of process (attribute) 
outcomes include outliers or highly skewed values, median may be an alternative 
aggregation method. Mathematical concept of average aggregation can be found in 
Jung [6]. If an ordinal scale is used in process (attributes) outcome measurement, 
median may become a prospective method.  

4.3 Aggregation Methods for Formative 

Formative can have a linear combination form of measures, where weights are 
assigned by the importance or priority of those measures. This is called simple 
additive weighting (SAW) method in multiple attribute decision-making (MADM) 
[22]. Jung [6] suggests two more aggregation methods, called weighted product (WP) 
method and conjugate method, after reviewing 13 MADM methods described by 
Yoon and Hwang [22]. Depending on process quality characteristics, measurement 
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scale, and/or assessment policy, appropriate aggregation methods can be employed 
for aggregation of formative specification. 

SAW and WP aggregation methods require weight assignment to process 
(attribute) outcomes. This study recommends the analytic hierarchy process (AHP) 
[23]. AHP was successfully utilized in a SAW method for aggregating process 
practice (i.e., outcome) achievement [24]. A study [25] shows that AHP can be also 
employed to detect inconsistency in weight assignment among assessors. However, 
after analyzing a variety of medical datasets, Fayers [20] concludes that “usually a 
simple summation remains adequate and little is gained by other methods …. Because 
most items are considered to have important impact to a patient’s HRQOL (Health-
Related Quality-Of-Life) … Patients who are weak are likely to suffer from multiple 
symptoms” (p. 173). This is a case that both formative and reflective specifications 
can utilize unweighted average as a composite measure. 

5 Qualities of Outcomes 

What are the desirable qualities of process (attribute) outcomes as measures of a 
construct? They are reliability and validity [26] that are defined in ISO/IEC 33003 
Clause 5. Examples of their concepts are presented in Fig. 4. They can be applied to 
implementation-level outcomes in Fig. 3(a). Given evidence of unidimensionality 
among item measures, factor reliabilities and discriminant validity can now be 
assessed [21].  

Precision 
and Accuracy

Precision 
and No Accuracy

No Precision
And Accuracy

No Accuracy 
and No Precision

 

Fig. 4. Precision (Reliability) and Accuracy (Validity) 

In statistical perspective, reliability implies precision that is the dispersion of the 
measurements around their average, whereas validity means accuracy, i.e., if 
repetitive measurements of the same object yield an average equal to its true value. 

5.1 Reliability 

The term reliability has sometimes been confused (e.g., “To improve the reliability 
and repeatability of the assessment” in ISO/IEC 15504-5, p. 14), because it includes 
two distinct aspects: (1) repeatability (stability) and (2) consistency (equivalence) 
[26]. Repeatability means that a measure (outcome) is considered reliable if it would 
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give you the same result over and over again (assuming that what you are measuring 
is not changing). It can be estimated by using test-retests or alternative-form. On the 
other hand, consistency implies that any measuring instrument is relatively reliable if 
it is minimally affected by random measurement error. It is estimated by using split-
half or internal consistency (Cronbach’s alpha) with multiple outcomes’ measurement 
at a single point in time [26]. 

Cronbach’s alpha that denotes correlations among implementation-level outcomes 
is the most common method used in process studies [27] because it can be used to 
examine standard’s ambiguities in wording and inconsistencies in its interpretation by 
assessors [27]. Outcomes in a unidimensional construct have a high value of 
Cronbach’s alpha. Cronbach’s coefficient can be also used to calculate the potential 
gain of adding extra outcomes to a scale because it increases as the number of 
outcomes in the scale increases. 

In the context of 330xx family of standards, the more the process instances, the 
higher the Cronbach’s alpha. Previous process studies followed their acceptable 
minimum Cronbach’s alpha of 0.9 because assessment results can be used in 
important decisions [16]. A reliability of 0.9 means that about 90% of the variance of 
the observed score is attributable to truth and 10% is attributable to error. 

5.2 Validity 

ISO/IEC 33003 describes construct validity that denotes the degree to which 
operationalization accurately reflects its construct, i.e., any measuring instrument 
measures what it is intended to measure [26] as shown in Fig. 4. The standard describes 
construct validities such as face, content, predictive, concurrent, convergent, and 
discriminant. 

Face and content validities are generally applicable to all hierarchies in a 
multidimensional construct. The remaining validities can be only applied to reflective 
models. Johnson, et al. [28] provides a guideline to improve validity of multidimensional 
construct. This guide can be consulted in case of developing and validating 
multidimensional construct.  

In validity studies utilizing structural equation modeling (e.g., predictive validity), 
since formative construct cannot be identified [11], it cannot be estimated without two 
reflective indicators. Detail is described in [6]. 

6 Final Remarks 

A plethora of process capability/maturity models has been developed and are under 
development. However, most of them do not show any rationale of their development 
steps or methods. ISO/IEC JTC1 SC7/WG10 develops ISO/IEC 33003 (Requirements 
for process measurement frameworks) based on measurement theories. We expect 
that ISO/IEC 33003 can contribute to the methods when establishing scientific 
process measurement frameworks within ISO process standardization groups. 

This study provides a rationale of composite measures in ISO/IEC 33003 
requirements and related clauses in ISO/IEC 33020. Specifically, three potential 
aggregation locates are identified and, wherein aggregation methods depend on 
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measurement model, specifications are explained. We also address reliability and 
validity of process quality level. These methods can increase the confidence in 
assessment results of process quality levels including process capability. However, a 
simplified method may be considered according to class of assessment (ISO/IEC 
33020 Clause 4.6) and/or categories of independence (ISO/IEC 33020 Annex A).  

Measurement theories are relatively new in software (information technology) 
process communities including ISO process standardization groups. Thus, the next 
work should be to develop a formal, easy-to-use process quality-level determination 
guide with minimum amount of theories and statistical formula.  
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Abstract. In 2009 a research team analyzed how Process Assessment Models 
(PAM) had been produced. As a consequence, MFMOD was developed as a 
Method Framework for engineering Process Assessment Models (MFMOD). 
Producing PAMs using an engineering approach is a desirable research topic in 
Software Process Improvement due to the need for distinct and more 
specialized PAMs and the publication of ISO/IEC 15504 International Standard 
that includes requirements for PAMs. Lately MFMOD has been used as 
reference for defining processes for engineering three different PAMs and for 
defining a specific method for customizing PAMs. An analysis of how 
MFMOD was used confirmed its usefulness and indicated improvement 
opportunities for evolving it. This article introduces a work in progress to 
evolve it towards an improved version. 

Keywords: Process Assessment Model (PAM), ISO/IEC 15504, SPICE, 
Software Process Improvement (SPI), Method Framework. 

1 Introduction 

A Reference Model with good practices is an important element in Process Assessment 
and Improvement. These practices are organized in specific processes and generic 
capability levels. These practices can be further organized in maturity levels. The most 
disseminate models are the Software Capability Maturity Model (SW-CMM), its 
successor the Capability Maturity Model Integration for Development (CMMI-DEV) 
[1], and an ISO/IEC 15504 conformance models, as, for example, the Enterprise 
SPICE integrated model for enterprise-wide improvement [2] and the Automotive 
SPICE Process Assessment Model [3].  

A relevant reference is the ISO/IEC 15504 Standard for Process Assessment [4], 
also known as SPICE (Software Process Improvement and Capability dEtermination). 
The current version of ISO/IEC 15504 defines requirements, a measurement 
framework, examples and guidance for models and processes for process assessment. 
It defines three related types of models: Process Reference Model (PRM), Process 
Assessment Model (PAM) and Organizational Maturity Model (OMM). ISO/IEC 
15504 is being revised and renamed to the ISO/IEC 33000 Series.  
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A wide range of these models have been developed, evolved and adapted over the 
past years. A systematic literature review has been performed to identify these  
models [5]. The authors examined all English-language articles on PAMs available 
from digital libraries and databases, published between January 1990 and April 2009. 
The authors limited the articles to peer reviewed work, including only papers published 
in journals or conference proceedings. The results identified 53 PAMs (and OMMs) 
distributed into 39 different domains. The results recognized that most of those models 
are concentrated around the CMM model, CMMI framework and ISO/IEC 15504.  
The results show that there exist a large variety of models with a trend to the 
specialization of those models for specific domains.  

Meanwhile a methodology to evolve current software process improvement 
technologies from a model-based approach to a modeling driven approach has been 
developed: The PRO2PI Methodology (Process Modeling Profile to Process 
Improvement) [6].   PRO2PI Methodology guides process improvement driven by a 
dynamic Process Modeling Profile with elements from multiple models. PRO2PI also 
includes methodological support for engineering more specific models.  

In 2009, as part of PRO2PI evolution, we analyzed how PAMs had been created.  
The objective of these analyses was to support the emergence of a method to guide the 
creation of new model. We concluded that although there was enough knowledge to 
design guidance to create new models, that knowledge was not sufficient to produce a 
method. Then we identified the concept of Method Framework. Method Framework 
was defined and used by Firesmith for a Method Framework for Engineering System 
Architectures [7]. A Method Framework is composed by an ontology of reusable 
concepts and terminology, a metamodel of reusable method components, a repository 
of reusable method components: work units, work products and workers, and a 
metamethod for generating appropriate project-specific engineering methods. 
Firesmith concluded: “No single system architecture engineering method is sufficiently 
general and tailorable to meet the needs of all endeavors”. A similar conclusion was 
reached for a PAM engineering method. An alternative interpretation of Method 
Framework, with different types of components, was defined and used for a Method 
Framework for Engineering Process Assessment Models (MFMOD) [8] [9] as part of 
PRO2PI Methodology. 

The constructing of PAMs using an engineering approach is a new research topic in 
Software Process Improvement due to the need for new and more specialized PAMs 
and the dissemination of ISO/IEC 15504. 

During 2009-2010, a draft version of MFMOD was developed. It was validated in the 
engineering of two distinct models: one model for software development in a cooperative 
way and another model for confidence in software services [9]. These utilizations 
provided confidence about the usefulness of MFMOD.  After minor adjustments, the first 
version of MFMOD was published in 2010. MFMOD is a methodological component of 
PRO2PI Methodology. In this context it is also identified as PRO2PI-MFMOD.  
The Method Framework can also be used independently of PRO2PI Methodology. It is 
described in this way in this article. 

This article introduces a work in progress to evolve the current version of MFMOD. 
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2 Method Framework MFMOD Version 1.0 

The current version of MFMOD is composed of five components: Sequential practices, 
Customization rules, Guidelines for using the framework, Repository for examples of 
utilizations and Repository for examples of techniques [9]. Figure 1 depicts the seven 
sequential practices. 

 

Fig. 1. Seven sequential practices of MFMOD [9] 

There are seven sequential practices to guide the development of a method or 
process to engineer a model:  

P1: Strategic decisions;  

P2: Sources analysis;  

P3: Strategy for development; 

P4: Design;  

P5: Draft development;  

P6: Draft validation; and 

P7: Consolidation. 



 Evolving a Method Framework for Engineering Process Assessment Models 15 

 

The first practice of MFMOD is related to strategic decisions after a decision and 
commitment for model development. Two key strategic decisions are about the domain 
and context of the model and how the community of interest will be involved.  
The ISO/IEC 15504´s requirements for models include documenting the community of 
interest of the model and the actions taken to achieve consensus within that community 
of interest. 

In the second practice (Sources analysis) we identified, gathered and analyzed 
sources for good practices. These sources can include other models, literature review, 
surveys, and others. These sources are based on the context and characteristics of  
a segment or domain. The third practice (Strategy for development) is related with the 
definition of the strategy to be used to develop the model. One key issue is how the 
community of interest will be involved in this development. Another issue is using 
selected good practices from process capability models, other types of reference 
models and/or any other sources.  

The fourth practice (Model design) is related to the design of the model. ISO/IEC 
15504 defines as general structure for a model as PRM, PAM or OMM. The fifth 
practice is the draft model development. The sixth practice is the validation of the draft 
model. The seventh practice is the consolidation of the model.  

These sequential practices can be customized as activities of a method or process. 
This customization is oriented by combinations of eight simple rules (CR1 to  
CR8). These customization rules are described as follows, in terms of the relationship 
between one or more method framework´s practice and one or more method or 
process’s activity: 

• CR1: A practice corresponds to an activity (one practice to one activity);  

• CR2: There is no activity that corresponds to a practice, because the results to 
be produced by the practice execution are already predefined by the method or 
process (one practice to zero activity);  

• CR3: There are no activities that correspond to one or more consecutives final 
practices, because the life cycle of the method or process ends before those 
final practices (many final practices to zero activity);  

• CR4: Two or more activities correspond to one practice, because the activities 
are more detailed customization of the practice (one practice to many 
activities);  

• CR5: An activity corresponds to two or more consecutive practices, because 
the activity is a more general and simplified customization of the practices 
(many practices to one activity);  

• CR6: There are consecutive activities that correspond to an activity followed 
by a previous activity, allowing cycles (go back pointer); 

• CR7: In case of parallel activities, the other customization rules apply for each 
parallel sequence of activities and for the fork and joint connections; and  

• CR8: There is one or more technique that is specified for one or more activities. 
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The Guidelines provides recommendations to understand and use the framework. 
There are two repositories: one for examples of utilizations and another for examples 
of techniques. 

3 Analysis of Method Framework MFMOD Version 1.0 

In the last four years, MFMOD has been used as reference for a process to develop  
a significant novel PAM (CERTICS Model) [10] [11], a process to develop a 
measurement reference for a future PAM (Systemic Maturity Model) [12] [13]  
and a specific method for knowledge acquisition to customize PAMs (KAcq  
Method) [14]. As a process to develop another new PAM (SaaS Reference Model) 
used KAcq Method, we considered that it indirectly used MFMOD. In order to guide 
the analysis of MFMOD, its objectives are defined using a revised GQM’s template 
[16] [Table 1]. 

Table 1. Objectives 

Revised GQM template Objectives 

Analyze MFMOD 

by means of  the correspondence of practices and activities 

for the purpose of evaluate  

with respect to Usefulness 

in order to confirm its usefulness and identify improvement 
opportunities 

from the viewpoint of MFMOD specialist 

in the context of a research project to evolve MFMOD 

The basis for MFMOD development was the identification and generalization of the 
activities performed to construct a PAM. The sequential practices are a generalization 
of these activities. This analysis is following the same basis. With the mapping 
between the actual activities and the practices, the usefulness of MFMOD can be 
confirmed and improvement opportunities can be identified. The next four subsections 
describe utilizations of MFMOD with an overview about each one of them and a table 
with the correspondence between the phases and activities and the Practices (P1 to P7). 
When no correspondence is identified the term NC is used. 

3.1 CERTICS Assessment Reference Model 

CERTICS is the name of a methodology for assessment and certification of software 
resulting from technological development and innovation carried out in Brazil.  
Therefore the assessment examines the process performed to develop and commercialize 
the software. There are two key components of CERTICS methodology: the CERTICS 
Assessment Reference Model (CERTICS Model) and CERTICS Assessment Method.  
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The CERTICS Model is an ISO/IEC 15504 conformity PRM, PAM and OMM.  
This PAM has been developed by a multidisciplinary team from September 2011 to  
May 2012 (version 1.0) [10] and from July 2012 to June 2013 (version 1.1) [11]  
[Table 2]. 

Table 2. Correspondence for CERTICS 

Phases and Activities Practice 

Phase 1 – Version 1.0 Development  

A1.1: Establish the project and project team P1 

A1.2: Study the context  P1 

A1.3: Analyze general references P2 

A1.4: Define the concept for assessment P1 

A.1.5: Confirm development of a process assessment model P1 

A1.6: Analyze references and define development strategy P2, P3 

A1.7: Design the model P4 

A1.8: 1st develop and validate draft model cycle P5, P6 

A1.9: 2nd develop and validate draft model cycle P5, P6 

A1.10: 3rd develop and validate draft model cycle P5, P6 

A1.11: Consolidate model (version 1.0) P7 

Phase 2 – Version 1.1 Development  

A2.1: Revision from a public consultancy P6 

A2.2: Survey on usage for SME P6 

A2.3: Analysis and design decisions P3, P4 

A2.4: New cycle of develop and validate model P5, P6 

A2.5: Consolidate and release of version 1.1 P7 

3.2 Systemic Maturity Model 

Systemic Maturity Model is a term we created to mean a Measurement Framework for 
Quality of software production in the Digital Ecosystem Domain. The Systemic 
Maturity Model was developed for the Brazilian Public Software as an example of a 
Digital Ecosystem [12] [13]. The theoretical references ranged from ISO/IEC 15504 
and MFMOD to concepts of complex systems, systemic thinking and digital 
ecosystems. The research methodology used was Action Research was used in two 
years fieldwork with four phases (Table 3). 
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Table 3. Correspondence for Systemic Maturity Model 

Phases and Activities Practice 

Phase 1  

A1.1: Analysis of the project, team set up, strategy for executing the project P1 

A1.2: Literature review and project documentation P2 

A1.3: Semi-structured interviews and application of Café Mundial methodology P2 

A1.4: Definition of purposes and vision and team training P1 

Phase 2  

A2.1: Initial decisions  P1 

A2.2: Literature research  P2 

A2.3: Deepening literature review of four theoretical themes.   P2 

A2.4: Dissemination of basic concepts of theoretical themes.  P1 

A2.5: Identification of domain and scope. P1  

A2.6: Interaction with the communities.  P1, P2 

A2.7: Strategy for the development of the Reference Model version 1.0.  P3 

A2.8: Development of the Reference Model version 1.0.  P4 

Phase 3  

A3.1: Definition of the situation of interest.  P1 

A3.2: Learning with behavior patterns and building of systemic map. P2 

A3.3: Learning with systemic maps. P3 

A3.4: Learning with mental models. P2 

A3.5: Build and simulation of scenarios. P2 

A3.6: Learning with computational model.  P2 

A3.7: Plan of systemic development. P1, P2 

Phase 4  

A4.1:  Development of the Reference Model, v2.0. P3, P4 

A4.2:  Development of the Reference Model, v3.0. P4 

A4.3:  Strategy for developing reference model, v4.0, a systemic version.  P3 

A4.4:  Design of the reference model, v4.0. P4 

A4.5:  Developing the reference model, v4.0. P5 

A4.6:  Validation of the reference model, v4.0. P6 
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3.3 KAcq Method 

KAcq Method is a term we created to mean the knowledge acquisition method  
for customizing Capability/Maturity Software Process Models [14]. KAcq Method  
was developed using a systematic approach. It considers a PAM as “best practices” 
knowledge repositories. Hence by focusing on the extraction and modeling of  
the knowledge it uses Knowledge Engineering. The method is structured in five 
phases: Knowledge Identification, Knowledge Specification, Knowledge Refinement, 
Knowledge Usage and Knowledge Evolution. Each phase is composed of a  
set of activities. The two last phases are outside the scope of MFMOD [Table 4]. 
MFMOD was used as reference for many activities in the first three phases. 

Table 4. Correspondence for KAcq Method 

Phase and Activities Practice 

Phase 1: Knowledge Identification  

A1.1: Familiarize with domain P1 

A1.2: Identify information sources P2 

A1.3: Define scope and goals P3 

A1.4: Formalize the working group NC 

Phase 2: Knowledge Specification  

A2.1: Develop the design/architecture of the model P4 

A2.2: Analyze and integrate existing related models P2, P3, P4 

A2.3: Develop a draft model - process dimension P5 

A2.4: Develop a draft model - capability dimension P5 

Phase 3: Knowledge Refinement  

A3.1: Evaluate draft model P6 

A3.2: Consolidate draft model P7 

A3.3: Ballot on the consolidated model P6 

A3.4: Approve the model P7 

A3.5: Publish P7 

Phase 4: Knowledge Usage  

A4.1: Support model usage NC 

A4.2: Validate model in use NC 

Phase 5: Knowledge Evolution  

A5.1: Change request management NC 

A5.2: Confirmation, revision or withdrawal NC 
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3.4 SaaS Reference Model 

SaaS Reference Model is a term we created to mean the Capability and Maturity 
Model for Software Process Improvement for Collaborative Software-as-a-Service 
[15]. This Model is a repository of best practices to Services Development  
Processes (SaaS) and Collaboration. Based on software engineering and management 
principles of the process, it is organized into capability and maturity levels, designed 
to improve processes. This Model offers a chance to adapt the quality demands  
from providers, offering more positive arguments in its hiring and supporting the 
collaboration among providers. Its development used the first three phases KAcq 
Method [Table 5]. The main activities are defined as specific goals.  

Table 5. Correspondence for SaaS Reference Model 

Activities Practice 

A.1: Preparation P1 

A.2: Identify processes of collaboration among SaaS providers P2 

A.3: Identify processes related with software services development P2 

A.4: Create a ISO/IEC 15504 conformance PRM P3, P4, P5 

A.5: Define base practices (collaboration and software system development)  P5 

A.6: Define capability and maturity levels P5 

A.7: Evaluate Maturity and Capability Model P6 

A.8: Consolidate P7 

3.5 Analyses and Design Decisions 

As three out of four experiences (CERTICS Model, Systemic Maturity Model and 
KAcq Method) explicitly used MFMOD and provided a correspondence between its 
activities and MFMOD’s practices, we can conclude that MFMOD was useful. As the 
development of SaaS Reference Model uses KAcq Method as reference and  
the usefulness of KAcq Method was recognized, we could create the correspondence 
between its activities and MFMOD’s practices and we can conclude that MFMOD was 
also useful. Following these conclusions, a design decision is to understand better how 
it was used and evolve MFMOD in order to improve it usefulness.  

In order to support another analysis of MFMOD, a graphical representation of the 
usage of its practices in these four experiences for deriving activities with cycles, as 
described in Tables 2, 3, 4 and 5, was produced [Fig. 2]. The objective of this analysis 
was to identify possible model development characteristics related with patterns of 
activities and cycles. 

Analyzing Figure 2, we noticed that there are a significant number of activities and 
cycles related to MFMOD Practice 1 (Strategic decisions) for CERTICS Model (four 
activities in three cycles) and Systemic Maturity Model (eight activities in seven 
cycles). For KAcq Method and SaaS Reference Model there is only one activity. 
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Analyzing the development of CERTICS Model and Systemic Maturity Model,  
we noticed that in both cases the development of a PAM was without a precise 
decision on to what concept and domain. In both cases, the definition of the concept 
and domain was part of the problem. KAcq Method does not provide activities for this 
decision because it assumes that this decision was taken before. For SaaS Reference 
Model, the decision was taken before its development. Therefore, although MFMOD 
works for all these four cases, an improvement opportunity is to review the Practice 1 
to better support a case like CERTICS Model or Systemic Maturity Model.  

 

Fig. 2. Correspondence of practices with activities and cycles 

In another analysis of Figure 2, we noticed that there are a significant number of 
activities and cycles related with MFMOD final three Practices (P5: Draft 
development; P6: Draft validation; and P7: Consolidation) for CERTICS Model (eight 
activities in four cycles) and KAcq Method (seven activities in three cycles).  
For Systemic Maturity Model there are only two activities and for SaaS Reference 
Model there are only four activities and one cycle. Analyzing the objective of  
the development of CERTICS Model and KAcq Method, we noticed that in both cases 
the objective was to produce a model to be used in practice by organizations in the 
market. The KAcq Method considered the actual utilization of the model as part of the 
method. Systemic Maturity Model and SaaS Reference Model were research project. 
For Systemic Maturity Model the design of the model was enough for the research 
goals. For SaaS Reference Model the development and the conceptual validation of the 
model were enough for the research goal. Therefore, although MFMOD works for all 
these four cases, an improvement opportunity is to include guidance in the current 
practices for these two types of objectives. 

As ISO/IEC 15504 defines the capability dimension for a PAM, MFMOD focused on 
the other dimension (process or process area) as part of model design and development. 
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ISO/IEC 15504 also defines rules for creating an OMM from one or more PAMs. 
ISO/IEC 15504 has been revised as ISO/IEC 33000 Series in which there are requirements 
for defining Measurement Framework keeping Capability Levels as an example. 
CERTICS did not define yet a Measurement Framework. Systemic Maturity Model 
indicates maturity levels with a to be defined measurement framework based on system 
thinking. A design decision is to include in the practices and as one or more techniques 
elements to guide both dimension of a PAM and the construction of an OMM. 

For KAcq Method there were activities outside of the scope of current version of 
MFMOD. They are Knowledge Usage and Knowledge Evolution. They are important 
to complete an engineering cycle. A design decision is to include, in MFMOD, 
practices to cover model usage and model evolution. 

MFMOD is a Method Framework not a method. KAcq Method is a method. One 
important question is whether MFMOD should become a method or not. A design 
decision is to keep MFMOD as a Method Framework because still valid that no single 
PAM engineering method is sufficiently general and tailorable to meet the needs of all 
endeavors. 

4 Towards a Method Framework MFMOD Version 1.1 

The next version of MFMOD has been developed based on the results from four 
directions. The first one is described in the previous section. The second one is from 
updating the Systematic Literature Review (SLR) performed [5] for articles published 
after April 2009. The third one is from deeper revision of Firesmith’s Method 
Framework Components [7]. The fourth one is to consider the changes from revision 
of ISO/IEC 15504 towards the ISO/IEC 33000 Series, specially the possibility to 
define a Process Quality Characteristic other than Process Capability [17]. 

A preliminary result from the new SLR already indicates relevant references. 
Stallinger and Neumann [18], for example, propose an add-on Process Reference 
Model for Enhancing ISO/IEC 12207 with Product Management and System-Level 
Reuse where systems are developed and evolved as products. A preliminary result 
from revisiting Firesmith’s Method Framework Components indicates that the 
Customization rules might be evolved to a metamodel. The metamodel will  
define practices and how activities can be generated from these practices in order to 
produce processes to engineering Process Assessment Models.   
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Abstract. Reference models available for software process improvement are 
often not satisfactorily suitable for application in the improvement of product-
oriented software engineering. The resulting need to develop more suitable 
models for the engineering of software products by integrating, customizing, 
specializing or enhancing existing models is additionally enforced by the wide 
spectrum of models available, but focused on specific improvement areas or 
engineering paradigms, and the need of companies and industry sectors for 
compliance with more than one model. The goal of the research underlying this 
paper is thus to support the development of process reference models for the 
context of product-oriented software engineering by distilling methodological 
support for the derivation of respective model development methods. The aim 
of the present paper is to present the goals, identified related work and state-of-
the-art, and the envisioned approach of this ongoing research to the software 
process improvement community. 

Keywords: software product, product-oriented software development, process 
improvement, process reference model, reference model development. 

1 Introduction, Goals, and Overview 

Traditional reference models and underlying software life cycle models available for 
Software Process Improvement (SPI) (e.g. [1], [2]) are typically not satisfactorily suitable 
for application to the improvement of product-oriented software engineering. Reasons 
identified by Staples et al. [3] for e.g. not adopting CMMI include: too small organization 
size, too costly assessment and improvement services, and lack of time for process 
improvement. Additionally, according Rautiainen et al. [4] these approaches to SPI focus 
rather on the software process for customer projects in large organizations, while 
product-oriented organizations – in particular smaller ones – require a view to software 
engineering and management – and consequently SPI – that combines business and 
development considerations based on a clear product focus. Moreover, Brinkkemper  
et al. [5] argue that in capability based approaches improvement increments are “often 
too large and general, instead of local and situational”. The goal of general applicability 



 Towards Methodological Support for the Engineering of PRMs 25 

 

to any type of software development and the often implicitly assumed project contexts of 
these models further imply a lack of consideration of product-specific engineering and 
reuse paradigms and a lack of integration with management and in particular product 
management activities [6]. 

On the other hand, the reference models emerged so far for product-oriented 
software engineering are rather focused on specific improvement areas or engineering 
paradigms like product management, requirements engineering, product line 
engineering, and less providing an integrated view on software product engineering. 

The resulting needs to develop reference models for further focus areas as well as 
more complete and integrated reference models, to integrate such models with 
existing traditional models and standards, to customize such models to specific 
domains within the software product domain, or to specialize them for specific 
engineering paradigms, etc. requires methodological support for the development of 
these models beyond generic methods for from-scratch development (cf. e.g. [7]), 
customization (cf. e.g. [8]) or harmonization (cf. e.g. [9]). 

The overall goal of the present research endeavor is thus to provide methodological 
support for systematically developing Process Reference Models (PRMs) in the 
domain of engineering software products or software-intensive products. The models 
produced by application of the envisioned methodology are typically intended to 
support the migration to or the improvement of product-oriented engineering of such 
systems.  The goal is to provide support and guidance for the derivation of concrete 
model development methods, based on the goals and requirements of a given model 
development endeavor. More detailed, the objectives of the research are:  

• to analyze a series of PRM developments from the software product engineering 
domain in order to distill the overall goals of these model developments, the 
pursued engineering strategies, used methods, applied validation approaches, etc.; 

• to assess the methods and method elements identified in the analyzed model 
developments with respect to their generic applicability and include them in a pool 
of method elements; 

• to establish an architecture and meta-model describing and putting into relation the 
methodology elements necessary for PRM development in the target domain;  

• to distill guidelines to methodologically support the combination and orchestration 
of the methodology elements based on the goals and requirements of a respective 
model development endeavor; 

• to at least partially validate the proposed methodology for PRM development. 

The proposed work builds on spare existing works (cf. respective assessments of the 
state-of-the-art in [10], [8] or [11]) with respect to systematic methods and 
methodological support for developing generic processes for reference model 
development, methods for customizing reference models to specific domains, or 
harmonizing multiple reference models.  

The rest of the document is structured as follows: section 2 sketches the overall 
research areas involved in the work and major related work representing the state-of-
the-art; section 3 provides an overview on the envisioned approach and research 
methods; section 4 summarizes and concludes the paper and sums up the scientific as 
well as industrial relevance of the work. 
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2 State-of-the-Art: Research Areas and Related Work  

The major research areas involved in the work and the most important related works 
representing the state-of-the-art are sketched in the following sub-sections. 

2.1 Involved Research Areas 

Involved research areas comprise ‘assessment-based software process improvement’ as 
the overall research area dealing with the conceptual frameworks underlying the work as 
well as the application of its results, in particular setting the scene and determining the 
requirements for PRMs; ‘reference models for product-oriented software engineering’ 
dealing with the scope, characteristics, challenges, and best practices of the targeted 
application domain; and ‘Process Reference Model  Engineering’ as the emerging 
discipline of how to systematically develop, maintain, and enhance PRMs. 

Assessment-Based Software Process Improvement. Starting from the late nineteen-
eighties with the proposal of a model for the organizational improvement of software 
engineering (cf. [12, 13]), SPI evolved as a key means to increase the quality of 
software and the efficiency and performance of the software producing organization. 

Up to date a significant number of such models has emerged (cf. e.g. [14] or [15] 
for respective overviews). In Wangenheim et al. [15] a total of 52 models is identified 
and analyzed. The authors conclude that there exists a trend towards specialization of 
these models for specific domains and that most of the identified models are 
concentrated around either the CMM/CMMI framework [1, 16] or the ISO/IEC 15504 
standard [17] as the two most relevant sources for model development. 

Software Process Assessment (SPA) is related to SPI as the means to identify the 
actual state of processes and major process related problems, and to set priorities for 
process improvement. According to [18] process assessment is “a disciplined 
evaluation of an organization's software processes against a model compatible with 
the reference model” while process improvement is defined as the “action taken to 
change an organization's processes so that they meet the organization's business needs 
and achieve its business goals more effectively”. 

From the point of view of involved models, ISO/IEC 15504 (SPICE) distinguishes 
between PRMs and Process Assessment Models (PAMs). While a PRM defines a set  
of processes in terms of their purpose and outcomes, a compatible PAM extends the 
PRM’s process definitions through the identification of a set of indicators of process 
performance and process capability [19, 20]. 

Reference Models for Product-Oriented Software Engineering. PRMs for product-
oriented software engineering are expected to capture and organize best practices for 
engineering software products, addressing the particular characteristics and challenges 
of the respective software product business. In the context of SPI, such models are also 
expected to guide and support the transition from project- and/or customer order-driven 
development towards product development.  

The term “productization” has been coined in [21] for that transition and defined as 
“the process of transforming from customer specific software development to a 
standard software product”. According to [22], productization means “standardization 
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of the elements in the offering”, and “includes several technological elements from 
the very early stages of designing a product (i.e., managing requirements, selection of 
technological platforms, design of product architecture etc.) to the commercial 
elements of selling and distributing the product (i.e., delivery channels, positioning of 
the product and the any, and after sales activities)”. 

As stated by Rautiainen et al. [4], approaches to SPI as CMM and SPICE focus on 
the software process for customer projects in large organizations, while in particular 
“small product-oriented companies require a more holistic and practical view to 
software engineering management that combines business and development 
considerations and has a clear product focus”. 

On the other hand, although with distinct foci, a series of PRM or PRM-like 
models has been proposed to overcome these gaps, e.g.: 

• the “Reference Framework for Software Product Management” by Van de Weerd 
et al. [23], accompanied by a “Productization Process” [24] describing the typical 
stages of transformation from customer-specific software development to a 
standard software product; 

• the “Market-driven Requirements Engineering Process Model” by Gorschek et al. 
[25], aiming at organizations faced with the challenges of operating in an 
environment with a huge number of requirements and where a product does not 
have a, but any number, of customers; 

• a series of process models (e.g. [26]) and best practice collections (e.g. [27]) 
focusing on the peculiarities of applying a product line engineering approach for 
software product development; 

• the recently published international standard ISO/IEC 26550:2013 on “Software 
and systems engineering -- Reference model for product line engineering and 
management” [28]. 

The latent need for extending reference models for product-oriented software 
engineering beyond the mere process dimension is indicated by the proposal of the 
BAPO model [29]. The model proposes a four-dimensional evaluation framework for 
software product family engineering, covering the dimensions business, architecture, 
organization, and process. 

Process Reference Model Engineering. The discipline of how to systematically 
engineer process reference – and in a wider sense process capability and maturity – 
models has recently gained attention as an emerging topic in literature (cf. [10, 30]). 

Despite the variety of models being developed and customized Wangenheim et al. 
[10] assert a lack of methodological support and identify two major issues to be 
overcome in the still maturing discipline: 1) relating model elements systematically to 
quality and performance goals; and 2) supporting model validation methodologically. 

Suggestions for methods for the development of such models in the recent years 
include (cf. section 2.2 for short descriptions): 

• the proposal of  a framework for the development of maturity assessment models 
in different application domains, based on a six-step development sequence by De 
Bruin et al. [31] 
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• the proposal of a procedure for designing maturity models that aim to match a set of 
defined requirements, considering design science guidelines, by Becker et al. [32]; 

• the analysis of the fundamentals of process maturity models, in particular the main 
development phases from a design science research perspective by Mettler [33]; 

• the proposal of a method for the development of so-called “focus area maturity 
models”, i.e. models that are especially suited to the incremental improvement of 
functional domains like development or testing, by van Steenbergen et al. [34]; 

• the method proposal of Wangenheim et al. [8, 10] based on ISO/IEEE standard 
development processes and integration of knowledge engineering techniques; 

• the proposal of a generic framework for the development of process capability/ 
maturity models by Salviano et al. [7] based on their previous experiences in 
developing diverse models with a 7-step process. 

According [30] “most published models are based on practices and success factors 
from projects that showed good results in an organization or industry, but which lack 
a sound theoretical basis and methodology”. Similarly, [8] with reference to [35] 
states that literature detailing how such models are developed, evolved, and adapted is 
extremely rare. 

2.2 Related Work and State-of-the-Art 

Related work in the field of method provision for process capability and maturity 
model development comprises the following works, aside from few exceptions due to 
thematic reasons, presented in chronological order: 

De Bruin et al. [31] propose a generic, i.e. application domain independent, phase-
oriented, six-step framework for the development of maturity assessment models.  
The method is exemplified by two maturity model developments from the domains of 
business process management and knowledge management. The generic phases proposed 
comprise: scope; design; populate; test; deploy; and maintain. The framework also 
identifies and characterizes the decisions involved in the scope and design phases. 

Driven by the context of IT management and the ever-growing number of maturity 
models for this domain, Becker et al. [32] propose a generic procedure model for the 
design of maturity models that aims to match a set of defined requirements 
concerning the development of such models. The procedure model is based on a 
comparison of a selection of a few well-documented maturity models to these 
requirements. The procedure is applied to the development of an IT performance 
measurement model. 

Mettler [33] analyses the fundamentals of process maturity models in information 
systems and the typical phases of maturity model development and application by 
taking a design science research perspective. The work is based on the phases 
proposed by [31] and assumes that development and application of maturity models 
are inherently connected. Consequently a phase model for both, development and 
application of such models is proposed and the relevant decision parameters for each 
phase in respect to rigor and relevance of the maturity model are discussed. 

Salviano et al. [7] propose a generic framework for the development of process 
capability models that is based on their previous experiences in experimenting 
different processes to develop diverse models. The framework is composed of seven 
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sequential practices, customization rules applied to these practices, examples of 
utilization and examples of techniques. The framework is reported to be initially 
validated. The seven sequential practices comprise: initial decisions; sources analysis; 
strategy for development; model design; draft model development; draft model 
validation; and model consolidation. 

Larsson et al. [36] report a case study-based synthesis of five reference models in the 
area of software product integration and comparison with activities performed in seven 
product development projects. The authors conclude that none of the descriptions of best 
practices available in the different reference models covers the problem situations for the 
investigated product developments and that these reference models need to be merged 
into one set of practices. The applied procedure for combining the reference models is 
only shortly sketched and relying on the experience of the authors. It essentially consists 
of the following steps: acquire knowledge regarding the reference models; produce a 
summary of practices and a comparison between the models; combine the extracted 
information from all investigated reference models into a set of practices; investigate all 
reference models based on these set of practices, considering both explicit and implicit 
instances of the practices. 

Van Steenbergen et al. [34] propose a generic method for the development of so-
called “focus area maturity models”, models that are especially suited to the incremental 
improvement of functional domains. The authors use a design science research process. 
The development method itself is based on a literature review on maturity model 
development and experience in practically applying the concept to two example models. 
The resulting development method is comprised of four groups of method steps (method 
steps provided in brackets): 1) Scoping (Identify & scope domain); 2) Design model 
(Determine focus areas; Determine capabilities; Determine dependencies; Position 
capabilities in matrix); 3) Instrument development (Develop assessment instrument; 
Define improvement actions); 4) Implementation & exploitation (Implement maturity 
model; Improve matrix iteratively; Communicate results). 

Wangenheim et al. [8, 10] propose a method for the customization of process 
capability/maturity models to specific domains/sectors or development methodologies 
that is based on ISO/IEEE standard development processes and the integration of 
knowledge engineering techniques and experiences about how such models are 
currently developed. The proposed method is structured into five phases: 1) 
Knowledge Identification (familiarization with the target domain and characterization 
of the target customization context); 2) Knowledge Specification (development of a 
first version of the customized model); 3) Knowledge Refinement (validation of the 
draft model, balloting, refinement, and community approval); 4) Knowledge Usage 
(model usage, results collection and analysis); 5) Knowledge Evolution (continuous 
evolution of the model). Additionally, basic techniques, including pointers to 
literature, applicable in each of the five phases are identified. 

Pardo et al. [9] present an ontology for harmonization projects of multiple 
standards and models targeted at organizations that are seeking to resolve their 
manifold needs through application of multiple models. The ontology is intended to 
provide the main concepts and a consistent terminology for supporting and leading 
the implementation of improvement projects where multiple models have to be 
harmonized. It is complemented by a guide to support the determination of the 
harmonization goals, a process for driving multi-model harmonization, and a set of 
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methods and techniques. Based on preceding research [37], the authors also note that 
beside the terminological differences existing between models, the inconsistencies 
and terminological conflicts also appear in the techniques, methods and related 
concepts established to support harmonization of multiple models. The process for 
driving the harmonization is presented in more detail in [11], together with two case 
studies of applying the framework. 

3 Approach and Methods 

To achieve the goals of providing methodological support for the development of 
PRMs in the software product engineering domain and of distilling and systematizing 
insights and experience from related PRM developments the following approach is 
pursued. 

Step 1 - Analysis of PRM Development Cases. A series of successful PRM 
developments from the software/system product engineering domain in which the 
authors have been personally involved will be analyzed post-mortem. The candidate 
model developments for analysis comprise: 

• The OOSPICE PRM for Component-based Software Engineering [38, 39] 
• The GDES-Reuse PRM for Reuse in Industrial Engineering [40] 
• The Hephaistos/INSPiRE PRM for Software Product Management [6, 41] 
• The SPiRE PRM for Reuse & Product-Orientation in Systems Engineering [42–44] 

These cases will be analyzed with respect to the goals of model development, the 
specific application domain, involved source models, key stakeholders of the target 
model, pursued model engineering and model creation strategies, linkage with and/or 
positioning against established standards, key challenges of model development, used 
model engineering methods and techniques, applied validation approaches, etc. 

The focus of this analysis will be on the goals of the model developments, the 
decision parameters in place and actual decisions taken, and how they influenced the 
path of model development and choice of methods and techniques. 

Step 2 - Development of Methodology Architecture. In this step, the architecture of 
the methodology for the development of PRMs in the software product engineering 
domain together with meta-models for relevant methodology elements will be defined 
and preliminarily validated.  

The main purpose of this artifact is to identify and put into relation the 
methodology elements generally necessary for PRM development in the target 
domain. 

Major candidate architecture elements include: PRM development process, 
methods, work products, instantiation guidelines, and concepts and terms used in the 
methodology. 

As an interim validation step, the emerging methodology architecture will be 
validated against parts of the results of the study under step 1 with respect to 
“coverage” of the concepts and method elements identified there. 
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Step 3 - Population of the Methodology. In this step, the methodology defined in 
step 2 will be populated with methodology elements identified in the analysis of 
model developments in step 1. For that purpose these elements have to be assessed 
with respect to their generic applicability and adapted accordingly. 

For the development of the core PRM engineering process and the guidelines for 
process/methodology instantiation a design science-based approach [45, 46] will be 
pursued. The instantiation guidelines will have to link with and orchestrate the generic 
methodology elements according to the specific goals and requirements of a 
respective model development endeavor. 

The methodology, in particular its pool of methods and techniques and its instantiation 
guidelines are foreseen to be “living artifacts”, i.e. they should be enhanced based on the 
needs, experience, and feedback of future reference model developments. 

Guidelines for methodology enhancement thus represent a further element of the 
methodology architecture to be developed in step 2. 

Step 4 -  Validation of the Methodology. The objective of this final step is to validate 
the proposed PRM development methodology for the software product domain at least 
initially and partially. 

Pulm [47] discusses the scientific evaluation of methods in the context of systems 
theory. He points to the key question, whether a methodology has been evaluated 
through a case study or whether concrete developed methods have been abstracted for 
scientific representation. He concludes that concrete methods can be evaluated in one 
specific case, while abstractly represented methods that are generally applicable 
always require adaption and individual action so that they can only be evaluated with 
restrictions. 

In the present case, the main strategy for methodology development is abstraction 
from reference model development cases, so that the second alternative applies, 
implying only restricted possibilities for evaluation. 

For the present case, the following validation activities are foreseen: 

• comparison against similar (generally less focused and less granular) reference 
model development method proposals, 

• reflection of the proposed methodology against its originating method development 
cases, 

• demonstration of the methodology through application to a further reference model 
development endeavor, 

• presentation to and evaluation of the methodology by a panel of experts in the field 
of PRM development. 

The results of each validation step will be incorporated into a revision of the 
methodology under development. 

4 Summary, Conclusions, and Relevance 

The paper presented the motivation, the state-of-the-art in the main involved research 
areas and in related work, and the approach regarding work-in-progress on providing 
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methodological support for deriving methods for the development of PRMs in the 
software product engineering domain. 

The methodology is intended to be applicable to a variety of model development 
scenarios. Overall, the focus of the proposed work is less on deriving in all its details 
one single new method for PRM development that fits all potential requirements of 
the targeted domain, but more on providing methodological support and guidance for 
the combination and orchestration of the potential method elements in order to fulfill 
given PRM development goals.  

From a knowledge management perspective the work intends to capture, distill and 
systematize insights and experience from PRM development endeavors in the 
software product domain and systematize and prepare them for reuse under similar 
conditions. 

The proposed work contributes to overcoming the problem with respect to a lack of 
systematic understanding and methodological support of how PRMs – and in a 
broader sense – process maturity/capability models – are developed. The relevance of 
this problem has been pointed out recently by a number of authors. Garcia-Mireles et 
al. [30] e.g. conclude that relevant literature available on which methods have been 
proposed to develop maturity models is spare and that the topic is recently appearing 
in research.  Similarly, Wangenheim et al. [10] state that despite the variety of models 
being developed, the work seems to lack methodological support. With respect to 
model customization methods, Hauck et al. [8] assess that most of the customization 
initiatives do not adopt a systematic approach for the customization of generic 
standards and models and “that research on how to perform such customizations in a 
systematic way is sparse”. With respect to the harmonization of multiple models in 
company contexts Pardo et al. [11] also state the lack of any other systematic solution 
that address harmonization in a way as to satisfy the needs of the companies. 

The systematic development and provision of process reference models addressing 
the specific needs of companies migrating towards the development, maintenance and 
enhancement of a product or even multiple products within a product portfolio is 
regarded essential for industry. Surveys (e.g. [22]) covering software product 
companies highlight that the biggest challenges in growth of such companies are not 
technical but management and marketing related and that the most important 
improvement areas refer to the degree of productization and competence level of 
personnel. The same study also assesses that the majority of the companies is still 
rather immature with respect to the degree of productization and that raising the 
degree of productization is one of the most important issues for software product 
companies. According [22] the latter is especially challenging, as companies have to 
find a balance between long-term productization aims and short-term financial needs 
that are often addressed by customizing and customer projects. 
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Abstract. Certification to management system standards is more and more 
attractive for organisations, and many companies are today certified according 
to several of them (e.g., ISO 9001, ISO 14001, ISO/IEC 27001, etc.). However, 
in this case, it is a remaining challenge to optimise the system in place by 
mutualising as much as possible the different processes required by the various 
management systems, and thus improving the integrated overall system.  
In order to fill this gap, this paper presents how a process assessment model for 
management system standards has been built. It is based on the High Level 
Structure proposed by ISO, which defines a set of common requirements for 
management system standards. This process assessment model will provide the 
core content and could be the basis of all the future process assessment models 
that will be developed to assess domain-specific management systems.  

Keywords: Process assessment, process assessment model, management 
system standard, management systems, integrated management system. 

1 Introduction 

Every year, ISO (International Organization for Standardization) performs a survey 
[1] of certifications to Management System Standards (MSS). The 2012 results reveal 
that ISO 9001 (which gives the requirements for quality management systems)  
has generated more than 1.1 million of certificates in 184 countries since 1993.  
This survey also indicates an increase between 9 and 20% of the certificates related to 
emerging MSS such as ISO 14001 (Requirements for environmental management 
systems), ISO/IEC 27001 (Requirements for information security management 
systems), or ISO 22000 (Requirements for food safety management systems). 

Regarding this growing interest about management systems and the penetration in 
the market of associated certifications, ISO has published in 2012 (and revised in 
2014), as part of its Directives, an annex entitled “High-level structure, identical core 
text, common terms and core definitions” for MSS [2]. This High Level Structure 
(HLS) aims at ensuring consistency among future and revised MSS, and aims at 
making their integrated use easier. Indeed, many companies need to implement 
several management systems covering complementary domains (information security, 
service management, quality, etc...). The challenge is then to reduce the workload by 
sharing processes across the different management systems.  
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Implementing and assessing the capability of the processes composing such integrated 
management systems are both emerging challenges. In this paper, our focus is on the 
process assessment activity and the purpose of this paper is to present how we have built 
a process assessment model for MSS (compliant with the requirement of the ISO/IEC 
33000 series of standards for process assessment [3], [4], [5], [12]). This process 
assessment model will provide the core content and could be the basis of all the future 
process assessment models that will be developed to assess domain-specific management 
systems. The purpose of such a model is also to be used as a tool for assessing the 
capability of the processes that are common to any management system. 

Section 2 presents the background of our research project and states its objectives. 
Section 3 describes our research method and the different steps followed to build the 
core content of a process assessment model for MSS. Then, in Section 4, the resulting 
core content is presented. Section 5 analyses our approach and its results by 
discussing the different strengths and weaknesses of the model and its building 
process. Finally, Section 6 concludes about the current state of the process assessment 
model for MSS and presents our future work. 

2 Problem Statement 

On the one hand, management systems are implemented by companies under the form 
of a management system dedicated to a specific domain, or more and more often 
under the form of an integrated management system targeting several domains (such 
as business continuity, information security, and/or service management). This kind 
of integrated management system results in different processes that are common to 
and shared between several domains. It is indeed relevant to have for example only 
one management review process shared across these different domains. This enables 
taking optimal decisions during management review meetings based on the needs, the 
requirements and the priorities of the different management systems. Since 2012 and 
the first publication of the HLS, there is a robust description of the processes that are 
common to all management systems. First of all, the HLS is used to revise the 
existing MSS at the ISO level. All of the MSS shall now be compliant with the HLS 
structure. Furthermore, the HLS can be used by companies to establish their 
integrated management system. The HLS provides the description of what processes 
can easily be shared among the domain-specific MSS. 

On the other hand, there is a growing community of consultants using process 
assessment methods to support the implementation, improvement, and integration of 
management systems. The ISO/IEC 33000 series is a well-established series of 
standards for describing processes and assessing process capabilities. It also 
introduces its own terminology such as “process assessment model”, “process 
reference model”, “purpose” or “outcome” that is not further developed in this paper. 
However, the reader can refer to ISO/IEC 33001 [3] for terms and definitions and 
more generally to the whole ISO/IEC 33000 series for an exhaustive explanation 
about the approach. A key element of the approach, explained in ISO/IEC 33002 [4], 
is that an assessment shall be performed based on compliant process assessment 
models, as defined in ISO/IEC 33004 [6]. 
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Consequently, there is an emerging need for a process assessment model 
describing the common processes of MSS as described in the HLS, and meeting the 
requirements of ISO/IEC 33004 [5]. Such a process assessment model will be used to 
perform standardized assessments of the capability of processes now required for 
composing any integrated management system. The objective of this paper is to 
present a process assessment model for common processes of MSS, and the main 
focus of the paper is on how to build it according to a structured and reliable 
approach. 

3 Method 

This section describes how the authors have developed a process reference and then a 
process assessment model for MSS compliant with the HLS. The first step was the 
selection of a set of key criteria that were taken into account during the development 
process. These criteria are detailed in 3.1. Then, as explained in 3.2, the authors 
applied the transformation process described in [6] to the requirements contained in 
the HLS in order to build the process assessment model for MSS.  

3.1 Key Criteria 

The following criteria have been used by the authors, all along the transformation 
process, to guide design choices. These criteria have been chosen on the basis of the 
experience of the authors in order to guarantee that the resulting process assessment 
model will be efficient whatever the domain assessed. 

Assessability 
The main objective of a process assessment model is to be used to perform process 
assessments. For that each process has been described in a way that facilitates its 
future assessment. Particularly, the process model has been designed so that: 

- each process has one single purpose 
- the process outcomes are necessary and sufficient to achieve the process purpose 
- each process outcome is defined as a measurable objective 
- the base practices reflect the process purpose and outcomes 

Interoperability 

The expected process assessment model needs to support interoperability between 
management systems. For that the produced model describes processes and work 
products in a way that fosters the exchanges between several management systems. 

Integration 
The expected process assessment model needs to facilitate the integration of multiple 
management systems. For that the produced process assessment model only describes 
the common/generic part of any management system. Thus it focuses on the core 
content of an integrated management system covering several domains. 
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Completeness 
The expected process assessment model needs to address each requirement contained 
in the HLS. For that the traceability between the HLS and the process base practices 
(contained in the produced process assessment model) has been assured. 

Adoption 
The produced process assessment model needs to describe the common processes of 
MSS in a way that encourages the adoption of these processes. For that the proposed 
processes have been designed in a way that reflects the processes that are usually 
implemented in most companies. Moreover, the proposed process descriptions were 
worded using terms, base practices and work products that can be easily understood 
and that are as close as possible to those used in MSS. 

Applicability 
The proposed process assessment model needs to fit in with all companies, regardless 
of their type, size, or nature. It needs to be usable for various purposes such as: the 
rating of an individual process, the determination of the organizational maturity, the 
preparation for audit, or benchmarking. For that the produced process model has been 
designed in a way that ensures its compliance with all the requirements of ISO/IEC 
33004 [5]. 

3.2 The Transformation Process 

The transformation process described in [6] has been used by the authors of this paper 
to design and build a process assessment model for MSS compliant with the 
requirements of ISO/IEC 33004. Based on goal-driven requirements engineering 
techniques [7], this transformation process has already been used successfully to build 
process models in various domains [8], [9], [10]. 

Using this transformation process, the collection of requirements contained in the 
HLS are first transformed into requirements trees, then into goal trees, and finally into 
a process reference model and a process assessment model, as illustrated in Figure 1. 

The transformation process consists in 9 steps described in details in [6] and 
summarized below: 

Step 1 – Identify Elementary Requirements in a Collection of Requirements 

This step consists in identifying all of the requirements under the form of a collection 
of elementary requirements. In our case, the ‘shall statements’ (revealing 
requirements) contained in the proposed text of the HLS [2] were easily identified and 
split into elementary requirements. The final list was composed of more than one 
hundred elementary requirements made up of a subject, a verb and a complement, 
without coordination, conjunctions, or enumeration. 

Step 2 – Organize, and Structure the Requirements 
Then, the elementary requirements were organized and structured. For that, a ‘mind 
map’ helped to have a graphical view of the elementary requirements having the same 
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object (or component). The requirements were then gathered around the objects they 
were relating to in order to build a requirements tree. 

 

Goal trees

Collection of  
requirements from HLS 

Requirements 
 trees 

process reference model 
for management system standards

ISO/IEC 33004 Requirements for PRM-PAM

Step 1 
Step 2 

Step 3

Steps 4 and 7 Steps 5, 6, 8 and 9 

process assessment model  
for management system standards 

 

Fig. 1. Transformation process activities 

Step 3 – Identify Common Purposes Upon those Requirements and Organize Them 
An internal task force composed of experts in process assessment and/or domain-specific 
management system (service management, quality management, information security 
management, and electronic records management) was then set up. The task force 
identified common purposes for the groups of requirements and organised them 
accordingly, taking the original meaning of the text proposed in the HLS into account.  
A goal tree was then built for each process (an example can be seen in Figure 2).  
On these goal trees, each low-level objective is linked to an elementary requirement of 
the HLS (and all requirements are linked to a low-level objective of a goal-tree).  
Thus, thanks to these goal trees, the task force carefully grouped inter-related activities, 
keeping in mind the key criteria (see Section 3.1), and particularly that the main objective 
was to create easily assessable processes. This semantic work enabled to outline the 
structure of the process reference model and particularly to identify its processes.  

Step 4 – Identify and Factorize Outcomes from the Common Purposes and 
Attach them to the Related Goals 
The common purposes identified during step 3 of the transformation process can be 
considered as the observable results of something (i.e. the production of an artefact, or 
a significant change of state, or the meeting of specified constraints). These 
observable results are named ‘outcomes’ and are attached to the related purposes. 
Depending on the size of the goal tree, and in order to have from 3 to 7 outcomes per 
process, (as recommended by the ISO/IEC TR 24774 [11]) it was sometimes 
necessary to factorize and merge some of these outcomes. 

Step 5 – Group Activities Together Under a Practice and Attach it to the Related 
Outcomes 
The original input of the transformation process (the requirements from the HLS) 
contains information describing activities that should be conducted for implementing 
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the processes. According to the number and level of detail of these activities,  
they were grouped as practices. Each practice represents a functional activity of the 
process. When implemented, a practice contributes to the achievement of at least one 
outcome of the performed process. During this step, we linked these activities or 
practices to the related outcomes and we kept traceability between each practice and 
the initial set of elementary requirements. Indeed, it is possible that several 
elementary requirements are related to (or hidden behind) only one practice of a 
process. The goal trees enable to keep that in mind for further activities, in particular, 
when questionnaires are being developed for supporting process assessment. 

 

Fig. 2. Goal tree for the “Management Review” process 

Step 6 – Allocate Each Practice to a Specific Capability Level 
During this step and for each process, we reviewed the practices and their linked 
outcomes in order to be sure that they contribute to the process performance attribute 
(capability level 1) of their associated process. New processes were added to gather 
HLS activities that were normally reflecting capability levels higher than 1. Thus, we 
ensured that our process descriptions are such that no aspects of the measurement 
framework beyond level 1 are contained or implied and thus, that the created process 
reference and process assessment models comply with ISO/IEC 33004 [5]. 

Step 7 – Phrase Outcomes and Process Purpose 
In order to create a process reference model that follows the guidelines of ISO/IEC 
TR 24774 [11], each outcome has been phrased as a declarative sentence using verbs 
at the present tense. Then, the purpose has been phrased to state a high-level goal for 
performing the process and provide measurable and tangible benefits to the 
stakeholders through the expected outcomes (process assessment concern). We also 
checked that the set of outcomes is necessary and sufficient to achieve the purpose of 
the process. 

Step 8 – Phrase the Base Practices Attached to Outcomes 
Once the purpose and outcomes of a process have been phrased, the process reference 
model was considered stable enough to phrase the base practices. Base practices  
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were phrased as actions, starting with a verb at the infinitive, according to the guidance 
provided by ISO/IEC TR 24774 [11]. During steps 8 and 9, we paid a particular attention 
to choose a wording that suits and that is commonly used in organizations in order to 
ensure a good adoption of the models. 

Step 9 – Determine Work Products among the Inputs and Outputs of the Practices 
A work product is an artefact associated with the execution of a process. During the steps 
1 and 5, many work products have been identified and listed as inputs or outputs. During 
this step, these work products were included as parts of indicators in order to finalize the 
process assessment model. 

4 Results 

The transformation process described in Section 3 resulted in the creation of the core 
content of a process capability assessment model for MSS. This model is composed 
of 10 processes, as listed in Figure 3. These processes, common to all management 
systems, are described in generic terms (as shown in Figure 4) and require to be 
contextualized before being used in an assessment. 

 

Fig. 3. Processes in the process assessment model for MSS 

This list of processes and their associated descriptions have been compared with 
the results of one of our research project conducted at the same period in Labgroup  
(a digitization and archiving service provider in Luxembourg). This research project 
aimed at integrating requirements from various MSS such as ISO/IEC 27001 [13], 
ISO 31000 [15], and ISO 9001 [16] into a single integrated management system.  

This experimentation permitted to consolidate and validate, through a bottom-up 
approach, the design choices made by the task force during the transformation 
process. It also helped to validate that the produced process assessment model has the 
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required characteristics of assessability, interoperability, integration, completeness, 
adoption and applicability. 

 

 

Fig. 4. Extract of the "Management review" process description 

5 Discussion 

The discussions presented in this section took place during the third step of the 
transformation process and all occurred within the internal task force. Most of them 
(5.1 to 5.4) relate to the composition of the list of processes to be included in the 
process assessment model. The last two ones (5.5 to 5.6) relate to process assessment 
aspects.  

5.1 Human Resource Management and Resource Management 

The HLS contains some requirements related to human resources and some others 
related to other resources (financial, material, etc.) needed by the management 
system. But should these two aspects be included into one single process? Most of the 
companies have persons exclusively in charge of the management of human 
resources. Thus, it was decided to build a dedicated "Human resources management" 
process. Such a dedicated process contributes to a better assessability of this process 
and a better adoption of the process model. The requirements related to the other 
resources needed by the management system were included into the "Planning and 
operation management" process. These resources are required whatever the domain(s) 
covered by the management system. Thus, the "Planning and operation management" 
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process permits to reinforce the interoperability between and integration of multiple 
management systems. 

5.2 Documentation Management 

The HLS contains two types of requirements dedicated to documentation. The HLS is 
first defining generic rules for managing documentation across the assessed 
organization. These requirements have been grouped into a "Documentation 
management" process. Such a dedicated "Documentation process" is applicable 
whatever the domain covered by the management system and even in case of an 
integrated management system. This also contributes to enhance the interoperability 
between, and the integration of, multiple management systems. The second type of 
requirements relates to the creation of documents specifically related to a process  
(as for example the record of the results of management reviews). In that case, each of 
these requirements specifying the content of these documents has been directly 
included into the related specific process (such as "Management review" in our 
example), enhancing the assessability of these specific processes. 

5.3 Leadership vs Management Review 

When analysing the requirements linked to the activities performed by Top 
Management (such as the leadership-related activities or the management review 
activities), the question of grouping all these requirements under the umbrella of one 
unique process emerged. The task force finally decided to split the requirements into 
two different processes: "Leadership" and "Management review". This choice has 
been done to ensure a better and easier assessability of these two processes.  
Indeed, on the one side the requirements from clause 5.1 of the HLS describe 
leadership-related activities (such as defining policy, assigning roles and 
responsibilities) that take place at the beginning of the implementation of a 
management system. On the other side the requirements related to the management 
review (such as those contained in clause 9.3) describe activities that usually take 
place at a different period of time (i.e. prior the improvement of the management 
system). Moreover, while the activities of the “Leadership” process are usually well 
performed and organized (as the beginning of something new), the management 
review activities can have less priority and thus be performed with lower assurance 
level. From an assessment standpoint, it is thus important to be able to make the 
difference between the capability levels of those two processes. Consequently, even if 
these two kinds of activities are performed by the top management, they should be 
seen as two different processes. 

5.4 Communication Management  

To address the requirements from the HLS related to the management of the 
communication, the task force decided to create a dedicated "Communication 
management" process. Indeed, the internal and external communication activities are 
in most cases performed by a dedicated role, whatever the size of the company. 
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Having a dedicated process better reflects the situation in place in the field. Thus, this 
contributes to a better adoption and applicability of the process assessment model. 
Moreover, the "Communication management" process defines communication and 
awareness practices that are applicable whatever the domain covered by the 
management system and even in case of an integrated management system. It permits 
to enhance the interoperability and the integration aspects of the core content of a 
process assessment model for MSS. 

5.5 Non-auditable Requirements  

When analyzing the requirements from the HLS, we admitted that all of the 
elementary requirements were not equally defined or detailed. Indeed, some of these 
requirements were generic and not auditable as such. However, to ensure a strict 
traceability between the HLS and the produced process assessment model, the task 
force decided to include these non-auditable requirements into existing processes.  
For example, clause 4.4 stated that: 

“The organization shall establish, implement, maintain and continually improve 
an XXX management system, including the processes needed and their 
interactions, in accordance with the requirements of this International 
Standard.“ 

This generic requirement could be seen as a high-level requirement that covers all the 
elementary requirements described in the HLS. The task force first took the decision 
to split this requirement into four elementary requirements:  

• “The organization shall establish an XXX management system, including the 
processes needed and their interactions, in accordance with the requirements 
of this International Standard. “ 

• “The organization shall implement an XXX management system, including the 
processes needed and their interactions, in accordance with the requirements 
of this International Standard. “ 

• “The organization shall maintain an XXX management system, including the 
processes needed and their interactions, in accordance with the requirements 
of this International Standard. “ 

• “The organization shall continually improve an XXX management system, 
including the processes needed and their interactions, in accordance with the 
requirements of this International Standard. “ 

Then, it was decided to associate the first three requirements to the "Planning and 
operation management" process whereas the fourth one was linked to the "Continual 
improvement" process.  

5.6 Process Completeness  

At the end of the transformation process, we reviewed the complete process model to 
check the completeness of each process. Indeed, the fact that they are based on a set 
of elementary requirements coming from the HLS does not guarantee that the 
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processes are complete, or in other words that the process outcomes are sufficient to 
achieve the process purpose. For example, in the HLS [2] the requirements related to 
risk and opportunity management does not include aspects such as the risk 
assessment, the selection of the risk treatment strategy, or the monitoring of the 
residual risk. All these aspects are missing but should be present in order to have a 
well-formed and complete risk management process. Thus, we decided to enrich our 
process model by adding the needed but missing outcomes and practices to each 
incomplete process. For filling the gaps of the HLS at the risk management level, we 
used the ISO 31000 standard [15], which provides requirements for risk management 
that are applicable to any domain. By doing so, we ensure a better assessability of 
each process and a better adoption of the created process models. 

6 Conclusion 

This paper describes the construction of the core content of a process assessment 
model for MSS. The resulting process model is covering the processes that are 
common to all MSS and thus reflecting an international consensus as defined by ISO 
standards. This paper also explains how the produced process model could support 
consistency and interoperability between domain-specific MSS. 

With that core content made available, only the content specific to a particular 
domain still needs to be described when one wants to build a process assessment 
model to assess a management system for a specific domain. For this reason, the 
proposed process assessment model will permit to avoid the construction of  
new process assessment models from scratch. Experts from CRP Henri Tudor are 
currently using this core content to design a process assessment model for information 
security management system (based on [13]), as well as one for business continuity 
management system (based on [14]).  

Another future work will consist in helping the digitization and archiving services 
providers in Luxembourg to comply with the technical regulation requirements 
described in [17]. For that, we will combine the core content of a process assessment 
model for MSS with requirements from international standards (ISO/IEC 27001:2005, 
ISO/IEC 27002:2005 and ISO/IEC 30301:2011) and national regulations [18].  
This will lead to the design of an integrated management system for information 
lifecycle management. 

Finally, in order to ensure that it reflects an international consensus, the process 
models described in this paper has been proposed as New Work Item at the ISO level. 
If accepted, the new Technical Specification can contribute to enhance the adoption of 
our research results, i.e. the core content of a process assessment model for MSS.  
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Abstract. The Brazilian Government established a public policy instrument to 
identify and stimulate software production resulting from technology 
development and innovation carried out in Brazil. In order to accomplish this 
effort, CERTICS software process assessment methodology was created and 
established in Brazil. Its construction has been based on the reality of local 
software development organizations, in effort to achieve consensus within the 
community of interest, and guided by methodological references including the 
ISO/IEC 15504 (SPICE) Standard. CERTICS Methodology includes an 
Assessment Reference Model and an Assessment Method. This article presents 
the CERTICS Assessment Reference Model and statements on how it is 
compliant with ISO/IEC 15504 Requirements for Process Reference Models, 
Process Assessment Models and Organizational Maturity Models. 

Keywords: ISO/IEC 15504, SPICE, Process Reference Model, Process 
Assessment Model, Organizational Maturity Model. 

1 Introduction 

ISO/IEC 15504 series of standards, also known as SPICE (Software Process 
Improvement and Capability dEtermination) established requirements, a measurement 
framework, guidelines and examples of models and methods for process assessment 
[1] [2] [3]. Using ISO/IEC 15504, different models and methods can be developed to 
address specific objectives and domains.  ISO/IEC 15504-2 “addresses the assessment 
of process and the application of process assessment for improvement and capability 
determination” [1]. ISO/IEC 15504-7 “addresses the expression of the results of 
assessment of processes in terms of the overall maturity of an organizational unit, and 
the application of the results of assessment of organizational maturity for process 
improvement and capability determination” [2]. 
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The CERTICS Assessment Methodology for Software (CERTICS Methodology) is 
a methodology to assess software process in order to determine a specific criterion, 
named in this article as the Fundamental Concept: whether a given software is 
resulting from technological development and technological innovation carried out in 
Brazil. CERTICS is a name. A design decision for CERTICS Methodology was to use 
ISO/IEC 15504 Standard as a reference for two major methodological components: 
CERTICS Assessment Reference Model (CERTICS Model) and CERTICS 
Assessment Method (CERTICS Method). CERTICS Methodology also includes an 
Operational Structure for its operation, monitoring and continuous improvement.  
In order to improve the communication with the community of interest, some specific 
terms are used in CERTICS with correspondence to ISO/IEC 15504 terms.  
The CERTICS Model, for example, corresponds to ISO/IEC 15504’s Process 
Reference Model (PRM), Process Assessment Model (PAM) and Organizational 
Maturity Model (OMM). 

A special attention was given to the requirement to identify and take actions to 
achieve consensus within the community of interest of the model. The Brazilian 
Federal Government demands the CERTICS Methodology as a public policy 
instrument to identify and stimulate software resulting from technology development 
and innovation in Brazil. 

The objective of this article is to present the current version 1.1 of CERTICS 
Model and the extent of its compliancy with ISO/IEC 15504-2 and ISO/IEC 15504-7 
Standards. The CERTICS Methodology and its two major components, the CERTICS 
Model and the CERTICS Method, are documented in Portuguese language in three 
technical reports [4] [5] [6]. The CERTICS Model is complemented with another 
technical report about its conformity to ISO/IEC 15504 requirements [7]. This article 
includes overviews and English translations from selected original materials.  

In the first semester of 2011, the Brazilian Ministry of Science, Technology and 
Innovation (in Portuguese Ministério da Ciência, Tecnologia e Inovação – MCTI) 
demanded a project for the Information Technological Center Renato Archer  
(in Portuguese Centro de Tecnologia da Informação Renato Archer – CTI Renato 
Archer) to provide a methodology to characterize software with respect to the 
Fundamental Concept. At that time, CTI Renato Archer was establishing the Poli.TIC 
Laboratory to develop instruments for public policies in Information and 
Communication Technologies (ICT). Poli.TIC emerged as a combination from 
previous work in Software Process Improvement and from public policy analyses in 
ICT in general, specially in software. 

In order to characterize software with respect to the Fundamental Concept, it is 
necessary and sufficient to examine the processes performed to develop and 
commercialize the software and their relation with technological development and 
technological innovation carried out in Brazil. Therefore the process assessment 
technology was appropriate and ISO/IEC 15504 was the appropriate reference.  
The organizational unit is the “part of an organization responsible for all aspects of 
a particular product or product set” – in this case, a particular software. 
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2 The Development of CERTICS Methodology 

CERTICS Methodology and its Operational Structure had been developed since July 
2011 following five phases: Design, Version 1.0 development, Delivery, Version 1.1 
development and Operation Setup.  The first two phases and their results are also 
described in another work [8]. 

The first phase (Design) was carried out from July to December 2011. The objectives 
were to understand the demand in its technical, political and strategic dimensions, 
explore scenarios for local software industry, identify and interview relevant 
stakeholders, and review theoretical and practical references in order to design the 
solution. A multi-disciplinary team with eight specialists was defined. About 20 
exploratory interviews with representatives from companies, governmental entities 
purchasing software, policy makers and funding agencies were held. A study of scenarios 
with 50 experts was conducted to deepen the understanding of the trajectory of the 
software activities in Brazil and analyze the contribution of a certification mechanism for 
its development. In parallel, surveys of secondary sources were conducted, both 
intending to characterize the software production as well as its applications to the theories 
related to innovation, management innovation and economy. During this phase, it could 
be confirmed, based on these inputs, the view that the assessment should be based on the 
process undertaken for the software. The concept of technological and correlated 
competencies was defined to guide the development of the Fundamental Concept. 

The second phase (Version 1.0 development) was carried out from October 2011 to 
May 2012, overlapped with the first phase. The objective was to perform cycles of 
development and experiences in order to produce the first version of the methodology. 
Preliminary versions of this methodology with more detailed levels of abstraction 
were exercised for software from 15 software companies, and the results oriented new 
and more detailed versions. An expert panel with 60 participants, among 
entrepreneurs, academics, consultants, policy makers and representatives from 
government, acquisition departments, agencies and others entities was conducted to 
present and review one of these versions. The results of this Panel guided a new 
version with improvements in the methodology. This version was presented in 
different sections to more than 30 stakeholders from software organizations 
associations and other entities, where more elements of improvement were identified 
and implemented. The methodology was named CERTICS Methodology and its 
consolidated version was published as version 1.0 in May 2012. A CERTICS web site 
was launched at www.certics.cti.gov.br to disclose the methodology. CERTICS 
Assessment Reference Model was defined with 24 outcomes organized into five 
competence areas. 

 The third phase (Delivery) was performed from June to December 2012. At this 
stage the requirements and characteristics of an operational structure have been 
identified for operation CERTICS, including an organizational arrangement, a 
business model to estimate and address the potential demand and the design of a 
software platform to support assessments. From August to December 2012 a formal 
public review and two public hearings were performed to collect comments and 
improvement proposals from any person or group. In this period there were 4,686 
visits to the CERTICS site and the page was viewed 18,922 times. In this public 
review, 333 comments and proposals were received:  122 from individual participants 
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and 91 from institutions. In addition, a survey was carried out with 49 micro and 
small software companies, from all regions of Brazil, to verify if CERTICS was 
suitable for micro and small software companies. The result was positive with some 
suggestions for improvements.  

The fourth phase (Version 1.1 development) was performed from January to July 
2013. The objective was to analyze the results from public review and the survey, and 
to produce a new version of the methodology. The results were positive to the 
CERTICS Methodology. The general structure was validated. CERTICS Assessment 
Reference Model was reviewed. The 24 outcomes were reviewed and reduced to 16 
outcomes. They were organized into four competence areas, instead of five. 
CERTICS Assessment Method was then, redesigned. An operational structure, 
identified in the previous phase, was designed and a software platform was developed 
to support a CERTICS assessment. The CERTICS Methodology version 1.1 and its 
components CERTICS Model and CERTICS Method were published in June 2013, in 
Portuguese language in three technical reports [4] [5] [6]. In June 2013, MCTI 
launched the CERTICS Methodology and the characteristics of its operational 
structure in a public event in CTI Renato Archer.  

The fifth phase (Operation Setup) started in August 2014 and it is planned to be 
completed in December 2015 when the operation is going to be in full capacity.  
The operational structure designed in the previous phases began to operate gradually. 
CERTICS went into operation on September 19, 2013. Approximately eleven months 
later, on August 27, 2014, 191 professionals have been trained in the methodology,  
10 organizations have been authorized to perform the preparation and visit phases of 
the assessment method, 121 software have been registered in the software platform to 
exercise the methodology, 12 assessments are under the way and 8 assessments had 
been completed.  

3 CERTICS Assessment Reference Model 

CERTICS Assessment Reference Model (CERTICS Model) is structured with four 
conceptual hierarchical layers. Figure 1 illustrates the layered structure of the 
reference model and its use for the assessment method. This figure presents the logic 
and top-down structure, which is driven by the fundamental concept that guided the 
development of the model. The information processing that guides the use of this 
framework in conducting an assessment following the method is, by its turn, based on 
evidence and bottom-up engineered. 

The first layer is the fundamental concept: software resulting from development and 
technological innovation carried in Brazil. From this fundamental concept, the context in 
which it was formulated and the reality of software industry in Brazil, operational 
concepts were defined to guide the construction of the next layers. These operational 
concepts can be summarized in promoting sustainable national development by  
the creation and improvement of technological and correlated competencies, 
contributing, thus, to the creation of knowledge-based businesses, the increase of 
technological autonomy and innovative capacity of Brazilian software industry.  
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Fig. 1. Structure with four layers 

The second layer emerged from these operational concepts based on technological and 
correlated competencies concepts and organized as competencies areas. A competencies 
area corresponds to an ISO/IEC 15504’s process. The fundamental concept is then, 
unfolded into four competence areas named as Technological Development (DES), 
Technological Management (TEC), Business Management (GNE) and Continuous 
Improvement (MEC). Each Competence Area involves, with different emphases, aspects 
of both technological and correlated competencies. Each Competence Area is 
characterized by a key question, followed by a brief description and a set of Outcomes. 
Each Competence Area is achieved if their outcomes are achieved.  

The third layer is comprised of Outcomes, detailing each competence area.  
There are sixteen outcomes: six for DES, four for TEC, three for GNE and three for 
MEC. Each outcome is characterized in the model by a definition, preceded by an ID 
and a label and followed by a brief description. The fourth layer consists of guidelines 
and indicators for each outcome. Each set of guidelines and indicators guides  
the assessment of an outcome in order to verify if it is achieved. 

Table 1 presents the descriptions of the four competence areas. These descriptions 
address layers 2 and 3. 

The fourth layer consists of guidelines and indicators for each outcome. As well as 
indicators for each outcome, there are a set of practices and examples of types of 
evidences [5, p. 25-26]. Thus, for the outcome “TEC.1. Use Results from Technological 
R&D: Software development uses results from Technological Research and 
Development”, for example, there are practices related with the presence of “information 
about results from R&D projects and their incorporation in the software” and 
“documentation about technological competencies generated with the results from R&D 
projects”. Types of evidences for this outcome are, for example, “report for R&D 
projects”, “software design document with indication of the usage of R&D results”, and 
“registries on the diffusion of R&D results”. 
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Table 1. Descriptions of CERTICS Competence Areas 

Technological Development (DES) Technology Management 
(TEC) 

Key question: "Is the software the result of 
technological development in Brazil?" 

Key question: "Does the 
software remain autonomous and 
technologically competitive?" 

Outcomes: 
DES.1. Competence in Architecture: The 
Organizational Unit has competencies over the relevant 
elements of the software architecture and its 
implementation; 
DES.2. Competence in Requirements: Organizational 
Unit has competencies over the relevant requirements 
related to software technology; 
DES.3. Compatibilities of Phases and Disciplines to the 
Software: The development phases and disciplines are 
compatible with the generated software; 
DES.4. Identified Roles and Personnel: The roles and 
people who worked in the software are identified, they 
are compatible with development and technological 
expertise generated in the Organizational Unit; 
DES.5. Documented Relevant Technical Data: The 
technical data relevant to software technology are 
documented and of easy reach; and 
DES.6. Competence in Support and Evolution of 
Software: The Organizational Unit is competent to 
perform support and related software development 
activities. 

Outcomes: 
TEC.1. Use Results from 
Technological R&D: Software 
development uses results from 
Technological Research and 
Development; 
TEC.2. Appropriation of 
Relevant Technologies: The 
relevant technologies used in 
software are appropriated by the 
Organizational Unit; 
TEC.3. Introduction of 
Technological Innovations: 
Actions to introduce 
technological innovations in the 
software are stimulated and 
handled at the Organizational 
Unit; and 
TEC.4. Decision-making 
Capacity: Organizational Unit 
has decision-making capacity on 
the relevant technologies in the 
software.  

x 

Business Management (GNE) Continuous Improvement (MEC) 
key question: "The software leverages 
knowledge-based business and is driven 
by these business?¨ 

key question: Is the software resultant of 
continuous improvement actions originated in 
the management of people, processes and 
knowledge to support and enhance their 
development and technological innovation?" 

Outcomes: 
GNE.1. Monitoring Market Shares: 
Monitoring of aspects related to potential 
market and related software 
functionalities are performed; 
GNE.2. Anticipate and Meet Customers’ 
Needs: Anticipation and meeting of 
customers needs related with the software 
are performed; and 
GNE.3. Software Related Business 
Evolution: Actions to guide the evolution 
of software-related business are taken. 

Outcomes: 
MEC.1. Hiring, Training and Encourage 
Qualified Professionals: Qualified 
professionals are hired, trained and 
encouraged to perform software-related 
activities; 
MEC.2. Software related Knowledge 
diffusion: The information from technological 
and business activities related to the software 
is diffused; and 
MEC.3. Process Improvements: 
Improvements in processes of technological 
and business activities related to software are 
performed. 
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4 Statements of Conformity with ISO/IEC 15504 Requirements  

There are three types of conformity models to the requirements of ISO/IEC 15504: 
PRM, PAM and OMM. Accordance to the requirements of ISO/IEC 15504 may be 
verified by self-declaration (first party), a second party, or a third party. A Technical 
Report presents conformity statements of CERTICS Model with ISO/IEC 15504-2 and 
ISO/IEC 15504-7 requirements [7]. The CERTICS Team (in this case first party) 
elaborated and verified these statements. This Section presents excerpts and overviews 
from that Technical Report. 

We identified two approaches to document such statements: a complete list of each 
requirement with a declaration on how and where it is addressed, as, for example, in 
Enterprise SPICE model [9], and a list with a selection of some requirements, as, for 
example, in Automotive SPICE Process Assessment Model [10]. We used the 
complete list approach.  

The conformity statements are described in a set of tables with three columns: a 
sequential identification starting from S01, an ISO/IEC 15504 requirement and a 
conformity statement. A conformity statement starts with a reference to the CERTICS 
Model document [5] and section where the requirement is addressed. Then, a 
conformity statement concludes with a comment on how the requirement is addressed. 
Table 2 presents the statements of conformity to the requirements for a PRM. 

Table 2. Statements of conformity to the requirements for a PRM 

Id Requirements in ISO/IEC 
15504-2 Statement of CERTICS Model Conformity 

S01 6.2.3.1 A PRM shall contain: The following statements attend this requirement. 

S02 
a) a declaration of the domain 
of the PRM;  

The declaration of the domain is in CERTICS 
Model Section 2.2: Fundamental Concept. The 
domain includes software technological 
development and innovation. 

S03 

b) a description, meeting the 
requirements of clause 6.2.4 
of this International Standard, 
of the processes within the 
scope of the PRM;  

The description is in CERTICS Model Section 3: 
Competence Areas. There are descriptions of four 
Competence Areas, identified as DES, TEC, GNE 
and MEC within the scope of CERTICS Model. A 
Competence Area corresponds to a process, as 
explained in Statement S12.  

S04 

c) a description of the 
relationship between the PRM 
and its intended context of 
use;  

The description is in CERTICS Model Section 2.2: 
Fundamental Concept. The intended context of use 
is to assess software process for the Fundamental 
Concept. CERTICS Model is intended for use in 
multiple organizational contexts and to meet a full 
range of different business needs, application 
domains, and sizes. It is flexible with regard to the 
type of software. 
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Table 2. (Continued) 

Id Requirements in ISO/IEC 
15504-2 Statement of CERTICS Model Conformity 

S05 

d) a description of the 
relationship between the 
processes defined within the 
PRM;  

The description is in CERTICS Model Section 
3.4: Continuous Improvement (MEC) 
Competence Area. There is one relevant 
relationship. It is between MEC and the other 
three competence areas. 

S06 

6.2.3.2 The PRM shall 
document the community of 
interest of the model and the 
actions taken to achieve 
consensus within that 
community of interest: 

There are at least two related communities of 
interest: the Brazilian Federal Government and the 
relevant software stakeholders. CERTICS 
Methodology is a public policy instrument 
supported by federal law. From the federal 
government perspective, MCTI is responsible to 
implement CERTICS. Therefore, the federal 
government, represented by MCTI, is a 
community of interest. In order to be accepted, the 
other community of interest includes buyers, 
governmental agencies, specialists, software 
organizations, software organization associations, 
and others. 

S07 
a) the relevant community of 
interest shall be characterized 
or specified;  

The characterization is indicated in CERTICS 
Model Sections 1: Introduction and 2. Objectives. 
An overview is described in the previous 
Statement S07. 

S08 
b) the extent of achievement 
of consensus shall be 
documented;  

The actions taken to achieve consensus within the 
Brazilian Federal Government as a community of 
interest are related to a continuous relationship, as 
well as a demanding and joint public presentations 
and publications. The extent of consensus 
achieved is evidenced by the publication of legal 
instruments indicating CERTICS Methodology as 
the implementation of the related federal law. The 
actions taken to achieve consensus and the extent 
of consensus achieved within the relevant 
software stakeholders, as well as the other 
community of interest, are described in Section 2 
of this article. 

S09 

c) if no actions are taken to 
achieve consensus, a statement 
to this effect shall be 
documented; 

Not applicable because actions were taken to 
achieve consensus as described in the previous 
Statement S08. 

S10 
6.2.3.3 The processes defined 
(…) shall have unique (…) 
descriptions and identification. 

The descriptions and identification are in 
CERTICS Model Section 3: Competence Areas. 
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Table 2. (Continued) 

Id Requirements in ISO/IEC 
15504-2 Statement of CERTICS Model Conformity 

S11 

NOTE Any elements 
contained in a PRM that are 
not included in this clause are 
to be considered informative. 

All elements that are not included in this clause are 
considered informative. 

S12 

6.2.4 Process descriptions: 
The fundamental elements of 
a PRM are the descriptions of 
the processes (…). The 
process descriptions (…) 
incorporate a statement of the 
purpose of the process which 
describes at a high level the 
overall objectives of 
performing the process, 
together with the set of 
outcomes which demonstrate 
successful achievement of the 
process purpose. These 
process descriptions shall 
meet the following 
requirements: 

The descriptions are in CERTICS Model Section 3: 
Competence Areas. The fundamental elements of 
CERTICS Model are the descriptions of four 
Competence Areas, identified as DES, TEC, GNE 
and MEC. A Competence Area corresponds to a 
process. Each Competence Area is defined by a key 
question and outcomes. A key question represents 
the purpose written as a question. The key question 
for TEC, for example, which is "Does the software 
remain autonomous and technologically 
competitive?” correspondents to the purpose “to 
maintain the software autonomous and 
technologically competitive”. Therefore each 
Competence Area is a process to achieve its 
purpose.  

S13 
a) a process shall be 
described in terms of its 
purpose and outcomes; 

The descriptions are in CERTICS Model Section 3: 
Competence Areas. Each Competence Area 
(process) is described in terms of key question 
(purpose) and outcomes.  

S14 

b) in any process description 
the set of process outcomes 
shall be necessary and 
sufficient to achieve the 
purpose of the process; 

They are necessary and sufficient to achieve the 
purpose of the process. Technical reviews were 
performed to adjust and validate the outcomes as 
necessary and sufficient to answer the key question 
(achieve the purpose) of the competence area 
(process). 

S15 

c) process descriptions shall 
be such that no aspects (…) 
beyond level 1 are contained 
or implied. 

No aspect beyond level 1 are contained or implied. 
Technical reviews were performed to adjust and 
validate the “level 1” competence area (process) 
descriptions. 

S16 

An outcome statement 
describes one of the 
following: Production of an 
artefact; A significant change 
of state; Meeting of specified 
constraints (…). 

All outcome statements follow this description. 
Technical reviews were performed to adjust and 
validate the sixteen outcomes. 
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Similar tables were produced with conformity statements to the requirements for 
PAM and OMM. Basically, in order to be a PAM, CERTICS Model already includes: 

a) a set of indicators for each outcome that explicitly addresses the purpose and 
outcomes, as described in subsections “Guidelines” and “Examples of Types of 
Evidences” for each outcome in CERTICS Model Section 3 - Competence 
Areas; and 

b) the capability level 1 selected from the ISO/IEC 15504 Measurement 
Framework, as indicated in CERTICS Methodology Section 4 – Rating Rules. 

Basically, in order to be an OMM, CERTICS Model already defines the maturity 
level 1 with the four competence areas as the Basic Process Set with no additional 
elements, as indicated in CERTICS Methodology Section 4 – Rating Rules. 

5 Conclusion 

From an analysis of the conformity statements of CERTICS Model with the ISO/IEC 
15504-2 requirements for PRM and PAM, we conclude that CERTICS Model can be 
considered both as PRM and PAM. From an analysis of the conformity statements of 
CERTICS Model to ISO/IEC 15504-7 requirements for OMM, we also conclude that 
CERTICS Model can be considered as an OMM. The documentation of CERTICS 
Model, however, should be improved in order to facilitate the understanding of how 
these requirements are addressed. 

Thus, there are some remarks on how CERTICS Model uses ISO/IEC 15504 
requirements and possible further research work: 

a) In the current revision of ISO/IEC 15504 Standard, it has been renumbered as 
ISO/IEC 33000 Series. In this revision the new concept of Process Quality has 
been introduced as “an ability to satisfy stated and implied stakeholder needs 
when used in a specific context” [11]. Measurement aspects, named as process 
quality characteristics, define process quality. Process capability, defined in 
current ISO/IEC 15504, and safety [11] are examples of process quality 
characteristic. Technological and correlated competencies, as defined and used 
in CERTICS Model, can be considered as another example of process quality 
characteristic. After the final publication of the relevant standards of ISO/IEC 
33000 Series there are at least two further research work to be performed: an 
investigation on competence as a process quality characteristic and the 
development of maturity levels 2 and beyond using competence. This second 
issue is discussed in the next remark. 

b) Although the fundamental and operational concepts together with the competence 
areas were defined as a reference both for improvement and for assessment, this 
current version of CERTICS Model is written with an assessment perspective.  
In order to provide a more systematic reference for improvement one of the further 
research work stated in the previous remark should be performed: the development 
of maturity levels 2 and beyond. This development can be made using the current 
process capability or using competence as a candidate process quality 
characteristic. 
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c) CERTICS Model is defined as an OMM with only maturity level 1. The main 
reason was due to its assessment focus. However, a feedback from some 
assessments pointed out that it has been useful to drive a documentation of 
current practices and results of technological development and innovation.  
This finding is consistent with the reasons for defining maturity level 1, given 
that the most popular maturity model starts from level 2: maturity level 1 as 
defined in ISO/IEC 15504-7 guides the awareness of current practices and 
assures good practices on basic processes, before levels 2 and on.  

d) The requirement of “document the community of interest of the model and the 
actions to achieve consensus within that community of interest” is the only 
requirement that directly addresses the process to develop models. The other 
requirements are more related with the models themselves. In addition,  
this requirement was considered very important for CERTICS Model. 
Therefore, special care was taken to address this requirement since the very 
beginning of the development. 

e) From the previous remark, the process used to develop a model should be 
considered an important issue. Similar to the process view on software there 
should be a process view on process models. Since 2006, a research group is 
working on processes to develop ISO/IEC 15504-based models. From an 
analysis of processes used to develop different models, this work generated a 
Method Framework for Engineering Process Assessment Models (MFMOD) 
[12]. MFMOD has been used to CERTICS Models, as described in more details 
in another work [8]. 

f) CERTICS Model uses the terms Competence Area and Key Question instead of 
the ISO/IEC 15504’s terms process and purpose. These two terms were chosen 
to facilitate the understanding of the model by the community of interest.  
As demonstrated in a previous section, they are correspondent to the ISO/IEC 
15504 terms. 

g) During CERTICS development, a literature search was performed to identify 
other related reference models. Among these references, for example, the 
Enterprise SPICE model [9] and the Innovation Capability Maturity Model [13] 
provided some ideas for CERTICS. Recently, an Innovation, Knowledge and 
Technology Transfer Capability Maturity Model was identified [14].  
An analysis between CERTICS and this model shall be performed. 

CERTICS offers a Reference Model in an innovative domain: technological 
development and technological innovation carried out in Brazil. The usage of ISO/IEC 
15504 was essential to CERTICS Methodology in achieving its objectives.  
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Abstract. This paper proposes the development of a project management 
process assessment framework (PMSPICE). The paper describes three stages 
for the construction of the proposed PMSPICE process models. PMSPICE will 
include a process reference model (PRM), a process assessment model (PAM) 
and an organizational maturity model (OMM). The PMSPICE PRM is based on 
the project management processes defined in the ISO 21500 standard. The 
PMSPICE PAM will be used to perform ISO/IEC 15504 conformant 
assessments of the project management process capability in accordance with 
the requirements of ISO/IEC 15504-2. The processes also support compliance 
with OMM established in ISO/IEC TR 15504-7. 

Keywords: Project management, process improvement, ISO/IEC 15504 
(SPICE), ISO 21500, Process Reference Model (PRM). 

1 Introduction 

The process approach considers that all activities and tasks performed in an 
organization are part of a process and details the interactions among all processes. 
The maturity of an organization is associated with its capability to define, implement 
and maintain continuous improvement of all the processes it uses to perform the 
work. There are large benefits obtained in a process-oriented organization. Processes 
are well known and therefore can be controlled, analysed and improved. All 
employees work by applying the same guidelines. The management of processes also 
facilitates obtaining work results and improves the efficiency of the organizational 
activities and the performance of their employees.  
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A process-oriented organization may consider different process frameworks. On 
the one hand, it must take into account the processes in its business area related to the 
activity performed. On the other hand, it must also consider the processes related to 
the management of the company. 

A project is the set of activities to be performed to achieve a certain goal within the 
limits imposed by previously established budget, quality requirements and duration. 
Project management is a dynamic process of leading, coordinating, planning and 
controlling a diverse and complex set of processes and people in the pursuit if 
achieving project objectives [1]. Organizing work in projects allows knowing the 
value of the indicators established for each process and, from experience, refines the 
estimates used during planning. This way deadlines and budgets for the products and 
services requested by customers can be set, resulting in an increase of their 
confidence and satisfaction. 

We have observed that interest in project management has become increasingly 
apparent in recent years. One of the indicators that can corroborate this statement is 
related to the number of professionals that have been certified by one of the 
certification schemes or models most recognized and adopted: Project Management 
Professional (PMP)®, PRINCE2 and Certified ScrumMaster® (CSM). If practitioners 
have shown interest in this field and aim to acquire and demonstrate their experience 
and knowledge, it is because professionals with this profile are highly requested. 

The interest of companies in implementing project management best practices has 
also continued to grow. Managing projects efficiently provides greater control of the 
work done in the company at all levels and allows the organization to be in 
competitive position in an increasingly globalized market. Moreover, the emergence 
of the ISO 21500 standard has attracted much interest from the business sector, on  
the one hand, to implement project management processes, and on the other hand, for 
the recognition that this standard could report back to the organization. 

This paper outlines the development of a project management process assessment 
and improvement framework, called Project Management SPICE (PMSPICE).  
The experience we have gained over the years working with different frameworks and 
standards has made us recognize the importance of having the new PMSPICE 
Framework and has been the main factor and the origin of the work presented in this 
article. 

The paper is structured as follows. Section 2 describes the motivation for the 
development of the PMSPICE Framework. Section 3 presents the previous works 
related to this new research. Section 4 details the planned stages for the development 
of PMSPICE. Section 5 finally summarizes the results obtained and opens discussion 
about future work. 

2 The Need for the Project Management SPICE Framework 

In order to define, implement and maintain continuous improvement in the processes 
related to project management, organizations need to establish a set of project 
management processes as a reference framework. Certainly the ISO/IEC 12207:2008 
[2] standard includes a group of 7 processes, named Project Processes, intended to 
establish and evolve project plans, to assess actual achievement and progress against 
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the plans and to control the execution of the project through to fulfilment, at any time 
in the life cycle. However, these 7 processes are not sufficient to cover all aspects of 
project management that are necessary for an organization since they are specific to 
the context of software development. 

The recent standard ISO 21500:2012 [3] provides generic guidance and a high-
level description of the project management concepts and processes that are important 
for and have impact on the achievement of projects. It describes 39 processes for 
project management, which are similarly structured to the PMBOK Guide [4], to be 
used during a project as a whole, for individual phases or both. The project 
management processes may be viewed from two different perspectives: either as the 
management of the project in a more timely manner, described as process groups 
(Initiating, Planning, Implementing, Controlling and Closing), or presenting the 
processes as subject groups. There are ten different subject groups: Integration, 
Stakeholder, Scope, Resource, Time, Cost, Risk, Quality, Procurement and 
Communication. Each process is shown in the process group and subject group in 
which most of the activity takes place. 

The ISO 21500 standard does not follow the formal approach of other ISO 
standards that describe standard processes using a Process Reference Models (PRMs). 
According to the ISO/IEC 15504-2:2003 [5] standard, a PRM defines a set of 
processes characterized by statements of process purpose and process outcomes.  
The description of the processes in ISO 21500 is brief and the list of outcomes is not 
provided. Specific activities and tasks are also not described. This is the primary 
reason for developing a new PRM specific for project management. 

In addition, an organization may be interested in knowing the different capability 
levels of its project management processes. The measurement framework of ISO/IEC 
15504-2, which defines the requirements for performing a process assessment as a 
basis for use in process improvement and capability determination, can be used to 
assess the capability of the processes of the new project management PRM. Thus, we 
also propose the development of a Process Assessment Model (PAM) for the project 
management. A PAM expands the PRM process definitions by including two sets of 
process assessment indicators: process performance and process capability indicators. 
The proposed PAM will offer a structured definition of the project management 
processes specifically meant to allow process assessment. It will enable to compare 
the project management processes in an organization to the standard processes of ISO 
21500 and to determine their capability level. 

Finally, an organization may also be interested in knowing in which order it should 
implement and/or improve the various project management processes. To that end it an 
Organizational Maturity Model (OMM) could be used, which is aligned with the 
framework for determining the organizational maturity of ISO/IEC TR 15504-7:2008 [6]. 
Therefore, we also aim to develop a project management organizational maturity model. 

The new PMSPICE Framework will thus define a PRM, a PAM and an OMM for 
project management. The PMSPICE PRM is based on the project management 
processes described in ISO 21500. The PMSPICE PAM will be used to perform 
ISO/IEC 15504 conformant assessments of the project management process capability 
in accordance with the requirements of ISO/IEC 15504-2. The project management 
processes also support the OMM conformant structure established in ISO/IEC TR 
15504-7. 
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3 Related Work 

In this section, we summarize the research that the authors have conducted in the past 
decade to support the development of the proposed PMSPICE Framework. Our work in 
the quality area began in the early 2000s. We focused on the assessment and 
improvement of software life cycle processes using the ISO/IEC 12207 and ISO/IEC 
15504 standards. The work related to the ISO/IEC 15504 standard [7-10] has allowed us 
to observe its evolution, from the time ISO/IEC 15504-2 was published in 2003 [5] until 
the appearance of specific PAMs for different PRMs related to different disciplines or 
knowledge fields that have been emerging. After working on the assessment and 
improvement of software and system life cycle processes, we decided to delve into the 
application of the exemplar OMM defined in ISO/IEC TR 15504-7 [6]. 

In 2008, we started a new research line related to IT service management process 
quality. The objective of our research was to analyse which of the processes and best 
practices of IT service management were related, in whole or in part, to any of the 
software life cycle processes. The main result was the development of a framework to 
facilitate the integration of IT management standards in mature organizations [11-12]. 
During this research, we worked with ISO/IEC 20000-4:2010 [13] as a PRM and 
ISO/IEC TS 15504-8 as a PAM.  

In 2010, our research was redirected to project management. This was mainly due 
to a greater industry demand to implement and improve the project management 
processes in the companies with which we were collaborating. Moreover, we had a 
deeper knowledge of the subject that had been acquired through a decade of teaching 
project management courses both in undergraduate and postgraduate programmes. 
For example, we analysed the project management practices of CMMI-DEV [14], 
ISO/IEC 15504 [5], PMBOK [4] and project management literature in 2007 [15], 
which clearly indicated the need for a more comprehensive set of project management 
practices to be established than were currently defined in the process models of 
CMMI-DEV and ISO/IEC 15504. 

The interest of the SPICE community in developing different PRMs and PAMs 
specific to certain areas has recently increased, resulting in the appearance of new 
process models. This is the case with MDevSPICE®, a software process assessment 
model which is being developed to meet the specific safety-critical and regulatory 
requirements of the medical device domain [16, 17]. Other frameworks have also 
been developed for regulated domains, such as the aerospace (SPICE4SPACE), 
automotive (ASPICE) and nuclear (NuclearSPICE). Another example is TIPA® for 
ITIL®, a framework that uses the principles of ISO/IEC 15504 standard for IT service 
management process assessment [18]. Other proposals address the development of 
specific process models for areas, such as information security management [19] or 
software product management [20]. Moreover, there are PAMs already published as 
standards such as ISO/IEC 15504-5:2012 [21] for software life cycle processes, 
ISO/IEC 15504-6:2013 [22] for system life cycle processes or ISO/IEC TS 15504-
8:2012 [23] for IT service management processes. With the replacement of ISO/IEC 
15504 by the ISO/IEC 33001-99 series of standards, these parts related to the 
definition of PRMs and PAMs are currently being revised. 



64 A-L. Mesquida et al. 

 

4 The Development of the PMSPICE Framework 

The Project Management SPICE (PMSPICE) Framework is the result of a 
construction process divided into three sequential stages, which are detailed in next 
three subsections. The first stage has recently been completed. The second stage will 
be initiated very soon and the last stage will start once the results of the other two 
have been analysed and validated. As a result of these three stages the PMSPICE 
Framework will be composed of: 

• PMSPICE Process Reference Model (PRM). It expands the descriptions of 
the project management processes in ISO 21500 to be aligned to the ISO/IEC 
TR 24774:2010 [24] standard for process description and be compliant with 
ISO/IEC 15504-2. 

• PMSPICE Process Assessment Model (PAM). It will expand upon the 
PMSPICE PRM by including a set of assessment indicators compliant with 
ISO/IEC 15504-2. 

• PMSPICE Organizational Maturity Model (OMM). It will follow the 
guidelines provided by ISO/IEC 15504-7 to perform assessments of project 
management organizational maturity. 

4.1 Stage 1: Building the PMSPICE Process Reference Model 

The first step in the development of the PMSPICE Process Reference Model (PRM) 
was the definition of the process map. In our case, we focused on the project 
management processes contained in the ISO 21500 standard. Having agreed on the 
processes (39) and the structure of the PRM (5 process groups and 10 subject groups), 
work then commenced on the development of the contents of the processes.  
We carefully analysed the information provided by the ISO 21500 standard for each 
process. This standard defines a process in terms of the purpose it serves, the 
relationships among the processes, the interactions within the processes, and the 
primary inputs and outputs associated with each process. 

In order to follow a methodological approach, we followed the guidelines of 
ISO/IEC TR 24774:2010 [24] standard for the description of the processes in the new 
PRM. This technical report identifies descriptive elements and rules for the 
formulation of processes. It characterizes the following elements of process 
description: the title, the purpose, the outcomes, the activities and specific tasks to 
achieve an activity and other information items. 

From the ISO 21500 process descriptions, and in line with the requirements of 
ISO/IEC 15504-2, each process in the PRM was assigned an ID and a name, i.e. a 
descriptive title. The process purpose, which describes the goal of performing the 
process, was also derived from the ISO 21500 process description. Figure 1 shows  
the standards and the components they define that were used for the design of the 
PMSPICE PRM. 

Based on the ISO 21500 process purposes, the next step in our work was to 
identify the process outcomes. The outcomes express the observable results expected 
from the successful performance of the process. They are necessary and sufficient 
measurable results that demonstrate the successful achievement of the process 
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purpose. According to ISO/IEC 15504-2 an outcome statement describes: the 
production of an artefact, a significant change of state or the compliance to specified 
constraints, e.g. requirements, goals, etc. 

 

Fig. 1. Procedure followed for the construction of the PMSPICE Process Reference Model 

Finally, in order to complete the description of the processes in the PMSPICE 
PRM, the activities and tasks for each process were added. The activities are a list of 
actions that may be used to achieve the process outcomes. Each activity may be 
further elaborated as a grouping of related lower level actions. The tasks are specific 
actions that may be performed to conduct an activity. Multiple related tasks are often 
grouped within an activity. 

The process descriptions in the PMSPICE PRM are summarized in a table 
containing the above-mentioned information. Table 1 shows the example of the 
description of the STK.2 Manage stakeholders process defined in the PRM. 

Table 1. The Manage stakeholders Process described in the PMSPICE PRM 

Process ID STK.2 
Process Name Manage stakeholders 

Process 
Purpose 

The purpose of Manage stakeholders is to ensure appropriate attention is given to 
stakeholders. 

Process 
Outcomes 

As a result of the successful implementation of this process: 
1. The impact stakeholders have on the project is analysed. 
2. Stakeholders’ expectations are understood. 
3. Stakeholders’ concerns are addressed. 
4. Stakeholders’ issues are resolved or escalated in accordance with the organization 

to a higher authority. 
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Table 1. (Continued) 

Process ID STK.2 
Activities and 
tasks 

1. Stakeholder analysis. This activity consists of the following tasks: 

• Identify stakeholders’ relevant information, such as their interests, knowledge, 
expectations and influence levels. Create the stakeholder register. 

• Analyse the potential impact or support each stakeholder could generate, and
classify them so as to define an approach strategy. The engagement level of the 
stakeholders can be classified as follows: Unaware, Resistant, Neutral, Supportive
and Leading. 

• Assess how key stakeholders are likely to react or respond in various situations, in
order to plan how to influence them to enhance their support and mitigate potential 
negative impacts. 

NOTE: There are multiple models used for stakeholder’s analysis and classification
such as: power/interest grid, power/influence grid, influence/impact grid or salience
model. 

2. Meetings. This activity consists of the following tasks: 

• Conduct project meetings designed to develop an understanding of major project
stakeholders, and to exchange and analyse information about roles, interests,
knowledge, and the overall position of each stakeholder. 

• Hold meetings with experts and the project team to define the required
engagement levels of all stakeholders. 

3. Plan stakeholder management. This activity consists of the following tasks: 

• Identify the management strategies required to effectively engage stakeholders. 
• Create the stakeholder management plan. In addition to the data gathered in the

stakeholder register, the stakeholder management plan can include: scope and
impact of change to stakeholders, interrelationships and overlaps between
stakeholders, communication requirements, information to be distributed, time 
frame and frequency for the distribution of information and the method for
updating the stakeholder management plan. 

4. Manage stakeholder engagement. This activity consists of the following tasks: 

• Apply interpersonal skills to manage stakeholder’s expectations: building trust,
resolving conflict, active listening and overcoming resistance to change. 

• Apply management skills to coordinate and harmonize the group toward
accomplishing the objectives, influencing people to support the project and 
modifying organizational behaviour to accept the project outcomes. 

5. Control stakeholder engagement. This activity consists of the following tasks: 

• Compare the current engagement level of all stakeholders to the planned 
engagement levels required for successful project completion. 

• Use status review meetings to exchange and analyse information about stakeholder
engagement. 

• Obtain expert judgment to ensure comprehensive identification and listing of new
stakeholders and reassessment of current stakeholders. 

6. Update documents. This activity consists of the following tasks: 

• Update project documents such as project schedule and stakeholder register. 
• Update organizational process assets such as stakeholder notifications, project 

reports, project presentations, project records, feedback from stakeholders and
lessons learned documentation. 
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ISO/IEC 15504-2 requires that descriptions of the processes included in a PRM 
satisfy the following requirements: 

• A process shall be described in terms of its purpose and outcomes. 
• In any description the set of process outcomes shall be necessary and 

sufficient to achieve the purpose of the process. 
• Process descriptions shall be such that no measurement aspects are contained 

or implied. 

Since process purposes and outcomes were derived directly from ISO 21500, the 
first requirement was satisfied. The second and third requirements were also met 
during the construction of the PMSPICE PRM, as can be observed in the process 
example in Table 1. 

4.2 Stage 2: Designing the PMSPICE Process Assessment Model 

A PRM and the capability dimension defined in ISO/IEC 15504-2 cannot be used 
alone as the basis for conducting reliable and consistent assessments of process 
capability. The descriptions of process purposes and outcomes in a PRM, and the 
process attribute definitions in ISO/IEC 15504-2, need to be supported with a 
comprehensive set of indicators of process performance and process capability that 
are used for performing an assessment [21]. 

The work in the second stage will consist of the development of a Process 
Assessment Model (PAM) that expands upon the developed PMSPICE PRM by 
including a defined set of assessment indicators with lower-level details on each 
particular process that will be necessary to perform an accurate and detailed 
assessment. Assessment indicators comprise of process capability indicators, which 
apply to capability levels 1 to 5, and process performance indicators, which apply 
exclusively to capability level 1. 

Process capability indicators provide an indication of the extent of achievement of 
the attribute in the instantiated process. These indicators are: Generic Practice (GP), 
Generic Resource (GR), and Generic Inputs/Outputs (GIO). The new PMSPICE PAM 
will adopt the GPs, GRs and GIOs which are defined in other PAMs such as ISO/IEC 
15504-5 [21] and ISO/IEC 15504-8 [23]. 

Process performance indicators relate to individual processes defined in the process 
dimension of the process assessment model and are chosen to explicitly address the 
achievement of the defined process purpose. Process performance indicators included 
in a PAM are: 

• The activities that are recommended for the achievement of process 
outcomes, which are called Base Practices (BP), and 

• Its inputs and outputs, also named Work Products (WP) that are either used 
or produced (or both) when performing the process. 

The base practices for each process in the PAM will be defined from the list of 
activities and tasks of the process description in the PRM. Base practices will be 
described with a sequence number identifying them within the process, a name 
starting with a verb, a description with more details as a sentence also starting with a 
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verb and a reference between brackets indicating to which outcome(s) the base 
practice relates to. 

Regarding the WPs, the list of primary inputs and primary outputs from ISO 21500 
process descriptions will be taken as a basis and further work will be done in order to 
define the structure and contents of each item. The inputs and outputs in the 
PMSPICE PAM will be described with an identification number, a name, a reference 
number for the outcome they contribute to and a reference number for the base 
practice during which they are used or produced.  

Figure 2 shows the elements for each process in the PMSPICE PAM and their 
relationships with the PRM and other international ISO standards. 

 

Fig. 2. Design of the PMSPICE Process Assessment Model 

4.3 Stage 3: Designing the PMSPICE Organizational Maturity Model 

As defined in ISO/IEC 15504-7, organizational maturity is an expression of the extent 
to which an organization has explicitly and consistently performed, managed and 
established processes within a defined scope with predictable performance and 
demonstrated the ability to change and adapt the performance of the processes 
fundamental to achieving the organization’s business goals (current or projected).  
An Organizational Maturity Model (OMM) is based upon one or more specified 
PAM(s), and addresses the domains and contexts for use of the PRM(s) from which 
the PAM(s) are derived. 

The work in the third stage will consist of defining the content of an OMM for 
Project Management, based upon PMSPICE PRM and PMSPICE PAM. This new 
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OMM will specify a continuous subset of maturity levels for the assessment of project 
management organizational maturity. 

Organizational maturity is defined by ISO/IEC TR 15504-7 [6] on a six point 
ordinal scale that enables maturity to be assessed from the bottom of the scale, Level 
0 Organization - the Immature Organization, through to the top end of the scale, Level 
5 Organization - the Innovating Organization. The scale for organizational maturity 
retains the semantic intent of the process capability levels that are defined in ISO/IEC 
15504-2. ISO/IEC TR 15504-7 contains guidance on implementing the requirements 
for constructing an OMM, on performing assessments of organizational maturity, and 
on the application of organizational maturity ratings for process improvement and 
capability determination. It also defines the conditions under which organizational 
maturity are valid. 

From the PMSPICE PAM, a set of elements will constitute the basic process set for 
the model. The basic process set will include: a minimum set of elements that define 
Level 1 Organization Maturity for all assessments based on the model, additional 
elements that are required for assessments in particular domains or scope of 
application, and additional elements that are optional depending on the particular 
circumstances of the organization. 

Figure 3 shows the relationships between the PMSPICE OMM, PAM and PRM. 

 

Fig. 3. Design of the PMSPICE Organizational Maturity Model 

5 Conclusions and Future Work 

This paper presents a Project Management Process Reference Model (PMSPICE 
PRM) developed from the project management processes contained in the ISO 21500 
standard, in accordance to ISO/IEC TR 24774 for the description of the processes and 
in line with the requirements of ISO/IEC 15504-2. The experience of the authors in 
project management derived from teaching, applying best practices to our own 
research projects and also supporting software development companies in the 
application of project management best practices has been very useful when building 
this first version of the model. 
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This result is just the first step in the development of PMSPICE, a proposal of a 
complete framework composed by a PRM, a PAM and an OMM. As the second stage 
we propose to develop a PAM that expands upon the developed PMSPICE PRM by 
including a defined set of assessment indicators. Finally, we plan to complete the 
framework by designing a Project Management Maturity Model. 

We are aware that this contribution represents only the starting point of a large-
scale work. We aim to secure international support of both institutions and experts in 
the fields of project management and process maturity to jointly refine and 
collaboratively improve the work we have done building the PMSPICE PRM.  
This external support will be crucial to carry out the construction of the PMSPICE 
PAM and PMSPICE OMM. We believe that the PAM can only be of high quality 
when it is a result of the collaborative efforts mentioned. For this reason our goal was 
to present this first version in the most appropriate forum to gather experts who can 
help us make this initiative possible. The PMSPICE Framework would not be 
complete without the development of accompanying process assessment method for 
the PMSPICE PAM and OMM, which will be described in the future.  
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Abstract. Regulation normally requires critical systems to be certified before 
entering service. This involves submission of a safety case - a reasoned argu-
ment and supporting evidence that stringent requirements have been met and 
that the system is acceptably safe. A good safety case encompasses an effective 
risk mitigation process which is highly dependent on requirements traceability. 
However despite its many benefits and regulatory requirements, most existing 
software systems lack explicit traceability links between artefacts. Reasons for 
the lack of traceability include cost, complexity and lack of guidance on how to 
implement traceability. To assist medical device organisations in addressing 
the lack of guidance on how to implement effective traceability, this paper aims 
to present the development and validation of a traceability process assessment 
model and the actions to be taken as a result of the validation. The process as-
sessment model will allow organisations to identify strengths and weaknesses in 
their existing traceability process and pinpoint areas for improvement. 

Keywords: Traceability, requirements traceability, process assessment, safety 
critical software. 

1 Introduction 

Manufacturers of safety critical software must ensure their software meets stringent 
guidelines and is safe to use as intended. Guidelines such as DO-178B (aerospace) 
[1],  EN50128 (railway) [2] and IEC 62304 (medical devices) [3] represents industry 
consensus opinion on the best way to ensure safe software, e.g. IEC 62304 provides a 
framework of life cycle processes with activities and tasks necessary for the safe de-
sign and maintenance of medical device software.  Traceability is an important tool in 
ensuring that a rigorous software development process has been established and that 
software is safe, hence these guidelines provide specific guidance for the creation and 
maintenance of traceability e.g. IEC 62304 states that the manufacturer shall create an 
audit trail whereby each: a) Change request, b) relevant Problem report, and c) ap-
proval of the Change request can be traced. 

However despite its many benefits and regulatory requirements, most existing 
software systems lack explicit traceability links between artefacts [4]. Numerous rea-
sons have been identified for reluctance in implementing traceability including cost 
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and complexity. Other reasons include the task of building a requirements trace  
matrix (RTM) is time consuming, arduous and error prone [5], there are few metrics 
for measuring the return on investment for traceability, stakeholders within an  
company have differing perceptions as to the benefits of traceability [6], the need for 
documentation can cause resentment among developers who may fear that traces 
could be used to monitor their work [7], difficulties with trace tools including select-
ing between available tools, and difficulties configuring a general purpose tool or 
developing a custom tool [8]. Finally almost no guidance is available for practitioners 
to help them establish effective traceability in their projects and as a result, practitio-
ners are ill-informed as to how best to accomplish this task [9, 10]. 

To assist medical device organisations in addressing the lack of guidance on 
how to implement effective traceability, this paper presents the development and 
validation of a traceability process assessment model (PAM). To be effective,  
organisations need to know how well their current traceability process helps them 
achieve their goals. Additionally an assessment of a process will lead to an  
increased understanding of the actual performance and management of activities, 
and the potential for improvement.  

2 Related Work 

A literature review was conducted to determine what other traceability assessment mod-
els were available in the general, safety critical or medical device domains. This review 
returned only one model on traceability compliance/ capability assessment called Med-
Trace [9]. Med-trace is a lightweight traceability assessment method, completed in  
8 stages, whose goal is to assist medical device organisations to improve their software 
development traceability process. The authors completed assessments on two medical 
device companies and were able to identify areas for improvement in each company’s 
traceability process.  

There are a number of process assessment models which provide common frame-
works for assessing software process capability. These models include ISO/IEC 
15504 SPICE [11], Automotive SPICE [12], SPICE 4 SPACE [13], and the Capabili-
ty Maturity Model CMMI [14] among others. These frameworks assess processes 
such as software design process, software construction process, software testing 
process etc. However the frameworks do not include a dedicated traceability assess-
ment process. The frameworks do include traceability assessment but it is spread out 
across a lot of processes and sometimes difficult to interpret e.g. base practice 4 of the 
software construction process (Eng. 6) in SPICE states; 

“Verify software units. Verify that each software unit satisfies its design requirements 
by executing the specified unit verification procedures and document the results”.   
Explicit traceability is not required in the above statement but it may be implied. It is 
open to interpretation. 
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3 Methodology 

It was decided to base the traceability assessment model on the ISO/IEC 15504 
(SPICE) assessment model for two reasons; 

1. ISO/IEC 15504 is used extensively in other safety critical industries such as the 
automotive industry (Automotive SPICE), space industry (SPICE 4 SPACE) and 
the medical device industry (Medi SPICE). 

2. ISO/IEC 15504 is derived from ISO/IEC 12207 [15] and since IEC 62304:2006 
(Software lifecycle processes for medical device software) is also derived from 
ISO/IEC 12207 it was determined that there was good synergy between IEC 
62304:2006 and ISO/IEC 15504. 

The PRM was developed using the requirements from traceability (taken from the 
medical device standards and guidelines), and ISO/IEC 15504-2 section 6.2 which 
sets out the requirements for a Process Reference Model. Additionally it was felt ne-
cessary to assess the best practices for implementing traceability. These best practices 
(23 in total) were the result of an extensive literature review [16]. 

While ISO/IEC 15504-2 details the minimum requirements that a PRM and a PAM 
should meet, it provides no guidance on how to develop the models i.e. it does not tell 
you how to transform requirements into a PRM or PAM. To address this issue, this 
study based the development of the PAM on the Tudor IT Service Management 
Process Assessment (TIPA) transformation process. The TIPA transformation process 
complies with the requirements for PRMs and PAMs as expressed in ISO/IEC 15504-
2. The TIPA transformation process contains the following steps [17]; 

1) Identify elementary requirements in a collection of requirements  
2) Organise and structure the requirements  
3) Identify common purposes upon those requirements and organize them to-

wards domain goals  
4) Identify and factorize outcomes from the common purposes and attach them 

to the related goals  
5) Group activities together under a practice and attach it to related outcomes  
6) Allocate each practice to a specific capability level  
7) Phrase outcomes and process purpose  
8) Phrase the Base Practices attached to Outcomes  
9) Determine Work Products among the inputs and outputs of the practices 

4 Traceability PAM 

The traceability PAM, illustrated in Figure 1, consists of 4 traceability processes 
which are Change Management (CM) traceability, Risk Management (RM) traceabili-
ty, Software Development Lifecycle traceability, and Best Practice traceability. Each 
of the processes contains: (i) Title; (ii) Purpose, which contains the unique functional 
objectives of the process when performed in a particular environment; (iii) Outcomes, 
which are a list of expected positive results of the process performance; (iv) Base 
practices, whose performance provides an indication of the extent of achievement of 
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the process purpose and process outcomes; and (v) Work Products (WPs) are either 
used or produced (or both), when performing the process.  

 

Fig. 1. Traceability PAM 

The CM Traceability Process: Five requirements for traceability, extracted from IEC 
62304 and depicted in Figure 2, have been grouped to form a change management  
traceability process. The double head arrows represent bi-directional traceability, even 
though ‘bidirectional’ is not a requirement of IEC 62304 but is included because it is 
considered good engineering practice. 

 

Fig. 2. Change Management Traceability Requirements 

From these above requirements a common purpose (to ensure that traceability is 
adequately addressed throughout all stages of the Change management/Problem reso-
lution process) was  developed. A list of expected results (Outcomes) generated from 
performing the process was established, and five base practices which provide a 
definition of the tasks and activities needed to accomplish the process purpose and 
fulfil the process outcomes were identified as follows; 

Base Practice 1: Establish bidirectional traceability between each change request and 
relevant problem report (Link1). 

Base Practice 2: Establish bidirectional traceability from each change request to 
approval of the change request (Link 2). 

Base Practice 3: Establish bidirectional traceability from each approval of change 
request to software modifications (Link 3). 

Base Practice 4: Establish bidirectional traceability from each software modification 
to verification of the modification (Link 4). 

Base Practice 5: Establish bidirectional traceability from each software modification 
to regression analysis (Link 5). 
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Additionally the PAM contains a set of assessment questions whose objective is to 
determine if the base practices are being implemented and how successful the 
organisation is at achieving  the process purpose. 

The RM Traceability Process: The purpose of this process is to ensure that 
traceability is adequately addressed throughout all stages of the risk management 
process by assessing the following application of bi-directional traceability: between 
analysis of risk to the identification of hazards; between hazardous situation and 
software item; between software item and specific software cause; between each 
hazard to estimation of risk of each hazard; between each risk estimation to evaluation 
of acceptability of the risk; between hazards and identification and implementation of 
risk control measures; between implementation and verification of risk control 
measures; and between residual risk to assessment of acceptability of those risks. 

The SDLC Traceability Process: The purpose of the SDLC Traceability Process is 
to ensure that traceability is adequately addressed throughout all stages of the SDLC 
process by assessing the following application of bi-directional traceability: between 
software requirements and system requirements; between software requirement and 
software architectural and software detailed design; between software detailed design 
and source code; between software requirements and source code; and between each 
phase of the SDLC and test for that phase.  

Traceability Best Practice Process: The purpose of the Traceability Best Practices 
process is to ensure that traceability best practices are established when implementing 
traceability through the SDLC and the supporting processes of risk management and 
change management. This is achieved by assessing if a company policy and a stan-
dard operating procedure for traceability have been developed, the resources required 
for successful traceability implementation are made available, and the appropriate 
techniques for successful implementation are deployed.   

5 Validation of the PAM 

An initial validation of the traceability PAM has been conducted by expert review. 
Experts were chosen based on the following criteria; their expertise in a) ISO/IEC 
15504, b) medical device standards and c) requirements traceability and d) medical 
device software development: 

Expert 1 is a provisional ISO/IEC 15504 assessor and is a member of the ISO/IEC 
JTC 1 SC7 WG10 standardisation subcommittee working on the ISO/IEC 15504 
standard. Expert 2 has thirteen years industrial experience in software development 
and is a member of the ISO/IEC JTC 1 SC7 WG10 standardisation subcommittee 
working on the ISO/IEC 15504 standard. Expert 3 has worked in the field of systems 
engineering for forty five years and worked as senior staff engineer on medical device 
software for a large multinational. He is an INCOSE certified ESEP and an ACM 
distinguished engineer. Expert 4 has forty five years in software engineering. He has 
eighteen years in medical device software including developing processes that  
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included traceability and has seventeen years in international standards activities for 
software engineering, medical device software and medical IT networks. 

Each reviewer was asked to fill in a questionnaire which focused on the PAMs ‘fit 
for purpose’. A number of minor comments (mainly about terminology) and major 
comments were returned. The major comments are listed below. 

a) Why would anyone want to assess traceability in isolation to all the other  
process activities? 

b) Change management and Problem resolution might be considered by some to 
be separate processes. 

c) Outcome 2 (Traceability is provided from each change request or problem re-
port to analysis/evaluation of the change request/ problem report) and Out-
come 4  (Traceability is provided from each denial of change request/problem 
report to reason for denial) of Change Management traceability process are not 
outcomes for traceability 

d) Outcome 2 of Risk Management traceability process (Traceability is provided 
from each hazard to estimation of risk of each hazard) does not look like an 
outcome for traceability but for risk estimation. 

e) Outcome 3 of Risk Management (Traceability is provided from each risk estima-
tion to evaluation of the acceptability of the risk) does not look like a traceability 
related outcome. This should belong to risk acceptance criteria instead. 

f) Outcome 6 of Risk Management traceability process (Traceability is provided 
from any residual risk(s) to the assessment of the acceptability of those risks).  
I don’t see this as a traceability related requirement. Each residual risk has to 
have the justification attached to it, which comes from the risk evaluation. 

g) In the SDLC traceability process, some of the outcomes are duplicating the 
contents of 80002-3 PRM. 

h) Outcome 2 (Bi-directional traceability is established between system require-
ments and software requirements, including system architectural design) of the 
SDLC process is a requirement of architectural design and of software  
requirements analysis process. Not sure it should be duplicated from there. 

i) Outcomes 4, 5 and 6 of the SDLC process (Bi-directional traceability is estab-
lished between software requirements, software architectural design, software 
detailed design and source code, and between software requirements and 
source code, and between each phase of the SDLC and Test Specification for 
that phase) could be deleted and replace by 1 outcome such as “Ensure consis-
tency of software requirements throughout software development lifecycle”. 

j) Traceability best practices process: Not sure how you can call a process a best 
practice? Is it not more like Planning? I would integrate both planning the  
traceability and implementing the plan within the other three processes. 

k) Outcome 1 of the Traceability best practice process should be “Establish a plan 
for establishing traceability in the organisation/project” and not “a company 
policy on traceability and procedures for its implementation are established”. 

l) Some of these process outcomes in the Traceability best practices process are 
already required in 62304;2006 section 5.1.1 

m) In Traceability best practices process: Why does this process table not have a 
link back to source documents (as in the other processes) 
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n) In Traceability best practices process, Improvement would appear to be outside 
the scope of Outcome 1(a company policy on traceability and procedures for 
its implementation are established). Therefore BP2 (Establish traceability  
improvement communication method) is not clearly defined. 

o) Most products are upgrades or enhancements to previous products. As such, 
the issue of traceability, releases and upgrades become very important.  
It seems to me that your best practices consider only the greenfield case, which 
is the exception rather than the rule. How does one trace when building an  
upgrade to an existing product? Start from scratch? Just do the delta? Etc. 

p) Often, a product is to be released in multiple countries, with product variations 
for different regions. I don’t see any discussion of best practices under those 
circumstances. In a broader context, your assessments seem to ignore the exis-
tence of product lines 

q) My personal opinion is that the entire hazard mitigation process is flawed (the 
standard approach, not just yours). If you look closely at your risk mitigation 
process you will see that it is a “stovepipe”, e.g. a look at a single requirement 
and risk pair, or related requirements associated with a single risk. The world 
is moving away from this view. Very often risks are associated with combina-
tions of hazards, or a chain of flaws rather than a single (requirement, hazard, 
mitigation) tuple. Furthermore, in systems engineering, we look at the entire 
environment, rather than a narrow stovepipe view of the tuple (e.g. fukishima). 

r) Who does something is almost as important as what is being done e.g. if the 
QA checks on tracing are done by someone reporting to the project manager,  
I would invariably expect deterioration in the quality of the work done. 

s) Your process best practices suffer from the same inadequacy as just about all 
such processes, a lack of detail and implementation guidelines. It is one thing 
to say “Ensure consistency between system architectural design and software 
requirements” and quite another to do it. What if there are impedance  
mismatches between the architecture and software tooling? 

t) The Change management process does not identify traceability of problem  
reports to change requests. The change management traceability process seems 
to consider problem reports and change requests as the same thing. This is not 
correct. I don’t believe that 62304 requires that the origin of a change request 
be specified unless the change request is the result of a problem report. 

u) IEC 62304 also requires that risk control measures implemented in software be 
included in the software requirements. So traceability from risk control meas-
ures in software to software requirements should be included.  

v) It is not clear why the 14971 traceability needs to be bidirectional. 
w) For the SDLC traceability process: In outcome 3, all system requirements may 

not be implemented in software, so there can only be traceability between the 
software requirements and the system requirement, not traceability between 
the system requirements (or at least not all of them) and the software require-
ments. 62304 does not require bidirectional traceability, only traceability from 
software to system. 
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x) For the SDLC traceability process: Outcomes 4 and 5 are not required by 
62304. I think outcome 4 should be stated more clearly as traceability between 
requirements and architecture, traceability architecture and detail design, and 
traceability between detailed design and code. The way it is currently stated 
makes it sound like everything must trace to everything. 

y) For the SDLC traceability process: Outcome 6 indicates that there should be a 
test specification for each phase of the SDLC. Phase is not a term used in 
62304, but assuming that phase = 62304 software development activity  
then there would not be testing at each phase since tests require code to have 
been developed. 62304 does require that verification tasks for each develop-
ment activity be planned and that acceptance criteria be identified, but it does 
not require a verification specification for each development activity. 

To assist with their analysis, the comments were then categorised as shown in Ta-
ble 2. The ‘ ’ indicates comments on which the authors agree to amend the model. 
The ‘x’ indicates comments that will not cause the model to be amended. Categories 
are:  

• Structure - Comments related to the structure of the PAM  
• Terminology – Comments related to terminology used 
• Outcomes - Comments related to outcomes in the PAM 
• Duplication - Comments relating to duplication of traceability require-

ments from standards 
• Scope - Comments relating to scope of PAM 
• General – Comments that are general in nature  

Table 1. Categorisation of reviewer comments 

Categ-
ory Review Comments 

 a b c d e f g h i j k l m n o p q r s t u v w x y 
Structure                      
Termin-
ology             x        x    
Outcome   x x x x   x               x 
Duplic-
ation       x x    x              
Scope               x         
General x                 x x       

6 Discussion 

The review comments are discussed under their categorisations. 

Structure: Two experts made similar comments (b and t) that change management 
and problem resolution are different processes and that the change management 
process does not identify traceability of problem reports to change requests. On ref-
lection, this is considered to be correct, therefore the change management process is 
to be amended to include traceability of problem reports to change requests. 



80 G. Regan et al. 

 

Comment ‘j’ considers the title of the Traceability best practice process to be in-
correct and that it would be better to integrate planning the traceability and imple-
menting the plan within the other three processes. As the purpose of this process is to 
assess if known best practices are established and applied when implementing tracea-
bility, the process name will be amended to Traceability best practice management. 
However the integration of the best practices with the other three processes is not 
considered, as the best practices are generic across the other three processes and 
would mean a lot of repetition. 

The traceability best practices process does not have a link back to source  
documents, as with the other processes (comment ‘m’). The source documents are 
academic publications and, on reflection, it is agreed that amending the process to 
include references to these documents in an appendix would improve the process. 

Terminology: Comment k is considered to be an improvement and so Outcome 1 of 
the Traceability best practice process will be changed from “a company policy on 
traceability and procedures for its implementation are established” to “Establish a 
plan for establishing traceability in the organisation/project”.  

Comment ‘n’ asserts that ‘improvement’ (in base practice 2) would appear to be 
outside the scope of Outcome 1(a company policy on traceability and procedures for 
its implementation are established)  in Traceability best practice process. However, it 
is thought that communication of improvement should be part of company policy and 
so will remain a base practice for outcome 1. 

Expert 4 remarks that ISO 14971 does not require bidirectional traceability through 
risk management (comment ‘v’). While this is correct, ‘bidirectional’ traceability is 
considered good practice and so a note will be added to the risk management tracea-
bility process indicating that it is good practice, even though it is not a requirement of 
IEC 62304 or ISO 14971.  

Outcome: Comment ‘c‘ remarks that Outcomes 2 and 4 (Traceability is provided 
from each change request or problem report to analysis/evaluation of the change  
request/ problem report, and Traceability is provided from each denial of change re-
quest/problem report to reason for denial) of change management traceability process 
are not outcomes for traceability. As IEC 62304 states that the manufacturer shall 
create an audit trail whereby each Change request, relevant Problem report and ap-
proval of the Change request can be traced [Class A, B, C], it is the interpretation of 
this study that outcomes 2 and 4 are outcomes for traceability and considered good 
practice. 

Comments ‘d‘ ‘e‘ and ‘f‘ consider outcomes 2,3 and 6 (Traceability is provided 
from each hazard to estimation of risk of each hazard, Traceability is provided from 
each risk estimation to an evaluation of the acceptability of the risk, and Traceability 
is provided from any residual risk(s) to the  assessment of the acceptability of those 
risks) of the risk management process to be outcomes for risk estimation, risk accep-
tance criteria and risk evaluation, and not outcomes for traceability. This study con-
siders this not to be the case as ISO 14971 states that the risk management file shall 
provide traceability for each identified hazard to the risk analysis(which includes 
estimation of risk), risk evaluation (evaluation of the acceptability of the risk), the 
assessment of the acceptability of any residual risk(s). 
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Comment ‘i’ states that outcomes 4,5 and 6 (Bi-directional traceability is estab-
lished between software requirements, software architectural design, software detailed 
design and source code, and between software requirements and source code, and 
between each phase of the SDLC and Test Specification for that phase) of the SDLC 
traceability process could be replaced by one outcome i.e. “Ensure consistency of 
software requirements throughout software development lifecycle”. This point was 
considered during development of the SDLC traceability process, but for reasons of 
clarity it was felt better to have three separate outcomes. Comment ‘x’ asserts that 
outcome 4 and 5 are not required by IEC 62304, which is true, however they are re-
quired by the FDA’s GPSV. As outcome 5 is only required where requirements can-
not be addressed in the software design (e.g. nonfunctional requirements), outcome 5 
will be removed and a note added to the process to address this issue.  

In addition to the above, for outcome 3 of the SDLC traceability process, all system 
requirements may not be implemented in the software (comment ‘w‘). This point is  
accepted, therefore the process will be amended to include only system requirements that 
are included in the software. 

Expert 4 maintains that IEC 62304 requires that risk control measures implemented 
in software be included in the software requirements (comment ‘u‘). This study  
considers this comment to be correct and as a result traceability from risk control 
measures in software to software requirements should be included. The risk manage-
ment traceability process will be amended to reflect this. 

Finally, comment ‘y’ states that IEC 62304 does not require a verification specifi-
cation for each development activity but does require that verification tasks for each 
development activity be planned and that acceptance criteria be identified. However 
GPSV requires that traceability is established from unit tests to detailed design and to 
source code, and from integration tests to high level design. 

Duplication: This category consists of comments on outcomes that relate to the out-
comes being duplicated from other models and processes. For example comment ‘g‘ 
states that some of the outcomes in the SDLC traceability process are duplicating  
the contents of 80002-3 PRM (yet to be officially published) or is a requirement of 
architectural design and of software requirements analysis process. Part of the ratio-
nale behind the traceability PAM is to include all requirements for traceability in one 
model. IEC 80002-3 PRM, in addition to any individual medical device standard or 
guideline, does not include all the requirements for traceability through the SDLC and 
supporting processes of risk management and change management. 

Comment ‘l’ states that some of the outcomes in the traceability best practice 
process are already required in IEC 62304:2006 Section 5.5.1. However it is deter-
mined that this does not seem to be the case as section 5.1.1 contains detail about 
what the software development plan shall address and does not contain any of the 
outcomes in the traceability best practice process.  

Scope: This category contains comments which relate to the scope of the PAM. 
Comments ‘o‘ and ‘p‘ make the point that the traceability best practice model does 
not consider best practice for traceability across product lines, that the model just 
considers the greenfield case. On reflection it is agreed that product lines do need to 
be considered in the traceability best practice process and the process needs to be 
amended to reflect this. 
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Expert 4 feels that the whole hazard mitigation process is flawed (comment q). 
While there may be some truth in this, ISO 14971 is the current standard for the  
application of risk management to medical devices and therefore is the standard that 
will be adhered to. 

General: This category contains general comments on the traceability PAM. Com-
ments ‘r‘ and ‘s‘ relate to the fact that the PAM does not contain any details as to 
‘who does what ‘ and ‘how is it done‘. While these comments are true, it is not the 
place of a PAM to detail the ‘who’ and ‘how‘, but to assess ‘what’ traceability is  
implemented. The development of a traceability implementation roadmap will answer 
the ‘how’ question and is considered future work for this study. 

The final comment (comment ‘a‘) questions the need for a traceability assessment 
model. It is the view of this study that traceability of hazards to implementation and 
verification of mitigations is important in producing safety critical software, and that 
tracing user requirements to software requirements and to test of those software  
requirements is important in product validation. Additionally numerous publications 
have highlighted the fact that most software systems don’t employ explicit traceability 
between artefacts (despite the fact the existing assessment models such as ISO/IEC 
15504 and CMMI assess for traceability) and that one reason for this is a lack  
of guidance on how to implement traceability. The traceability PAM will assert  
focus on traceability to identify strengths and weaknesses in existing traceability 
processes and set the foundation for improvement. Additionally the traceability as-
sessment model, developed in this study will assess for traceability implementation 
best practices. 

7 Conclusion 

To assist medical device organisations improve their traceability, a traceability  
assessment model has been developed. This model, which consists of four processes, 
is based on the ISO/IEC 15504 structure and used the TIPA transformation process 
for development. By assessing for all traceability requirements from the medical  
device standards and guidelines and by assessing for traceability implementation best 
practices, this traceability assessment model will assist medical device organisations 
understand their actual traceability performance and management of activities, and the 
potential for improvement. 

Four experts (two ISO/IEC 15504 experts, one medical device standards expert and 
one medical device industry expert) reviewed the model and returned twenty five 
review comments. Nine of the twenty five review comments were accepted for 
change as it was felt they would improve the model. Most of the changes are to the 
structure and outcome categories, with two coming from the terminology category. 
Based on the review feedback and resulting amendments, the model is now ready for 
pilot assessment within two medical device organisations. 
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Abstract. Software products quality is strongly influenced by the quality of the 
process that generated them; particularly, the testing process contributes to 
product quality and represents a significant effort in software development 
projects. In this context, this study aim to find which test process models has 
been defined, adapted or extended in software industry from 1990 to the current 
date. For this purpose, a systematic literature review has been performed ac-
cording to relevant guidelines. This study has identified 23 test process models, 
many of them adapted or extended from TMMi and TPI, which have different 
architectures and the new ISO/IEC 29119 with an architectural approach 
aligned to other ISO/IEC software process models. 

Keywords: Test Process Model, Systematic Literature Review, Maturity Mod-
el, TMMi, TPI. 

1 Introduction 

Systems play an important role in our lives, both economically and socially, therefore 
there is pressure for the software engineering discipline to focus on quality issues 
[43]. As stated by Humphrey [5], software products quality is significantly influenced 
by the quality of the processes that generates them. Process improvement has become 
increasingly important over the years, with many organizations trying to reduce their 
production cost by improving the efficiency of their development processes [48].  
This understanding is marked by a progression of software process models, such as 
ISO/IEC 12207 [27], RUP [31], CMMI [32], MoProSoft [41] o MPS.Br [3], among 
others. However, despite software process models have been broadly studied over the 
past four decades, [9], [8], only limited attention is given to testing issues, which have 
not been adequately addressed in the detail required by industry and academy [14], 
[30], [34]. 

As a consequence, a number of approaches has been specifically developed for that 
purpose, such as TMMi [30], TPI [34], and the standard ISO/IEC 29119-2 [19] 
among others. These models contribute to disciplined software testing practice; more-
over, its adoption adds value to those buying and selling software engineering goods 
and services [11].  
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There are various benefits from the research of software process models [11].  
From the industry perspective, quality assurance tasks accounts for the 50% to 60% of 
the total effort of software development [4], [42], from which software testing are the 
most used in industry [7]; organizations were experienced the negative outcomes of 
faulty systems and have become aware of aware of the increasing need to improve 
their test process. From an academic perspective, Bertolino [7], in her study “Soft-
ware Testing Research: Achievements, Challenges, Dreams” refers that the estab-
lishment of an adequate test process has been considered among the main topics in the 
specialized software testing forums. Hence, there are various benefits from the  
research of software process models [11]. 

For this study it was chosen to undertake a systematic literature review (SLR), 
which is a secondary study that uses a well-defined methodology to identify, analyze 
and interpret all available evidence related to a specific research question in a way 
that is unbiased and (to a degree) repeatable [1], [2]. As part of our work we found a 
SLR by Wangenheim et al [9] focused on software process models. These authors 
identified 52 software process capability/maturity models marked in 29 domains, 
however only 5 models close to software testing domain. The models identified were 
[9]: Test Maturity Model (TMM), Test Improvement Model (TIM), SAMM Modern 
software assurance and five-level model of software assurance model, MB-V2M2 
Metrics Based Verification and Validation Maturity Model and CB-VVCM Criticali-
ty-Based V&V Capability Model; most of them adapted from CMM and TMM. 

This study is motivated by the problem mentioned by some authors [12], [14], [26] 
to select an adequate software testing process model, in contrast with the various 
process models or best practices that already exists. The goal of this research is to 
identify such models that has been defined, adapted or expanded, as well as to trends 
regarding the development of those models. The remainder of this paper is structured 
as follows: section 2, presents the methodology of the systematic literature review; 
section 3, the identified models and findings; and finally, in section 4 it is presented 
the final discussion and future work. 

2 Bibliographic Review Approach 

The approach of this study is a systematic literature review. This section describes the 
method used and its application. 

2.1 Method Used in the Systematic Literature  Review 

The research method used in this study is a systematic literature review based on the 
guidelines and lessons learned proposed by Berenson [13] y Kitchenham [2], [6]. 
Fig. 1 show the review process performed. 

The research question is which test process models are developed or expanded or 
adapted? In order to frame the research question and define the search string, it was 
used the PICOC (Population, Intervention, Comparison, Outcome, Context) criteria 
applied to software engineering [2]. The strategy consisted in perform trial searches 
using various combinations of search terms derived from the research question, and 
also checking trial research against lists of already know primary studies, such as 
TMMi, TPI and ISO/IEC 29119-2. As a result, the more effective search terms were 
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considered, avoiding a very large and unrelated first search result list. Table 1 shown 
such keywords aligned to the PICOC criteria for this. Table 2 present the search 
strings used on the selected data sources. 

 

Fig. 1. The Systematic Literature Review Process proposed by Berenson [13] 

Table 1. Keywords used based on PICOC criteria  

 

2.2 Review Protocol  

A review protocol was defined and adjusted later to reduce the possibility of researcher 
bias. First, the exclusion and inclusion criteria were tested in a random set of 5 articles, 
the independent results were similar, hence the remaining number of articles was ana-
lyzed by one of the researchers, considering the article Title and Abstract only and identi-
fying them by Included, Excluded and Uncertain. Uncertain articles were verified by peer 
review to determine their exclusion or inclusion. The exclusion and inclusion criteria 
considered were: 

• Inclusion criteria: Selected articles included any research type (experiment, case 
study, comparisons, systematic reviews and mappings, etc.) and any test process 
structure: maturity or non-maturity models, assessment models and standards.  
Although the primary articles that answers the research question of this study were 
only the ones describing a model per se, other research types were considered 
mainly because these contributed to add to the conclusions of this report, especially 
in the cases were the information available of the model definition was difficult to 
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obtain. It was also included the reference list from all primary papers, as another 
source of evidence, in addition to the selected scientific databases (see Table 3). 

• Exclusion criteria: The search scope in the selected scientific databases was limited 
to the following publication types: Journals, Conferences, Transactions, Magazines 
or Standards. There were excluded Newsletters, Books or Doctoral and Master 
Thesis 

Table 2. Search Strings 

 

In a second stage, a more in depth analysis was conducted over the included  
arti-cles, reading other sections of these articles, such as conclusions or, in some cases 
all sections. 

As a result, 12 articles were selected as primary studies aligned to the research 
question. Additionally 4 test process model comparison articles were selected [14], 
[46], [37], [38] which allowed contrasting the data extracted.  

Table 3. Data Sources of the Systematic Review 

 

Despite it was not considered in a pre-defined protocol, in a later iteration it was 
decided to include other source of evidence in addition to the selected data sources. 
The reason was that various test process models, existence of which was known pre-
viously, were not published in scientific databases, but they do add an academic or 
industry value, therefore the authors considered important to include them in this 
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study. Therefore, a new search was conducted in the reference list from all 12 relevant 
primary studies identified in previous stage, resulting in new 11 relevant articles [18], 
[20], [47], [14], [22], [24], [28], [31], [43], [33], [40].  

3 Analysis of the Results 

As a result of the systematic review described in section 2, we identified 23 test pro-
cess models, which are presented in Table 4. Each model is characterized by its  
do-main or the context in which it was defined, a reference to the data source where 
the model is described, the model source or sources on which it is based and a sequen-
tial identification (from m01 to m23). Among the main findings we have: 

• About the adoption degree of each model. The mainstream models are TMMi 
(m17) and TPI (m20). They have been used very often as a base to describe or ex-
tend other test models: m02, m07, m11, m15, m17, m20, m21, m23. Both TMMi 
and TPI were published in mid-90s. Other models that were published around the 
same year, such as TOM (m18), MMAST (m08), TAP (m12), TCMM (m13), 
STEP (m10) y CTP (m04) have had a very low adoption rate and in some cases 
they are not used anymore, as it is observed by the low number of research under-
taken about adoption experiences since its appearance. 

• About the models architecture. TPI (m20) and TMMi (m17) are maturity models 
and ISO/IEC-29119 (m05) in conjunction with future ISO/IEC 33063 [10] is a ca-
pability model. TMMi is based on CMMI [32] and it is structured by process areas, 
generic and specific goals, and generic and specific practices. TPI uses a test ma-
turity matrix based on key areas, checkpoints, 4 maturity levels and clusters [33], 
[34]. ISO/IEC 29119 architecture is defined in terms of Process Reference Models 
(PRMs) and Process Assessment Models (PAMs). 

• About the domains. There are 13 general purpose process models and 9 process 
models applied to specific contexts, like test automation, embedded systems or 
small organizations, which  indicates exists a trend to the specialization of models 
to specific domains.  

• About the source models used. Many models have been developed using as a refer-
ence one or more source models as shown in Table 4. It was found that the models 
TPI and TMM have been used more often as a basis to define other models. We 
can observe in Fig. 2 that 17% of model is based on TMM and 19% based on TPI, 
followed by a 12% of practical experience models.  

• About the trend analysis for the publications. 7 model were defined around the year 
1996, as shown Table 4, among them TPI and TMMi became mainstream models. 
However, several models that were adapted or extended based on these were not 
published until 10 year later: m23, m21, m19, m17, m14, m11, m09, m05, m02 y 
m01, as it is shown in Fig. 3.  

• About the minimum information available of the models. TOM (m18), MMAST 
(m08), TAP (m12) and TCMM (m13) are process models found in the references 
list from in Swinkels work [14]. However, there is no information available of 
these models in the scientific databases, and a minimal piece of information was 
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found outside scientific databases. Therefore it was not possible to do an in-depth 
analysis of these models and, in the case of TOM (m18), the publication year re-
main unknown. 

Table 4. Software Testing Process Models 

 
 

 

Fig. 2. Source Models used 
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Fig. 3. Trend of Publications 

4 Conclusions and Future Work 

By this systematic literature review, it was identified that TMMi and TPI are the test 
process models with more presence and influence in the software industry since mid 90s. 
Both TPI and TMMi have a maturity approach; TMMi is based on CMMI [32], while 
TPI uses an evolution axis approach that generates a matrix that is used as an assessment 
base. ISO/IEC 29119 was published in 2013 with a different architectural approach from 
TMMi and TPI. This new model is aligned to other ISO/IEC stand-ards, for that reason 
ISO/IEC 29119 part 2 is a process reference model and ISO/IEC DIS 33063 is an  
example of a process assessment model for software testing. 

This systematic literature review attempted to have a wide coverage of test process 
models, both in time and number of articles analyzed. Initial searches for primary 
studies were undertaken using digital libraries. Since this was not sufficient for the 
systematic review, other sources of evidence were searched manually, such as refer-
ence lists from relevant primary studies. 

This study will be used as a basis for further analysis (test process models charac-
terization) of the selected test process models presented in Table 3 and the identifica-
tion of experience if use of the models in particular contexts, for example, the case of 
small organizations that tests software (organizations or specialized business units 
under a test factory business model). Likewise, it will aim to gather lessons learned in 
the application of this models and determined best practices.  
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Abstract. The customization of software process capability/maturity models to 
specific domains/sectors or development methodologies represents one of the 
most critical challenges of the process improvement domain. As a result of the 
literature review, it is observed that there is a lack of a guideline for how to 
improve process quality in governmental institutions. Therefore, in this study, 
development of a government process capability model based on ISO/IEC 
15504 is aimed in order to ensure that processes are consistently applied, 
managed, and controlled across a governmental institution. Towards this goal, a 
government business process classification framework consisting of 
management of government resources and support processes and government 
specific processes is constructed. As a government specific process; public 
investment management process is defined and assessed as a case study to 
explore the applicability of this framework. Initial findings of the study indicate 
the usefulness and adequacy of the proposed approach. 

1 Introduction 

Improving quality in public sector is sometimes problematic because of the specific 
characteristics of its environment. These characteristics are defined in [1,2] as the 
necessity of being firmly based in law of decisions, culture, multiple stakeholders for 
many processes. While Information Technologies (IT) have the potential to improve 
the quality of governmental services, existing processes should be improved 
beforehand [3]. Automation practices in governmental institutions have not provided 
the expected efficiency improvements in Turkey, since the automation of processes 
are carried out with existing process defects [4]. As pointed out in [5;6], Enterprise 
Architecture (EA) in the public sector has to be transformed from being IT-centric to 
business-centric. However only a few papers deal with the necessary changes in 
business processes in the government domain [7]. Public organizations are not profit-
oriented and experience unconditional demand while their processes are frequently 
unstructured, and depend on employee judgment. Thus, low productivity and process 
performance, high defect rates, employee and citizen dissatisfaction and high costs 
arise. 

There are various well-accepted generic Software Process Capability/Maturity 
Models (SPCMMs), such as ISO/IEC TS 15504 [8], CMMI-DEV (Capability 
Maturity Model Integration for Development) model [9]. These models are used as an 
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evaluative and comparative basis for process improvement and/or assessment, 
assuming that higher process capability or organizational maturity is associated with 
better performance. As a result of observed benefits of these models, many process 
capability models are generated based on ISO/IEC 15504 [8], i.e: Spice4Space [10] 
AutomotiveSPICE [11], Medi SPICE [12], Enterprise SPICE [13], etc.  

We intend to utilize the same approach for the government domain by developing 
the Government Process Capability Model (GPCM) based on ISO/IEC15504 
standard. The aim of GPCM is providing the base for improving the processes of 
governmental organizations. It pursues a structured and standardized approach by 
assessing relevant processes in order to perform quality improvement initiatives in a 
consistent, repeatable manner, assessed by adequate metrics with guidance on what to 
do to increase quality in government institutions. 

The model is intended to fulfill the following four high-level requirements: 

• Enable each public agency to evaluate its processes in detail.  
• Enable each public agency to identify current state of its process capability.  
• Enable each public agency to compare itself against other agencies evaluated with 

the same model. 
• Suggest feasible improvement roadmaps that public agencies can follow to 

improve their levels of process capability.  

Towards this goal, a government business process classification framework consisting 
of management of government resources and support processes as well as government 
specific processes is constructed. In addition, public investment management process, 
which is a government specific process, is defined and assessed as an exploratory case 
study to check the usefulness and adequacy of the proposed approach. The remainder 
of the paper includes a brief literature review related to existing quality improvement 
models for the government domain, description of the proposed GPCM approach, 
explanation of the exploratory case study performed and finally the findings obtained 
from the case study.  

2 Literature Review 

Quality improvement models developed for public sector, including the Total Quality 
Management approach, enterprise architecture models, and e-government maturity 
models, are investigated in this section.  

2.1 Total Quality Management in Public Sector 

Total quality management (TQM) consists of organization-wide efforts to install and 
make permanent a climate in which an organization continuously improves its ability 
to deliver high-quality products and services to customers. Important aspects of TQM 
include customer-driven quality, training, leadership, preventing defects and 
continuous improvement. TQM highlights defining quality, making quality 
measurable and standardization. ISO 9000 [14] was published as an international  
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standard in 1988. Some of the Turkish public sector institutions began to implement 
TQM practices in the second half of 1990s. It should be stated that such practices are 
being adopted at individual, organizational and departmental levels, rather than 
having a systemic character and being organized by the central government, as has 
been the case in some other developed countries [15]. TQM practices in public 
institutions is a controversial issue in the literature [16,17,18]. It is asserted in [17] 
that TQM should be modified based on the characteristics of public sector. Because of 
its specific characteristics, number of governmental institutions among OECD 
countries having ISO 9000 certification is limited [19].  

Common Assessment Framework. [20] is the common European quality 
management instrument for the public sector. It is developed based on EFQM and 
TQM to assess and measure public management qualities. The evaluation criteria are: 
results orientation, leadership, strategy & planning, people, partnerships & resources, 
processes, and results. These criteria are further broken down into 28 sub-criteria, 
where a self-assessor gives points for each of them. According to a survey carried out 
in [21], the most difficult criteria to evaluate are performance results and processes.  

2.2 Maturity Models in Public Sector 

Governments have started transformation and modernizations after TQM initiatives. 
Enterprise Architecture (EA) and e-government initiatives have arisen [22].  

Public EA describes organizational structures, information and technology 
infrastructure. It includes relationships among layers of business, application, 
information, technology, and security.  

Enterprise Architecture Maturity Models (EAMM) is developed to improve 
performance and efficiency of EA. Thus, increasing information sharing, and reducing 
incorrect and unnecessary information are provided. Level of the EA is determined as a 
result of evaluation of Critical Success Attributes. EAMM developed for public domain 
can be listed as EAMMF [23], E2AMM [24], ACMM [25], EAAF [26].  

E-Government is the use of information and communication technologies (ICTs) to 
improve the activities of public sector organizations. It provides government services 
as electronically secure, seamless and fast to be delivered to citizens through a 
common point. Benefits of e-government are as follows; reducing paperwork, loss of 
time, and increasing individual participation, and hence developing a democratic 
culture; reducing intensive communication between agencies. 

E-government Maturity Models provide IT-based assessment to transition to e-
government applications by evaluating technological, organizational, functional 
adequacy. Increasing maturity level which is observed as a result of assessment provides 
more sophisticated e-government structure. They focus on e-services, web-based 
communication, and interoperability. Examples of e-government maturity models can be 
listed as United Nation’s Model [27], Gartner’s Model [28], Siau and Yong’s Model 
[29], MAGENTA [30], Deloitte&Touché’s Model [31], Layne&Lee’s Model [32], 
Andersen&Henriksen’s Model [33], Hiller’s Model [34], Moon’s Model [35].  
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Literature review points out that, there are studies for improving quality in public 
domain, however, although they provide benefits from different aspects, they don’t 
aim to improve process quality directly to guarantee the consistency of services with 
each other through the use of standard processes where the capability level can be 
assessed and improved with guidance. The aim of developing GPCM is to address 
this aspect.  

3 Government Process Capability Model 

GPCM offers a common point-of-reference with different levels that describe 
behaviors, practices, and processes that regularly produce desired outcomes.  
It becomes a roadmap that shows the next steps to take when creating solid, 
sophisticated, repeatable process management capabilities and can direct 
organizations that lack process discipline on how to become highly organized and 
efficient. In order to define the scope of GPCM, we first develop the Government 
Business Classification Framework (GBCF) as shown in Figure 1, which is based 
on the Business Reference Model of Federal Enterprise Architecture [36] including 
the business functions of government and American Productivity and Quality 
Centre (APQC) Process Classification Framework [37]. GBCF consists of 
Governmental Business Services and Management of Government Resources and 
Support Processes. The Governmental Business Services describes the mission and 
purpose of the government in terms of the services it provides both to and on 
behalf of the citizen. They include the delivery of citizen-focused, public, and 
collective goods and/or benefits as a service and/or obligation of government to the 
benefit and protection of the nation's general population. It is classified into 10 
classes. Government specific processes are performed to deliver these services. For 
instance; civil domain under citizen services includes birth, death and marriage 
registration processes.  

Management of Government Resources and Support Processes incorporating 
common processes across the governmental agencies refer to the support activities 
that enable the government to operate efficiently. There are 6 main classes for 
management of government resources processes as shown in Figure 1. 

Structure of the GPCM is Made Up of Two Dimensions 

• The process dimension consists of processes derived from the Government 
Business Process Classification Framework. This dimension is characterized by 
process purpose statements which are the essential measurable objectives of a 
process; process outcomes, base practices, and work products which are 
constructed based on the standard of ISO/IEC TS 15504 [8].  

• The process capability dimension, which is characterized by a series of process 
attributes, is applicable to any process, which represents measurable characteristics 
necessary to manage a process and improve its capability to perform. It is adapted 
from ISO/IEC TS 15504 [8]. 
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Fig. 1. Government Business Process Classification Framework 

4 Case Study  

An exploratory case study is performed for a governmental-specific process in order 
to evaluate the adequacy of the proposed approach. Public Investment Management 
Process of Ministry of Development in Turkey is selected for the case study. This 
process is selected because of its importance for the development of the country. 
National financial resources should be used properly to enrich people’s lives and 
improve organizational performance. Evaluating and improving investment 
management capabilities provides significant benefits for the government. Thus, 
authorities in the Ministry of Development need to discover the weaknesses of the 
process to improve the process performance.  

4.1 Process Definition 

Public Investment Management Process is defined (ad-hoc) by one of the authors 
together with the process owners. In particular, the process is defined in a prescriptive 
procedural manner. So, the first task to be undertaken is to define the process based 
on the standard of ISO/IEC TS 15504- part 2 whose process elements are as follows:  

• The title is a descriptive heading for a process;  
• The purpose describes the goal of performing the process; 
• The outcomes express the observable results expected from the successful 

performance of the process; 
• The base practices are a list of actions that may be used to achieve the outcomes;  
• The work products are separately identifiable bodies of information produced and 

stored for human use during a system or software life cycle. 
• Defining a governmental-specific process includes the following steps: 
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• Defining the scope by selecting the business segment and its corresponding 
engagement from the available categories in the GBCF. In our case, the Public 
Investment Management Process is performed within the Industry Development 
Domain under the Economic Development Services in the GBCF, as given in 
Figure 1.  

• Investigating documents related to Policies & Business Rules of the Turkish 
Government. (Decree law concerning the organization as well as duties, and 
process-specific documents containing the corresponding business-rules are 
examined in order to define the process.) 

• Interviewing the stakeholders.  
• Reviewing worldwide best practices related to the process in hand.  
• Taking similar processes from international standards as a reference. 
• The definition is formally reviewed and approved by the management with 

executive responsibility within the organizational unit and by one of the authors 
who has both professional and academic experience in using ISO/IEC 15504. 
Accordingly, the defined Public Investment Management Process is given in  
Table 1. Once approved, the process definition became our Government Process 
Reference Model (albeit including only one process). At this point it is necessary to 
build a Process Assessment Model (PAM). 

4.2 Process Assessment 

Audit procedures related to details of activities such as planning, briefing of the 
participants, data collection and validation and reporting are based on ISO/IEC 15504 
[8] where Process Capability is classified into six levels; Level 0: Incomplete; Level 
1: Performed; Level 2: Managed; Level 3: Established; Level 4: Predictable; Level 5: 
Optimizing.  

The measure of capability is based upon a set of process attributes (PA). Process 
capability indicators are the means of achieving the capabilities addressed by the 
considered process attributes. Evidence of process capability indicators supports the 
judgment of the degree of achievement for the process attribute.  

Process Attribute of Level 1 is Process performance attribute which is a measure of 
the extent to which the process purpose is achieved. Process definition as given in 
Table 1 are used for Level 1 assessment. For the assessments of levels 2 to 5, we use 
exactly the same ‘generic practices indicators’, ‘generic resources indicators’ and 
‘generic work products indicators’ as the exemplar PAM provided by the ISO/IEC 
15504-part 5.  

Table 1. Process Definition of Public Investment Management 

Process 
Title 

Public Investments Management 

Process 
Purpose 

The Purpose of the Public Investment Management Process is to provide public 
investment politics that are consistent with priorities identified in development plans 
and programs; to create, monitor and review the public investment program; and also 
to coordinate, analyze, investigate and support the public investments projects. 
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Table 1. (Continued) 

Process 
Title 

Public Investments Management 

Process 
Outcomes 

1) Investment politics are identified and evaluated in light of 5 years-development 
plan and middle-term financial plan which are interpreted at sector or sub-sector 
levels to determine priorities.  
2) Pre-feasibility study is performed to identify relevant alternatives before 
undertaking a full-fledged feasibility study to improve agencies projects effectiveness.  
3) Public investment policies and guideline are determined. 
4) Budget allocation for each public agency in the strategic level is performed.  
5) Public investment projects are submitted by the public agencies with basic project 
information, including project objective, expected results and estimated budget 
(Feasibility analysis).  
6) Submitted projects are evaluated. 
7) Accepted public investment projects are monitored and reported. 
8) Funding review is performed for the accepted public investment projects and 
revisions are done if necessary. 

Base 
Practices 

BP1: Create and manage public investment politics, policies and plans. [Outcomes: 1]  
BP2: Evaluate pre-feasibility study: [Outcomes: 1;2]  
BP3. Develop public investment policies and guideline. [Outcomes: 1;3]  
BP4: Allocate budget to public agencies as high-level planning. [Outcomes:1;4] 
BP 5: Submit public investment projects. [outcomes 1;2;3;4;5] 
BP 6: Evaluate public investment projects.[Outcome 3;6]  
BP 7: Evaluate submitted as aggregated or bulk project [Outcome 6] 
BP 8: Announce accepted projects. [Outcome 6] 
BP 9: Monitor accepted public investment projects [Outcome 7] 
BP 10: Track projects progress against plans [Outcomes: 5;7] 
BP 11: Adjust projects[Outcome: 8]  
BP 12: Perform project close-out review[Outcomes: 5;6;7] 

Work Products 
Inputs Outputs 
5-years Development Plan [Outcome:1]  
Middle-Term Financial Plan [Outcome:1]  
Public Investment Policies and strategies 
[Outcome:5] 

Public Investment Policies and strategies 
[Outcome:3] 

Public Investment Project Preparing Guideline 
[Outcome:5] 

Public Investment Project Preparing Guideline 
[Outcome:3] 

Investment Allocation Ceiling by Agencies 
[Outcome: 6] 

Investment Allocation Ceiling by Agencies 
[Outcome: 4] 

Project proposals[Outcome:6] Project proposals [Outcome:5] 
Feasibility report [Outcome:6] Feasibility report [Outcome:5] 
Project financial plan[Outcome:6] Project financial plan[Outcome:5] 
Project schedule[Outcome:6] Project schedule[Outcome:5] 
 Public Investment Program [Outcome:6] 
 Book of Public Investments Breakdown by 

Province [Outcome:6] 
 Progress status record[Outcome:7] 
Project status report[Outcome:8]  
 Review Records[Outcome:7] 
Project Performance Data [Outcome: 7] 
Tracking system [Outcome:7]  
Additional-allocation request[Outcome:8]  
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Process Assessment is performed by the participants in the organization 
responsible for the quality assurance and by the authors, one of whom is a competent 
assessor formally certified by INT-ACS (International ISO/IEC 15504 Assessors 
Schema). Accordingly, the assessment team follows the ‘ISO/IEC 15504-part 3: 
Guidance on Performing an Assessment’ as the documented procedural approach for 
conducting the assessment. Details of the assessment activities such as planning, 
briefing of the participants, data collection and validation, and reporting are put 
together into an assessment plan document and an assessment report.  

The result of this assessment in the case study is that the capability level of the 
investment management process performed in the Ministry of Development in Turkey 
is Level 2 with the following rationale based on collected and validated evidence. 
More details of the assessment is given in the technical report [38]. 

Table 2. Public Investment Management Assessment Result 

Level Attribute Evidences Assessme
nt Value 

Result 

Level 1  Process 
Performance 

The process clearly achieved its purpose by 
maintaining steady public investment management 
selection and monitoring.  

Fully 
Achieved 

 
 
 
 
 
 
 
 
 
 

LEVEL 
2 

 
 

Level 2  Performance 
Management 

The performance is planned and managed but quality 
assurance objectives and performance quality criteria 
are not defined. 

Largely 
Achieved 

Work 
Product 
Management 

Work products are defined but their quality criteria 
are not identified. Additionally, change control is not 
established, and real time data for revised project is 
not gathered. 

Partially 
Achieved 

Level 3 Process 
Definition 
and 
Tailoring 

The standard process is defined in governmental 
documents but the sequence and interaction of 
standard process with other process, plus 
infrastructure and work environment needs of the 
process are not defined. Definition of 
metrics/methods/ criteria monitoring effectiveness and 
suitability of the process is missing.  

Partially 
Achieved 

Process 
Deployment 

The deployment rules are known by the personnel. 
Required human, information, infrastructure resources 
are available but there is no conformance/test to verify 
the defined process satisfies the requirements. 
Additionally, data required to understand the 
behavior, suitability and effectiveness of the defined 
process are not identified/collected. 

Partially 
Achieved 

5 Analysis of the Results  

In order to improve the capability level of the public investment management process 
to Level 3, assessment values of the process attributes should be as follows; 
Performance and Work Product Management attributes: Fully Achieved, Process 
Definition and deployment attributes: Largely or Fully Achieved.  
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5.1 Guideline for Improvement Capability of the Process 

The road map to improve the capability level of investment management processes is 
derived from the assessment evidences in the technical report [38]. The aim is to turn 
negative evidences into positive evidences of process capability indicators supporting 
the judgment of the degree of achievement of the process attribute. For example; for 
performance management attribute; first indicator is to identify the objectives for the 
performance of the process. However, the quality assurance objectives of the process 
are not defined for the performed process. Thus, necessity of defining quality 
assurance objectives and other issues are indicated in the guideline as follows: 

• Quality assurance objectives of the process should be defined. 
• Metrics/methods/criteria should be defined for monitoring effectiveness and 

suitability of the process. 
• Performance quality criteria should be defined and performance of the employees 

should be monitored. 
• Quality criteria of the work products should be identified. 
• Quality criteria for reviewing and approving the content of the work products 

should be defined.  
• For HR Qualification, personnel qualifications should be identified, Required exam 

scores and bachelor degree are not sufficient.  
• Standardization for evaluation project should be applied. Criteria and their weights 

should be determined.  
• Monitoring and reporting processes should be performed with real-time data.  
• Data required understanding the behavior; suitability and effectiveness of the 

defined process should be identified/ collected and used for improvement.  
• Internal audit and management review should be conducted. 
• Training for deploying the process should be performed. 
• Change Control of the projects should be established. 
• Project revisions should be controlled systematically.  
• Revision status of the projects should be available. 
• Real-time data for revised project details should be available.  
• Revised project details should be available to everyone.  
• Resolving issues arising from work product reviews should be tracked 

systematically. 
• The sequence and interaction of standard process with other process should be 

defined.  
• The infrastructure and work environment needs of the process should be defined. 

5.2 Comparing the Result with ITIM 

ITIM (Information Technology Investment Management) [39] which is developed for 
improving capability of IT investment projects management process is an accepted 
federal management framework for IT investment decision making in USA 
Government. It is an independent specific capability model developed for public 
investment management. It is used to check whether our proposed approach and 
findings are consistent with such an accepted domain specific framework. 
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Public Investment Management Process performed in Ministry of Development is 
assessed with ITIM by the authors and process owners. Since critical maturation steps 
required to move to the next stage is described properly in the ITIM, the assessment is 
performed easily. The capability level is assessed as Level 2 and improving to level 3 
is described as follows in the ITIM; 

• Criteria should be created and maintained. 
• The analysis associated with examining the merits of each investment should be 

performed. 
• Performance reviews should be conducted.  
• Evaluation with classifying projects should be standardized. 

As a result; our findings with the developed model are consistent with the ITIM; our 
proposed approach covers improvement list of ITIM, additionally, it provides more 
detailed guidance on what improvement activities to implement.  

5.3 Interviews with the Stakeholders  

In order to check usefulness and adequacy of the proposed approach, interviews are 
conducted with stakeholders. Open-ended structured questionnaire below is utilized.  

• Are measuring process capability and obtaining guideline for improvement useful? 
• Do you think that applying these suggestions will improve the process 

performance?  
• Is there any information you want to add in process definition? 
• Is there any missing item in guideline for improvement list? 

Interviews are conducted with 5 process owners, 4 of them have more than 5 years’ 
work experiences. One of them has 2 years’ work experiences as public investment 
project manager. The findings in the conducted interviews support our proposed 
approach. All of answers for the first two questions are positive. They think that 
generated guideline is useful, and applying this suggestion will improve the process 
performance of the public investment management process, and they also confirm the 
process definition. While answering the last question, they point out some possible 
improvement areas such as interoperability with other government agencies. 
However, this is out of our scope and is primarily related to e-government initiatives. 

6 Conclusion 

Initial findings of the case study indicate the usefulness and adequacy of the proposed 
approach of using process assessment in the government domain. Lessons learned 
from this case study as follows: 

• Governmental process can be defined using requirements in ISO/IEC 15504. 
• ISO/IEC 15504-5 is of great help in identifying indicators for levels 2 to 5.  
• The exemplar documented process in ISO/IEC 15504-3 can be used by a 

competent assessor to perform a conformance assessment. 
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• In the software engineering field, processes tend to be more ‘creative’ and 
frequently tailored for specific contracts/assignments. This makes it harder to 
assure a systematic performance. However, governmental processes tend to be 
more repetitive and stable. This difference is a positive variance to depict the 
usability of the model in public domain.  

In parallel with ISO/IEC 15504, our approach aims to provide a variety of benefits for 
government organizations including the following: cost savings; more involved 
employees; improved and predictable quality as well as productivity; generating a 
consistency of process capture and use. Future studies include creating a methodology 
incorporating guidelines for government specific process definition based on 
experiences of this exploratory case study, and validating the GPCM by performing 
different case studies in various government agencies. The findings from the 
exploratory case study will be shown to be equally applicable in the wider public 
sector context.  
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Abstract. CMMI and ISO/IEC 15504 are two main models for software 
process assessment and improvement. Both models have staged and continuous 
representations but these are different. It is desirable for organizations to have 
assessments according to more than one model but every assessment is 
expensive both financially and time-wise. Furthermore, a new assessment is 
required when a new model’s version is released. Transitional Process 
Assessment Model (TPAM) is proposed as tool supporting these opportunities. 
It enables assessment results according to one Process Assessment Model 
(PAM) to be transformed to other PAMs. The requirements and the main 
principles of TPAM construction have been presented in [1, 2]. This paper 
details the methodology for inclusion of a new model into TPAM and presents 
application of this methodology for CMMI-DEV V1.3 and ISO/IEC 15504-
5:2012 inclusion. It has been concluded that TPAM is a suitable tool for usage 
of multiple PAMs. 

Keywords: CMMI, ISO/IEC 15504, models mapping, transitional process 
assessment model. 

1 Introduction 

Investigations in software process capability provided a deep insight into software 
activities and introduced various software process assessment models which helped 
assess and improve both software process capability and maturity of organization 
producing software or software-based systems. The evolution of software process 
assessment models has stabilized two main models widely known as CMM and 
SPICE with their current revisions: CMMI-DEV V1.3 and ISO/IEC 15504-5:2012. 
These 2 models are prevalent and the most important worldwide [3]. 

Organizations want to get the advantages of different process assessment models 
that stimulate their harmonization and investigation of process improvement in 
multimodel environments [4, 5, and 6]. Companies that work both with European and 
US customers often need to have assessments based on CMMI and SPICE at the same 
time because an assessment according to one of the SPICE models is required most 
often by European customers, whereas exclusively CMMI is required in USA. This is 
particularly the case with companies that specialize in aerospace, automotive or  
defense industries [7]. 
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We propose the Transitional Process Assessment Model (TPAM) [1, 2] as a tool 
helping organizations to tackle problems related to multiple software process assess-
ment models. This paper describes the methodology for inclusion of a new model into 
TPAM. As an example of the application of this methodology the inclusion of 
CMMI-DEV V1.3 and ISO/IEC 15504-5:2012 into TPAM is presented. Resulting 
TPAM enables transformations of the assessment results into all PAMs included.  
This is demonstrated by transforming the assessment results according CMMI-DEV 
Engineering process areas into ISO/IEC 15504-5:2006 and 2012 versions. 

2 Background and Related Works 

Software process modeling examines two aspects: the activities of software product 
development or services provision; and the soundness of how well these activities’ are 
performed, i.e. ability to meet the defined schedule, cost, scope, and quality goals.  
A software process model defines the standard process that provides the basis for 
assessment and improvement of organization’s processes. It should ensure the usage 
of the same concepts, relevance with the best software engineering practices and 
compatibility with internationally accepted standards. All software process models 
summarize the best practices of software development and services worldwide.  
But although the source is almost the same, the resulting models are different. 

An analysis of the conceptual relationships between two main software process  
assessment models CMM and SPICE is performed during their evolution [8].  
Taxonomy and approaches for comparison of software process improvement models 
is analyzed in [1, 7, and 9]. 

Fundamental ideas for CMMI and ISO/IEC 15504 mapping have been proposed in 
[10]. Mappings of the CMMI-DEV V1.2 and ISO/IEC 15504:5-2005 models are pre-
sented in [11]. They show how CMMI maturity levels can be expressed by 
ISO/IEC 15504 Processes capability profiles and vice versa. Mappings show what is 
common in the models and how they differ. These mappings have been employed as 
the basis for TPAM development using the new versions of the source models.  
An approach for the control of model evolution and compliance maintenance is pro-
posed in [12]. 

Studies [13, 14, 15, 16, and 17] examine ways to harmonize different models so 
that each of them would not require separate implementation and conclude that these 
models often have much in common and once these common elements are found,  
the only thing left to be done is to implement the differences that exist between the 
models. Companies often need to have ITIL, COBIT, CMMI, ISO 27001 and other 
models because it is a requirement imposed by customers or internal business rules.  

TPAM is intended to facilitate companies in assessing their process capability based 
on different PAMs. Using TPAM transformations, the company having assessment result 
according one source PAM or TPAM can obtain approximate assessment results accord-
ing to all other included PAMs. The requirements and the main principles of TPAM 
construction have been introduced in [1]. The further development of TPAM and sup-
porting software tool is discussed in [2]. This paper details the methodology for inclusion 
of a new model into TPAM, provides examples of the application of this methodology 
and representative transformations performed by TPAM obtained. 
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3 Approach for PAM Inclusion  

The usefulness of TPAM directly depends on how many PAMs are included into TPAM. 
The first decision should be taken was the selection of the module to be included first, i.e. 
the initial basis of TPAM. After thorough investigation of potential candidates ISO/IEC 
15504-5:2006 has been chosen. The decision is based on the following considerations: 

• ISO/IEC 15504 is de-jure international standard. 
• ISO/IEC 15504-5:2006 is the first exemplar PAM conformant with ISO/IEC 

15504-2. 
• It uses process definitions from ISO/IEC 12207:1995/Amd.1:2002; Amd.2:2004 

that serve as processes source for industry widespread PAMs also: Automotive 
SPICE and SPiCE for Space (S4S). 

• The usefulness of several versions of the same model included into TPAM could 
be proved having both versions of ISO/IEC 15504-5 (2006 and 2012) and the his-
torical order of the inclusion is preferable. 

Currently, TPAM contains the following source models: ISO/IEC 15504-5:2006, CMMI-
DEV V1.3, and ISO/IEC 15504-5:2012 (Software Implementation Processes Group).  

It has been decided do not include the older CMMI-DEV V1.2 because its inclu-
sion is not very important from both theoretical and practical points of view: the 
changes between CMMI versions V1.2 and V1.3 are not essential, except refusal of 
capability levels 4-5 that also does not affect the design of TPAM and validation of its 
transformations; according information provided by  Software Engineering Institute 
the last 10 organizations have had appraisals according CMMI-DEV V1.2 in 2012  
so these assessments’ results will not be relevant for transformation now. 

The sections of this chapter are organized the following way: first, the elaborated 
methodology for inclusion of a new PAM into TPAM is presented; then inclusion of 
CMMI-DEV V1.3 and ISO/IEC 15504-5:2012 and the transformations obtained are 
analyzed. 

3.1 Methodology for PAM Inclusion 

The inclusion of a new model into TPAM is accomplished in 4 steps. 

Step 1. Check compatibility of a new model and TPAM. 
Compatibility check consists of two subchecks: 1) application domains of PAM to be 
included and TPAM should overlap and 2) it should be possible to align the concepts 
of PAM with TPAM ontology [1]. Current TPAM is constructed for software devel-
opment capability assessment. So, the application domain of PAM should cover soft-
ware development at least partially. For example, Enterprise SPICE is appropriate to 
assess the capability of the company operating any business. Therefore, it is suitable 
but when including into TPAM Enterprise SPICE processes should be approached 
only from the perspective of software development. Compliance with ISO/IEC 
15504-2 requirements for PAMs is sufficient but not necessary condition to pass the 
second subcheck. For example, CMMI-DEV does not satisfy all ISO/IEC 15504-2 
requirements but its concepts could be aligned with TPAM ontology as shown in next 
section. 
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Step 2. Select PAM processes to be included into TPAM. 
Usually all processes of the new model are included into TPAM but it is not a re-
quirement. Any set of PAM processes could be selected for inclusion. This corres-
ponds to ISO/IEC 15504-2 requirement 6.3.2.1 for PAM construction from Process 
Reference Model (PRM): PAM shall relate to at least one process from the specified 
PRM. 

It may be sufficient for the moment to obtain a capability profile for some group or 
any other set of PAM processes. In such case only these processes are included into 
TPAM at once. This was done for ISO/IEC 15504-5:2012: only processes of Software 
Implementation Processes Group are included yet.  

It should be noted that the order of processes inclusion is irrelevant, i.e. the order 
does not affect the resulting TPAM. If PAM to be included has staged representation, 
it could be preferable to include the processes according their assignment to maturity 
levels starting from the lowest one. Such approach has been chosen for CMMI-DEV 
inclusion. Just having process areas of second maturity level included into TPAM, the 
process capability profiles of ISO/IEC 15504-5 for enterprises having CMMI-DEV 
second maturity level could be obtained through TPAM transformations. 

Step 3. Determine overlap of each PAM practice with TPAM practices. 
The practices of the selected PAM processes are included one by one. Since TPAM 
and PAM to be included deal with software development or PAM is approached from 
the perspective of software development, it could be expected that most of PAM prac-
tices are covered by pre-existing TPAM practices. But each model could have specific 
areas that are not presented in other models. The Full Coverage rule should always be 
fulfilled: each TPAM practice should be covered fully by one or more practices of 
included models. Therefore, 4 variants of overlapping could occur:  

1. Unique PAM practice (not overlapping with existing TPAM practices) should be 
simply added into TPAM. 

2. If PAM practice is essentially the same as single TPAM practice, no changes are 
needed. 

3. If PAM practice is a part of TPAM practice, this TPAM practice should be split 
because of the Full Coverage rule. 

4. In case of partial overlapping both PAM and TPAM practices should be split. 

These 4 variants and their application together have been discussed thoroughly in [1]. 
The search for the related practices and determination of the overlapping is a complex 
task and it requires good knowledge of both models. 

It should be noted that description of the practice itself could not be sufficient for 
the correct mapping and a broader context (e.g. the context of related outcome) should 
be taken into account. For example, the description of CMMI-DEV practice SP 2.2 
Manage Interfaces is not enough for correct determination of the application area of 
the practice. In general such practice could be employed in Product Integration as 
well as in Technical Solution context. In the last case it would be related with  
practices of ISO/IEC 15504 ENG.5 Software design process. Because the practice 
belongs to CMMI Product Integration Process Area and ISO/IEC 15504-5 does not 
define explicitly practices ensuring interface compatibility, this practice and all other 
practices of the same CMMI specific goal have been added into TPAM as new ones. 
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Additional difficulties are caused by alternative terms used in models, for example: 
CMMI-DEV uses the term ‘component design’ while ISO/IEC 15504 names it as 
‘software design’. It is important to understand what activities the practice defines in 
the actual process of a company and what work products it should produce.  
The search of related practices could be narrowed as a rule by linking the processes. 
For example, practices of CMMI-DEV Engineering process areas are likely related 
with practices of TPAM processes that originated from ISO/IEC 15504 Engineering 
Process Group. 

When relationship between PAM practice and TPAM practices (pre-existing, split, 
and/or new ones) is one-to-many it is very important to indicate for each TPAM prac-
tice correct percentage value showing the extent of PAM practice covered. When 
PAM practice simply becomes a new TPAM practice, it is evident that coverage is 
100%.The opposite coverage is always 100% because of the Full Coverage rule.  

Splitting of TPAM practices does not affect the outcomes of the named process the 
practices belong. But adding of a new practice into TPAM as a rule requires out-
come(s) of the process to be updated because the achievement of current outcomes is 
ensured without this new practice. This leads to extending of the context of TPAM 
process. The source for outcome(s) update is the relevant outcome of PAM to be  
included. In case of CMMI, the specific goal supported by practice is used as a source 
for update. If all practices of that specific goal are included into TPAM as new ones, 
the specific goal simply becomes a new outcome of TPAM named process. 

When creating a new TPAM practice first of all attempt to assign it to existing 
TPAM process should be made. But if application domain of PAM or its set of 
processes to be included is wider than current application domain of TPAM, a new 
TPAM named process needs to be created. 

Step 4. Adjust generic practices. 
The model compatible with TPAM must have the equivalents of process attributes 
and generic practices. For PAMs fully compliant with ISO/IEC 15504 requirements 
(i.e. having  the process attributes as defined in ISO/IEC 15504-2 and the generic 
practices as defined in ISO/IEC 15504-5) this step is to be omitted because PAM 
capability dimension will already be consistent with TPAM capability dimension, 
since ISO/IEC 15504-5 has been taken as initial TPAM.  

If PAM to be included has different capability dimension, the equivalents of generic 
practices should be included into TPAM. This is accomplished according the same rules 
as inclusion of the base/specific practices described in step 3. 

Step 4 is required if transformation of the assessment results higher than capability 
level 1 is necessary. In case of CMMI, generic practices need to be included into 
TPAM. 

3.2 CMMI-DEV V1.3 Inclusion 

As it has been already mentioned, the initial TPAM has been made directly from 
ISO/IEC 15504-5:2006. Then CMMI-DEV V1.3 was included into TPAM applying 
the methodology defined in the previous section. 
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CMMI-DEV is compatible with the TPAM: its application domain covers software 
development (i.e. evidently overlaps with TPAM application domain); the mapping of 
CMMI concepts with TPAM ontology is presented in Table 1. 

Table 1. Mapping of CMMI and TPAM concepts 

TPAM CMMI 

Organizational Process Process 

Named Process Process Area 

Purpose Purpose Statement 

Outcome Specific Goal 

Practice Specific Practice 

Generic Property Generic Goal 
Generic Practice Generic Practice 

Capability Level Capability Level 

All CMMI-DEV process areas have been included into TPAM because possibility 
to transform complete assessment results according CMMI-DEV are important for the 
organizations. But this section discusses only the inclusion of the Engineering process 
areas into TPAM as it is enough for the representative example. 

Third step is the inclusion of specific practices. Let’s start from Requirements Devel-
opment (RD) process area, its first specific goal SG1 Develop Customer Requirements, 
and the first practice SP 1.1 Elicit Needs. It should be checked whether TPAM practices 
(for the moment the same as base practices of ISO/IEC 15504-5:2006) include a re-
quirement to elicit stakeholder needs, expectations, constraints, and interfaces for all 
phases of the product lifecycle. TPAM practices do not state explicitly that needs should 
be obtained. But there is a related TPAM practice ENG.1.BP1 Obtain customer require-
ments and requests because stakeholder expectations and constraints as a rule are ob-
tained as requests. Therefore, this TPAM practice has been divided into two practices: 
ENG.1.BP1_1 Obtain customer expectations, constraints, and other requests and 
ENG.1.BP1_2 Obtain customer requirements; and both of them cover 50% of the origi-
nal practice ENG.1.BP1 of ISO/IEC 15504-5:2006.  

It has been expertly evaluated that the new practice ENG.1.BP1_1 covers 30% of the 
practice SP 1.1 Elicit Needs, because stakeholder expectations and constrains essentially 
is a subset of all needs. Since no more relationships have been found in TPAM, a new 
practice RD_SP1.1 Elicit Needs has been introduced into TPAM, and it covers 70% of 
the original practice SP 1.1 Elicit Needs of CMMI-DEV. Also, TPAM named process 
ENG.1 is supplemented with the following new outcome: Needs are elicited. Table 2 
summarizes the results of specific practice RD SP 1.1 inclusion into TPAM. 

The following naming convention has been applied for the practices of TPAM: 

• The identifier of TPAM practice starts with process abbreviation (e.g. ENG.1, RD). 
• If TPAM practice is fully consistent with the practice of source model, it gets the 

practice number of source model (e.g. ENG.1.BP1 until splitting, RD_SP 1.1). 
• When splitting TPAM practice, the sequential number of the part of original  

practice is added. 
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Table 2. Results of RD SP 1.1 inclusion into TPAM 

CMMI practice % TPAM practices 

SP 1.1 Elicit Needs 
Elicit stakeholder needs, ex-
pectations, constraints, and 
interfaces for all phases of the 
product lifecycle. 

70 RD_SP 1.1 Elicit Needs 
Elicit stakeholder needs and interfaces for all phases 
of the product lifecycle. 

30 ENG.1.BP1_1 Obtain customer expectations, 
constraints, and other requests 
Obtain customer expectations, constraints, and other 
requests through direct and continuous solicitation 
of customer and user input. 

In such a way, all other specific practices are included into TPAM. It should be 
noted that because of different aspects explicitly emphasized in CMMI-DEV and 
ISO/IEC 15504-5:2006 the inclusion of CMMI-DEV into TPAM has affected essen-
tially definitions of some TPAM practices. As an example of such practice 
ENG.5.BP1 could be taken. Table 3 shows the five TPAM practices obtained from 
the original ENG.5.BP1 during the inclusion of all CMMI-DEV Engineering process 
areas: Requirements Development (RD), Product Integration (PI), Technical Solution 
(TS), Validation (VAL), and Verification (VER). 

Table 3. TPAM practices covering original ENG.5.BP1 after CMMI-DEV inclusion 

TPAM practices  % ISO/IEC 15504 practice 
ENG.5.BP1_1 Transform the software requirements 
into a software architecture design 

30 ENG.5.BP1 
Describe software 
architecture ENG.5.BP1_2 Describe software architecture 10 

ENG.5.BP1_3 Select Solutions  20 
TS_SP 2.1_1 Develop preliminary design 30 
TS_SP 2.4 Perform Make, Buy, or Reuse Analyses 10 

The last step was the inclusion of CMMI generic practices. It has been performed 
in accordance with [18], where it is proved that the capability dimensions of ISO/IEC 
15504 and CMMI are compatible. The 1st CMMI and ISO/IEC 15504 capability  
levels are fully compatible as both require base/specific practices to be performed. 
Each generic practice of the 2nd CMMI capability level partially covers one or more 
generic practices of 2nd ISO/IEC 15504 capability level. The 3rd capability level of 
CMMI and ISO/IEC 15504 has 2 and 11 generic practices correspondingly, but the 
requirements of generic goals and process attributes level are basically compatible. 

Using this approach, all CMMI-DEV process areas have been included into 
TPAM. Summarizing the results it could be stated that the most complicated and time 
consuming task is finding the relationships between CMMI-DEV and TPAM  
practices. The major part of CMMI-DEV has been fully covered by TPAM, but a 
large part of TPAM practices have been split to fulfill the Full Coverage rule.  
Only a few practices of CMMI-DEV (e. g. Perform Peer Reviews, Monitor Data 
Management, Evaluate Alternatives) have no related TPAM practices and have been 
added as new ones. 
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CMMI-DEV - ISO/IEC 15504-5:2006 Transformations 
When CMMI-DEV is included, TPAM provides possibility to transform a capability 
profile according CMMI-DEV to other source models covered by TPAM. Let’s take a 
CMMI-DEV capability profile with all Engineering process areas having capability level 
1 and assume that all their specific practices are fully (100%) performed. As the company 
owning this capability profile develops exclusively software, the transformation does not 
cover system related processes of ISO/IEC 15504-5:2006. The capability profile of 
ISO/IEC 15504-5:2006 obtained by TPAM transformation is presented in Figure 1, 
where “CL” means Capability level, “N”- Not achieved, “P” - Partially achieved, “L” - 
Largely achieved, “F” - Fully achieved. It may be noted that the scope of CMMI Engi-
neering process areas is much broader than ISO/IEC 15504 Engineering process group. 
The main reason why the most of ISO/IEC 15504-5:2006 Engineering processes do not 
achieve capability level 1 is that CMMI process area Requirements Management 
(REQM) is assigned to Project Management and therefore it is not included in this repre-
sentative transformation. 

 

Fig. 1. ISO/IEC 15504-5:2006 capability profile obtained from CMMI-DEV Engineering 
process areas 

For the opposite transformation let’s take ISO/IEC 15504-5:2006 capability profile 
with all Engineering group processes (except system processes) having capability 
level 1 and assume that all their base practices are fully (100%) performed. The re-
sulting CMMI-DEV capability profile obtained by TPAM transformation is presented 
in Figure 2, where “CL” means Capability level, “NI”- Not Implemented, “PI” - Par-
tially Implemented, “LI” - Largely Implemented, “FI” - Fully Implemented, and “SG” 
– specific goal. CMMI Engineering process areas Validation (VAL) and Verification 
(VER) are not addressed (and not presented in Figure 2) because the corresponding 
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processes of ISO/IEC 15504-5:2006 are assigned to Support process group that has 
not been included into original capability profile. 

 

Fig. 2. CMMI-DEV capability profile obtained from ISO/IEC 15504-5:2006 Engineering processes 

3.3 ISO/IEC 15504-5:2012 Inclusion 

For practical application of TPAM it is very important to have the current version of 
ISO/IEC 15504-5 included. This will facilitate the companies to migrate from 2006 
version to 2012 model version. 

Table 4 shows the relationships between these versions. ISO/IEC 15504-5:2012 uses 
the Process Reference Model (PRM) defined in ISO/IEC 12207:2008. The grouping  
of the processes has been changed essentially. For example, new PRM does not contain  
the Engineering (ENG) process group; it has been split into two new groups:  
Technical Processes (ENG) and Software Implementation Processes (DEV). 

Table 4. Comparison of ISO/IEC 15504-5 versions  

ISO/IEC 15504-5:2006 ISO/IEC 15504-5:2012 
Life Cycle Process Group Process Group Life Cycle 

Primary 

Acquisition 
Agreement System 

Supply 

Engineering 
Software Implementation Software 

Technical System 
Operation 

Organizational  

Management Project System 
Process Improvement Organizational Project-

Enabling 
System 

Resource and Infrastructure 
Reuse Software Reuse Software 

Supporting Support Software Support Software 

Also, two new types of processes – subprocesses and lower-level processes – were 
added to the revised SPICE model. Unfortunately, the standard does not define expli-
citly these concepts and does not reveal their differences. But it is clear that 
subprocesses and lower-level processes detail some process. It should be noted that 
hierarchy of subprocesses is possible. For example, the subprocess AGR.2C is de-
tailed by two subprocesses AGR.2D and AGR.2E defined in Annex D of ISO/IEC 
15504-5:2012. 

ISO/IEC 15504-2 defines the measurement framework only for capability of 
processes. Meanwhile, ISO/IEC 15504-5:2012 does not provide any explanation how  
capability of subprocesses and lower-level processes should be assessed.  
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Because subprocesses and lower-level processes meet ISO/IEC 15504-2 requirements 
for process definition, their capability assessment is exactly the same as defined for 
processes. When defining the scope of assessment the appropriate level of detail 
should be taken. For example, the company specializing in software development 
should assess all lower-level processes of ENG.4 process when assessment of the 
company developing systems could be limited to ENG.4 process level. Therefore, the 
processes of all levels should be included into TPAM. 

Currently Software Implementation Processes (DEV) of ISO/IEC 15504-5:2012 have 
been included into TPAM. It should be noted that the new model version places a greater 
emphasis on software implementation. For example, the ISO/IEC 15504-5:2006 
process ENG.5 Software design splits into two processes: DEV.2 Software architec-
tural design and DEV.3 Software detailed design. Consequently, the same happens 
with the base practices. 

ISO/IEC 15504-5:2006 has been designed for both: companies that engage in system 
development and companies that develop exclusively software. According to ISO/IEC 
15504-7, the company developing exclusively software does not have to assess 
processes ENG.2, ENG.3, ENG.9, and ENG.10. Following the same rule, it can be stated 
that the company developing exclusively software should assess ISO/IEC 15504-5:2012 
process ENG.1 Stakeholder requirements definition approaching it only from the pers-
pective of software development. 

Inclusion of Software Implementation Processes (DEV) of ISO/IEC 15504-5:2012 
shows that while structural changes of versions are essential, the contents do not sub-
stantially changed by. 

CMMI-DEV - ISO/IEC 15504-5:2012 Transformations 
To verify the inclusion of ISO/IEC 15504-5:2012 and transformation abilities, let’s take 
ISO/IEC 15504-5:2012 capability profile with all Software Implementation Processes 
having capability level 1 and assume that all their base practices are fully (100%)  
performed as in the previous examples. The resulting CMMI-DEV capability profile 
obtained by TPAM transformation is presented in Figure 3 (notation is exactly the same 
as used in Figure 2). CMMI Engineering process areas Validation (VAL) and Verifica-
tion (VER) are not addressed because the corresponding processes of ISO/IEC 15504 
remain assigned to Support process group. It should be noted that the resulting 
CMMI-DEV capability profile is exactly the same for both transformations from 
ISO/IEC 15504-5:2006 and ISO/IEC 15504-5:2012 and the ratings of the specific goals 
are also very similar.  

 

Fig. 3. CMMI-DEV capability profile obtained from ISO/IEC 15504-5:2012 Software 
implementation processes 
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4 Conclusions and Future Work 

The methodology for inclusion of a new model into TPAM has been elaborated and 
successfully applied for inclusion of CMMI-DEV V1.3 and ISO/IEC 15504-5:2012. 
The transformation of assessment results between three PAMs already integrated into 
TPAM have been performed. The following major conclusions can be drawn from the 
work performed: 

• ISO/IEC 15504 compatible models as well as CMMI like models (e.g. TMMI) 
could be included into TPAM. 

• Although structural changes of ISO/IEC 15504-5:2006 and ISO/IEC 15504-5:2012 
are essential, there are no substantial changes in the contents thereof. 

• TPAM provides possibility to convert assessment results between the models inte-
grated. 

• TPAM is a suitable tool for usage of multiple PAMs. 

The following future work is planned:  

• Finishing inclusion of ISO/IEC 15504-5:2012; 
• Inclusion of Automotive SPICE and Enterprise SPICE; 
• An extensive verification and validation of TPAM transforming agile methodology 

DSDM Atern assessment results according to TPAM and comparing them with as-
sessment results directly according to CMMI-DEV [19].  
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Abstract. Software Process Line (SPrL) has been claimed as a suitable para-
digm for tailoring and reuse of software processes. However, despite its increas-
ing importance, there is still a lack of research that systematically characterizes 
and analyzes the state of the art of SPrL approaches, in particular focusing on 
how such a paradigm has been used to improve software processes. This paper 
presents the method followed to perform a systematic literature review on SPrL 
in order to investigate the state of the art of this area, as well as the results of 
this review focusing especially on how variability is represented. We found 40 
primary studies about this topic published from 1996 to 2013. Our results indi-
cate that the software engineering community has increasingly invested effort in 
this area. However, it is still considered an immature area with many open is-
sues such as the lack of the modeling of well-known process standards and 
models using SPrL concepts and the lack of empirical evaluations.  

Keywords: Software Process Lines, Software Process Variability, Variability 
Management, Feature Model, Systematic Literature Review. 

1 Introduction 

The ultimate goal of improving software quality is the main motivation for software 
process definition, based on the premise that the process by which a software is de-
veloped strongly influences the quality of that software [44], [40]. However, process 
definition is a complex activity, requiring experience and knowledge of a variety of 
disciplines of software engineering [12], [17]. Additionally, defining software 
processes from scratch for each new project creates high risks and requires a signifi-
cant amount of effort and time [46]. 

For this purpose, the Software Process Line (SPrL) paradigm has been proposed. 
SPrL is a set of similar processes within a particular domain or for a particular pur-
pose, having common characteristics and built based upon common and reusable 
process assets [47]. By adopting the SPrL paradigm, an organization takes a proactive 
initiative for reuse, actively preparing its software processes for a number of antic-
ipated needs beforehand, whereas classic process tailoring typically modifies a 
process individually for a specific project [13]. 
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In this paper we present a Systematic Literature Review (SLR) that aims to charac-
terize existing approaches on SPrL. The rest of this paper is structured as follows: 
Section 2 describes the SLR method followed. Section 3 presents the data extraction 
and the results of the SLR. Section 4 presents related work. Section 5 discusses some 
threats to validity. Finally, Section 6 presents the conclusion and plans for future 
work. 

2 Research Method 

Systematic Literature Review (SLR) is a type of secondary study that uses a well-
defined method to identify, analyze, evaluate and interpret all available evidence (i.e., 
primary studies) related to a particular research question in a way that is unbiased and 
(to a degree) repeatable [2]. The outcomes of a SLR are far more convincing than a 
more informal approach to elaborate a research background [1]. 

The SLR process we performed was driven by process guidelines specified in [2] 
and [5] and is composed of the following phases: (i) planning the SLR, (ii) conducting 
the SLR and (iii) reporting the SLR. The writing and publication of this paper partial-
ly fulfills the reporting phase. The first author of this paper was the main responsible 
for performing the SLR, with some help from the other authors when needed. 

2.1 Planning the SLR 

The planning phase consists of the following steps: (i) identification of the need for a 
SLR; (ii) specifying the research questions; and (iii) developing the protocol. 

Need for a Systematic Literature Review: Regarding the aforementioned benefits 
of conducting a SLR and the lack of this kind of study focused specifically on SPrL, 
the authors of this paper judged that it would be important to conduct a SLR study to 
investigate this research area and to develop well-founded future work. 

Research Questions: Specifying the research questions is the most critical part of a 
SLR and it drives the study as a whole [2]. The research questions of this SLR are 
presented in Table 1. 

Table 1. Research questions 

Id. Research Question 
Q1 Which are the main contributions of the proposed approaches? 
Q2 How to represent variability? 
  Q2.1 Which variability types are provided? 
  Q2.2 Which dependency types are provided? 
  Q2.3 Which types of software process elements are targets of variability? 
Q3 Which process modeling languages are being used? 
Q4 Which process quality models and standards are being used? 
Q5 Which software engineering paradigms have been applied in conjunction with SPrL? 
Q6 Which software process line concepts are being used? 
Q7 Are there tools to support the approaches? 
Q8 How the proposed approaches are being validated? 
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SLR Protocol: The SLR protocol documents the method that was used to conduct the 
systematic review, in a way to reduce the researcher bias and increase repeatability.  

Search Strategy: In order to maximize the number of papers retrieved, the search 
strings, one for each digital library, were built considering both singular and plural 
forms (e.g., “process line” and “process lines”) and possible synonyms (e.g., “process 
line”, “process family” and “variant rich process”) of the main terms. Unnecessary 
plural terms that had no impact on results were omitted. A required condition was that 
all papers inside the control group had to be retrieved by this search string. 

Inclusion Criteria: The list of inclusion criteria is presented in Table 2. 

Table 2. Inclusion Criteria 

Id. Inclusion Criteria 

IC-01 The paper addresses variability, similarity or flexibility in process models. 

IC-02 The paper addresses product lines. 

IC-03 The paper addresses process reuse or process tailoring. 

IC-04 The paper addresses process lines. 

Exclusion Criteria: If a paper was classified in at least one of the exclusion criteria, 
then it was rejected. The list of exclusion criteria is shown in Table 3. 

Table 3. Exclusion Criteria 

Id. Exclusion Criteria 

EC-01 The publication refers to a proceeding, technical report, tutorial, minitrack or any kind of non-

scientific work. 

EC-02 The paper is not related to the area of Software Engineering (or even to the area of Computer

Science). 

EC-03 The paper addresses reuse only in software. 

EC-04 The paper addresses variability/similarity only in software or other entity. 

EC-05 The paper employs variability/similarity only in the sense of generic comparison, structural simi-

larity matching, process mining, statistical process control, process deviation, or process unpre-

dictability. 

EC-06 The paper uses “feature” term only in the sense of functionality. 

EC-07 The paper addresses software process, but not considering variability modelling. 

EC-08 The paper was not found without cost. 

EC-09 The paper was not found. 

EC-10 The paper addresses software process reuse, but not using SPrL concepts. 

EC-11 The paper is not written in English. 

EC-12 The paper addresses only product line. 

EC-13 The paper represents a systematic literature review. 
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2.2 Conducting the SLR 

In this phase, the process specified in the protocol was carried out. The main steps 
were: (i) identification of research; (ii) selection of primary studies; (iii) data extrac-
tion; and (iv) data analysis. 

Identification of Research: In this step, three digital libraries (Scopus, IEEE Xplore 
and Engineering Village) were queried in February 2014. Table 4 shows the search 
strings. The search strings retrieved, respectively, 1376, 778 and 1195 papers. 

Table 4. Search Strings and Additional Settings 

Scopus’ Search String: TITLE-ABS-KEY(("process line" OR "process lines" OR "process family" OR 
"process families" OR "variant rich process" OR "variant-rich process") OR (("business process" OR 
"business processes" OR "software process" OR "software processes" OR "process model" OR "process
models") AND (variability OR variabilities OR variation OR variations OR variant OR variants OR com-
monality OR commonalities OR similarity OR similarities OR "feature model" OR "feature models" OR
"feature modeling" OR "feature-based"))) AND (PUBYEAR > 1995) AND (PUBYEAR < 2014) AND 
(LIMIT-TO(SUBJAREA, "COMP")) 
Additional Settings: “Advanced search” mode selected.
IEEE Xplore’s Search String: ("process line" OR "process lines" OR "process family" OR "process
families" OR "variant rich process" OR "variant-rich process") OR (("business process" OR "business 
processes" OR "software process" OR "software processes" OR "process model" OR "process models")
AND (variability OR variabilities OR variation OR variations OR variant OR variants OR commonality
OR commonalities OR similarity OR similarities OR "feature model" OR "feature models" OR "feature
modeling" OR "feature-based")) 
Additional Settings: “Advanced search” and “command search” modes selected. Option “metadata only”
checked as true. “Publication year” in mode “range” from 1996 to 2013. “Content Type” with values “Con-
ference Publications”, “Journals & Magazines” and “Early Access Articles” selected.
Engineering Village’s Search String: ((((("process line" OR "process lines" OR "process family" OR
"process families" OR "variant rich process" OR "variant-rich process") OR (("business process" OR 
"business processes" OR "software process" OR "software processes" OR "process model" OR "process
models") AND (variability OR variabilities OR variation OR variations OR variant OR variants OR com-
monality OR commonalities OR similarity OR similarities OR "feature model" OR "feature models" OR
"feature modeling" OR "feature-based"))) WN KY) AND (723* WN CL) AND ({ca} OR {ja} OR {ip})
WN DT)) 
Additional Settings: “Expert search” mode selected. “Limit to” ranging from 1996 to 2013. 

Selection of Primary Studies: In the first filter, only the title, abstract and keywords 
of the papers were read. When papers apparently addressed only process variability, 
product line or process reuse, rather than reject them in the first filter, we applied the 
inclusion criteria IC-01, IC-02 and IC-03, respectively. After this step, 1133 papers 
were classified as duplicated, 1753 were rejected and 463 were accepted. 

In the second filter, a more detailed analysis was done upon the 463 papers that 
were accepted in the first filter, since a complete reading was performed. After the 
second filter, 423 papers were rejected and 40 were accepted. 

3 Data Extraction and Results 

In this step, the information from the accepted papers was extracted in order to answer 
the research questions of the SLR.  
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Primary Studies and Publishing Vehicles 
As Figure 1a shows, the 40 primary studies were published in a range of 18 years 
(from 1996 to 2013. There is evidence that the interest in the area is increasing, since 
between 1996 and 2003 only 2 (5%) of the papers had been published; and 26 (65%) 
of them were published over the last 4 years (between 2010 and 2013).  

Despite the small number of papers, there is evidence that researches in the area are 
maturing, considering that until 2005, there were no papers published in journals. The 
papers were published among 28 different publishing vehicles; and, in 21 (75%) of 
them, only 1 paper was published. Figure 1b shows the types of publishing vehicles. 

 

Fig. 1. Papers by Year and Type of Publishing Vehicles 

Main Contributions (Q1) 
“Method” definition is the most common contribution (Figure 2a). As stated by [40], 
the SPrL engineering process is composed by two phases: (i) domain engineering and 
(ii) application engineering. Considering only the 28 papers that proposed methods 
for SPrL engineering, Figure 2b shows the methods phases covered. It may indicate 
that more effort is being conducted in researches on how to create reusable processes 
than on how to tailor processes from SPrL. 

 

Fig. 2. Main Contributions and Coverage of the SPrL Engineering Methods 

Variability Types (Q2.1) 
As stated by [43], the notation expressiveness for specifying variability is one of the 
most relevant factors for successful SPrL adoption. Thus, the purpose of this question 
is to investigate how variability can be expressed in the proposed approaches for 
SPrL. Initially, we considered the most used variability types in SPrL, as investigated 
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by [3]: “alternative/variation point”, “optional” and “mandatory”. However, other 
values emerged during the conduct of the review: “invariant” and “crosscutting”. 
Figure 3a shows the variability types found.  

Dependency Types (Q2.2) 
Dependency is an important mechanism to support the decisions on variabilities and 
to ensure the consistency of the generated processes. The two types considered were 
“requirement” (e.g., if A is included, then B must also be included) and “exclu-
sion/mutual-exclusion” (e.g., if A is included, then B must not be included). Figure 3b 
shows the dependency types found and the number of related studies. 

Software Process Elements (Q2.3) 
We realized that it is a difficult task to establish a closed set of types (e.g., considering 
elements defined in SPEM as a basis) due to the variety of synonyms and conflicting 
meanings for process elements. Thus, the authors' original terminology was kept. 
Figure 4a shows the types of process elements found and the number of related stu-
dies using it. 

 

Fig. 3. Variability and Dependency Types 

Modeling Languages (Q3) 
A total of 29 different languages were found and Figure 4b shows the most common 
ones. Six languages were found in 2 papers and 4 languages were found in 1 paper. In 
5 primary studies (13%), the authors claimed that its approaches were independent of 
language. Only 7 primary studies (18%) did not mention any language. Thus, the 
majority of the primary studies (33, representing 82%) have mentioned at least one 
language. This result may show the importance of representing process elements and 
variabilities in the context of SPrL. 

Process Quality Models and Standards (Q4) 
Whether an organization desires to certify or evaluate its software development 
process, such a process must be rigorously defined as established by the most popular 
models and standards (e.g., CMMI-DEV, MR-MPS-SW, ISO/IEC 12207) and SPrL is 
a suitable approach for this purpose [17], [26], [30]. 

This SLR has identified 19 unique quality models, standards, process frameworks 
and process life cycles modeled considering SPrL concepts. The most common were: 
V-Modell XT, found in 4 primary studies (10%); and Scrum, found in 3 primary stu-
dies (8%). However, 12 of the 19 (63%) were modeled only in a single primary study. 
In addition, 21 primary studies (53%) did not mention any of them.  
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Fig. 4. Process Elements and Modeling Languages 

It is also important to consider that in most cases, these standards were modeled 
only as an example of application, without the authors worrying about defining their 
scope, consistency, applicability and validation. This is an evidence of the lack of 
papers that apply SPrL concepts to the most widely adopted process models and stan-
dards in the software engineering community. This kind of modeling could help soft-
ware organizations to take advantage of the benefits of SPrL. 

Software Engineering Paradigms (Q5) 
There are several concepts and paradigms in software engineering that can comple-
ment and benefit the SPrL paradigm [26], [32]. The most frequently paradigm applied 
in combination with SPrL was “Model-Driven Engineering (MDE)”, which was 
found in 9 primary studies (23%). Such a paradigm is related to transformations be-
tween models in order to automate some steps of the SPrL engineering. 

“Rationale Management” was the second most common paradigm, found in 4 pri-
mary studies (10%). It can be explained because SPrL is based on variability repre-
sentation and decisions must be made in order to include or not some elements and 
which is the most suitable alternative from a variety of possible ones. Thus, some 
authors apply rationale management to systematically resolve variabilities trade-offs.  

“Aspect-Oriented Engineering” was found in 3 primary studies (8%) and it was the 
third most common paradigm used in conjunction with SPrL. Some authors used such 
a paradigm in order to represent crosscutting variabilities.  

In addition, "Service-Oriented Architecture (SOA)", "Experience Factory", "Busi-
ness Process Management" and "Situational Method Engineering (SME)" were found 
each one in 2 papers; and "Global Software Development (GSD)" and "Agent-
Oriented Engineering" were found in 1 paper each one. 

SPrL Concepts Used (Q6) 
“Process Line” is the most common concept used, found in 29 (73%) of the primary 
studies; followed by “Product Line” and “Feature Modeling”, both found in 16 primary 
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studies each one (40%); “Process Family”, was found in 15 primary studies (38%); and 
“Process Line Architecture”, was found in 12 primary studies (30%). In addition, “Varia-
bility Management” 6; “Variant Rich Process” 4; “Product Family” 3; “System Family” 
2; “Domain Modeling” 1. 

The terms “Process Line” and “Process Family” were used together in 10 papers 
(25%), and in 67% of the time that the former was used, the latter was also used. At a 
first glance, it may seem strange the use of terms such as “Product Line”, “Product 
Family” and “System Family”. This can be explained by the fact that some authors 
claim to use these concepts applied to processes.  

Our conclusion is that there is no standardized nomenclature and semantic of con-
cepts, which may hinder the understanding and comparison. This may be a sign of 
lack of maturity of the area. 

Supporting Tools (Q7) 
Figure 5a shows the number of approaches with and without supporting tools. 

Validation Methods (Q8) 
The following empirical strategies defined by [6] were considered: “Survey”, “Case 
Study” and “Experiment”. In addition, nonscientific strategies were also considered, 
such as: “Expert Review”, “Comparison”, “Example”, and “Experience Report”. Fig-
ure 5b shows the validation methods used. 

We found that 18 papers (45%) have used only “Example”; 1 paper (3%) has  
used only “Comparison”; and 6 papers (15%) have used only “Experience Report”. 
Many authors claimed to have performed case study in order to validate their  
proposed approaches. However, we realized that none of them actually used this me-
thodology, as they did not follow a rigorous process (e.g., as defined by [6]).  

 

Fig. 5. Supporting Tools and Validation Methods 

4 Related Work 

Table 5 presents related work. In the first related work [3] (line 1), the authors con-
ducted a SLR aiming to identify requirements of notations and mechanisms for soft-
ware process tailoring. Although considering software process, the scope is wider, as 
SPrL is just one of the process tailoring approaches addressed by the authors. 

In the second related work [4] (line 2), it was performed a SLR on business process 
lines with special attention to dynamic variability, like changes that need to be carried 
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out at run-time. Despite of the similarity with our work, their work focused only on 
business processes1. 

Table 5. Comparison of related SLRs 

SLR Period Digital Libraries 
# of  

retrieved 
# of  

accepted 
[Martínez-Ruiz 

et al. 2012] 
1991-2009 Science Direct, Wiley InterScience, Springer-

Link, IEEE Xplore, ACM Digital Library 
1172 32 

[Rocha and 
Fantinato 2013] 

2003-2012 Scopus, ISI Web of Science, IEEE Xplore, 
ACM Digital Library, SpringerLink, ScienceDi-
rect, Engineering Village. 

3649 63 

This 1996-2013 Scopus, IEEE Xplore, Engineering Village. 3349 40 

5 Threats to Validity 

In order to analyze threats to validity related to this SLR, key concerns are addressed 
separately as follows: 

Discovering the highest number of primary studies: for this purpose, the search strings 
were reviewed by the second author. In addition, they contain synonym and both sin-
gular and plural forms of the main terms. However, the number of digital libraries 
used (i.e., only three) may be considered low compared with related work (that used 
five [3] and seven [4]). Other risk was the lack of access to some papers that are paid 
or not found. Finally, only papers written in English were read. Therefore, this SLR 
may have ignored some potentially relevant primary studies. 

Avoiding early rejection of potentially relevant primary studies: in order to avoid it, in 
the first filter of the selection process, papers were accepted even though SPrL con-
cepts were not evident at a first glance. In addition, in case of doubt the papers were 
accepted too. However, the lack of clarity and inconsistencies found in some papers 
together with schedule constraints (preventing consulting other authors) may have led 
to the rejection of some potentially important primary study.  

Avoiding misclassification of primary studies: data extraction was a difficult task, as 
there were many conflicting and overlapping concepts, in addition to missing or even 
erroneous information in the primary studies. As a measure to mitigate the risk of 
erroneous classification, the other authors were consulted in case of doubt; however it 
was not always possible. For all these factors, some misclassification may be occurred 
and it is not guaranteed that the outcome of the extraction made by other researches 
would be identical to those presented in this paper. 

Increasing transparency and repeatability: it is improved by documenting and disse-
minating the research questions, search strings, inclusion and exclusion criteria,  
digital libraries used, process undertaken and all accepted primary studies in the refer-
ences. But, full transparency is not possible as some information cannot be presented 
here for the sake of space. 

                                                           
1 E.g. processes related to purchasing, manufacturing, advertising and sales. 
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6 Conclusion and Next Steps 

This paper presented the process followed to perform a SLR aiming to get an over-
view of existing researches on software process lines.  

The results show an increasing interesting in SPrL research. They also suggest the 
immaturity of the area, since there is no a well-defined taxonomy and the quality assess-
ment of the proposed approaches needs improvement in terms of empirical validation. 
Another weakness is the low number of works that performed comparative studies to 
highlight advantages and disadvantages between their approaches and related work. 
However, this area has been showing signs of an increase in maturity as the numbers of 
published papers are increasing and SPrL has been applied in practice. 

Taking into account the fact that this SLR has accepted only 40 papers and related 
work [4] has accepted 63 (57% more), it may also indicate a lower level of maturity 
of software process lines in relation to business processes lines. 

A research trend we identified was the increasing number of experience report in 
industry and academy showing evidences that the SPrL paradigm is feasible and 
beneficial to be applied in real context. But, we suggest the use of a more rigorous 
method like case study for this purpose. 

A future work is the modeling of widely adopted process models and standards. 
The authors of this paper have already modeled a SPrL for CMMI-DEV in conjunc-
tion with Scrum [7]. Our next goal is to investigate the effectiveness of SPrL para-
digm for this purpose through an empirical study, since it is a promising area.  
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Abstract. Innovation is regarded a key element for an organization’s business 
success. The models and methods available for innovation management mainly 
concentrate on the product and service businesses in consumer or business-to-
business markets. Software Product Line Engineering (SPLE) allows delivering 
customized software at reduced costs and development time while simultaneously 
enhancing quality. To reach that, SPLE employs proactive planning and 
engineering which require prescribing product features, variants, etc. Innovating 
and flexibly adapting a product line is thus highly challenging. We present a 
holistic approach for systematically evaluating and adapting an innovation system 
for SPLE organizations based on the organization’s business characteristics and 
discuss how the process dimension is embedded into this approach and related to 
the concept of process assessment and improvement. 

Keywords: software business characteristics, product line engineering, innovation 
management system, innovation process, evaluation, customization. 

1 Introduction, Goals, Research Context, and Approach 

Innovation is considered a key element for an organization’s business success and 
gaining and maintaining competitive advantage. However, as organizations are 
constantly challenged by competition, just spawning new ideas does not guarantee 
success. Therefore, the systematic management of innovations from idea creation to 
market introduction has been subject to research for a long time, mainly driven by the 
product and service businesses in consumer or business-to-business markets. 

On the other hand, Software Product Line Engineering (SPLE) employs systematic 
variability management and proactive planning and engineering which to a significant 
extent require prescribing the features of the products in the Software Product Line 
(SPL), the allowed variants, etc. in order to deliver a widely predefined spectrum of 
software products at reduced costs and development times and enhanced quality. 
Potential innovations to a SPL may thus be impeded if they require changes to the pre-
planned models and structures of the SPL and overall innovations may be prevented. 
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As SPLE approaches generally lack a systematic approach for innovation management, 
SPLE organizations often do not fully exploit their innovation potential.  

We therefore present a business characteristics-driven approach for systematically 
customizing an innovation management system for software businesses applying 
SPLE, consisting of a conceptual framework and a method for supporting SPLE 
organizations in developing a customized innovation management system that allows 
them to exploit their business-specific innovation benefits, increase competitiveness, 
reduce innovation risks, and embed innovation in the organization's culture. 

The work is based on the results of work with an industry partner in order to foster 
the establishment of systematic innovation management within the industrial solutions 
business (ISB), based on the assumption that system family approaches are a key 
enabler for enhancing productivity and quality in the ISB. Innovations in the ISB are 
mostly driven by customer requests within a specific project and typically need a 
systematic, fast and accurate feasibility study for which resources and know-how are 
often not available within a project. Further problems arise from a lack of willingness 
to change and take risks, a lack of top management support or a too strong focus on 
technical innovation. Establishing systematic innovation management was thus 
considered a promising contribution to the goal of systematically improving the ISB. 

To get an overview of state-of-the-art concepts, models and methods in innovation 
and innovation management a literature review has been performed [1-15]. As an 
understanding of SPL-based businesses and their characteristics were assumed to be 
the foundation for further investigations, a comparison of the SPL-based business with 
other business types has been performed. The identification and evaluation of 
appropriate comparison criteria was supported by researching literature from related 
domains [16-19] and by discussions with domain experts. Based on this, the different 
topics that need to be addressed by innovation management and the challenges and 
requirements posed on these topics by SPLE characteristics have been identified. A 
high-level description of the resulting conceptual framework for representing generic 
innovation system requirements for SPLE has been presented as a short paper at SEAA 
2013 [20]. The present paper extends this work with more details, background, and 
related work, and adds the presentation of a method for applying the framework to 
improve an organization’s specific innovation system.  

The remainder of the paper is structured as follows: Section 2 provides background 
and related work on SPLE and innovation management; Section 3 provides details on 
the performed literature research on innovation system design and innovation process 
models, and identifies key innovation challenges for SPLE; Section 4 summarizes the 
conceptual framework developed for innovation system customization; Section 5 
outlines the method for application of the framework; Section 6 summarizes and 
concludes the paper and discusses directions for further work. 

2 Background and Related Work 

Innovation is typically not restricted to new ideas and invention, but encompasses the 
exploitation of an idea and its successful introduction in a market as important aspects. 
Innovation management is the systematic planning, implementation, and controlling of 
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innovations. An overview on the various approaches to define innovation and 
innovation management is provided by Hauschildt [6].  

2.1 Innovation and Innovation Management 

Innovations are typically distinguished by their subject, their degree of novelty, or 
their initiating driver. The subject can be a product or service, a process, a technology, 
the business model, the organization, etc. Along the novelty dimension, typically 
radical and incremental innovations are distinguished [1] [6] with radical innovations 
causing a major change in the corresponding subject, while incremental innovations 
only introduce small improvements. The initiating driver can stem from either 
technology or market [5] [6]. When new technologies are available (e.g. RFID), new 
ideas will spawn on how to make use of these technologies (e.g. RFID-tags in 
logistics). Such innovations are in a way pushed into the market by these new 
opportunities ("technology push"). On the other hand, innovations are initiated to 
fulfill customer needs, so in a way they are pulled by the market ("market/demand 
pull"). Importantly, different types of innovation need different handling. 

Hauschildt points out, that innovations disturb the well-established routines in an 
organization and have the inherent potential for conflicts [6]. Therefore, an 
organization has to determine rules on how to handle such conflicts so that neither 
routine nor innovation dominates. Typical elements of innovation management are 
identified by Davila et al. [1] and comprise amongst others innovation strategy, 
organizational structure, and innovation process. Due to different business 
characteristics, e.g. with respect to targeted markets, offered products and services, 
applied engineering approaches, or position in the value chain, each organization has to 
develop or at least customize its own innovation management system. 

2.2 Software Product Lines 

A SPL is defined as a set of software or software-intensive systems that share a 
common, managed set of features that satisfy the specific needs of a particular market 
and are developed from a common set of core assets in a prescribed way [21]. The 
benefits of SPLE include the delivery of customized products at reduced costs and 
development times and enhanced quality, and the ability to master the increasing 
complexity of software products. According to Matys [22] the group of products of a 
SPL may share different kinds of relationships, e.g. products may provide similar 
functionality and share common features, complement each other, or target the same 
market. The core of SPLE is that products are generated based on the planned, 
systematic reuse of components, methods, tools, and other resources [23].  

Typically SPLE is divided into order-independent domain engineering and order-
specific application engineering. Domain engineering defines and realizes the 
commonalties and variability of the SPL, whereas application engineering builds the 
software products by reusing domain artifacts provided by domain engineering and 
exploiting the SPL's variability [24] [25]. In the recently released standard 
ISO/IEC 26550 this distinction is reflected by two lifecycles, the domain engineering 
lifecycle and the application engineering lifecycle [26]. 
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2.3 Innovation vs. Product Management, Lifecycle Processes, and SPLE 

Own research [27] [28], carried out to identify software product management best 
practices for product-oriented software development from selected software product 
line and product management frameworks, showed that only few of these frameworks 
explicitly foresee innovation and innovation management practices. Innovation in 
these contexts addresses the extension of the product portfolio with new or enhanced 
products that satisfy customer needs or various strategies (e.g. innovation leader, 
product imitation) and suggests sources for idea generation (e.g. Pohl et al. [24]). 

This research also highlighted that product innovation – in terms of extending the 
product portfolio – is not in the scope of software engineering lifecycle process models 
like ISO/IEC 12207 [29]. Although various processes handle change requests provided 
by stakeholders, systematically managing and utilizing these sources and generating, 
evaluating, and realizing ideas for new or enhanced products, etc. is not addressed.  

Key outcomes for a potential Product Innovation Process, which aims at extending 
a product portfolio with new or enhanced products, are identified in [28] and comprise: 

• the development and establishment of a strategy for product innovation, 
• the systematic search for new ideas according to this innovation strategy, 
• the systematic evaluation and selection for implementation of ideas for new 

products or product enhancements, and 
• the identification and continuous assessment of technologies for their immediate 

benefit and potential future applicability. 

 

 

Fig. 1. Project scenarios with different kinds of innovation 

In an SPLE environment, potential innovations may be hindered or not even 
considered if they require changes to the pre-defined and established models and 
structures of the SPL, since changes to the SPL’s variability model may imply high 
effort for the existing and planned products [30]. Thus innovations may be prevented 
and the SPL may encounter a lock-in effect [30] which puts at risk the SPL's long-term 
competitiveness and ability to adapt to changing business factors and parameters.  
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With respect to software organizations applying SPLE, Böckle [30] provides a series of 
innovation management measures aimed at preventing this lock-in effect, but without 
detailing how to select appropriate measures for a particular organization’s situation. 

In SPLE, the customer-specific product development is typically assumed to take 
place within the application engineering part of the overall engineering process. As a 
consequence, innovation management in SPLE contexts has to address the specific 
challenge that innovation will happen within and outside such customer-specific 
projects, and that there is by nature a tension between customer-specific and reusable 
innovations. The SPLE innovation and innovation management process thus need to 
cover multiple project scenarios (cf. Fig. 1) and potentially multiple instantiations of 
those. Scenarios include customer projects which employ internally, i.e. from within 
the organization, or externally triggered innovations, customer-independent projects to 
develop an innovation for marketability, and research and development projects. 

Chances for innovation can potentially spawn from and be further handled in any of 
these scenarios and the life cycle of an innovation can run through multiple such 
project scenarios, which requires additional processes to manage, control, coordinate, 
and synchronize innovations across projects and products or solutions. 

The key characteristics of the innovation and innovation management process for 
SPLE contexts identified during development of the approach are: 

• "Identification of chances for innovation" is a central and ongoing activity that is 
closely linked with all other processes. It also links the different project scenarios 
where different kinds of innovation take place (cf. Fig. 1). 

• "Strategy development" drives and at the same time is driven by "Identification of 
chances for innovation" and is an ongoing activity. 

• A distinction between "problem" and "idea" has to be made. A specific problem 
requires "Idea generation" to find solutions to the problem. 

• A recurring activity for "Rating & Selection" of problems and ideas is necessary 
and may be triggered regularly or on occasion. It has to be performed within and 
beyond the boundaries of projects, organizational units and disciplines. 

• Activities like development, test, or market launch of traditional product-oriented 
innovation process models are widely covered through other processes and 
typically already well-established in SPLE contexts. 

3 Innovation System Design Challenges in SPLE 

Innovation management literature provides a plethora of innovation models [1], 
processes [2], success factors [1] [3] [4] and techniques and tools that an organization 
may apply. Depending on the innovation subject, degree of novelty, and initiating 
driver, there are many different types of innovation that require different handling and 
need to be considered in designing an innovation management system. Davies and 
Hobday [18] [19] particularly focus on the specifics of project-based organizations in 
the domain of complex products and systems (COPS). A key element of their work is 
how the nature of COPS affects innovation and how projects can drive innovation. 

The innovation process is a central element of innovation management and there 
exist a lot of innovation process models in literature. A summary has been compiled by 
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Verworn and Herstatt [15]. Many of these models are based on a stage-and-review 
concept. Such sequential models are not very flexible, time consuming, and often too 
much focused on technology. Consequently, more recent models, e.g. the model of 
Hughes et al. [15], explicitly comprise parallel and iterative execution of activities. 

Nevertheless, none of the reviewed innovation process models explicitly addresses 
SPL-based businesses, but particular features appropriate for this business type can be 
identified. The models of Ebert et al. and Pleschak et al. [15] for instance, cover idea 
generation in detail, while other models require an existing idea to start the innovation 
process. Ebert et al. identify the sources of problems that trigger innovations, including 
market development, competitive situation, customer requests, technological advance, 
or social, public, and environmental developments. Both models explicitly mention 
strategy as a necessary input for idea generation and evaluation. The model of Ulrich et 
al. [15] emphasizes a multi-disciplinary approach by integrating different business 
functions (marketing, design, finance, etc.) into each stage of the innovation process. 

Based on an analysis of the identified project scenarios (cf. Fig. 1) and discussions 
with project management and innovation experts the following key innovation 
challenges have to be addressed for SPLE contexts (extended from [20]): 

• Innovations happen within and outside customer-specific projects: The goals and 
constraints in both innovation contexts differ greatly and require a different 
handling of innovations. The innovation strategy has to make statements on the 
role and importance of innovation in each context. For customer-specific projects, 
quick and accurate feasibility and risk evaluation and flexible development have to 
be ensured. The innovation process has to integrate the two contexts and the 
organizational structure must support innovations in both contexts. 

• There is a tension between customer-specific and reusable innovations: Innovation 
management has to find a balance between these contradicting goals. On the one 
hand, providing customized solutions is essential, on the other hand, cost saving 
pressure demands for reusable solutions. Innovation strategy has to define 
objectives and where to focus innovation efforts. The innovation process has to 
support the innovation strategy for example by defining appropriate evaluation 
criteria or allowing different paths an innovation can take. 

• Coordination of innovation across multiple organizational units and product sub-
systems: In the development of a customer-specific product many different 
organizational units are involved. Innovation strategy must define the role of 
innovations and specific objectives for these units as well as for the different 
elements in the product structure. The extensive range of innovation possibilities 
requires clear statements regarding objectives and focus of innovation efforts. 
Organizational units need to be integrated into a multi-disciplinary process. 

• Integration of customers, suppliers, and partners as well as multiple disciplines 
and competencies: Developing and delivering customized products often involves 
broad and dynamic networks of suppliers and partners, and also of the individual 
customer. In specific engineering contexts, systems often integrate multiple 
disciplines and require extensive knowledge. These sources of innovation need to 
be considered in the innovation strategy and integrated by the innovation process. 
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4 Innovation System Customization Concept 

The conceptual framework for innovation system customization, as outlined in [20], 
prescribes generic innovation management system requirements for SPLE across two 
dimensions (cf. Fig. 2): firstly, innovation management elements, like innovation 
strategy or innovation process, that have to be considered in defining an innovation 
system; secondly, software business characteristics, that differentiate businesses or 
organizations. The requirements are then defined at the intersection of a specific 
software business characteristic with an innovation management element. 

The approach provides a structured representation of the requirements that are posed 
on innovation management in SPLE contexts. Each of the identified software business 
characteristics is analyzed regarding its potential values and its impact on specific 
innovation management elements. 

Requirements regarding 
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Fig. 2. Framework for innovation system customization (adapted from [20]) 

According to Davila et al. [1] the following elements have to be considered in order 
to develop an innovation management system: Innovation Strategy, Organizational 
Structure, Innovation Process, Innovation Culture, Innovation Measurement, 
Incentives and Rewards, and Learning. They are described in more detail in [20]. 

The criteria that are suitable to differentiate and characterize software businesses 
and organizations can be ordered into the following categories (extended from [20]): 

• The 'Customers and Market' category that characterizes an organization’s 
customers and approached markets and comprises criteria such as anonymity of 
customers or markets, strength and duration of customer-relationships, the degree 
to which customers are involved with or are able to control product developments, 
the structure and competiveness of markets, or buying decisions of customers. 

• The 'Products and Services' category that characterizes an organization's products 
and services according e.g. to their typical life-span and life cycle costs, the degree 
of customization, product complexity, or competitive advantage.  

• The 'Engineering and Production' category that characterizes the process of 
developing and generating the products and services. These criteria comprise e.g. 
typical volumes or batches produced, the repeatability of the process, the type of 
order fulfillment, the distribution of effort between order-independent and order-
specific engineering, or the number and kind of involved engineering disciplines. 
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• The 'Organization' category that characterizes the role of the organization towards 
its customers, i.e. where in the value chain the organization positions itself, core 
competencies of the organization, structure of supplier and partner networks, etc. 

For each criterion a set of typical characteristics or values the criterion could have 
for a specific organization is foreseen in the framework. These criteria and their 
characteristics stem from an initial criteria set for business characterization in the ISB, 
which was further enhanced to cover SPLE contexts. Overall, the identified software 
business characteristics suggest that innovation management concepts, which are well-
established in other business types, should not be applied in SPLE contexts without 
careful analysis and appropriate adaptation. 

Table 1. Requirements for business criterion 'anonymity of customers or market' vs. innovation 
management element ‘Innovation Process’ 

 Anonymous markets Individual customers 
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• Establish a process that systematically gathers 
ideas in a repository and funnels them through 
different stages into marketable innovations 

• Establish systematic risk evaluations and ensure 
innovations are thoroughly tested before roll out 
on the market 

• Provide clear criteria for evaluating ideas in 
order to make transparent go/no-go decisions 
for innovations 

• Ensure innovations are relevant for broad parts 
of the market 

• Ensure that the possibilities the current product 
line offers for innovations are systematically 
and constantly analyzed and exploited 

• Establish a process that ensures quick 
evaluation of customer requests and 
respective innovation risks 

• Ensure innovations initiated by or 
realized for a specific customer are not 
forgotten but collected and evaluated 
for reusability for other customers or 
integration into the product line 

• Focus on maintaining a flexible 
product line that can be adapted to 
changing customer needs 

• Ensure customers are integrated into 
the innovation process or innovation 
activities as early as possible 

We exemplarily illustrate the generic requirements provided by the framework by 
showing which requirements for the innovation management element Innovation 
Process can be derived for each of the characteristics of the criterion 'anonymity of 
customers or market'  in order to demonstrate the power of the approach in identifying 
innovation system requirements tailored to the specific needs of an organization. 

For the selected criterion two basic characteristics can be differentiated. The 
organization may target an anonymous market with its products, which is typical for 
high volume consumer products with no direct contact to customers. On the other 
hand, an organization may provide its products to individual customers, typically 
accompanied with direct contact, strong customer relationships, and the need to fulfill 
customer requests. The requirements that can be derived for these two characteristics 
are shown in Table 1 (excerpted from [20]). 

The identification of the framework’s requirements is based on the knowledge and 
information gathered during the preceding analysis of innovation and innovation 
management literature and incorporation of the results of the analysis of the different 
SPLE-related project scenarios (cf. Fig. 1) and the specific challenges they pose. 
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5 Innovation System Evaluation and Adaptation Method 

As sketched in Fig. 2, the identification of an organization’s business characteristics 
allows identifying the requirements shaping the innovation management system. The 
result is a set of requirements for each of the innovation management elements that 
are linked with and induced by a specific business characteristic. This way, an 
organization can on the one hand gather the relevant requirements the innovation 
management system has to fulfill. On the other hand, gaps in currently implemented 
innovation management systems can be identified and improvements derived. 

The purpose of the innovation system evaluation and adaptation method is thus to 
tailor the provided generic innovation system according to the organization’s specific 
business characteristics and to assess the state of fulfillment of the requirements 
associated with and adapted for these characteristics. This provides the foundation for 
the subsequent identification of areas in need for taking appropriate measures and the 
derivation of respective improvement measures. The method steps are: 

Step 1 - Tailoring of Criteria and Characteristics. The provided generic innovation 
system with all its software business criteria and characteristics is tailored to the 
specific organization. For each criterion there are multiple characteristics defined and 
those that most apply to the organization have to be selected. 

Step 2 - Consolidation and Refinement of Requirements. The generic requirements 
linked to the selected business characteristics are consolidated and refined according 
to the specifics of the organization. The requirements associated with each business 
characteristic should be discussed among the stakeholders and their validity for the 
organization confirmed. If for a specific criterion multiple characteristics apply, the 
stakeholders typically have to deal with some contradicting requirements. If such 
requirements are valid, it has to be clearly stated for which contexts of the 
organization they apply. Additionally, it should be identified whether the organization 
has any specific requirements regarding innovation not covered by the provided 
innovation system. As a result, the tailored innovation system contains only the 
requirements that will shape the organization-specific innovation system. This step 
also fosters a common understanding between the stakeholders. 

Step 3 - Requirements Fulfillment Assessment. An evaluation of the fulfillment of 
the consolidated and refined requirements is performed. We recommend using an 
NPLF-scale, i.e. is N(ot), P(artially), L(argely), or F(ully) fulfilled, with percentages 
of fulfillment as in ISO/IEC 15504 [31]. For this step it may be appropriate to 
perform multiple sessions, each focusing on specific innovation management 
elements like innovation strategy or innovation process, which supports use of 
existing evaluation results, e.g. from process assessment or strategy evaluation. 

Step 4 - Identification of Need for Action. For each requirement its importance for 
the organization’s business and innovation success is estimated. Indicators typically 
include the contribution of fulfilling a requirement to achieving the business goals or 
its strategic fit. A simple scale of low, medium, and high importance is considered 
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sufficient. Based on this assessment, the need for action can be identified by 
combining the identified requirement fulfillment and its importance. As a result, each 
requirement can be put into a simple portfolio of requirements fulfillment vs. 
requirements importance. 

Step 5 - Identification of Improvement Measures. For those requirements that were 
identified to require urgent action measures are elaborated and defined which 
implement the requirement. Since such a measure in itself is an innovation and may 
imply more or less changes within the organization, all affected stakeholders should 
be incorporated into planning and performing the measure. 

Step 6 - Re-Evaluation. A re-evaluation should be performed regularly. The initial 
tailoring step can be reduced to checking if the selected business characteristics still 
apply or the organization has changed significantly. The consolidation and refinement 
of requirements in the second step is only necessary if business characteristics have 
changed or new stakeholders are involved and typically can be performed quickly. 
The evaluation of requirements fulfillment and the subsequent steps should then be 
performed with great care, but may focus only on those requirements, which are new 
or previously were the trigger of an improvement measure. 

The outlined approach allows organizations to make more informed, transparent, 
and documented innovation management decisions. Moreover, foreseeable changes to 
business characteristics may be evaluated early for changes to the innovation system. 

6 Summary, Conclusions, Future Work 

The paper presented research on innovation management in SPL-based businesses, 
based on the assumption that these businesses are substantially different from others 
and therefore classical innovation concepts and methods need adaptation. 

The presented innovation system customization framework and method are based 
on the identification of relevant software business characteristics and the generic, in-
advance identification of the requirements these characteristics pose on specific 
innovation management elements. These generic requirements are envisioned to serve 
as major input into the discussion related to innovation system design, based on and 
tailored through an assessment of an organization’s specific business characteristics. 

The sets of requirements identified show significant, important, and valid 
differences for each of the innovation management elements. The current state of the 
requirements is considered sufficient to demonstrate the capabilities of the approach. 
The requirements are consistent within each and across all innovation management 
elements. Potential dependencies between requirements induced by dependencies 
between characteristics of different business criteria are currently not modeled within 
the framework and require consolidation within the application of the framework. 

The developed innovation system customization approach can thus serve as a sound 
basis for understanding the specific innovation challenges and deriving a sound basis 
of requirements for implementation or improvement of an organization’s specific 
innovation system. The separation of the resulting requirements into innovation 
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management elements, should further allow integration with existing approaches to 
process improvement, e.g. by interpreting the requirements identified for ‘innovation 
process’ as a kind of process outcomes. On the other hand, process improvement can 
be seen as one specific kind of innovation (cf. also section 2.1 on innovation subjects). 
Establishing this mutual link to process assessment and improvement (e.g. SPICE type 
process assessment [31]) is a candidate path for future work.  

The collection of innovation system requirements for SPLE linked to software 
business characteristics is intended to be a living framework that is continuously 
updated with and evaluated against the results of its application. The incorporation of 
feedback from application into the framework is an essential pillar of the approach and 
envisioned to satisfactorily stabilize the framework as part of future work.  

The approach builds on work in the field of system family-oriented systems 
engineering and has been partly applied in contexts targeting the improvement of 
product management and engineering in SPLE contexts, but is not yet fully validated. 
Due to this initial focus on SPLE, aspects of service innovation as an important 
innovation subject are currently only marginally addressed.  

In the course of future work, part of the requirements definitions need to be 
sharpened and refined to make their SPLE-focus more explicit where appropriate. On 
the other hand, explicit application of SPLE is not a fundamental prerequisite for 
applying the conceptual framework to other businesses. In particular, organizations 
that develop multiple software products without explicitly applying SPLE could also 
use the framework and benefit from it by improving their innovation systems. In this 
context, it is of particular interest to analyze the extent to which peculiarities of SPLE 
are reflected in the currently defined characteristics and requirements. 
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Abstract. This paper outlines the MDevSPICE-Adept process assessment 
method. MDevSPICE-Adept is a lightweight process assessment method that 
has been created for the MDevSPICE software process assessment model which 
is currently being developed for the medical device industry. MDevSPICE is a 
fully validated release of a medical device software process assessment model 
(formerly known as Medi SPICE), which was developed by the authors. While 
the MDevSPICE process assessment model is detailed and comprehensive, 
there is industry demand for a lightweight medical device software process 
assessment method. To address this requirement the MDevSPICE-Adept 
method has been developed. Details on how this has taken place and the 
procedures for implementing an MDevSPICE-Adept process assessment are 
presented. Information is also provided regarding how an MDevSPICE process 
assessment was undertaken in an Irish based medical device company. A 
summary of the issues identified from this process assessment and the actions 
taken to facilitate process improvement is also presented. Finally, plans for 
future work are discussed.  

Keywords: Medical Device Software, Software Process Improvement, 
Lightweight Process Assessment Method, Medical Device Software Process 
Assessment, MDevSPICE. 

1 Introduction 

Due to the potential threat that medical devices pose to patients, clinicians and third 
parties their development is highly regulated. In recent years there has been a 
significant increase in the role and importance that software plays in the healthcare 
industry [1]. The outcome of this has been the substantial increase in the functionality, 
complexity and size of software components in medical devices [2]. This 
development has been recognized by the European Union (EU) in their latest 
amendment to the Medical Devices Directive (MDD) (2007/47/EC) [3]. As a result, 
standalone software may now be classified as an active medical device in its own 
right in the EU. Given the importance and relevance of this measure, the European 
Commission released a guidance document for the qualification and classification of 
standalone medical device software MEDDEV 2.1/6 [4] in January 2012. In the 
United States (US), the Food and Drug Administration (FDA) are responsible for the 
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regulation and approval of medical devices and have published software specific 
guidance documents for medical device software developers, such as the General 
Principles of Software Validation [5], Off-the-Shelf Software Use in Medical Devices 
[6] and Guidance on the Content of Premarket Submissions for Software Contained in 
Medical Devices [7]. To address the increasingly important role that software now 
plays, the FDA recently published the Medical Device Data Systems Final Rule [8] 
and Draft Guidance in Relation to Mobile Applications [9]. 

Given the mission critical nature of medical device software compliance with the 
relevant regulations, international standards and guidance documents of the region 
where a medical device is to be marketed is obligatory [10]. In the EU, the receipt of 
the CE mark is essential and in the US, FDA approval is required. There are approval 
bodies performing similar roles in other countries including China, Canada, India, 
Japan, and Australia. A key international standard for achieving regulatory 
compliance is IEC 62304:2006 [11] and its aligned standards ISO13485:2003 [12], 
ISO 14971:2007 [13], EN 60601-1:2005 [14], IEC 62366:2007 [15] and IEC 
60812:2006 [16]. Information is also provided in relevant technical reports  IEC/TR 
80002-1:2009 [17] and IEC/TR 61508:2003 [18]. Despite the provision of these 
international standards, technical reports, regulations and guidance documents, the 
information they offer is high-level and no specific methods for performing the 
essential activities required have been provided [19]. 

It is therefore not surprising, given the importance that achieving regulatory 
approval plays, that organizations developing medical device software have focused 
on achieving compliance rather than implementing efficient processes and 
undertaking process improvement [20]. Previously this was not a critical issue due to 
the limited proportion of software in medical devices and it was acceptable to take a 
compliance centric approach. This is no longer the case and there is now a particular 
requirement for highly effective and efficient software development processes to be in 
place. These processes need to be defined in a regulatory compliant manner and then 
adopted to produce the required deliverables in order to achieve approval [19]. To 
address this requirement, MDevSPICE (formerly known as Medi SPICE [21]), a 
medical device software process assessment model (PAM) is being developed and 
validated, which will be made available to the international medical device industry 
during November 2014. While the MDevSPICE PAM is a comprehensive and 
detailed process assessment model based on process reference model (PRM) both of 
which are described in Section 2, there is also industry demand for a lightweight 
medical device software process assessment method [22]. The MDevSPICE-Adept 
process assessment method has been developed to help address this requirement and 
this is discussed in section 3 along with the procedure for its implementation. Section 
4 outlines how a MDevSPICE-Adept process assessment was undertaken and 
provides a summary of the process improvement plan which was collaboratively 
developed based on the findings report. Section 5 provides a summary and context for 
future work based on this research. 
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2 PRM and PAM of MDevSPICE 

Existing software process models like the Capability Maturity Model Integration 
(CMMI) [23] and ISO 15504-5:2012 [24] (SPICE) describe generic software 
development best practices and were not developed to provide coverage of all the 
necessary areas required to achieve domain specific requirements such as medical 
device regulatory compliance [25]. To address the requirement for a medical device 
software development, the Regulated Software Research Centre (RSRC) at Dundalk 
Institute of Technology (DkIT) undertook extensive research in the area [19]. This 
resulted in work commencing on the development of MDevSPICE PAM (initially 
known as Medi SPICE), a medical device specific process assessment model, which 
is being developed in collaboration with the SPICE community, the international 
medical device standards community and the international medical device software 
industry. This process assessment model is in line with Automotive SPICE [26], a 
domain specific process assessment model for the automotive industry.  

The MDevSPICE PAM is based upon the latest version of ISO/IEC 15504-5:2012 
and provides coverage of the relevant medical device regulations, standards, technical 
reports and guidance documents, as illustrated on Fig.1. These include IEC 
62304:2006 and its aligned standards (ISO 14971 [13], ISO 13485 [12], IEC TR 
80002-1 [17], IEC 62366 [15], IEC 60601-1 [14], IEC 82304 [27]), the FDA guidance 
documents on premarket submission [7], off-the-shelf software use [6] and software 
validation [5]. The MDevSPICE PAM is partly founded upon the process reference 
model for IEC 62304 (IEC TR 80002-3:2014 [28]) as this is the standard for medical 
device software life cycle processes and is therefore the pivotal standard for medical 
device software development. It is also worth noting that the development of IEC TR 
80002-3 was initiated and lead by the authors (since October 2010) in association with 
the International medical device standards community combining the requirements 
from IEC 62304:2006 and ISO/IEC 12207:2008 [29]. Both IEC 62304 and IEC TR 
80002-3 describe the process requirements for different software safety classes. This 
feature has also been carried forward to the MDevSPICE PAM where each process 
outcome derived from IEC 62304 indicates the safety class for which it is required.  

software product safety requirements 
and practices:

IEC 82304

risk management requirements and 
practices:
ISO 14971

IEC 80002-1

medical device software development 
requirements and practices:

IEC 62304
IEC TR 80002-3

FDA guidance documents

generic software development 
requirements and practices:

ISO/IEC 12207
ISO/IEC 15504

electrical and usability engineering 
practices:
IEC 62366

IEC 60601-1

quality management system 
requirements and practices:

ISO 13485

MDevSPICE® PAM

© RSRC 2014  

Fig. 1. Collection of requirements and practices of MDevSPICE PAM 
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The MDevSPICE PAM contains a Process Reference Model (PRM) which extends 
the requirements from IEC TR 80002-3 to include requirements from system level 
and supporting processes described in ISO/IEC 12207:2008. The MDevSPICE PRM 
consists of 24 processes which are fundamental to the development and maintenance 
of regulatory compliant medical device software. Each process has a clearly defined 
purpose and process outcomes that must be accomplished to achieve that purpose. 
One way to achieve these process outcomes is through implementing the base 
practices described in the MDevSPICE PAM. The MDevSPICE PAM extends the 
PRM with additional process elements of base practices and work products and the 
measurement framework allowing process capability ratings. Similarily to ISO/IEC 
15504-5, the MDevSPICE PAM also has two-dimensional view of process capability. 
In one dimension, it describes a set of base practices that allow the achievement of the 
process outcomes and purpose defined in the PRM; this is termed the process 
dimension.  In the other dimension, the PAM describes capabilities that relate to the 
process capability levels and process attributes, this is termed the capability 
dimension. 

The MDevSPICE PAM extends the PRM with a set of work products for every 
process that are the inputs and outputs of the processes. In ISO/IEC 15504-5, work 
products are the informal evidence collected to support the process capability rating. 
In MDevSPICE PAM, these are both informal as well as normative, i.e. mandatory 
work products as required in the regulatory standards. The existence of these 
mandatory work products together with their required content are addressed as 
process outcomes during the process assessment. 

The MDevSPICE PAM also includes the measurement framework, which is based 
on ISO/IEC 15504-2:2003 [30]. Similarly to ISO/IEC 15504-2, the MDevSPICE 
PAM also has six process Capability Levels, with one or more process attributes per 
Capability Level from Level 1 onwards. 

The objective of undertaking an MDevSPICE process assessment is to determine 
the state of a medical device organisation’s software processes and practices in 
relation to the regulatory requirements of the industry and to identify areas for process 
improvement [31]. It can also be used as part of the  supplier selection process when 
an organisation wishes to outsource or offshore part or all of their medical device 
software development to a third party or remote division [32]. An MDevSPICE 
process assessment can also be conducted for pre-qualification purposes as it provides 
a preliminary readiness overview of regulatory compliance. 

The MDevSPICE PRM and PAM were released in stages and each stage was 
extensively reviewed by interested parties from the SPICE community, 
representatives from international standards bodies and medical device industry 
experts. This collaborative approach is seen as a key element in the development of 
the MDevSPICE PAM to ensure coverage of both the generic software best practices 
and medical device software regulatory requirements [31]. The MDevSPICE PAM is 
a comprehensive and detailed process assessment model and its overall objective is to 
provide both process capability and conformity assessment ratings to support first, 
second or third party assessments. It is envisaged that results from these assessments 
may be recognized by the relevant regulatory bodies. 
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3 Requirements for MDevSPICE-Adept Process Assessment 
Method 

As outlined in section two, there is a specific requirement for a detailed and 
comprehensive process assessment model, which is specific to the medical device 
domain and that MDevSPICE PAM is addressing. as with other process models i.e. 
CMMI and IEC 15504-5:2012. A full MDevSPICE process assessment will require 
considerable planning and resources to successfully undertake. While MDevSPICE 
process assessment is being developed with the objective of being as efficient as 
possible, the necessity for rigour dictates the level of planning, resources and analysis 
required for its successful implementation. While the need for and importance of 
MDevSPICE process assessment is understood [21], it was also appreciated by the 
RSRC that there is a specific requirement for a lightweight assessment method in the 
medical device software industry [33]. In particular, there was industry led demand 
for a lightweight assessment method based on the MDevSPICE PAM. This was 
communicated directly to the RSRC by numerous medical device organisations. To 
address this specific requirement, the MDevSPICE-Adept method was developed. 
This also provided an opportunity to leverage the extensive research [19] and level of 
detail, which developing the MDevSPICE PAM required. 

A process assessment method provides a process description for conducting 
process assessments. The rigour of the method depends on the purpose of the process 
assessment. For Class 3 third-party assessment, the rigour is highest i.e. the amount of 
evidence collected and analysed is greatest, and assessor competence and experience 
highest. The more rigorous the chosen process assessment method, the more detailed 
are the process assessment results. On the other hand, the more rigorous the method, 
the more resource-demanding and time-consuming is the process assessment. 

To be effective, MDevSPICE-Adept required the employment of a lightweight 
approach for undertaking software process assessment and improvement. This 
included the use of a limited number of personnel to carry out and participate in the 
assessment while also maximising the benefit of the time and effort of those involved. 
It was envisaged that MDevSPICE process assessment would eventually encompass 
all the MDevSPICE PAM processes. It was therefore recognized that an assessment 
could take place over a day or a number of days depending on how many processes 
were being assessed. It was also important that organizations could select the specific 
processes which were of most benefit for achieving their business goals. The focus of 
the method had to be on the evaluation of the essential base practices, key work 
products and the achievement of the process outcomes which were necessary for the 
attainment of the specific process purpose being assessed. MDevSPICE-Adept 
therefore needed to be process dimension centric in its focus. Finally, the objective of 
undertaking an MDevSPICE-Adept process assessment was not to receive formal 
certification, but rather to identify an organization’s strengths and weaknesses and to 
facilitate process improvement. Having defined the criteria which had to be met, the 
next step was to undertake the development of MDevSPICE-Adept method. 
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3.1 Developing the MDevSPICE-Adept Method 

The RSRC, having previously successfully developed and implemented three 
lightweight software process assessment methods Adept [33], Med-Adept [34] and 
Med-Trace [35], the objective was to leverage that experience and utilise it for the 
development of MDevSPICE-Adept. It was in this context that work commenced on 
the development of MDevSPICE-Adept. It was recognized that this process 
assessment method needed to cover more processes and provide more detailed 
analysis than those methods which had been previously developed. While this was the 
case, MDevSPICE-Adept was still required to be lightweight to satisfy the industry 
demand. The MDevSPICE-Adept method was developed through process assessment 
engagements in medical device industry. 

The first task was to identify the initial set of processes that would be included in 
the MDevSPICE process assessment. The goal was to select a limited number of 
processes that would be most beneficial and relevant to industry with the onsite 
process assessment no longer than 2 days. To achieve this, industry experts were 
consulted on the 24 processes of the PAM from which they selected the preliminary 
11 processes (most of which are from IEC 62304): 

• System requirements analysis 
• Software development planning 
• Software requirements analysis 
• Software architectural design 
• Software detailed design 
• Software unit implementation and verification 
• Software integration and integration testing 
• Software system testing 
• Software risk management 
• Software configuration management 
• Software problem resolution 

While these were the initial processes selected for inclusion in MDevSPICE-
Adept, it is also possible to extend this list of processes to provide coverage of all the 
MDevSPICE processes. This can only be done with an extended onsite process 
assessment demanding more time and resources from the company that is being 
assessed. 

The MDevSPICE PAM had been developed for each of the initial processes which 
were based on best practice as outlined by the latest version of ISO/IEC 15504-5 and 
the specific requirements of the medical device regulations, standards, technical 
reports and guidance documents. As a result, each process had a defined purpose and 
process outcomes, base practices and work products were also included for the 
achievement of these process outcomes and process purpose. In addition, each 
outcome and base practice was cross referenced to the standard they were derived 
from. To facilitate the process assessment, each of the initial processes were evaluated 
and specific questions identified based on the MDevSPICE PAM. This work was 
undertaken by six members of the RSRC team with extensive experience in SPI and 
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knowledge of medical device software development. Having defined the assessment 
instrument, the next step was to develop the specific process for undertaking an 
MDevSPICE assessment. 

The objective of MDevSPICE-Adept is to assist an organisation to gain an 
understanding of the state of their current software development processes when 
measured against the selected MDevSPICE PAM processes. The MDevSPICE PAM 
is essentially a “one stop shop” for all associated medical device software related 
requirements. The MDevSPICE PAM contains the requirements of all the software 
related medical device standards and the additional software engineering best 
practices from ISO/IEC 15504-5. Even though the MDevSPICE process assessment 
does not provide any official certification against any of the medical device standards, 
the output of the assessment will provide both the MDevSPICE process capability 
rating as well as the gaps that exist against the requirements of the medical device 
software standards included in the MDevSPICE PAM. This type of combinatory 
process assessment result allows targeted activities for both process improvement and 
an increased regulatory compliance to be undertaken by the assessed organization. 

3.2 The Procedure for Undertaking a Lightweight MDevSPICE Process 
Assessment Following the MDevSPICE-Adept Method 

Based on the RSRC’s previous experience of developing and undertaking lightweight 
software process assessments [33], the seven stage procedure for undertaking an 
MDevSPICE Assessment following the MDevSPICE-Adept method was defined. It 
was decided the assessment team should normally consist of two assessors who share 
responsibility for conducting the assessment. 

The seven stages of the procedure are as follows: As a precursor to undertaking an 
assessment a preliminary meeting between the lead assessor and the company takes 
place. This is the first stage in the procedure and during this meeting the lead 
assessors discusses the main drivers for the company wishing to undertake an 
assessment. In this context the expectations regarding what can be realistically 
achieved are discussed and the procedure for undertaking the assessment is outlined.  
If there is agreement a schedule is drawn up. 

At the second stage the lead assessor has a meeting with the staff and management 
from the company who will be participating in the assessment where an overview of 
the MDevSPICE-Adept assessment method is presented and details of what their 
participation will involve is outlined.  

On the agreed date the onsite assessment commences which is the third stage in the 
procedure. For each process the lead assessor conducts interviews based on the 
scripted MDevSPICE-Adept questions with the relevant personnel and evaluates the 
responses. The second assessor who also participates in the interviews prepares 
interview notes and may ask additional questions when clarification is required. In 
addition work products may also be requested and reviewed as part of this stage.   A 
maximum of five processes are assessed in a single day with the interviews for each 
process taking approximately one hour. 
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At the fourth stage the findings report is prepared off site based on the data 
gathered at stage three. Each process is reviewed in turn and relevant strengths and 
issues (weaknesses) are identified based on the evaluation and interview notes. 
Suggested actions to address these issues and to facilitate process improvement are 
outlined and discussed. The possibility for the use of appropriate agile and lean 
practices is also considered. These are then documented and included in the findings 
report. This is a joint effort between the assessors and may include other SPI and/or 
lean and agile experts if required. 

The findings report is then presented to the management and staff who took part in 
the assessment which is the fifth stage in the procedure. 

Having provided adequate time for the findings report to be read and considered by 
the organization, at the sixth stage the contents of the report is discussed in detail with 
the relevant management and staff. At this point specific objectives for process 
improvement are collaboratively defined based on the findings report which results in 
the development of a process improvement plan. Given the lightweight nature of 
MDevSPICE-Adept improvements that offer the greatest benefits in terms of 
compliance, quality and the achievement of business goals are selected for inclusion 
in this plan. 

At the seventh stage in the procedure the organization having implemented the 
process improvement plan have the opportunity of having the processes reassessed. 
Based on this, a final detailed report is prepared which highlights what has been 
achieved and an updated improvement plan is also provided. 

4 Conducting the Lightweight MDevSPICE Process Assessment 
Following the MDevSPICE-Adept Method 

Having developed the MDevSPICE-Adept Assessment method and the procedure for 
its implementation the first assessment took place in an Irish based medical device 
company Irish Medical (a pseudonym).  The company develops both automotive and 
medical device software. Each of their products contains both hardware and software 
and the role that software plays has considerably increase over the last number of 
years. They produce software for medical devices that will be marketed in the EU and 
the US so their products must conform to the MDD to receive the CE mark and the 
FDA regulations. 

Having agreed that an assessment would take place (Stage 1), it was decided by the 
company that 10 out of the 11 processes would be assessed over a two day period 
(Stage 2). Software problem resolution process was omitted as an explicit process for 
managing problems did not exist in the Irish Medical at the time of the process 
assessment. The process assessment, i.e. Stage 3, was undertaken by two assessors 
from the RSRC. Based on the results of the process assessment, a findings report was 
prepared and presented in Stage 4. The focus of the report was that for each process 
the strengths and issues were highlighted, in addition suggested actions to facilitate 
process improvement were provided. Based on the findings report, the process 
improvement objectives and process improvement plan were collaboratively defined 
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and developed with the company (Stage 5-6). A summary of the issues identified for 
each process and the actions taken to address these issues and facilitate improvement 
were outlined in the process improvement plan of Stage 7. 

Irish Medical decided that the 10 critical processes to be assessed are the 
following: 

• System requirements analysis 
• Software development planning 
• Software requirements analysis 
• Software architectural design 
• Software detailed design 
• Software unit implementation and verification 
• Software integration and integration testing 
• Software system testing 
• Software risk management 
• Software configuration management 

All of the 10 processes are described in IEC 62304 and IEC TR 80002-3 with the 
exception of System requirements analysis. This is an important process for Irish 
Medical as it develops software for embedded medical device systems and requires 
efficient traceability of requirements from system level to software level. 

In conducting the process assessment in Irish Medical, it was possible to not just 
highlight strengths and weaknesses in the process implementation, but it was also 
possible to tailor the scope of the process assessment to suit the needs of the 
organisation. Fig 2 below demonstrates the coverage of the process assessment from 
the underlying standards perspective. In practice, additional standards can be added to 
full MDevSPICE assessments but for the purpose of this MDevSPICE-Adept process 
assessment, this coverage was deemed sufficient. 

 

 

Fig. 1. Scope of Irish Medical process assessment from the underlying standards perspective  

One of the primary observations from this process assessment was the extent to 
which the basic requirements of IEC 62304 were in fact supplemented with best 
practice know-how from a range of other standards, thus resulting in a more thorough 
evaluation of the software development process capability. It is furthermore the case 
that for each of the underlying sources, it is possible to also produce findings in 
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relation to coverage of that particular standard – and not just for individual processes 
but for groups of processes and the process set as a whole. For example, Figure 3 
demonstrates how an overall coverage of software development process requirements 
for safety class C software development based on IEC 62304 might appear. 

At an individual process level, the participating company was provided with 
detailed information on the process capability rating and areas of greatest weakness. 
One example of such related to software configuration management, an area that the 
organisation is now actively addressing.  

The findings report was positively received by Irish Medical as was the whole 
process assessment. The collaborative nature of the development of the process 
improvement plan provides motivation for it successful implementation. The plan is 
currently being implemented and when this is complete the opportunity to have the 
processes reassessed is available – and the company in question is positively 
predisposed to introducing a regular process assessment in order to better understand 
and improve their software processes. The process assessment also identified areas of 
strength in the organisation. For example, the company had very good risk 
management and traceability procedures in place. It is important to state that the 
MDevSPICE-Adept process assessment method highlights the strengths as well as the 
weaknesses in an organization. 

 

 

Fig. 2. Sample IEC 62304 safety class C coverage 

5 Conclusion 

The MDevSPICE framework consists of both the MDevSPICE PAM and the 
MDevSPICE-Adept process assessment method. The MDevSPICE PAM is a 
comprehensive and detailed domain specific process assessment model for medical 
device software development. It provides the basis for in-depth analysis and 
assessment of each process including the measurement framework for process 
capability determination. As a result, the findings from a Class 3 MDevSPICE 
process assessment can be comprehensive and detailed. On the other hand, 
MDevSPICE-Adept as a Class 1 lightweight assessment method has a different 
purpose. Its focus is high level and its role is to provide a snap shot of medical device 
software development processes, and to assist with regulatory compliance and process 
improvement in this context.  
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MDevSPICE-Adept is the largest and most detailed of the lightweight assessment 
methods developed by the RSRC. It is the result of industry demand and was 
developed to meet the requirement for an extensive yet lightweight medical device 
software assessment method. A pilot MDevSPICE-Adept assessment has recently 
been successfully implemented in Ireland. Feedback from the assessment was very 
positive. In line with our strategy for MDevSPICE-Adept method, we will develop 
various sets of initial processes based on the different demands of medical device 
software development organizations based on compliance requirements with specific 
standards. Given the level of demand it is also our objective to carry out additional 
MDevSPICE-Adept assessments both in Ireland and in collaboration with our 
international colleagues. We also plan to release Class 1 and Class 2 MDevSPICE 
process assessment methods in November 2014. 
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Abstract. Use of systems containing software is increasing rapidly in the 
safety-critical domain. It creates pressure to develop more rigorous process 
assessment methods for assessing systems and software development. The 
assessment process aims to ensure credibility and repeatability of assessment 
results. The Nuclear SPICE method consists of a process assessment model and 
a documented assessment process for safety-critical domain. The Nuclear 
SPICE method applies a classification scheme for assessment type that is a 
combination of assessment class and rigour in safety. This paper presents the 
Nuclear SPICE assessment process, analyses its strength in covering regulatory 
requirements, and proposes new lines for its development. 

Keywords: software process, safety, process assessment. 

1 Introduction 

Safety, by definition, means the expectation that a system does not, under defined 
conditions, lead to a state in which human life, health, property, or the environment is 
endangered [1]. Use of systems containing software is increasing rapidly in the safety-
critical domain. This, consequently, creates pressure to develop more rigorous process 
assessment methods for assessing systems and software development. 

Safety of a system is always considered as a characteristic of a product. There is no 
direct causality from the development process to the safety of a product. Despite of 
this, characteristics of the development process certainly can affect the safety of the 
product. [2] 

Process assessment is a means to improve the quality of a software process or to 
ensure that process related requirements are met. A process assessment process guides 
the performance of an assessment and identifies the requirements that an assessment 
needs to meet. The assessment process aims to ensure credibility and repeatability of 
assessment results. 

An example of the strictest safety-criticality is the nuclear power domain. We have 
been developing the Nuclear SPICE assessment method to meet the requirements of 
the domain. The Nuclear SPICE method consists of a process assessment model 
(PAM) and a documented assessment process for safety-critical domain. The method 
follows the principles found in ISO/IEC 15504. Our work is a part of the Finnish 
national nuclear safety program SAFIR2014, where new approaches and verification 
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and validation methods are developed for software-intensive system safety. Nuclear 
SPICE assessments are performed to evaluate the capability of systems and software 
development process applied in systems and software engineering for nuclear 
industry.  

This paper describes the main elements of the Nuclear SPICE assessment process. 
Next, in Section 2, the assessment process is explained. Section 3 discusses the 
importance and applicability of the assessment process in safety-critical assessments, 
and section 4 presents some of the development ideas for the assessment process. 
Section 5 summarizes the discussion. 

2 Main Elements of the Nuclear SPICE Assessment Process 

Process assessment can be utilized for two purposes: to determine the capability of the 
processes for particular requirements or to gain understanding of an organization's 
own processes for process improvement. In this context, our main interest is to ensure 
product quality by demanding that the systems and software development processes 
meet appropriate process capability targets.  

Determination of process capability typically aims to objectively resolve the state 
of the processes against a given set of requirements. These requirements express the 
necessary attributes of the processes and are typically documented in a Process 
Assessment Model (PAM).  Often capability determination is carried out by a party 
external to the assessed organization and the result can be used for supplier selection 
or organization's recognition. Capability determination can also be used as an input 
for process improvement.  

Typically an assessment process has at least five phases. 1) Planning is needed to 
identify the scope of the assessment (which processes to assess), when and where the 
assessment takes place, who will participate, material required and so on. 2) Data 
collection may consist of interviews, revision of related documents and 
measurements. 3) Data validation ensures that consistent and correct data has been 
collected. 4) Process attribute rating means that the elements of an implemented 
process are analyzed and their contribution to the achievement of the goals of the 
process are evaluated. 5) Reporting is needed to declare and record the results of the 
assessment. 

In the Nuclear SPICE method the assessment process begins by  

• identifying the sponsor and ensuring commitment to proceed, 
• defining the purpose of the assessment (why it is being carried out),  
• defining the scope of the assessment (which processes are being assessed),    

the assessment type (supplier selection, certification, etc.), the required rigor 
of the process, and what constraints, if any, apply to the assessment,  

• deciding on an appropriate, documented assessment process, 
• defining any additional information that needs to be gathered, and 
• nominating the assessment participants and the assessment team and the roles 

of team. 
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Next, an assessment plan is developed and documented, where all activities to be 
performed in conducting the assessment together with a detailed assessment timetable 
is described. Also coordination with the assessment participants is planned to ensure 
that both the nuclear power license holder and the supplier resources are available as 
needed. The Lead Assessor ensures that the assessment team understands the 
assessment input, process and required output. The Organizational Unit to be assessed 
is briefed on the performance of the assessment. 

Data required for evaluating the processes within the scope of the assessment is 
collected in a systematic manner. The strategy and techniques for the selection, 
collection, analysis of data and justification of the ratings need to be identified and 
demonstrable, as appropriate for the chosen assessment type. Each process identified 
in the assessment scope is assessed on the basis of objective evidence. The objective 
evidence gathered for each attribute of each process assessed must be sufficient to 
meet the assessment purpose and scope according to the selected assessment type. 
Objective evidence that supports the assessors’ judgment of process attribute ratings 
is recorded and maintained in the assessment records that provide evidence to 
substantiate the ratings and to verify compliance with the requirements. 

Actions are taken to ensure that the data is accurate and sufficiently covers every 
process instance identified in the assessment scope, including seeking information 
from first hand, independent sources; using past assessment results; and holding 
feedback sessions to validate the information collected.  Some data validation may 
occur as the data is being collected. 

For each process assessed, a rating is assigned for each process attribute up to and 
including the highest capability level defined in the assessment scope. Process 
attribute ratings provide the basis for repeatability across assessments. The Nuclear 
SPICE method applies NPLF-rating scale to process attributes as defined in ISO/IEC 
33020 [3]. Additionally, rating can be addressed e.g. to each task of a sub-process or 
each expected outcome of a process. More important than the rating is the information 
provided for process improvement by identifying the weaknesses and strengths of the 
current practices in an organization. 

Information that is relevant to the assessment and supports understanding of the 
output of the assessment is compiled. During this phase, the results of the assessment 
are analyzed and presented in a report. The report also covers any key issues raised 
during the assessment such as observed areas of strength and weakness and findings 
of high risk. The assessment results are presented in a way that enables comparison of 
the results, and communication to the sponsor and affected parties. An important 
feature of the Nuclear SPICE method is to report compliance with the domain specific 
standards. 

According to ISO/IEC 33002 [4], a process assessment shall be performed 
according to a class of assessment. Factors determining the selection of the class of 
assessment shall include the following:   

a) level of rigour for performing an assessment that is relevant to the 
assessment purpose;  

b) level of confidence required in the assessment results; 
c) repeatability of assessment results;  
d) relative costs for an assessment in relationship to the needs of the business. 
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In the Nuclear SPICE method we use a classification scheme for the assessment 
type [5]. It is a combination of assessment class and rigour in safety. The Nuclear 
SPICE assessment process includes methods and techniques as evidences to cover 
needs for rigour. Selection of the assessment type has effects on the required 
resources: assessor competence and effort, timetable, cost, involvement of assessees, 
detail of reporting etc. Main driver in selecting an appropriate class are the 
expectations of the assessment sponsor or, when providing qualification evidence, the 
requirements of the regulator.  

3 Applicability of the Nuclear SPICE Assessment Process 

The usefulness of process assessment depends on stakeholder goals and expectations. 
Legislation in nuclear domain gives much power to the national regulatory body. For 
historical and political reasons each country has prepared a large number of 
regulatory guides, which have to be satisfied to qualify any system for operational 
use. For example, in Finland the regulator is STUK, Radiation and Nuclear Safety 
Authority. STUK has recently renewed their regulatory YVL Guides for design and 
construction of nuclear facilities [6]. Guides have a good and clear structure, where 
each requirement is identified, named and defined.  As a whole, approximately 10 000 
requirements are set. 

The most important guide for digital safety systems including software is the YVL 
E.7 Electrical I&C systems for nuclear power plants. It has 379 requirements, of 
which approx. 50 are directly related to software. When also system and hardware are 
considered, about 140 requirements are relevant. Some general requirements can also 
be counted in, and then we have about 180 requirements. This is almost half of the 
E.7 requirements, and it is also the maximum Nuclear SPICE assessments can cover.  

The other relevant regulatory guide is Common Position 2013 [7] (later CP2013). 
It has been prepared in cooperation by most of the Western European countries 
having nuclear power. CP2013 has around 600 requirements and about as many 
additional best practice recommendations. About 340 requirements are related to 
software, hardware or system (or all of them). CP 2013 is quite detailed and has a 
major overlap with the relevant nuclear software standards IEC 60880 and IEC 
62138. Many of the requirements are even more detailed than the standards. 

Table 1. Amount of selected requirements in relevant regulatory sources [5] 

Regulatory 
source 

# of relevant 
requirements 

…of which 
belong to 
Safety Class 2 

… of which 
belong to 
Safety Class 3 

… of which are 
directly 
verifiable by 
Nuclear SPICE1 

YVL E.7 185 157 127 118 

Common 
Position 2013 

337 241 210 109 

                                                           
1 Criteria is that max. 3 processes are needed to verify the requirement. Extensive requirements 

requiring for example whole ENG or DEV categories of Nuclear SPICE are excluded here. 
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Table 1 explains some classifications we applied to the E.7 and CP2013 sets. One 
very important is the safety class. STUK defines three safety classes: 1, 2, and 3. 
Software is allowed only in safety class 2 and 3. In Table 1 we use the STUK 
definitions for safety classes to support Nuclear SPICE development. 

Most of the requirements are common for both Safety Class 2 and 3. We can also 
see from Table 1 that about 30 – 60 % of YVL E.7 and Common Position 
requirements could be in principle verified by using Nuclear SPICE. That is not the 
case in real life. Most requirements are targeted for the licensee organization, whereas 
real development happens in the technology and/or in manufacturing companies. 
They are only indirectly interested in regulatory requirements, as a part of the 
customer requirements. So, we have to classify the requirements further also by the 
target organization or stakeholder. The result is presented in Table 2. [5] 

Table 2. Amount of selected requirements by target stakeholder [5] 

Regulatory 
source 

# of relevant 
requirements 

…of which 
belong licensee 
only 

… of which 
belong to 
supplier only 

… of which can be 
agreed between 
licensee and 
supplier2 

YVL E.7 185 64 37 52 

Common 
Position 2013 

337 60 64 122 

 
We can see that if process assessment is limited to the supplier organization, only 

approximately 20 % of requirements can be directly verified by Nuclear SPICE [5]. 
This proportion is quite low and needs more attention in the future. 

4 Future Development of the Nuclear SPICE Assessment 
Process 

Nuclear SPICE can be developed to cover all general and system/hardware/software 
requirements in the regulatory guides and nuclear standards. For that, we need to 
renew process assessment as a method to verify the requirements in relevant guides 
and standards.  

The challenge is to integrate adequate data needed to demonstrate safety of a 
system. Process assessment serves as a means to look through all the evidences that 
are characterized as process outcomes that include the system itself. The evidences 
need to be collected partly from the system development processes and partly from 
the actual product and its verified requirements. (In this context we skip the 
validation/qualification process, mainly because in the nuclear domain we can find 
other approaches that validate the system products before they are taken into use.) 

                                                           
2 Logic is ‘either or’, meaning that licensee and supplier can in principle agree which 

organisation has the main responsibility to satisfy the requirement.  
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The major problems with this approach are 1) the large amount of evidence data; 2) 
the timeliness of the findings; and 3) the trustworthiness of the result. Overall, the 
effect of development process to product quality, or a specific product characteristic 
like safety, is inexplicit. The extended assessment context is depicted in Fig. 1.   

 

 

Fig. 1. The extended assessment context 

First, to meet the requirements for rigour and applicable assessment type, the 
assessment scope tends to increase. It is also common that organizations in this 
domain have well-defined processes: amount of positive evidence needed is higher 
than in cases when negative evidence is met. The safety regulations and standards 
create further needs to be covered with added evidence collection. Finally the 
evidence needs to be addressed to not only the process outcomes, but to other safety 
requirements as well. 

Second, the process evidence is collected of the development process, i.e. of a 
process applied before the system related to safety is deployed. This puts extra 
pressure to strict control in change management and requirements traceability.  

Third, it is extremely difficult to evaluate when there is enough evidence that we 
can trust the result of an assessment. Especially with safety-critical assessments the 
method shall be trustworthy. It is easy to think that we should collect as much 
evidence as possible, but at some point the assessment is no more feasible. In the 
nuclear domain the regulator makes the decision and information for that decision is 
always collected from multiple sources with several approaches, and not only isolated 
process or product evaluations. 

As a solution we must also consider other type of process qualities than capability. 
In the safety critical domain process capability seems to have less importance – the 
assumption is that the system development organizations meet at minimum the quality 
management system requirements of ISO 9001. One possibility is to define process 
quality attributes that address safety issues more directly, as in [2]. 

One promising topic is the use of process assessment data and results as claims or 
evidences in a safety case. Then we can improve safety demonstration capabilities and 
make qualification and licensing process easier for the nuclear power companies. 
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Also regulatory bodies want to see clear and well-reasoned safety documents to 
support their licensing process.  

Some topics in the YVL E.7 and CP2013 are currently only weakly or not at all 
presented in Nuclear SPICE. Examples are operational experience, safety 
demonstration and cybersecurity. They need to be defined as processes and made 
assessable by the normal SPICE approach. 

New evidences are needed, too. In the current SPICE (ISO/IEC 15504-5), the 
evidences are base and generic practices, resources and work products [8]. To 
demonstrate, and hopefully also to evaluate, achievement of safety, we need to 
include methods and techniques as evidence. They are reasonably well documented in 
the IEC 61508 set of standards, and for software in the Part 3 Annexes A, B and C. 
Strength of the methods as evidence for safety still remains partially open, because 
some methods are clearly outdated. New substituting methods have been developed 
but also their validity as the demonstration for safety is open.   

5 Summary 

The Nuclear SPICE method consists of a process assessment model and a 
documented assessment process for safety-critical domain. This paper presents the 
main elements of the Nuclear SPICE assessment process and the use of the process. 
Further, we analysed its strength to cover some of the relevant regulatory 
requirements. We concluded that only a small proportion of the regulatory 
requirement can be covered with traditional process assessment. As a result, we 
propose to extend process assessment towards safety assurance by using safety cases, 
new evidence types, and possibly new characteristics for process quality. 

Acknowledgements. This work has been partially funded by Finnish national nuclear 
safety program SAFIR2014. In its project CORSICA, new approaches and V&V 
methods have been developed for software-intensive system safety. A method called 
Nuclear SPICE implements an assessment approach for safety-critical domain. 
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Abstract. IT service organisations recognise the value of conducting regular 
process assessments for continual service improvement. However lack of 
transparency and substantial costs deter industry adoption. We propose that the 
use of the international standard for process assessment ISO/IEC 15504 offers a 
transparent approach to address this challenge. Moreover, efficiency can be 
realized by a Decision Support System (DSS) tool to automate data collection 
and process capability calculations. This paper details a Design Science Research 
project to develop a software-mediated process assessment (SMPA) approach 
based on ISO/IEC 15504, ISO/IEC 20000 and the IT Infrastructure Library 
(ITIL®). We discuss the architecture of the SMPA approach and the role of 
ISO/IEC 15504 in the approach. This work contributes to practice as it may help 
IT managers to self-assess their processes using a standard model. The SMPA 
approach can also support assessors who perform formal assessments. 

Keywords: ITSM Process Assessment, ISO/IEC 15504, automated process 
assessments, IT Service Management, Process Improvement. 

1 Introduction 

Research has shown that IT services account for 60-90 percent of the total cost of IT 
ownership [1]. The discipline of IT Service Management (ITSM) uses a process 
approach along with service-oriented thinking to manage IT in businesses. To provide 
guidance to implement the ITSM model, most organisations have chosen the IT 
Infrastructure Library (ITIL®) framework. ITIL was initially created by the UK 
government in the late 1980s [2]. The ITIL framework led to the creation of the 
international standard for ITSM: ISO/IEC 20000 [3]. The increasing role of ITSM in 
facilitating business requires continual improvement of IT service processes [4]. In 
the current ITIL framework, Continual Service Improvement (CSI) has been proposed 
as an important service lifecycle phase. CSI emphasises that there should be an 
ongoing effort to identify opportunities for improvement in ITSM processes [5]. The 
CSI concept further stresses that “continual assessment” is important to identify 
improvement opportunities for all processes [6]. 
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In performing CSI activities many organisations have adopted process assessment 
techniques that employ a systematic measurement of processes [6]. The measurement 
results are then used to determine the capability of each process and monitor 
improvements. Process assessment, however, needs to be differentiated from audit: 
while the quality standard ISO 9001, for instance, can be used to conduct audits by 
checking conformance [7], process assessment goes one step beyond conformance 
checks and provides evaluation of process capabilities on a continuous scale [8]. 

Organisations would normally engage consulting firms to perform process 
assessments and to recommend on the ITSM areas requiring improvement [4]. 
However, qualified and experienced ITSM consultants can be scarce and expensive, 
particularly for small IT service providers. It is reported that process assessments are 
costly and time-consuming [6, 9]. In addition, assessment outcomes are often dictated 
by proprietary methods and tools employed by the assessors [5]. ITSM process 
assessment needs to be standardized in order to have any confidence in the assessment 
process and outcomes. Therefore, lack of transparency and increasing costs deter 
regular and consistent IT service process assessments. 

An alternative to reliance on expensive consultants with proprietary process 
assessments is for the organisation to carry out a standard process assessment itself 
using software tools that may be integrated with a knowledge base of ITSM best 
practices. Risks of internal self-assessments include lack of objectivity, poor 
acceptance of findings and internal politics [6]. In order to mitigate these risks, during 
the assessment a decision support system (DSS) tool can facilitate a standards-based 
approach to collect data for process assessments and analyse process capabilities to 
recommend process improvements. This opportunity led us to develop a novel 
approach for ITSM: Software-mediated Process Assessment (SMPA). The SMPA 
approach is a standards-based process assessment approach by which organisations 
can self-assess their processes using a DSS tool to determine process capabilities. 

To lend objectivity and consistency to the SMPA approach, its activities are 
aligned with the international standard for process assessment: ISO/IEC 15504 [10]. 
The application of the standard in ITSM is relatively new [11]. An exemplar process 
assessment model for ITSM has been published as a part of the international standard 
for process assessment [12]. This paper illustrates development of the SMPA 
approach using the process assessment model for ITSM. 

A literature review on ITSM process assessment is presented next to articulate the 
research problem. Research methodology is then discussed before a detailed account 
of the design and development of the SMPA architecture. Finally the conclusion 
section discusses the role and value of the SMPA approach that is supported by the 
application of ISO/IEC 15504. 

2 Literature Review 

The literature associated with ITSM process assessment is rooted in the concept of 
service and quality. Existing work on IT service quality has looked to the service 
marketing literature and focused on adapting the SERVQUAL instrument [13] to the 
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context of IT service. Research on IT service quality has largely focused on user 
satisfaction measures while there is limited research related to processes [14].  

While it is a widely-agreed concept that service quality is ultimately determined by 
what the customer perceives, service providers should also strive to improve their 
processes. Organisations can conduct customer satisfaction surveys to assess the 
outcome of the service provision. However this is unlikely to assist service providers 
in improving their processes [15]. There is a need for organisations to redefine their 
ITSM processes to manage IT service quality [14]. Existing literature on IT service 
quality in terms of processes has shown a lack of research on this topic [16].  

Measuring IT services is a challenging feat that requires both quantitative and 
qualitative metrics based on diverse service quality measures such as IT service 
quality, information systems quality, process quality, customer satisfaction, service 
value and service behaviour [14]. Few studies provide methodological guidance on an 
approach to determine process quality measures. A self-assessment methodology 
based on business excellence models and Six Sigma process improvement techniques 
used ITIL maturity assessments [17] for several ITIL service delivery processes. 
However several critical flaws in the assessment approach were reported, such as 
surveys with compound questions that allowed only a “yes” or “no” response [18]. 

Using ITIL processes and the international standard for process assessment 
ISO/IEC 15504, evidence of repeatable and objective improvement in IT service 
quality has been reported [7]. Extensive work on the combination of ITIL and 
ISO/IEC 15504 led to the development of a popular ITSM process assessment 
approach called Tudor’s IT Process Assessment (TIPA) [4]. TIPA has been promoted 
as a commercial framework for ITSM process assessment [19]. 

ITSM process assessment approaches are discussed as best practice guidelines in 
the IT industry. Many of the solutions offered for ITSM process assessment are 
commercially available (for example, ITIL assessment services or Pink Elephant). 
These services can be considered as a black box since the rationale behind the 
assessment activities is not fully disclosed. Moreover, due to proprietary assessment 
processes, inconsistent outcomes from different assessment services hinder 
comparisons. Non-ITIL approaches such as CMMI for Services or eSCM for service 
providers have transparent models and methods but lack DSS support in order to 
conduct process assessments. 

Based on the academic literature review and existing industry practices, the two 
key problems of lack of transparency and lack of efficiency in ITSM process 
assessments are apparent. Addressing transparency and efficiency are two major 
challenges of process assessments [6]. These challenges are taken into account as 
important problems that must be solved by the SMPA approach. The research 
methodology used to develop the novel SMPA approach is discussed next. 

3 Research Methodology 

Design science research (DSR) is the underpinning research methodology applied for 
the development of the SMPA approach. The DSR approach [20] has the primary 
goal to develop a new artefact. DSR methodology is outcome-oriented and thereby 
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provides guidelines for development and evaluation of research artefacts that 
contribute to specific bodies of knowledge. The artefact, referred to as the SMPA 
approach in this paper, is a method for IT service process assessments using ISO/IEC 
15504 and facilitated by a DSS tool. 

In DSR projects, researchers are advised to use established kernel theories to 
inform and justify the research work [21]. Task-technology fit (TTF) theory [22] is 
presented as the kernel theory for the design process to advise how the task challenges 
of process assessment and technology requirements for a new DSS tool fit together to 
articulate SMPA design and development. The TTF theory from Zigurs and Buckland 
[22] was adopted since the DSS tool used in the SMPA approach shares similar 
technology dimensions as proposed in the theory, viz. communication support, 
process structuring and information processing.  

The six DSR methodology steps [23] were followed in the research: problem 
identification and motivation, objectives of a solution, design and development, 
demonstration, evaluation, and communication. Problem identification and solution 
objectives have been discussed in the Literature Review section. Details of the design 
and development of the SMPA approach as the research artefact are discussed next. 

4 Design of the SMPA Architecture 

The existing challenges of lack of transparency and need for efficiency in process 
assessment have been discussed in the Literature Review section. The task challenges 
can be grouped as a typical “decision task” since process assessments are conducted 
to make informed decisions on improving processes. According to TTF theory, 
technology requirements for the challenges of a decision task must focus on 
“information processing” and “process structuring” dimensions of technology for 
enhanced performance [22]. 

In the context of this research, facilitation of ITSM process assessment represents 
process structuring. The SMPA approach must define a workflow by which the entire 
assessment is conducted as explicitly documented in the process assessment standard 
[10]. We considered the assessment workflow steps proposed in the TIPA framework 
that define a structure in the assessment activities: Definition, Preparation, 
Assessment, Analysis, Results Presentation and Closure phases [4]. Likewise, the 
ability to automate activities of process assessment is considered as the information 
processing requirement for the design of SMPA approach. The steps of assessment 
data collection and validation, process capability ratings and reporting of the 
assessment results require gathering, aggregating, evaluating and finally presenting 
information as listed in ISO/IEC 15504-2 [10].  

After a careful analysis of the task challenges identified in the Literature Review 
and the technology requirements stated earlier, a fit profile between the task 
challenges and technology requirements was established to articulate the SMPA 
design architecture (shown in Table 1). 
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Table 1. Fit profile for design principles to develop the SMPA approach 

Process Assessment  
(Task challenges) 

Decision support system 
(Technology Requirements) 

Design Principles 

Transparency Process Structuring Facilitate Assessment Workflow 
Efficiency Information Processing Automate Assessment Activities 

4.1 Facilitate Assessment Workflow 

Emergent from the task requirement of transparency and technology requirement of 
process structuring, it would be worthwhile to establish an ITSM assessment 
approach that uses the ISO/IEC 15504 standard as a matter of consistency and in 
order to establish norms for a transparent approach. The SMPA approach has been 
developed with this design principle. 

In order to facilitate the assessment workflow, alignment with ISO/IEC 15504 is 
critical while developing the SMPA approach. A thorough review of the normative 
reference of the standard [10], the process reference model [24] and the process 
assessment model for ITSM [12] was conducted to develop the SMPA approach. 
Likewise, a top-down approach in ITSM process assessment ensured that the 
measurement follows a transparent workflow of assessment activities. This work was 
guided by the Goal-Question-Metric (GQM) approach [25]. The concept of GQM 
defines a process measurement model on three levels: goal (conceptual level), 
question (operational level) and metric (quantitative level) [25]. The GQM approach 
was applied to define the assessment workflow in the SMPA approach.  

ISO/IEC 20000-4 defines a reference model where each process is defined in terms 
of its purpose and outcomes [24]. Attainment of the process purpose by meeting  
the outcomes defines achievement of capability level 1 (process performance) in the 
assessment. The goals for assessment of higher capability levels are specified in the 
process attributes provided in ISO/IEC 15504-8 [12]. 

To provide information that can drive improvement of IT service processes, the 
standard practices were mapped to a set of assessment questions for a sample of four 
ITSM processes: Service Level Management, Change Management, Configuration 
Management and Problem Management. A total of 46 specific questions for the four 
processes at PA1.1 and 127 general questions at PA2.1 to PA5.2 that applied to all 
processes was generated from 63 standard indicators. 

Every question was measured using the scale: “Not” (N), “Partially” (P), “Largely” 
(L), “Fully” (F) and “Not Applicable” (NA) also referred to as the NPLF scale in 
ISO/IEC 15504-2 [10]. Rather than the assessment team making a subjective choice 
of the indicator rating, the SMPA approach objectively measures feedback from the 
relevant process stakeholders based on their responses to the assessment questions.  

4.2 Automate Assessment Activities 

Based on the task requirement of efficiency and technology requirement of 
information processing, automating the activities of ITSM process assessment was 
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necessary for cost-effective process assessments. The design principle of automation 
in assessment activities was adopted by developing a DSS tool. The lack of efficiency 
in the existing approaches is based on the time and resource requirements to organise 
process assessments. The SMPA approach has the potential to address this challenge 
since the use of a DSS tool can automate several assessment activities including 
assessment data collection, analysis and reporting. 

The DSS tool in the SMPA approach allocates assessment questions to the survey 
participants based on three process roles: process performers; process managers; and 
external process stakeholders. The three process roles are confirmed as the norm for 
ITSM processes [4]. The approach of asking questions directly in a web-based survey 
represents a faster and more efficient data collection method compared to assessment 
interviews while maintaining the same level of rigour in service research [26].  

The DSS tool determines a final process attribute score for each process. This is 
done by calculating the mean value of all the responses for every process attribute. 
The coefficient of variation (CoV) of all the responses is also computed by the tool: 
CoVx=δx/  where CoVx is the coefficient of variation, δx is the standard deviation 
and  is the mean value of x responses for a particular process attribute score. 

The mean and the CoV are simple statistical measures to understand what the 
critical mass of assessment respondents think about the processes being assessed.  
The method of process capability determination and calculation of the reliability of 
the survey responses is a new feature of the DSS tool that is not explicitly stated in the 
ISO/IEC 15504 standard. 

5 Structure of the SMPA Approach 

The SMPA approach that is developed during the research project has four phases. 
During the first phase, preparation, information about processes to assess and 
assessment participants is captured using the DSS tool. The first phase represents the 
input in the SMPA approach as it demonstrates preparation to conduct assessments. 
The second and third phases survey the process stakeholders according to the process 
assessment model and measure process capability from the survey responses. The 
final phase produces a report with process improvement recommendations. 

The structure of the DSS tool illustrated in Figure 1 facilitates the SMPA approach.  

 

Fig. 1. Structure of the DSS tool for the SMPA approach 

Phase 1 Preparation. Phase 1 represents preliminary data collection before the 
process assessment survey commences. The standard ISO/IEC 15504 [10] defines 
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four key scoping dimensions to prepare before the commencement of the process 
assessment: (a) organisation context for assessment, (b) organisation unit to be 
assessed, (c) highest capability level to assess, and (d) processes to assess. Since the 
first three dimensions depend largely on the specific organisational context, an 
organisation profile form was generated to capture that information. For the fourth 
dimension however, the SMPA approach developed a general method to select 
processes to assess and improve. The processes listed in ISO/IEC 20000 [3] were 
considered for the initial list to choose the ITSM processes to assess. A method to 
select critical ITSM processes to improve has been developed and [27]. 

Phase 2 Survey. The process assessment model for ITSM in ISO/IEC 15504-8 [12] 
provides a set of base practices to fulfil the process outcomes (level 1) and a set of 
generic practices for process management (level 2), standardisation (level 3), 
quantitative measurement (level 4) and innovation (level 5). In a formal ISO/IEC 
15504 assessment, these practices would be used as indicators to enable a formal 
evaluation of the process capabilities. In the context of the SMPA approach, the 
emphasis is on providing information that can drive improvement of ITSM processes. 
These indicators were translated into a set of assessment questions for the survey.  

There are a number of best practices that are designed to assess ITSM processes, 
such as the process assessment model (PAM) for ITSM from ISO/IEC 15504-8 and 
the ITIL process maturity framework [17]. However, existing ITSM process 
assessment approaches used assessment indicators that were not designed to act as a 
direct information gathering instrument for automated data collection. Instead all 
assessment indicators were designed for assessors to use during assessment 
interviews. In contrast, we developed assessment questionnaires for direct input from 
process stakeholders. The questionnaires map each of the standard assessment 
indicators from ISO/IEC 15504-8. The questions were then allocated to the three 
process stakeholder groups according to the relevance of each question to each 
process role. Assessment questions for the survey were generated by analysing all 
standard indicators in the process assessment model from ISO/IEC 15504-8 so as to 
construct singular, fine-grained and close-ended assessment questions. 

The DSS tool ensures quality data is collected for measurement. The responsibility 
to provide information about process capability was transferred to the process 
stakeholders. This shift removes the need for assessors to ask open-ended questions 
during assessment and avoids subjective judgments on process capability. For 
example, an assessor’s open-ended question for the problem management process 
based on the base practice “RES.3.1 Identify problems” could be “Can you tell me 
about recording of the problems?”. Instead, assessment questions in the survey are 
formed such as “Do you know if identified problems are properly recorded?” in a 
close-ended format, so that the assessment facilitator can analyse survey responses 
objectively and generate reports based on a concrete set of answer options. The 
questions progress based on the process attribute indicators at each process capability 
level defined by the ISO/IEC 15504-2 standard. 

The survey uses a cross-sectional, self-administered web-based questionnaire, 
offered online. The procedure and design of the survey was chosen to be online as it is 
low cost, easily accessible, provides a fast response, and data collected would be 
available in electronic format [28]. The survey questionnaire has specific questions 
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for each process for process attribute 1.1 (capability level 1) since this level relates to 
specific base practices (process dimension). The survey questionnaire has common 
questions for all the processes for process attributes 2.1 (level 2) to 5.2 (level 5) since 
these process attributes relate to generic practices (capability dimension).  

Phase 3 Measurement. The assessment questions are grouped to determine process 
capability levels 1-5 and every question is rated using uniform answer options 
following the NPLF scale. This rating is a knowledge metric for ITSM process 
stakeholders to capture what they know about the process. Rather than the assessment 
team making a subjective choice of the indicator ratings based on objective evidence, 
the SMPA approach uses a coherent metric to collect and objectively measure 
feedback directly from the stakeholders.  

Besides the four-point NPLF rating scale, every question also has a “Don’t Know” 
(DnK) option and a “Don’t understand the question” (DnQ) option. The DnK option 
suggests that the survey participant understands the question but there is a lack of 
communication and understanding in regard to the aspect of the process being 
questioned. The DnQ option is a metric to prompt the assessment facilitator to have a 
discussion about the question for clarity of the concepts. Every question also features 
a free text comment box to capture qualitative contextual data. Such textual 
information can be analysed by an assessor to validate responses and provide specific 
recommendations in the assessment report. 

The ISO/IEC 15504-2 requirements were used for the calibration of process 
attribute ratings. Since the objective of our research project is to provide a transparent 
and consistent method to conduct process assessments, the final score of each process 
attribute is determined by calculating the arithmetic mean value of all the responses 
for all the questions belonging to a particular process attribute. Table 2 provides the 
rating scale defined by the ISO/IEC 15504-2 standard along with the mean value of 
the scale percentage that is used for score calculation. For example when an answer 
option is “Yes, most of the time”, it corresponds to the "Largely" rating scale where 
the scale percentage is in the range 50 to 85%. Therefore, the score for that response 
is the average of 50 and 85 which is 67.5. 

Table 2. NPLF rating scale based on the ISO/IEC 15504 standard 

Answer Options Rating score Scale % Mean score value (x) 
No, never N 0 - 15 7.5 

Yes, but only sometimes P >15 - 50 32.5 

Yes, most of the time L >50 - 85 67.5 
Yes, always F >85 - 100 92.5 

 
The coefficient of variation (CoV) is also computed to analyse the trustworthiness 

of the process attribute score based on data dispersion among the respondents. The 
algorithm used in the measurement of process capability is discussed next.  

The process attribute scores are calculated based on the following steps:  

1. Each one of the four valid answer responses (NPLF) is mapped to the rating scale 
and the mean value of each response (x) is determined based on Table 2. 
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2. For all m responses belonging to one question, the arithmetic mean of x is 
calculated (y). The reliability of the process attribute score increases when there 
is a larger value of m due to higher number of respondents representing a process.  

3. y is normalised to the NPLF rating scale (fnplf ) defined in Table 2 (y’). 
4. For all n questions belonging to one process attribute, the arithmetic mean of y’ is 

calculated (z). 
5. z is normalised to the NPLF rating scale (fnplf ) as defined in Table 2 (z’). z’ is the 

process attribute score for the process. 

The calculation of process attribute reliability score follows five steps:  

1. Each of the four valid answer responses (NPLF) is mapped to the rating scale and 
the mean value of a response (x) is determined based on Table 2. 

2. For all p responses belonging to all questions of a process attribute, the arithmetic 
mean of x is calculated (μp). The reliability of the process attribute score 
increases when there is a larger value of p due to higher number of respondents 
representing a process. 

3. For all p responses belonging to all questions of a process attribute, the standard 
deviation of x is calculated (σp). The standard deviation σp shows how much 
dispersion from the arithmetic mean μp exists. A low σp indicates that all 
responses are close to μp. A highσp suggests that the responses are spread over a 
wide range of answer options. 

4. Coefficient of variation (CoVp) is calculated from the σp and μp. CoVp is 
expressed as an absolute value percentage (relative standard deviation) that can 
be analysed to determine trustworthiness of the process attribute score based on 
data dispersion of the responses. A lower CoVp suggests low variability in the 
responses that boosts the degree of confidence of the process attribute score and 
vice versa. 

5. The reliability score (CoVp’) is determined based on the percent value of CoVp 
and the range of acceptable variation of responses as defined by a function (fhmp). 
The logic of the function fhmp groups the CoVp value into one of three scores 
based on a scale of dispersion of responses. We considered the logic to cluster a 
CoVp value of less than 30% to be a reliable score, CoVp value of over 50% to be 
an unreliable score and anything in between to be a “moderate” score. Therefore, 
the following algorithm of the function fhmp is determined. 

If CoVp < 30%, CoVp’ = “HIGH” 

If CoVp between 30% and 50%, CoVp’ = “MODERATE” 

If CoVp > 50%, CoVp’ = “POOR” 
The final outcome is the development of an assessment process profile that 

includes all the process attribute scores and their reliability scores along with the 
rationale for the ratings [29].  

The need to provide an explanation of the logic of process capability measurement 
is paramount, as one of the critical factors for assessors and process managers was 
openness and transparency of how the process capability scores are derived. Lack of 
transparency can be a barrier to adoption in the process assessment discipline as 
assessors and process managers must be able to justify the assessment and process 
improvement efforts by explaining the calculations on which the process capability 
results were based. An explanation of sound logic of the process measurement is 
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expected to lead to increased satisfaction and trust in the SMPA approach outcome by 
process managers. The provision of reliability scores provides confidence in accepting 
the assessment results. The consistency and simplicity of the process measurement 
ensures that the SMPA approach is flexible and easy to change in the event of 
alterations to the questions, standard measurement framework and/or calculation 
logic. This consideration is important in view of the anticipated change of the process 
assessment standard ISO/IEC 15504 to the ISO/IEC 330xx series. 

Phase 4 Improvement. The SMPA approach not only provides assessment process 
profiles but also attempts to present process improvement recommendations. After 
each process questionnaire was formulated, knowledge items were generated for all 
questions based on the ITIL® framework. After conducting an assessment, a 
knowledge item for each question is extracted from the knowledge base and compiled 
in the assessment report when the normalized mean of all responses to the question 
demonstrates risks (i.e. a knowledge item score of Not or Partially).  

Two aspects of a knowledge item for every assessment question are combined to 
generate a process improvement knowledge base: observation and recommendation. 
The observation component of a knowledge item lists the current state of the process 
capability. For instance, if a process is at capability level 2, observations provide an 
account of the current state of what is being done to ensure this capability level is 
maintained. This information is transformed from the relevant question itself. 
Likewise the recommendation component of a knowledge item for the process is 
based on the best practice guidelines from the ITIL® framework to achieve higher 
capability levels. To illustrate the generation of a knowledge item, a scenario can be 
considered. If a question asked “Do you know if X is performed?” the associated 
knowledge item may consist of two components: Observation: “X is not performed 
well”; and Recommendation: “According to ITIL®, consider doing Y to perform X”. 
Based on the assessment question, an observation is formulated stating what needs to 
be done. To develop the recommendation component of a knowledge item, process 
metrics defined in terms of critical success factors and key performance indicators in 
the ITIL® framework were contextualised to the question. At PA1.1 the 
recommendations were specific to the process in question. From PA2.1 onwards, the 
recommendations were developed as general guidelines that may apply to any 
process. However specific examples were provided where applicable. 

6 Conclusion 

Lack of transparency and need for efficiency were recognized as two significant 
problems for ITSM process assessments. To address these problems, the SMPA 
approach was developed to assist organisations to self-assess their processes for 
improvement using a standard model. The SMPA approach incorporates a DSS tool 
that has four main areas of functionality: pre-assessment data collection, online 
survey for assessment questions, calculation of process capability score and 
generation of process improvement recommendations in an assessment report. 

The SMPA approach was designed to work in an efficient and transparent manner 
for continual improvement of IT services. Evaluation of the SMPA approach is being 
undertaken at two case study organisations in Australia by determining the usability of 
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the DSS tool supporting the SMPA approach. The SMPA approach provides a new 
opportunity for automation and transparency in the way process assessments are 
conducted. Beyond the discipline of service management, the SMPA approach can 
potentially be applicable to other domains where a process assessment model is 
available. Using the SMPA approach, a compliant process assessment model can be 
used to develop survey questions. Likewise, process improvement recommendations 
can be generated based on industry best practice guidelines such as ITIL® in our case. 
With the expanding significance and reach of the ISO/IEC 15504 standard and the 
soon-to-be-published ISO/IEC 330xx series, the SMPA approach can be applicable for 
process assessments in any discipline that comprises a compliant assessment model. 

The SMPA approach is not intended to replace a formal conformity assessment. 
However it is expected that organisations use this approach when the focus is not on 
the precision but on a consistent approach to measure process improvements. The 
SMPA approach can also be used by assessors in a formal appraisal environment as 
one of the evidence sources to determine process capability and maturity. 
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Abstract. Popularity of Agile Methods is growing up and along with this popu-
larity is also growing the interest in adopting these methods in conjunction with 
maturity models, like CMMI. Dozens of reports about this topic can be found 
with different results. Therefore, a Systematic Literature Review was conducted 
with the goal of identifying characteristics of agile project management in or-
ganizations using agile methods and maturity models. We accepted 34 primary 
studies published from 2001 to 2013. The results show that the area still lacks 
details on how to perform the software development activities, what techniques 
can be used to meet issues not directly addressed by agile methods without los-
ing the desired agility and what tools can be used to facilitate the combination 
of approaches. 

Keywords: Scrum, XP, Agile Management, CMMI, Process Improvement, 
Maturity Model, Systematic Literature Review. 

1 Introduction 

Discussion on joint applicability of agile methods and maturity models is growing up. 
Agile Methods and maturity models practices, such as the Capability Maturity Model 
Integration (CMMI), are often perceived to be at odds with each other. However, each 
approach includes principles of good software development often overlooked but 
needed by the other approach [1]. The joint application of these approaches has 
challenges. A plausible rationale for many of the challenges faced by organizations 
using CMMI is likely the fact that they work with CMMI as a standard, instead of 
work with it as a model [1]. From the agile methods perspective, the Agile Manifesto 
[2] is frequently read in such a way that ignores the last line (“That is, while there is 
value in the items on the right, we value the items on the left more.”). According to 
[5] there is a need for research that could lead to practical guidelines for achieving 
agility harmonizing traditional and agile approaches. In this context, a Systematic 
Literature Review (SLR) was performed to identify elements that compose the sup-
porting approaches employed in software process improvement initiatives using agile 
methods, especially those related to Agile Project Management, in conjunction with 
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maturity models, and identify difficulties, lessons learned and recommendations about 
the joint application of these approaches. The SLR process undertaken in this work 
was driven by process guidelines specified by [3]. 

This paper is organized as follows. Section 2 presents the SRL process followed. 
Then, Section 3 presents the joint use characteristics of Agile Project Management 
with Maturity Models. After that, Section 4 presents threats to validity of this study. 
Finally, the last section, Section 5, presents conclusions and suggested future work.   

2 Systematic Literature Review Planning and Execution 

A SRL is a form of secondary study that uses a well-defined method to identify, ana-
lyze, evaluate and interpret all available evidence related to a particular research ques-
tion seeking to reduce the bias of an informal review and make the process more  
repeatable [3]. The revision process utilized was divided into two main phases: Plan-
ning and Execution. Each phase is described in the sections 2.1 and 2.2. The StArt1 
tool was used to assist both phases of this study. 

2.1 Planning 

During the planning phase the SRL Protocol was defined and reviewed by the second 
author of this paper. The Protocol contains: the SRL objectives, the research ques-
tions, control publications, research sources, languages considered, the search expres-
sion, inclusion/exclusion criteria and data extraction procedures.  

Research Objectives and Questions. The purpose of this SRL is to analyze scientific 
publications in order to identify the characteristics of agile project management in 
organizations using agile methods and maturity models; regarding support approaches 
employed; from the viewpoint of researchers; in academic and industrial context. To 
achieve this goal, this study aims to answer the questions in Table 1: 

Table 1. Main Question (MQ) and Secondary Questions (SQ) 

Code – Question 
MQ - How does organizations that follow maturity models perform Agile Project Management? 
SQ1 - What maturity models / standards / agile methods used? 
SQ2 - What are the goals / reasons for using the agile method, the model / standard and for joint use? 
SQ3 - What difficulties / recommendations / lessons learned about the joint use? 
SQ4 - What are the characteristics of support approaches used to support joint application? 

Control Publications. Control Publications are useful for an initial understanding 
about an area, help to define the search expression, and test and calibrate the searches 
on electronic databases. The control publications used in this work [P3, P4, P5, P6, 
P7, P8, P9, P10 – Appendix] were obtained during a prior informal literature review. 

                                                           
1  Available in: http://lapes.dc.ufscar.br/tools/start-tool 
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Data Sources and Search Expression. The search strategy included electronic data-
bases presented in Table 2. These bases were chosen for allowing access to full-text 
papers and automatic searches in papers content. 

Initially the search expression had three blocks. The 1st was related to “agile 
project management”, the 2nd was related to “maturity models” and the 3rd was re-
lated to “support approaches” (environment, infrastructure, tools, approaches, metho-
dology, technique). However, it was noticed that many publications reported some 
support for joint implementation, but it was not explicit in paper abstract. The third 
block was then removed from the final search expression. The Portuguese equivalent 
of the search expression and the plural of some terms did not influence the result, 
therefore were omitted from the final expression. The second author of this paper 
reviewed the search expression utilized. 

It was necessary to make adjustments in the search expression for each database. 
The search expressions were executed on April 11, 2013, without start date restric-
tion, therefore were returned papers published up to that date. 

Table 2. Search Expressions for each Database 

Database – Expression 
Compendex - ((scrum OR "agile software" OR "agile methodology" OR "agile methodologies" OR "agile 
method" OR "agile methods" OR "agile management" OR "agile development" OR "agile project 
management" OR "extreme programming" OR xp) AND (cmm OR cmmi OR "maturity model" OR
"process improvement" OR spi OR mps OR "plan driven" OR traditional OR conventional)) AND (72* wn
CL) 
IEEE Xplore - ((scrum OR "agile software" OR "agile methodology" OR "agile methodologies" OR "agile 
method" OR "agile methods" OR "agile management" OR "agile development" OR "agile project
management" OR "extreme programming" OR xp) AND (cmm OR cmmi OR "maturity model" OR
"process improvement" OR spi OR mps OR "plan driven" OR traditional OR conventional)) 
Scopus - TITLE-ABS-KEY((scrum OR "agile software" OR "agile methodology" OR "agile
methodologies" OR "agile method" OR "agile methods" OR "agile management" OR "agile development"
OR "agile project management" OR "extreme programming" OR xp) AND (cmm OR cmmi OR "maturity
model" OR "process improvement" OR spi OR mps OR "plan driven" OR traditional OR conventional))
AND (LIMIT-TO(SUBJAREA,"COMP")) 

Selection Procedures. The selection of studies was performed in 3 steps (Table 3): 

Table 3. SRL steps 

1.  Selection and preliminary cataloging of data collected. At this stage, the search expression was 
performed in selected databases, in order to identify potential publications. For each database, a 
BibText file was generated and imported in Start tool to catalog each of returned publications. 

2. Selection of relevant data - [1º filter]. After stage 1, title and abstract were read and analyzed in 
relation to the inclusion criteria (IC) and exclusion (EC) identified in Table 4. 

3. Selection of relevant data - [2º filter]. At this stage, full reading of publications accepted in the 1st 
filter was carried out and verification of those publications in relation to the criteria defined in Table 
4 and Table 5. Publications accepted into this filter had their data extracted. 
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Table 4. Inclusion and Exclusion Criteria (1º Filter) 

Code – Description
EC-01 - It is written in a different language from the selected for search (English and Portuguese). 
EC-02 - Describes or presents keynote speeches, tutorials, courses, workshops and similar. 
EC-03 – Presents the index of Congresses/Journal 
EC-04 - Has no relationship with the joint application of maturity models/standards and agile project 
management. 
EC-05 - Presents the use and/or recommendations on the use of some agile project management method,
but not related to use in conjunction with maturity models/standards. 
EC-06 - Presents the use of agile approaches and maturity models/ standards separately or treated as 
opposites. 
IC-01 - Presents some improvement initiative using agile project management method in conjunction with 
maturity models/standards. 

Table 5. Inclusion and Exclusion Criteria (additional do 2º Filtro) 

Code – Description
EC-07 - Not available for download. 
EC-08 - Not available without cost to the researcher. 
EC-09 - Does not describe how occurred or how should occur agile project management in conjunction 
with maturity models/standard or the use of the approach AND gives no indication that there was actual 
execution of jontily application or that some supportive approach was utilized or proposed. 
EC-10 – Presents support approach, but does not present subsidies that relate its application to real or 
hypothetical context where support for agile project management has been applied in conjunction with 
maturity models/standards. 
IC-02 - Describes desirable characteristics for supportive approach related with agile project management 
in conjunction with maturity models / standards. 
IC-03 - Describes problems/lessons learned/recommendations on the joint application of maturity models / 
standards and agile project management. 
IC-04 - Presents the tool support / approach used to support the agile project management in conjunction
with maturity models / standards. 

Procedures for Data Extraction. A form has been created in the Start tool to extract 
data from the papers. Subsections 3.1, 3.2, 3.3 and 3.4 present part of data extracted. 

2.2 Execution of the Systematic Literature Review 

As result of Step 1 of papers selection, we got by the application of the expression for 
searching databases a total of 1724 papers (Compendex – 718, 42%; IEEE Xplore – 
366, 21%; Scopus – 640, 37%). 

During the application of Step 2 of papers selection (1º filter), the identification of 
duplicate papers (i.e., indexed by more than one base) was performed. Title and ab-
stract of no duplicate papers were analyzed in relation to ICs and ECs identified in 
Table 4. When it was not possible to identify by reading the title and abstract if the 
paper should be accepted (go to next step), the paper was accepted. The second author 
of this paper was consulted whenever there was doubt about the acceptance of papers. 
During application of 1st filter, 295 (17%) studies were accepted, 754 (43%) classi-
fied as duplicated and 684 (40%) were rejected. Because of the low restriction of the 
search expression, there was a large workload during the application of the 1º filter 
and a high rate of rejected papers. 



 Systematic Literature Review on the Characteristics of Agile Project Management 181 

 

Afterwards we have conducted Step 3 of paper selection (2º filter). The purpose 
was to evaluate the papers approved in Step 2 both in relation to those criteria identi-
fied in Table 4 and Table 5. During the execution of the 2º filter 34 (11,5%) papers 
were accepted, 2 (0,7%) classified as duplicated and 259 (87,8%) rejected. For each 
paper approved for extraction, the following steps were followed: verified response 
for SQ1; verified whether the items of SQ2 could be answered; as the paper was read, 
categories to answer SQ3 emerged; new categories were added to the form to be col-
lected for the other papers (including papers already extracted); then it was verified 
the answer to SQ4; A sample of the data extracted from the accepted papers was re-
viewed by the second author of this paper. 

3 Characteristics of Agile Project Management in conjunction 
with Maturity Models/Standards 

3.1 What are the Maturity Models/Standards/Agile Methods Utilized? (SQ1) 

Fig. 1, – a) presents the utilized agile methods and the frequency of use in publica-
tions accepted for extraction. The distribution of agile methods for each year was 
collected but, due to the space constraints, will not be presented in this paper. Until 
2004, papers accepted only cited the use of XP agile method or the use of XP in con-
junction with Scrum. The use of Scrum isolated was cited since 2005. Scrum was the 
most cited method by the accepted publications. Fig. 1 - b) shows the maturity mod-
els/standards used and the frequency of use in the accepted publications. 

 

Fig. 1. Maturity Models / Standards utilized 

3.2 What are the Goals/Reasons for Using the Agile Method, the Model/ 
Standard and Joint Use? (SQ2) 

Only part of the accepted papers made clear the motivation for using agile method, 
model/ standard and joint use. The main motivation of the papers that made this in-
formation clear is presented in Table 6, Table 7 and Table 8. 
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Table 6. Motivation for Agile Method utilized 

Motivation – References 
Agile method used by adapting to changes. [P2], [P10, P11, P12] 
Utilized the agile method to accelerate the development of its products. [P13] 
Because the agile method used is effective in small and co-located teams. [P10] 
Utilized the agile method to provide flexibility in the development process as a whole. [P3], [P15] 
Because of the concentration of the method in Software Project Management. [P16] 
Utilized the agile method seeking to improve product quality. [P17] 
Utilized the agile method because it defines how, defines the process sequence. [P4], [P18] 

Table 7. Motivation for Model/Standard utilized 

Motivation – References 
By focusing on discipline and continuous and systematic processes improvement. [P3], [P6], [P10] 
Because of help and focus on processes institutionalizing. [P4], [P11, P12] 
Position the department as an professional software development organization. [P12], [P16] 
Participate in concurrence. [P6], [P17] 
Due to the project size (Large Project). [P2] 

Table 8. Motivation for joint use 

Motivation – References 
Considers that the model/standard can be improved with the application of agile method. [P16] 
Considers that the agile method can be improved by applying the model/standard. [P1], [P18], [P20] 
Utilized the joint approach considering that are complementary and that is beneficial joint use. [P3, P4], 
[P6, P7, P8], [P10] 
Utilized the joint approach to meet needs that the use of only one approach can not supply (eg. minimize 
the number of lost and/or poorly implemented requirements, work with dynamic requirements, manage
large and strategically important project). [P2], [P4], [P13], [P17], [P21] 
The main goal was to professionalize the organization's development. [P19] 

3.3 What difficulties/advice/lessons learned on the joint application? (SQ3) 

The Table 9 presents the main contributions to this SRL of papers accepted for extrac-
tion (some studies had more than one contribution). Only 2 of the studies that contri-
buted with “Experience on joint application” did this through Case Study [P2], [P9]. 
Despite the paper [P8] have considered the application of the proposed process as a 
Case Study, it was not possible from the data presented in the study to confirm that a 
rigorous process that requires a Case Study had been followed (e.g., as defined in [4]). 
The other papers reported industry experience. 

Table 9. Contribution of accepted papers 

Contribution – References 
Experience on the joint application – [P2, P3, P4], [P6, P7, P8, P9], [P13, P14, P15], [P17], [P19, P21, P22, 
P23], [P26], [P33] 
Mapping between Agile Method and Model/Standard - [P5], [P16], [P24, P25], [P34]  
Difficulties/advice/lessons learned – [P1, P2, P3, P4, P5], [P7], [P9, P10], [P12, P13, P14, P15, P16, P17, 
P18, P19], [P21, P22, P23, P24, P25, P26], [P28], [P32, P33, P34] 
Definition of Process/Parts of process – [P4], [P7, P8], [P11], [P20], [P27, P28, P29, P30], [P32] 
Discussion of strengths/weaknesses of both approaches– [P8], [P10], [P20] 
A method for configuring a hybrid process – [P28], [P31] 
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The difficulties/advice/lessons learned on the joint application, extracted from the 
accepted studies were divided into macro categories: Project Planning (PP), Project 
Monitoring and Control (PMC), Requirements Management (RM) (CMMI model 
process areas); and General Recommendations (categories that apply to the develop-
ment cycle as a whole). Due to the space constraints, only categories related to PP and 
two General Recommendations are presented in this paper. The following categories 
of general recommendations were identified in addition to the presented: Plan the 
joint implementation, Perform experiments, Perform Training, Documentation, Great-
er Involvement of Management in agile way, Team, Client Close, Project Size, 
Processes Institutionalization, Involvement of everyone, Support of people involved 
and Communication. 

Project Planning (PP). The papers [P1, P2, P3, P4, P5], [P10], [P12], [P15], [P21], 
[P26], [P28], [P33] consider that the practices related to PP area can be addressed by 
utilized agile methods by the planning phase defined by these methods and the inspec-
tion and adaptation that occurs in the execution of projects. 

Table 10 presents specific goals and specific practices of the PP process area of 
CMMI. In Table 11 to Table 16 are gathered papers at which it was possible to make 
a clear mapping between recommendations/lessons learned and specific goals (SGs) 
and Specific Practices (SPs) of the PP process area. Recommendations/lessons 
learned about the PP process area untreated directly by agile method, but which were 
cited by papers were also collected, but omitted from this paper due to the space.  

Table 10. Specific Goals and Practices - PP 

SG – SPs 
SG 1 Establish Estimates - SP 1.1 Estimate the Scope of the Project; SP 1.2 Establish Estimates of Work 
Product and Task Attributes; SP 1.3 Define Project Lifecycle Phases; SP 1.4 Estimate Effort and Cost. 
SG 2 Develop a Project Plan - SP 2.1 Establish the Budget and Schedule; SP 2.2 Identify Project Risks; SP 
2.3 Plan Data Management; SP 2.4 Plan the Project’s Resources; SP 2.5 Plan Needed Knowledge and 
Skills; SP 2.6 Plan Stakeholder Involvement; SP 2.7 Establish the Project Plan. 
SG 3 Obtain Commitment to the Plan - SP 3.1 Review Plans That Affect the Project; SP 3.2 Reconcile 
Work and Resource Levels; SP 3.3 Obtain Plan Commitment. 

Table 11. SG1 – Satisfied practices 

SP 
1.1 

According with [P16], [P23, P24, P25], in Scrum, the initial scope definition of the project occurs 
during the planning phase of the pre-game. The Work Breakdown Structure is composed of Product 
Backlog (PB) and predefined sprints. Detailed estimates are made at the beginning of each sprint, in 
the second part of the sprint planning meeting. In paper [P23], they fixed the time varied scope. 

SP 
1.3  

According with [P16], [P24, P25] Scrum defines a life cycle. According to [P16], [P24], his cycle 
consists of four phases. In paper [P23], the project had an incremental life cycle, each iteration has 
formed a project phase. 
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Table 12. SG1 - Practices partially satisfied/unsatisfied  

SP 
1.2  

According with [P16], [P24, P25], there is no explicit guidance on Scrum to establish size and/or 
complexity of items of PB and Sprint Backlog (SB). Some agile practices recommend the Planning 
Poker estimation technique. Organizations also use techniques such as function points, use case 
points, Wideband Delphi and story points. In paper [P23], estimates were based on expert opinion. 

SP 
1.4  

According with [P16], [P24, P25], the Scrum team estimate is calculated by performance in previous 
sprints, the ability for the next sprint and complexity of the tasks necessary to deliver the sprint goal. 
However, the estimates do not follow a formal method and are not derived from the size or 
complexity. Scrum does not mention the use of a historical basis. The cost is not explicitly mentioned 
but is necessary for the Product Owner (PO) calculate budget and project financing. According to
[P25], burndown and burnup charts facilitate the effort estimation. In paper [P23], the effort was 
estimated according to XP procedures in planning meetings. 

Table 13. SG2 – Satisfied practices 

SP 
2.4  

According with [P16], [P24, P25], in Scrum allocation of team and provision of infrastructure are 
made early in the project. During execution, the Scrum Master is responsible for providing new
features when the current is not sufficient or if impediments related to insufficient resources are
reported. In paper [P23], the planning team made rough estimate of people required and project
duration. Resources were documented in the project plan. 

SP 
2.5  

According with [P16], [P25] the definition of mechanisms to provide knowledge and skills are not
clearly mentioned by Scrum. However can be easily achieved since, as identified in [P24], Scrum 
teams are cross-functional, self-managed and composed of skilled people to implement SB items. 
Senior members must manage, monitor and guide the other members. According to [P24, P25], if the 
project team is not able to implement SB, training and mentoring can be included in PB. According 
to [P25], the definition of mechanisms to provide knowledge and skills not found in the organization
can be considered impediments and resolved during daily meetings and retrospectives. 

SP 
2.6  

According with [P16], [P24, P25], Scrum defines roles, responsibilities and how actors will be 
involved during the execution of the project. This involvement should be monitored by the Scrum
Master and registered in a communication plan. 

SP 
2.7  

Accordig with [P16], [P24, P25], the minimum necessary to start a Scrum project consists of a vision
and PB, which create a basis for the elaboration of a high level project plan. The vision describes 
why the project is being carried out and the desired end state. The PB, prioritized and estimated,
defines functional and non-functional requirements that the system must fulfill to achieve the vision.
In [P23], a written plan was established and updated after each iteration. 

Table 14. SG2 – Practices partially satisfied/unsatisfied 

SP 
2.1  

According with [P16], [P24, P25], in Scrum budget and schedule are obtained from PB and derived 
from estimated effort. PB is prioritized and divided into sprints. The schedule consists of the set of
sprints. However, according to [P24], Scrum does not provide guidance on establishment of the 
budget. According to [P25], additional milestones or budget may be allocated to the project in each
sprint during aprint planning. In [P23], the project had closed budget; the releases had fixed schedule. 
The schedule was established at planning meetings. 

SP 
2.2  

According with [P16], [P24, P25], Scrum considers a risk as a possible impediment to the project. 
However, identification of risk does not occur in a systematic and parametrized way, using, for
example, categories and sources of risk. According with [P25], impediments are reviewed in the 
retrospective meeting. In [P23], the project manager identified risks that were documented in the
project plan and discussed. Actions originated from risks were discussed in post mortem meetings. 

SP 
2.3  

According with [P16], [P24, P25], in Scrum all data generated by the project must be stored in public
folders or whiteboard available to everyone, but there is not a formal data management plan or
procedure to collect this data. Privacy and security are other weaknesses. During the pre-game, list of 
staffing and equipment needs are defined. In [P23], Configuration Management (CM) Plan identified 
configuration items and how to manage them, and the team made agreement on needed practices to 
manage other data. 
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Table 15. SG3 – Satisfied practices 

SP 
3.1  

According with [P16], [P24, P25], in Scrum plans are revised at the beginning of each sprint and 
possible adaptations are carried out in accordance with changing requirements and technologies.
According with [P25] this also occurs in retrospective. 

SP 
3.2  

According with [P16], [P24, P25], reconciliation of paper occurs during the sprint planning meeting. 
Team, product owner and Scrum master define the functionalities to be developed in the sprint.
According with [P25], the PB is dynamic and new estimates or schedules are possible. In [P23], 
scope was adjusted to resources. 

Table 16. SG3 – Practices partially satisfied/unsatisfied 

SP 
3.3  

According with [P16], [P23, P24, P25], commitment to the plan occurs at the beginning of each 
sprint, during the planning meeting. During sprint execution, the team must notify the PO if the 
workload is not sufficient to develop the agreed items, or if the workload of the team is greater than 
the effort required to implement the items, so that the Product Owner items to be removed (workload
insufficient) or allocated (workload greater than the effort). 

General Recommendations 

Category Lessons Learned/Recommendations 
Process 
Support  

The use of shared common processes makes it easy to share experiences and lessons learned 
between projects [P3]. In [P9], there was difficulty in the use of the process model. Often it is 
not possible to apply everything, and it was difficult to use the process because by the lack of 
tools to support the process. According with [P13], process manuals should show developers 
how to apply the light practices. According with [P21], the automation and documentation of 
the process is one of the most important factors for successful integration of CMMI and 
Agile. In [P26], a site has been used and has become an important way for processes and 
projects transparency. According with [P28], the team must have a shared vision of 
development workflow. 

Process 
Tailoring 

The paper [P3] adopted the agile mindset in the interpretation of existing processes. The paper 
[P19] considers that the model used (CMM) focuses primarily on large projects (a translation 
for the particular environment was performed). According with [P5, P6], [P22], organizations 
must not only put in place processes to pass in review, they should be evaluated about the 
value added and changed if benefits are offered. In the paper [P9], the agile method varied 
between the different types of projects. According with [P6], [P9], [P19] it is important that 
the organization define the use of the process in specific situations (customizations depending 
on the criticality, problem domain, technology, size and distribution of the time). According 
with [P2], [P15], [P26], it is important to allow adaptation of processes based on best 
practices found in projects. To [P28], the process should be adapted depending on the degree 
of flexibility that is desired for the project. A challenge found in [P17], was the fact that the 
considered client has rigid deadlines. For the implementation of urgent changes did not 
violate the company's processes, a working model to support the production was defined. This 
led to an initial frustration among developers, who had the perception that the processes were 
changing again. 

3.4 What are the Characteristics of the Support Approach Used to Support 
the Joint Application? (SQ4) 

Among the papers accepted, 20 mention or define support approach. For each study, 
were collected information as the type of addressed approach, overview of the approach 
and how agile project is addressed in conjunction with maturity model/standard. The 
Table 17 shows the publications and type of approach mentioned/defined. Due to space 
constraint has not been possible to present the details of the mentioned/defined  
approaches. 
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Table 17. Type of Approach 

Type of Approach Reference 
Process/Parts of process Definition [P4], [P8], [P11], [P20], [P27, P28, P29, P30], [P32] 
Mentions/Proposes Approach to improve the 
process/choose process characteristics 

[P9], [P14], [P28], [P31] 

Mentions/Proposes use of tool support for
PP/PMC/ RM 

[P6], [P8], [P12], [P15], [P20, P21, P22], [P25, P26], 
[P28], [P33] 

Mentions/Proposes use of process support tool [P9], [P22], [P26], [P31] 

4 Limitations and Threats to Validity 

One threat to validity of this study is the fact of the word “agile” has always been 
combined with other terms, which reduced the papers covered by the search expres-
sion. On the other side, the removal of block of the string related to “support ap-
proaches” increased papers covered by the search expression. 

Another threat to validity is that only the first author has executed data extraction 
(only samples of the extracted papers were reviewed by the second author). Moreo-
ver, by criteria EC-07 and EC-08, 47 papers were rejected (16% of the papers ac-
cepted in 1º filter). Part of these papers could contribute to the results of the SRL 
conducted. Finally, the addition of other electronic databases/digital libraries could 
also contribute to the results. 

5 Conclusion 

The SRL results help to better understanding how the joint approach occurs and what are 
the difficulties and lessons learned from this use. It was noticed that the area still lacks 
details on how to perform the software development activities, what techniques can be 
used to meet issues not directly addressed by agile methods without losing the desired 
agility, what tools can be used to facilitate the combination of approaches. Other chal-
lenges found refer to cultural changes and the lack of approaches to support the process. 

It was possible to perceive that the joint application is possible and beneficial. The 
key to the combination is to adapt both approaches to projects and organizations cha-
racteristics. It is also important to adapt processes and tools to the organizational and 
project contexts. Furthermore, many studies recommend the use of tool support, on 
various levels, for the success of initiatives combining these approaches. 

Although many studies present practical experience in joint application, the majori-
ty refers to industry reports. Therefore, the area needs more rigorous studies using, for 
example, case studies and / or experimental studies. This SRL can be extended by 
adding other research sources such as manual searches in conferences not indexed by 
electronic databases, besides the addition of other electronic databases. 

One of the opportunities identified in this study was the need to adapt the processes 
used by organizations that combine agile methods with maturity models [P2, P3], [P5, 
P6], [P9], [P15], [P17], [P19], [P21, P22], [P26], [P28]. Based on practices, recom-
mendations and difficulties identified in this study, is being defined an approach to 
processes tailoring and reuse that supports such characteristics and assists organiza-
tions in joint use [6]. 
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Abstract. Three surveys conducted over a 6 year period revealed that medical 
device software organisations have difficulties in the area of requirements 
management, namely accommodating changes in requirements. Medical device 
software is traditionally developed in accordance with a plan driven software 
development lifecycle (SDLC). These SDLCs are rigid and inflexible to 
changes once the requirements management stage has been completed. Agile 
methods are gaining momentum in non-regulated industries but as of yet, the 
adoption of these methods in regulated industries such as the medical device 
software domain remains low. This study presents an implementation of agile 
methods within a medical device software development organisation based in 
Ireland. This implementation involved integrating agile practices with a 
traditional plan driven SDLC. Upon completing this implementation within a 
medical device software development project, the organisation identified cost 
savings and a reduction in the rework required when introducing a change in 
requirements. 

Keywords: Agile, SDLC, Medical, AV-Model, Hybrid, IEC 62304. 

1 Introduction 

Three surveys, in 2007 [1],  2010 [2] and 2012 by the Regulated Software Research 
Centre at Dundalk Institute of Technology revealed that medical device software 
development organisations face challenges in managing requirements during 
development. Medical device software is typically developed in accordance with a 
plan driven Software Development Life Cycle (SDLC), such as the V-Model [3]. The 
V-Model appears to be the “best fit” with regulatory requirements as it produces the 
necessary deliverables required when seeking regulatory approval. However, use of 
the V-Model or any other SDLC is not mandated by international medical device 
software regulations or development standards [4]. Based upon this, an examination 
was performed of the software practices and methods in non-regulated domains to 
determine if lessons learned in these domains could be applied to the medical device 
software development industry. 
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This examination revealed that the adoption of agile practices within these non-
regulated domains is increasing. A large scale survey of the software development 
industry revealed that 80% of respondents reported that they are following an agile 
approach [5]. These industries reported adopting agile methods for various reasons, 
one of which being the ability of agile practices to accommodate changes in 
requirements at any point in a development project. 

Based upon this, the study focused on the medical device software development 
industry. An extensive mapping study was conducted to determine if agile practices 
have been used in regulated software domains and if so, how have they  been adopted 
and to what success [6]. This mapping study revealed a very low adoption rate of 
agile practices within the medical device software development industry however, in 
instances where they have been adopted they have proved successful. For example, 
Rasmussen, Hughes, Jenks and Skach [7] reported that adopting agile practices in 
Abbott Diagnostics improved the process of requirements management during a 
medical device software development project. Further to this, where agile practices 
have been adopted successfully in the medical device software development industry, 
they have been integrated with a plan driven SDLC as no single agile method is 
sufficiently comprehensive in producing regulatory deliverables.  

As a result of this research, a decision was taken to produce a hybrid SDLC 
incorporating agile practices with a plan driven SDLC in order to overcome the 
challenge of accommodating changes in requirements at any stage during 
development. This hybrid SDLC known as the AV-Model, was then implemented 
within a medical device software development organisation to validate its efficacy in 
practice.  

The remainder of this paper is structured as follows; Section 2 presents the 
development of the AV-Model, Section 3 discuss the organisation and project in 
which the AV-Model was implemented, Section 4 presents the results produced as a 
result of the implementation of the AV-Model and Section 5 presents the conclusions 
of this research. 

2 AV-Model Development 

The process of developing the AV-Model was broken into clear distinct phases: 

1. Selection of foundation plan driven SDLC; 
2. Preparing for inclusion of agile practices into plan driven SDLC; 
3. Identification of applicable agile practices.  

2.1 Selection of Foundation Plan Driven SDLC 

When selecting the foundation of the hybrid SDLC, a number of plan driven SDLCs 
were examined. From performing a literature review we discovered that the V-Model 
is the most appropriate model on which to base the hybrid SDLC. The reasons for 
choosing the V-Model are: 
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• Medical device software organizations typically follow the V-Model. 
Consequently, they are already familiar with the structure and phases of the V-
Model and would be more willing to adopt a hybrid model based upon a SDLC 
with which they are familiar [8]. 

• Medical device software organizations may have received regulatory approval to 
follow the V-Model when developing medical device software. If these 
organizations move to a completely different SDLC, they may need to re-apply for 
regulatory approval for the new SDLC. This may be a barrier as organizations could 
be reluctant to undergo the process of achieving regulatory approval again [9]. 

• Whilst none of the regulatory requirements or development standards mandate 
the use of the V-Model, it appears to be the best fit with regulatory requirements 
as it guides organizations through the process of producing the necessary 
deliverables required to achieve regulatory conformance [10].  

2.2 Preparing for Inclusion of Agile Practices into Plan Driven SDLC 

Each of the sequential plan driven SDLCs suffer the problem of being rigid and 
inflexible to change. All of the agile methodologies advocate iterative software 
development. Iterative techniques offer the ability to accommodate changes more 
easily than a plan driven approach [11]. However, to incorporate iterative techniques, 
the process of “Risk Identification” needs to be added to the model. Risk 
Identification involves analysing the project, dividing it into iterations and identifying 
the iterations which pose the most risk to the project and then creating a backlog as a 
result. The iterations identified as posing the most risk are then performed as early as 
possible in the project. Once risk identification is added, each of the stages of the V-
Model is assessed to determine which of them could be performed iteratively. 
Consequently, all of the stages of the development lifecycle are divided into two 
categories: those that can be performed iteratively and stages that can only be 
performed in a single pass. For example, the Food and Drug Administration (FDA) 
requires medical device manufacturers to submit high level requirements prior to 
beginning development [12].  Therefore, this can only be done once. Also, the process 
of achieving regulatory approval can only be sought once a device is completed and 
the acceptance tests have all passed. Therefore, this can only be completed once. 
However, other stages such as including “Software Architecture Design” and “Unit 
Implementation” can be performed iteratively.   

2.3 Identification of Applicable Agile Practices 

As with selecting a foundation SDLC, a mechanism was required for the identification 
of suitable agile practices for inclusion into the hybrid SDLC. The primary objective 
of the hybrid SDLC is to assist medical device software organisations in the area of 
requirements management. As a result, an examination of the various agile methods 
revealed that the Scrum method is one of the only methods to provide complete 
guidance in all areas of development including requirements management. This 
finding was supported by the research conducted by Paetsch, et al. [13].  
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Based upon this, a decision was taken to establish which of the Scrum software 
development practices could be included into the hybrid SDLC. To discover which 
practices could be included, an examination of medical device software development 
regulations was performed to determine if any of the Scrum practices were 
contradictory with regulatory requirements. This examination revealed that none of 
the Scrum practices contradict regulatory requirements. To further reinforce the 
decision to adopt Scrum practices, the findings of the mapping study revealed that 
where agile practices have been adopted when developing medical device software, 
they have typically been Scrum practices [14-18]. 

The identification of suitable agile practices was not limited to the identification of 
a single agile method for integration with the V-Model. A review of empirically based 
research produced a list of agile practices from various agile methods which could 
successfully be adopted when developing medical device software. This review also 
included the extraction of practices from AAMI TIR45:2012 [19]. While these 
practices have not been adopted on a specific medical device software project, the 
authors of AAMI TIR45:2012 have extensive experience in both medical device 
software regulations and development. This places them as authorities as to which 
practices can be followed.  

While the majority of the practices identified or followed when developing medical 
device software are typically Scrum practices, a number of other practices have been 
recognised such as Test Driven Development, Done is Done, Pair Programming and 
Self Organising Teams. As a result, a number of these practices were also included 
into the hybrid SDLC. It is expected that practices included from different agile 
methods will be complimentary [20].  

Figure 1 shows the AV-Model which integrates agile practices with the V-Model. 
While the AV-Model may resemble the traditional V-Model, the approach taken is 
very different. The V-Model advocates fully completing a single stage before 
progressing to the next stage whereas with the AV-Model a number of stages are 
revisited during each iteration.   

2.4 Iterative Approach Taken by AV-Model 

A key component of the AV-Model is iterative software development. This iterative 
development facilitates changes in requirements at any point in the development  
life cycle, as no single stage of development is completed until the final requirement 
is passed through it. Figure 2 shows how a “Proposed System” is divided into a 
number of “Requirements”, which are further sub divided into “Software Items” in 
accordance with the AV-Model. Once complete, these software items are combined to 
satisfy the requirement and then the requirements are joined to produce the finished 
system. 
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Fig. 2 Iterative Approach of AV-Model 

 
Figure 2 would appear to suggest that Requirement 1 is to be developed 

concurrently with Requirement 2. However, this is not a requirement of the  
AV-Model. In smaller teams, it may not be possible to be developing a number of 
Requirements simultaneously. In smaller teams, when developing software in 
accordance with the AV-Model, once a software item is developed, it is frozen until 
another software item is finished and ready to be integrated. The same is true of the 
requirements of the system. Larger teams may be able to develop multiple software 
items and requirements concurrently. Either form of development is supported by the 
AV-Model. Figure 3, shows the relationship and activities to be performed at each 
stage of a development project when following the AV-Model. 

 

 

Fig. 3. Activities to be performed during AV-Model Implementation 

3 Implementation and Validation 

A key component of the development of the AV-Model was validation. This 
validation came in the form of implementation of the AV-Model within a medical 
device software organisation. This implementation was performed through the use of 
Action Research (AR). In AR, the researcher works closely with a group of people to 
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establish an improvement path for a given situation. In AR, the researcher does not 
perform traditional research, instead the researcher acts as facilitator [21]. 

3.1 Organisation Profile 

BlueBridge Technologies (BBT) offer a complete electronics and software 
development service including design, specification and procurement of the 
electronics and electro-mechanical systems. They are very strong in analogue and 
digital hardware and software design. They are highly experienced in design for 
scalable volume – from low to high volume manufacture. BBT has expertise in circuit 
design, from architecture, embedded firmware through to schematic capture and PCB 
layout design and test. BBT are experts in implementing a variety of communications 
protocols, as well as configuring device drivers. Their broad multidisciplinary team 
are well placed to develop sensors, both their deployment interfacing and integration 
and also test and evaluate performance. 

3.2 AV-Model Implementation 

BBT were awarded the contract to develop a “field use” diagnostics device for the 
detection and quantitation of antibodies using an enzyme linked immunoassay 
approach. The technology consists of an electrochemical biochip incorporated into a 
fluidics device which is covered by a deformable membrane. Upon depression of the 
membrane at specific loci, sample together with on-chip reagents are transported to a 
screen printed carbon electrode. A specific reaction then occurs producing an 
electrochemical signal (current) which is proportional to the concentration of analyte 
in the sample. The hand held “reader” component of this technology operates as a 
standalone unit capable of receiving and interfacing with the credit card size biochip. 
The product is designed for use by non-technically minded people and therefore the 
ergonomic considerations are important and a very light Human Machine Interface 
(HMI) will be critical to the products acceptability and error-free use in the field. As 
mentioned, the implementation of the AV-Model was performed through the use of 
AR. This involved completing 4 activities: Diagnosing, Planning, Taking Action and 
Evaluating. At the diagnosing stage research was performed within the organisation to 
establish which challenges they wished to resolve through the adoption of the AV-
Model. BBT identified that the experience difficulties accommodating changes in 
requirements when following the V-Model. Once this was established, planning was 
performed. This planning involved performing training within the organisation. This 
involved two days of onsite training with the entire organisation. Once the 
organisation felt they had acquired the necessary skills, the AV-Model was 
implemented. During the implementation period the authors performed the role of 
consultants to the organisation. This involved partaking in the weekly Sprint Review 
and Retrospective meetings and also being available to answer any queries which 
arose during when implementation.  Finally, at the diagnosing stage an evaluation was 
performed to establish if adopting the AV-Model, assisted the organisation in 
overcoming the challenges identified at the diagnosing stage. This evaluation was 
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performed through the use of a Home Ground Analysis (HGA). Two HGA’s were 
performed within the organisation, one prior to implementing the AV-Model [22] and 
one following implementation. The findings of the initial HGA served as a benchmark 
which were later used to establish the efficacy of the AV-Model implementation. The 
initial HGA also served the purpose of establishing whether or not BBT were suited to 
adopting agile methods. Should the initial HGA have revealed the organisation was 
rooted in a plan driven approach it may have been beyond the scope of this research to 
implement the AV-Model. Fortunately, the initial HGA revealed that BBT was 
equally suited to adopting either a plan driven or agile approach. 

3.3 Findings 

Figure 4 shows a radar chart plotting the results of the HGA conducted before and 
after implementing the AV-Model. Since the organisation has implemented the AV-
Model, they have succeeded in becoming more agile. Through the process of learning 
how to adopt the AV-Model, a number of personnel became more familiar and 
comfortable with agile software development practices. During the implementation of 
the AV-Model there was a total of 6 requirement changes to be completed. This 
resulted in 33% of the final project consisting of requirements changes. Prior to 
implementing the AV-Model, the organisation was very reluctant to introduce any 
changes once development had begun as they experienced significant impacts on time 
and budget. Finally, following the development principles of the AV-Model, the 
percentage of the organisation which thrives on chaos increased significantly. 

 

Fig. 4. Home Ground Analysis before and after implementation of the AV-Model 

To accompany the HGA, key stakeholders within BBT were interviewed once the 
project was completed. The objective of this interview was to establish if the findings 
of the stakeholders reflected the statistical data gathered in the HGA. Those involved 
in the interview were the Marketing Director, the Product Owner and a Software 
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Developer. The interview took a focus group approach where the group was asked a 
number of questions and those that felt they had relevant input responded.  

 
Q1. Did you perform the same amount of up-front planning when following the AV-
Model as you would have when following the V-Model? 
Historically, when following the V-Model we would have added an incubation period 
prior to beginning development. We had this incubation to allow the customer time to 
fully consider all potential changes in requirements as we know it can be very
difficult to introduce a change in requirements when following the V-Model. When 
following the AV-Model we did not include this incubation period as the AV-Model 
was advertised as being able to accommodate changes at any point during
development. 

 
Q2. Without this incubation period did you miss any potential requirements changes? 
The participants confirmed that they did miss three of the changes in requirements i.e.
Configure Debugging, Configure Project in IDE and Battery Level Detection. The
other three requirements changes i.e. Set/Verify Clocks, Low Power Mode and Flip
LCD direction were more subtle changes which would have only been identified once
development had begun, regardless of SDLC being followed. However, they did
acknowledge that even though they had missed the changes, they found them easy to
integrate when following the AV-Model. 

 
Q3. If these changes had been introduced when following the V-Model what the
implications would be, with regards to time, rework and cost? 
Firstly, the participants noted that while there was 6 requirements changes when
following the AV-Model, there would only have been 3 requirements changes when
following the V-Model as the other 3 would have been identified during the 
incubation period which historically precedes implementing the V-Model. 

Based upon this, the participants confirmed that if they had been following the V-
Model and that the changes were identified at week 5 of a 14 week project, they 
would have been identified at either the “Software Detailed Design” stage or during
the “Implementation” stage. As a result, the System Requirements Specification and
Software Requirements Analysis documents would be completed. Consequently, to 
implement the changes identified, all of the preceding stages would need to be
revisited and the work completed at each stage updated accordingly. They further
explained that this rework would have taken 2 weeks to complete. When considering
the implementation of the AV-Model, six requirements changes were introduced.
Despite this, the project schedule was not impacted negatively, as the team originally
overestimated the amount of time it would take to address each requirement. Should
these 6 requirements changes not have been identified and introduced, the project
would have finished approximately 1 week earlier than expected. Therefore, the time
spent on introducing the requirements changes as part of this project, when following
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 the AV-Model, was halved compared to following the V-Model. These times solely
 relate to the development time and do not include the incubation period which would
have been included when following the V-Model.  

With regards to the cost implications of introducing these changes when following the 
V-Model, the participants acknowledged that it is hard to quantify however they
estimate 15% of the budget would be spent on the necessary rework. As discussed,
had there been no changes in requirements, the project would have taken 1 less week 
to complete with an estimated cost of 7% of the budget being spent on
accommodating these changes in requirements. 

 
Q4. Did your testing process change when following the AV-Model when compared 
to that of the V-Model? 
They confirmed that their testing process had changed, as they had to do more testing
as each software item and software requirement had to be tested when it was
integrated to ensure compatibility with the other software items and requirements
completed previously. However, they did note that even though their testing process 
changed, there was no time implications as the process of continuous integration
ensure all of the integration testing was performed. This continuous integration would
not have been performed when following the V-Model as the software system would 
be developed as a single entity. As a result, they predicted that the time spent testing
when following the AV-Model would be very similar to the testing that would have
been performed if following the V-Model i.e. testing during continuous integration 
would take the same amount of time as single phase testing. 

 
Q5. Did following the AV-Model produce the necessary deliverables required as part
of IEC 62304? 
The participants noted that they were not contractually obliged to followed IEC 62304 
on this project however, they did expect at some point the customer would seek
regulatory approval for the device in the future, therefore BBT ensured that they
produced the requirements as part of IEC 62304. The participants identified that they 
expected this device to be deemed a Class I device, this meaning they did not need to
fully follow IEC 62304. Despite not needing to produce all of the requirements as part
of IEC 62304, the AV-Model did provide guidance to meet the requirements which 
they needed as part of this project 

 
Q6. Was there any business value obtained from implementing the AV-Model? 
Historically, when following the V-Model, BBT did not want to see the customer 
after development began, as this would typically lead to changes in requirements. 
They also noted that it can be very hard to impress on the customer the impact these
changes can have on budget and time. However, with following the AV-Model, they 
can now advertise to customers that they can accommodate changes at any point in a 
software development project at a reduced cost when compared to following the V-
Model, feeling this would give them a business advantage over competitors. 
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4 Conclusions 

The AV-Model was developed in response to the recognition that medical device 
software development organisations are experiencing difficulties when 
accommodating changes in requirements once the requirements management stage is 
completed. The AV-Model incorporates agile practices with a traditional plan driven 
SDLC as a combination of both approaches reaps the benefits associated with 
adopting agile practices while producing the necessary regulatory deliverables. Once 
developed, the AV-Model was implemented through AR within a medical device 
software development organisation to validate its efficacy and to determine if it meets 
its primary objective i.e. assist medical device software organisations in handling 
changes in requirements when compared to following a traditional plan driven SDLC. 
The organisation in which the AV-Model was implemented reported reductions in 
cost and rework in accommodating changes in requirements when developing medical 
device software in accordance with the AV-Model, when compared to if they had of 
been following the traditional V-Model on the same project. In spite of these results, 
further adoption and analysis of the AV-Model would be useful in determining it’s 
overall effectiveness at assisting medical device software organisations in overcoming 
the challenges associated with accommodating changes in requirements.  
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Abstract. In this paper, we present an exploratory study towards developing a 
Software Agility Assessment Model, to fill the gap of a structured assessment 
model in the field. The purpose of the model is to assess organizations’ or 
projects’ agility and provide roadmaps to organizations in the continuous im-
provement path. The model has two dimensions with a similar structure to 
ISO/IEC 15504: agility dimension and aspect dimension. We performed an ex-
ploratory case study to identify the improvement opportunities for the draft 
model and discussed the results. 

Keywords: Agile, Agility Assessment, Agile Capability, Agile Maturity, Soft-
ware Agility Assessment Model, AgilityMOD. 

1 Introduction 

There are many reasons why an organization fails to deliver software products rapidly 
and with the desired quality [1]. Low response capability to changes, heavy and for-
mal processes, late feedback mechanisms and lack of communication are some of 
these reasons. Methods that enhance agility are seen as solutions to these major prob-
lems of failures by software community. However, not every organization that tries to 
adopt agile methods succeeds, that is mostly because practitioners see a single agile 
method as a complete solution to all problems or misinterpret the agile principles, 
practices during the adoption and transformation. Moreover, agility is frequently con-
fused with being undisciplined for ad-hoc development [2].  

Agile maturity and agility assessment are brought as new concepts into the field 
because of unsuccessful adaptation of agile principles/practices. Sufficiency and usa-
bility of the current maturity models for organization to be agile is subject to research 
studies and none of which are defined as a well-established solution [3, 4]. There is 
still a fundamental need to assist organizations in assessing their agile capability and 
introducing roadmaps in adopting agile principles/practices. [5].   

In this paper, we describe the first version of the Software Agility Assessment 
Model (AgilityMOD) that we developed to assess organizations’ agility level with its 
well-defined structure and help them to draw roadmaps in improving their agile capa-
bility. AgilityMOD is developed with a similar structure of ISO/IEC 15504 [6]. It has 
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two dimensions named “agility dimension” and “aspect dimension”. In order to iden-
tify AgilityMOD’s applicability and suitability in agility assessment, we performed an 
exploratory case study and presented the results.  

In the rest of the paper, the literature survey on current agile maturity models, Agi-
lityMOD, the case study and conclusions are described in section 2, 3, 4 and 5 respec-
tively.  

2 Literature Review 

In 2001, a group of people from different disciplines published the agile manifesto 
and started the agile software development movement [7]. Since then, various me-
thods have been developed in conformance to the agile manifesto and agile principles 
[8-12].   

In the meantime to answer the questions of organizations on how agile they are and 
how they can reach a better agility level; agile maturity models have been developed. 
In the current state, there are about forty models related to maturity, including both 
academic publications and Internet publications [4, 13].  Schweigert et al. conducted 
an analysis on the level naming conventions of these models. Based on their classifi-
cation the models are grouped into three: those which are influenced by the structure 
of CMMI, those which have a specific leveling structure and those which do not use 
an explicit leveling structure. They also argue that these models do not measure the 
real agility. Instead, they check for the implementation of some specific agile practic-
es [4]. 

In one of our previous studies [3] five of the most frequently referenced agile ma-
turity models are applied in an organization and evaluated (Table 1). The evaluation is 
based on six quality criteria: fitness for purpose, completeness, definition of agile 
levels, objectivity, correctness and consistency.  

Table 1. List of the Agile Maturity Models/Frameworks Evaluated 

 
ID  Model Owner[8] Name of the Model/Framework 
M1 Patel and Ramachandran Agile Maturity Model [14] 
M2 Yin Scrum Maturity Model [15] 
M3 Sidky Agile Adoption Framework [5] 
M4 Benefield Benefield’s Model [16] 
M5 Ambler Agile Scaling Model [2] 

 
The results of the study indicated that none of these models satisfies all the ex-

pected criteria and need to be improved in terms of scope, definitions of agility levels 
and objectivity. The most obvious deficiency of the models is that they do not support 
an agile process architecture holistically. Each model focus on different parts of the 
software development life cycle. None of the models has a well-defined structure with 
process inputs, practices and outputs forms. 
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Among this model quagmire, there is no commonly accepted agile maturi-
ty/assessment model. The need for a structured agility assessment model or agile or to 
be agile organizations remains valid. 

3 Software Agility Assessment Model 

We defined the Software Agility Assessment Model’s (AgilityMOD) structure in 
accordance with ISO/IEC 15504 Software Process Improvement and Capability De-
termination (SPICE) Model [6]. Our purpose was to create a common basis for per-
forming assessments of agility and present the assessment results using a common 
rating scale. However, instead of capability dimension and process dimension of 
SPICE Model, we defined Agility Dimension and Aspect Dimension as can be seen 
from Fig. 1.  

 

Fig. 1. Structure of the Agility Assessment Model 

Formal process layers of traditional software development are intertwined to each 
other in agile software development. It is difficult to realize boundaries of the 
processes.  Therefore, we performed a new modulation of agile processes and practic-
es in order to integrate them under meaningful and agile compatible abstract defini-
tions, and called them as “Aspects”. In the aspect dimension, aspects are defined and 
classified into aspect categories as Exploration, Construction, Transition, Manage-
ment and Culture.  

Exploration aspect covers activities of capturing customer needs, elaborating and 
managing requirements artifacts, detecting and resolving issues and specifying de-
pendencies. Construction aspect includes architecture, design, coding and unit testing 
activities. Transition aspect covers build, integration, testing and deployment activi-
ties. Management aspect deals with planning, estimating, monitoring activities in an 
agile manner. Culture aspect includes activities to align and adopt environmental 
conditions and people behavior in accordance with agile values. 
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In the other dimension, a set of aspect attributes grouped into agility levels is de-
fined. Each attribute describes a major part of agility. All attributes are directly de-
rived from twelve agile principles [7]. We defined the attributes “Performing Aspect 
Practices” for the 1st level; “Simple” and “Iterative” for the 2nd level and “Technical-
ly Excellent” and “Learning” for the 3rd level. The mapping of agile principles and 
aspect attributes are given in the following table. There is many to many relationship 
in this mapping. 

Table 2. Mapping of Agile Principles and Aspect Attributes 

Number of the Agile Principle Name of the Aspect Attribute 
1-3-4-6-7 Iterative Attribute 

2-4-10 Simple Attribute 
9-12 Technical Excellence Attribute 

5-8-11-12 Learning Attribute 
 
Aspect attribute is an indicator of the aspect performance. They define the charac-

teristics of the aspects and they are applicable to all aspect practices. “Iterative” 
attribute specifies that the work products related to an aspect are delivered in an itera-
tive and incremental way. The purposes of “simple” attribute are to support aspects to 
eliminate any kind of activity that does not add value and cause waste in software 
development process, to achieve the balance between the just-in-time works and up-
front works and to manage the incoming and outgoing workflows. “Technical excel-
lence attribute ensures that agile engineering methods and tools are integrated into 
aspects to improve productivity and lower defects. “Learning” attribute ensures that 
the aspects serve for the purpose of organizational learning and improvement. 

Agility of an aspect is described with a four-point ordinal scale which enables the 
agility to be assessed at “Not Implemented”, “Ad-Hoc”, “Lean” and “Effective” le-
vels. When an aspect progresses from the bottom level: “Not Implemented” to the top 
level: “Effective”, its conformance to agile values and principles increases.  

Achievement of an agility level is assessed upon the two types of indicators: Agili-
ty indicators and aspect performance indicators. Aspect practices and generic agility 
practices ensure the achievement of outcomes and outputs which are produced as a 
result of successfully realizing the aspect.  

Agility Indicators: 

─ Generic Agility Practices 
─ Generic Resources 
─ Generic Work Products (Outputs) 

Aspect Performance Indicators: 

─ Aspect Practices 
─ Work Products (Outputs) 

Details of the model are explained in the technical report and can be provided on 
demand. [17]. 
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4 The Case Study 

We aim to conduct a single exploratory case study prior to the final version of the 
Software Agility Assessment Model (AgilityMOD). Exploratory characteristic of the 
case study will not only enables us to answer the research questions given below, but 
also it will provide flexibility during the conduct of the case study. 

This section is described in three sub-sections including the case study design, 
conduct and findings. 

4.1 Case Study Design 

Two of the objectives of this study are to investigate the applicability of the Agility-
MOD in assessing the aspect’s agility at different levels in an organization and identi-
fying if the agility assessment model could be used as a roadmap for organizations to 
improve aspects’ agility. Another objective is to reveal improvement opportunities 
related to the AgilityMOD. 

Considering these objectives we identified the following research questions (RQ): 
RQ1: How suitable the “Software Agility Assessment Model” to be used with the 

purpose of identifying aspects’ agility? 
RQ2: What are the improvement opportunities for the first version of Agility-

MOD? 
Case Selection Strategy: Our strategy is to select the same organization that has 

been subject to one of our previous studies where we assessed the strengths and 
weaknesses of five agile maturity model/framework from agile process assessment 
perspective [3]. The reason of this selection is that we already had an idea about the 
agile maturity of the organization and knew the specific problems. From these pers-
pectives, the organization will enable us better to observe if the model capable of 
revealing these problems and indicating the agility level of the organization. 

Data Collection Strategy: In the selected organization, we aim to perform gap ana-
lyses through interviews and evidence collection and review. Interviews are planned 
to be performed with people from different roles/positions in accordance with five 
aspects of the model. These roles are planned to include at least one product owner, 
one business analyst, one developer, one configuration manager and one tester.  
We planned to record the interviews for further analyses. We also planned to perform 
gap analyses with two projects since the processes performed in the projects may 
differentiate, and the generalization of the assessment results through the organization 
is possible. 

Validation Strategy: After the gap analyses, we planned to prepare an assessment 
report and discuss it with the interviewees to obtain their opinion on the assessment 
results.   

4.2 Conduct of the Case Study 

We performed the agility assessment in a government organization which is develop-
ing various management information systems related with the digitization of the pro-
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curement procedures for government purchases and health management and law 
tracking systems. It is a small sized company with sixty employees. The organization 
had been formerly assessed with other agile maturity models in 2013 by us in [3].  

Prior to the assessment, we prepared the assessment questions for each aspect prac-
tices and generic agility practices.  

We performed interviews with the product owner, the architect who has been for-
merly software development team leader and developer, the business analyst team 
leader and the test manager separately. Interviews took 13 person-hours in total.  

During the assessment, we observed that people tend to describe positive sides of 
their job and positive practices; therefore, contradictory questions or failure scenarios 
also need to be asked related to practices. Direct evidences were also collected and 
reviewed in the scope of the assessment.  

We used a four-level scale to express the achievement of the aspect attributes: “not 
achieved (0), partially achieved (1), largely achieved (2) and fully achieved (3) and 
not applicable (NA)”  

4.3 Findings 

Findings Related to Agility of the Organization 
We assessed the agility level of the organization over two types of projects: one main-
tenance and one new development. Fig. 2 gives the colored schema of the assessment 
rating to capture the results at a glance.  
  

Aspects/Practices AP1 AP2 AP3 AP4 AP5 AP6 GP 2.1.1 GP 2.1.2 GP 2.2.1 GP 2.2.2 GP 2.2.3 GP 3.1.1 GP 3.1.2 GP 3.2.1 GP 3.2.2 GP 3.2.3 GP 3.2.4
EXPLORATION 2 2 2 2 2 2 1 2 0 2 1 1 2 1 2 3 2
CONSTRUCTION 2 2 2 1 NA NA 1 2 1 2 2 0 2 1 2 1 1
TRANSITION 2 2 2 2 2 NA 1 2 1 2 3 1 1 1 2 1 1
CULTURE 2 1 0 2 3 1 0 2 XX XX 1 XX XX 1 1 1 1
MANAGEMENT 2 1 1 1 1 NA 1 2 0 0 1 1 0 1 2 1 1

3. EFFECTIVE
Technically Excellent Learning

1. AD-HOC 2. LEAN
Iterative Simple

 

Fig. 2. Colored schema for the assessment ratings based on each practice  

The numbers and the colors in each cell display the ratings given: “0” and “red” 
means that the practice is not achieved. “1” and “yellow” means that the practice is 
partially achieved. “2” and “orange” means that the practice is largely achieved. “3” 
and “green” means that the practice is fully achieved. For the achievement of an agili-
ty level, assessed attributes must be rated as either largely achieved or fully achieved. 
The result of the assessment indicates that the exploration aspect is at ad-hoc level, 
the construction aspect is at not implemented level, the transition aspect is at ad-hoc 
level, the management aspect is at “not implemented” level, and the culture aspect is 
at “not implemented” level.  

Fig. 3 displays the comparison between the current situation of the organization 
(inner pentagon) and the ideal case (outer pentagon) in the form of a radar chart.  The 
data to draw the radar chart is obtained by adding the rating values given on Fig. 2 for 
each aspect. 
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Fig. 3. Comparison of the Current Situation of the Organization and Ideal Situation 

Below, we briefly present the major findings for each aspect. Each aspect is ques-
tioned based on both the aspect practices belong to the level 1 and the generic agile 
practices belong to the level 2 and 3.  

Exploration Aspect: Major findings and improvement areas identified related to ex-
ploration aspect are as follows: 

• Customers do not regularly involve in the exploration activities which limits the 
feedback obtained at an early phase. 

• There is no consistency in transforming user needs into simple requirements arti-
facts (user requirements, business  process models, detailed use case descriptions 
are developed all together or not at all) 

• Formal review and approval procedures are applied for scope and requirements 
documents which may even take the same amount of time of the analysis process. 

• Detailed specifications are preventing the development team to wait for a long time 
before the development activities start. On the other hand, in most cases test team 
need to explore and learn what is going to be tested since there is nothing exist in 
written form after the development is completed.  

• All employees work in the same open-office which enhances communication. 
However, lack of continuous and regular communication channels cause cases 
where a developer made a change on a requirement item without notification to test 
team or analysts until the last moment.  

• The organization maintains two large systems interacting with each other. Even if 
the internal and external dependencies partially known, there is a significant need 
to identify all dependencies since the numbers of hotfixes continue growing be-
cause of the lack of knowledge on change impact.  
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• This is an organization where requests of customers continuously flowing to ana-
lysts or technical leads. All the requests obtained from the customers at different 
sizes are entered to Team Foundation Server (TFS) tool. TFS is used maintaining 
the requests obtained from customers at different sizes such as a backlog. Howev-
er, backlog items are not differentiated based on their types and regularly groomed 
by the product owner. 

• Collaborative working changes from the team to team and team members do not 
share the full responsibility. 

Construction Aspect: Major findings and improvement areas identified related to 
construction aspect are as follows: 

• Developers elaborate the items with business analysts and/or customer one by one. 
The testers are not involved in these activities and remain unaware of the items and 
solution approach especially for small and medium sized requests. If the developer 
does not provide enough information about the item, it may be released without 
testing. 

• Architectural elaboration meetings are performed weekly among architects and 
technical leaders. However, alternative solutions are not evaluated consistently, 
and there are cases where redevelopment occurred. 

• Static code analyses are performed if the capacity of the development environment 
is sufficient. Code reviews are not performed except for the changes on critical 
modules.  

• Physical configuration audits on source code are not performed. Therefore, it is not 
an unusual thing to deliver items without notice of test team or technical leads. 

• Developers do not write unit tests except for mobile applications, even though, unit 
tests are the backbone for fast feedback. 

• Experiences of the people in certain cases remain as tacit knowledge, there is no 
such a knowledge platform for sharing experiences in the organization. 

Transition Aspect: Major findings and improvement areas identified related to transi-
tion aspect are as follows: 

• Source code may be waiting for a long time in developers’ branch before check-in 
to the mainline. Build time also varies based on the length of the code that is ex-
pected to be short in agile environments.  The systems are lack of continuous inte-
gration. 

• The systems are not supported with automated regression test suite. Only 6% of the 
whole system can be automatically tested (start-up tests).  

• Functional black-box tests and regression tests are performed manually. 
• It approximately takes 2-2.5 months to deploy the solution to the real system. After 

deployment, automated start-up tests are run. However, unknown errors may be 
sent to real system which is not in the scope of start-up tests causes high numbers 
of hot-fixes. 
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• Status of the integration and deployment processes are followed through e-mails. 
However, monitoring the progress through dashboards and making the progress 
visible to everyone is a better option.  

• Even if the teams agree that necessary documentation needs to be produced to 
maintain the software, current documentation types do not help them in maintain-
ing software since they are not continuously updated. It is obvious that the organi-
zation needs to rethink how efficiently document the product. 

Management Aspect:  Major findings and improvement areas identified related to 
management aspect are as follows: 

• Before the initiation of the projects feasibility studies are performed. Scope is de-
fined for new development type projects. A formal approval procedure and long 
waiting times are also valid for management type documents. Our suggestion is to 
use simpler forms such as one page “project data sheets” for scope and vision.  

• There is not an accepted and applied estimation approach in maintenance type 
projects. Bottom-up estimation technique was applied in a few new development 
projects where every team member is involved. Estimation techniques should be 
reviewed considering the overall approach. 

• Tracking is truly based on communication among team members and technical 
leaders. Such major metrics to identify team velocity is not gathered since there is 
no planned and actual effort.  

• High-level strategic plans exist for maintenance type projects. However, there is no 
high level or level plans developed dynamically. Tasks are assigned people in a 
just-in time fashion. Teams dynamically adapt the conditions by quickly modifying 
resources. This practice is useful in rush times however idle resources cannot be 
identified. 

Culture Aspect:  Major findings and improvement areas identified related to culture 
aspect are as follows: 

• One of the major problems of the organization is that there is no common “Agile” 
perception and understanding among the people. Some believe that they are devel-
oping according to agile principles, some do not have an idea about the agile con-
cepts.  

• Most of the customers are also unaware of agile software methodologies and how 
and when they are going to involve the processes.  

• Even though the roles are not specialized according to agile principles, teams are 
constructed based on a matrix structure with people from different areas and differ-
ent experiences. 

• Domain trainings are given by business analysts to other team members. Process 
trainings and technological trainings are also provided by third party consultants. 
There is a need to focus on agile process and practice trainings.   

• Teams and projects are managed by technical leaders and project managers respec-
tively. Resource management and leveling are performed by technical leaders whe-
reas project managers work as administrators mostly. They are seen as non-value 
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adding people to processes. Tasks are also assigned by technical leaders. There-
fore, we cannot talk about self-organizing teams.  

• Teams care about working collaboratively, however, there are examples where 
redevelopment is needed since the opinion of the experienced developers were not 
asked. Personal issues may also go upfront of the business. 

Findings Related to the Software Agility Assessment Model 
We met the purpose of this exploratory case study and identified the improvement 
opportunities and problems related to the first version of AgilityMOD.  

First of all, we observed that the model can be used for assessing organizations’ 
agility level. Improvement suggestions given based on the model can be utilized as a 
roadmap for improving organizations’ agility. It is also noticeable that the assessment 
based on AgilityMOD can be performed with a reasonable effort.  

We identified three types of internal problems: redundancies, missing practices, 
and excess of practices.  

Redundancy: Aspect practices belong to the culture aspect and generic agility prac-
tices belong to 2nd and 3rd level of agility level questions the similar practices and 
principles. When we performed an assessment based on the generic agility practices, 
there is no need to assess the organization with practices of culture aspect.   

While we design the Model’s structure, we aimed that the generic agility practices 
will be applicable to and valid for all aspect practices. However, it seems that the 
practices of culture aspect and 2nd and 3rd level generic agility practices do not comply 
in this sense (marked with XXs in Fig. 2.).  

Missing practice: We observed that we do not question if the applied practices 
such as elicitation is project specific or applied at organization-wide in the Model.  

Excess of practices: Practices of learning attribute, GP 3.2.3 and 3.2.4, are  
very close to each other in terms of their meaning and can be combined for a better 
structure. 

One of the defined practices of learning attribute is “Obtain frequent feedback” 
which belong to 3rd level, however it more conforms to 2nd level since the purpose of 
2nd level is providing feedback about progress. 

Validity Threads 
We designed the case study as a single exploratory case study. Assessing one organi-
zation limited us to observe the applicability of the Model for different levels of agili-
ty apart from “not implemented” and “ad-hoc”.  

5 Conclusions 

In this paper, we briefly present the AgilityMOD that we built to assess agility levels 
of organizations and close the gap of a structural assessment model need in the  
field. The structure of the Model has been influenced from the SPICE Model.  
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The assessment is performed through the practices and the work products that are 
linked to the attributes. However, instead of process and capability dimensions of the 
SPICE Model, the AgilityMOD has aspect and agility dimensions. 

In the scope of this study, we performed an exploratory case study with the first 
version of AgilityMOD as a prelude to the multiple case study to be conducted with 
the final version of it. The case study included a gap analysis to identify the organiza-
tion’s agility level and the improvement opportunities related to the Model.  

The case study revealed that the proposed Model’s structure is applicable for the 
agility assessment of software organizations. However, the internal integrity of the 
Model could be improved by eliminating redundancies, adding missing practices, and 
providing separation of concerns between the agility level and aspect level. Together 
with these improvements, it will meet the criteria (fitness for purpose, completeness, 
definition of agile levels, objectivity, correctness and consistency) that we had defined 
before building this solution and reach a ready to be applied maturity. 
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Abstract. While software process improvement is well established as a prac-
tice, it still presents challenges for some adopters. Drop-outs from SPI programs 
are not uncommon. The paper argues that SPI sustainment is a function of the 
organizational context of the program, not just of the program (or SPI ‘prod-
uct’) itself. Critical in this context is the organization’s operational capabilities 
and capacity for change, as well as key external factors that, together, can influ-
ence SPI outcomes. SPI sustainment is not an established topic of research. To 
foster interest and progress is responding to the problem, the paper makes a 
theoretical contribution by developing and proposing a research model of SPI 
sustainment, called SUSTAIN, from published research on process improve-
ment. Four testable propositions are developed from the model. Implications of 
the model and plans for future work are also discussed. 

Keywords: Software process improvement, sustainment, SPI, reference model. 

1 Introduction 

Software Process Improvement (SPI) has emerged as the preferred approach in the 
software engineering industry to improve software product quality and reliability and 
increase employee and customer satisfaction, resulting in a positive return on invest-
ment. Improvement frameworks, models, methodologies and standards such as Soft-
ware Process Improvement Capability dEtermination (SPICE or ISO/IEC 15504) 
[12], Bootstrap [22], Capability Maturity Model Integration (CMMI) [42] and ISO 
9004:2000 have been widely adopted in practice. SPI adoption, however, still presents 
challenges for software-developing organizations [38]. While many organizations 
successfully adopt and experience the benefits of SPI [18][10], others abandon the 
effort before realizing SPI’s potential [21][4]. 

Motivated by the aim of bridging the sustainment gap (the gap between SPI goals and 
actual SPI outcomes), this paper investigates the issue of SPI sustainment. As used in this 
study, SPI sustainment is defined as the enablement of SPI activities, efforts and out-
comes to continuously improve software development processes. The paper contributes a 
research model, developed from the literature, of contextual factors that influence SPI 
sustainment that can be used to manage SPI implementation and utilization, and sustain 
ongoing improvements. The model is based on the assumption that SPI sustainment is 
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dependent upon more than the SPI framework itself. Having the right skills (individuals 
and team operational capabilities), organizational support (capacity for change), and  
the leverage of external stakeholders and experts are critical in influencing software-
developing organizations to sustain their commitment to SPI [12][30]. This requires close 
alignment and integration of SPI with organizational infrastructures that can add survival 
value to SPI as an organizational initiative and/or software engineering function. 

While sustainment of improvement initiatives is broadly discussed in the manage-
ment literature, SPI sustainment has attracted little focused attention. Drawing widely 
from the literature on sustaining process improvement, this paper makes a theoretical 
contribution by developing a proposed research model, SUSTAIN, in response to two 
research questions: 

RQ1:  What factors influence SPI sustainment? 
RQ2: How do these factors relate to SPI sustainment? 

The literature on sustaining process improvement is overviewed in the next section 
(Section 2). Section 3 describes the research method used to generate the proposed 
model. Section 4 then presents the SUSTAIN research model and develops formal 
propositions. Finally, Section 5 discusses the implications and planned future work 
before conclusions are drawn. 

2 Prior Research 

While no existing SPI sustainment model has been found in the literature, the notion 
is discussed or implied in some SPI frameworks. Concepts of software sustainment 
are also discussed in software-intensive systems literature. 

2.1 Sustaining Process Improvement in Existing SPI Frameworks 

Most existing SPI frameworks contain references to process improvement sustain-
ment if not, also, some form of actual enabler(s). However, the focus of these  
frameworks tends to be more on specific process-related improvements than sustain-
ment of an improvement initiative. In SPICE [19] and CMMI [42], for example, SPI 
sustainment appears to be aligned with institutionalization, which is reflected in the 
process maturity level, reaching optimization at Level 5. This implies that SPI sus-
tainment may only be achieved at the highest level of maturity while organizations 
with lower levels of maturity certification and/or those that choose to remain at lower 
levels may not be able to sustain their process improvements. 

In support of existing SPI frameworks, some conceptual frameworks also imply 
sustainment; most notably, the SPI Manifesto [33] and the ImprovAbilityTM model [7]. 
The SPI Manifesto aims to give expression to SPI knowledge via three values and ten 
principles clustered intro three action categories: people, business and change.  
By contrast, ImprovAbilityTM is used to assess an organization’s process improvement 
ability and likelihood of project success, focusing on four groups of parameters: foun-
dation; initiation; project and; in-use. Conceptually, these frameworks share some 
factors in common with the proposed SUSTAIN model. 
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SUSTAIN does not seek to resolve issues within specific SPI frameworks. Rather, 
its focus is the organizational context in which SPI frameworks are implemented and 
the potential influencers in these contexts that might enable sustainment of SPI.  
It reflects alignment and integration of SPI initiatives with organizational infrastruc-
ture contexts, which can influence SPI adoption, implementation, and sustainment. 

Research to assess process improvement sustainability is more prevalent within  
the manufacturing industry, especially through continuous improvement (CI) ap-
proaches such as statistical process control [6] and lean measurement programs [27]. 
For example, Bateman and David [5] use a manufacturing organization case study to 
outline a model for assessing the sustainability of process improvement programs. 
Whilst CI approaches are beginning to take shape in the software industry, research  
is yet to provide clear guidance for policy and practice on how to implement and  
optimize CI methods in software development settings [16]. Evidence of important 
effects and the factors that modify effects in different contexts remains limited [8]. 

While CI approaches within the Total Quality Management field address software 
quality through customer satisfaction and the work environment, software maturity mod-
els such as CMMI deal with software system and development issues. The proposed 
SUSTAIN model adopts an integrated approach whereby sustainment is observed 
through influential critical success factors and their contextual relationship with the  
implementing organization, regardless of the SPI framework adopted. 

2.2 Software Sustainment in Evolving Critical Systems 

Another form of ‘software sustainment’ that is discussed extensively in software-
development lifecycle and evolution literature is ‘software maintenance’. Indeed, the 
terms ‘software sustainment’ and ‘software maintenance’ are often used interchange-
ably. Consistent with this approach, the SEI’s working definition of software sustain-
ment is “The processes, procedures, people, materiel, and information required to 
support, maintain, and operate the software aspects of a system” [23]. However,  
SPI sustainment comprises more than the usage and upkeep of SPI processes and 
practices. It also takes into account the skills of the SPI team, the support of the  
organization, and the attitude of customers and influence of industry bodies and  
experts. This recognizes that the individual/team, organizational and external contexts 
in which SPI frameworks are applied are also key determinants of SPI sustainment. 

2.3 Sustainable Software Process 

An alternative approach found in the literature defines a Sustainable Software Process as 
one that meets its (realistic) sustainability objectives, expressed in terms of direct and 
indirect impacts on the economy, society, human beings, and environment that result 
from its definition and deployment [28]. Some recent research has sought to consider 
eco-sustainability (also known as Green-IT) within software engineering [36][39].  
For example, sustainability is defined during the initial system development (with  
responsible use of ecological, human, and financial resources – leveraging green business 
processes) and maintenance processes (with continuous monitoring of quality, know-
ledge management) [29]. The research model developed here is limited to software 
process improvement sustainment rather than eco-sustainability. 
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3 Research Method 

The proposed SPI sustainment research model was developed in three main steps as 
summarized in Fig. 1. First, the literature was reviewed to identify variables that may 
influence SPI sustainment (that is, the relationship may or may not have been empiri-
cally validated). Second, the variables were clustered into related topics to identify 
potential sustainment constructs. Third, the findings were synthesized into an inte-
grated sustainment model. Each step is further discussed following. 

 

Fig. 1. Research process steps 

3.1 Literature Review 

The first step searched and reviewed the literature to answer RQ1: What factors influ-
ence SPI sustainment? The search focused on Software Process Improvement (SPI), 
Continuous Process Improvement (CPI), and general sustainment. Automated 
searches were made of the IEEE and ACM digital libraries, ScienceDirect, ABI-
INFORM, Google Scholar, and Google. Further, articles identified in a published 
systematic literature review on the sustainability of software engineering were also 
included [29]. Fig. 2 summarizes the literature search process and results. 

The search strategy was based on keywords derived from the research questions in 
the form of population AND intervention, as in Table 1. The selection criteria were 
applied to the title and abstract, and introduction and conclusion, if necessary. 

Table 1. Keyword search strategy 

Population Intervention

“process improvement” OR “software process 
improvement” OR “SPI” 

sustain* OR maintain* OR continuous* OR 
institutionalization* 

 
First, the following exclusion criteria were applied: contains no obvious theoretical 

or industrial empirical basis; comprises an opinion piece or general discussion on 
improvement methods and model evaluation; focuses on “Green IT” (environmental 
sustainment) concepts [28] or long-living systems (software maintenance); and/or is a 
duplicate of another paper. 

Then, the following inclusion criteria were applied: contains an existing research 
model relating to process improvement sustainability; contains an implementation of 
SPI focusing on motivation, challenges and outcomes; or contains framework/model 
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application and assessment methods and results in software-developing organizations 
or other domains. 

 

Fig. 2. Literature Review Process 

This filtering resulted in selection of 19 primary papers for detailed analysis.  
Table 2 lists the data extracted from each paper for use in the next step. 

Table 2. Data extraction structure used as input for Step 2 

Data Extraction Details 
Metadata Title, authors, abstract, publication details, keywords 
Sustainment take away Findings/discussions relating to sustainment and process improvement 
Sustainment Constructs Factors relating to process improvement and its sustainability 
Sustainment Dimensions  Individual/program level, organizational and others (external forces) 

3.2 Topic Clustering 

The second step analyzed and clustered [45] the keyword data extracted from the pre-
vious step to answer RQ2: How do these factors relate to SPI sustainment? First, a set 
of factors that the literature suggests might influence SPI sustainment were identified. 
Second, to illustrate any overlap with existing SPI frameworks, the identified sustain-
ment factors were mapped to each of three established SPI approaches that show some 
recognition of the factor: SPICE (ISO/IEC 15504); CMMI; and ISO 9004. This indi-
cates that the factor may also have some role within SPI models. Third, affinity analysis 
was used to cluster factors into related variables based on logic presented in the primary 
papers. Finally, affinity analysis was used to cluster variables into related constructs 
based on their apparent positioning in the context of SPI initiatives. Constructs were 
identified in three contextual categories: individual/team (Operational Capabilities); 
organizational (Capacity for Change); and external/industry influencers (External 
Stakeholders). These analyses are summarized in Table 3. 
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Table 3. Identified SPI sustainment factors 

 

3.3 Model Development 

The final step comprised the formation of a research model based on the findings of 
the previous two steps and the formulation of theoretical propositions based on that 
model. These are detailed in the next section. 



220 N. Khurshid and P.L. Bannerman 

 

4 SUSTAIN: SPI Sustainment Research Model 

Based on the research process described in the previous Section, factors influencing SPI 
sustainment were found to cluster into three primary contextual dimensions: individual/ 
team influences (Operational Capabilities); organizational influences (Capacity for 
Change); and external/industry influences (External Stakeholders). Together, the litera-
ture suggests that these factors influence SPI sustainment as shown in the theoretical 
model in Fig. 3. 

The intent is for the model to be used to assess and predict SPI outcomes based on 
organizational SPI goals and influencing contextual factors. Given an organization’s 
goal(s) to adopt, implement and/or continuously improve its software processes 
through an SPI program, the model enables analysis of influential factors that can 
impact the success of the SPI program and predict its likely outcome. This is inde-
pendent of the internal effectiveness of the SPI model itself (i.e., SPICE, CMMI or 
something else). 

 

Fig. 3. SUSTAIN SPI Sustainment Research Model 

Following, first, the model is described, focusing on the three clusters of influen-
cing SPI sustainment factors; second, theoretical propositions are formulated; and, 
finally, model validation is discussed. 

4.1 SPI Sustainment Factors 

Operational Capabilities. Fundamental in the sustainment of SPI initiatives are the 
organization’s operational capabilities around the individuals and teams who imple-
ment improvements, use the improved software processes, and sustain their ongoing 
improvement. These particularly relate to the application of relevant principles, beha-
viors and practices in adopting and implementing process improvements (Implemen-
tation); engagement of appropriate skills to enact SPI initiatives (Competencies); and 
incentive and reinforcement mechanisms to encourage and promote improvement of 
the organization’s software processes (Reward System). 
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Capacity for Change. Other organizational factors are also critical in successfully 
adopting, implementing, and sustaining software process improvements. The litera-
ture suggests that organizations that can align and institutionalize SPI sustainment 
with their existing organizational infrastructure are more likely to achieve or exceed 
their goals [40]. Particularly relevant here is the organization’s strategic intent, goals, 
governance and policies that motivate and frame SPI initiatives (Strategy & Policy); 
the engagement, support and commitment of senior executives to signal the relevance 
and importance of SPI to the organization (Leadership & Commitment); allocation, 
empowerment and management of appropriate resources to achieve the SPI goals 
(Resourcing); and provisioning of suitable training programs and tools to equip indi-
viduals and teams for SPI activities (Education & Training). 

External Stakeholders. Sustainment of an organization’s software process improve-
ment can also be influenced by external factors, mostly related to regulatory, industry 
and vendor stakeholders. In particular, these influences include vendors’ SPI program 
offerings and the importance that industries places on SPI (Adoption); conformance 
with customer- and industry-based process quality assurance expectations, reference 
models and standards (Compliance); and process and product quality feedback from 
customers and SPI assessors, as well as the influences of industry experts and stories 
about competitors’ SPI activities (External Feedback). 

4.2 Theoretical Propositions 

Our literature-based research suggests that the difficulties some organizations expe-
rience in sustaining software process improvements and reaping the full benefits from 
their SPI frameworks extends beyond the specific reference model and/or tools se-
lected to how SPI is introduced and integrated with the organizational infrastructures 
in which the software processes operate. Consequently, as outlined above, the 
SUSTAIN research model identifies individual/team, organizational and external 
sources of influence on SPI sustainment, as reflected in the following proposition. 

P1: SPI sustainment is a function of operational capabilities, capacity for change and 
external influencers. 

More specifically, the organizational context comprises contingent factors that are 
as critical to SPI sustainment success as the effectiveness of the SPI framework itself. 
Beginning with the individuals and teams who apply the software processes, that is, 
with the organization’s operational capabilities, the SUSTAIN model recognizes that 
SPI sustainment will be difficult without applying the right skills in adopting, imple-
menting and managing SPI, supported by suitable reward mechanisms. Hence, 

P2: SPI sustainment is influenced by the operational capabilities used to support the 
adoption, implementation, and utilization of SPI 

Further, enablement of the organization through its capacity for change is recognized 
in the literature as fundamental to sustained SPI success. In particular, influential support 
such as alignment of SPI initiatives with organizational goals and strategies, visible sup-
port and commitment from senior executives, allocation of suitable resources, as well as 
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funding and provisioning of staff education and training to maintain required software 
process knowledge, skills and tools are recognized as significant determinants of SPI 
program and ongoing software process management outcomes. Therefore, the SUSTAIN 
model proposes that: 

P3: SPI sustainment is influenced by the organization’s capacity for change in ensur-
ing continued utilization of SPI and extended adoption of SPI framework offerings 

Finally, the external environment can exert significant influence over software-
developing organizations, particularly through stakeholders, the perceived behavior of 
competitors, industry and subject matter experts, and general market and economic 
conditions. The SUSTAIN model recognizes three key influencing factors in the ex-
ternal environment – adoption, compliance and stakeholder feedback. Adoption and 
utilization of SPI is often influenced by what others are doing or what is expected in 
the industry context (why go through the expense and pain of process assessments if it 
does not help to attract new work?). Similarly, is compliance with a process standard 
necessary or beneficial in my industry to assure or highlight product quality? Finally, 
feedback from customers, competitors and industry analysts can be influential in de-
termining the continuation or discontinuation of an SPI program. Therefore, a final 
proposition from the SUSTAIN model is that: 

P4: SPI sustainment may be influenced by external stakeholders who can leverage 
organizational behaviors for resilience. 

4.3 Model Validation 

As this research is exploratory in nature and time is a fundamental dimension in sus-
taining any activity, the SUSTAIN model lends itself to validation via a longitudinal 
case study analysis design. Accordingly, work is underway to operationalize and eva-
luate the model against multiple longitudinal case studies of organizations that parti-
cipated in a government program to subsidize CMMI Level 2 adoption in Malaysia. 
By applying the model to measure the influence of factors from the three contextual 
dimensions at staged points throughout and after participation in the program (such as 
before adoption, after implementation, and after the program ended), the veracity of 
the factors identified in influencing SPI sustainment and the ability of the model to 
predict future outcomes based on those influences can be evaluated. Other within-case 
cross-sectional time series field studies could also be used. 

5 Discussion and Conclusions 

To our knowledge, this is the first attempt to develop an SPI sustainment model.  
We argue that sustaining software process improvement requires more than good 
implementation of a good SPI framework. It requires integration of SPI initiatives into 
the fabric of the adopting software-developing organization to foster favorable influ-
ences from key enabling contextual factors. In particular, these include the resources 
applied to the SPI initiative or function; the capacity of the organization to support 
change and ongoing process improvement; and influential external stakeholders and 
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specialists. In the absence of an established knowledge base on SPI sustainment, the 
contribution of the paper is theoretical, vested in the proposed SUSTAIN research 
model. Work is underway by the authors to validate the model using longitudinal case 
studies. 

For research, the paper highlights the potential contribution of factors outside of 
the adopted SPI framework to influence SPI outcomes, and identifies an initial set of 
factors that the literature suggests may help sustain process improvement. Theoretical 
and empirical contributions on this topic are also encouraged from other researchers. 

For practice, the SUSTAIN model offers the foundations of a mechanism that can 
be used as a health check of the sustainability of current SPI programs and functions. 
Analyzing the organization’s position against each variable in the context clusters can 
highlight areas of exposure in the program and predict (‘red flag’) the likelihood of  
an adverse outcome. 

The SUSTAIN model proposes that SPI sustainment is contingent upon congru-
ence between SPI initiatives and the organizational and external contexts of the effort. 
This essentially opens up an additional front for research in improving the effective-
ness and longevity of software process improvement. 
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Abstract. The ISO/IEC 29110 standard has at its core a Management and 
Engineering Guide [1] which are targeted at very small entities (enterprises, 
organizations, departments or projects) having up to 25 people [2], to assist 
them unlock the potential benefits of using standards which are specifically 
designed to address their needs. This paper discusses the role and structure of 
Project Management in the ISO/IEC 29110 standard and the design and 
development of project management support documentation. In particular this 
paper describes a case study of an early adopter of ISO/IEC 29110 project 
management practices and their experiences with implementing these in an 
industrial context. 

Keywords: VSE, ISO/IEC 29110, ISO, Standards, Project Management. 

1 Introduction 

There are multiple approaches to organizing the software development process  
and multiple factors influencing the software development process [3], with two 
major ones being the traditional (or plan based), which rely primarily on managing 
explicit knowledge, and agile methods, which primarily rely on managing tacit 
knowledge and recognises the importance of human interaction in the software 
process [4, 5]. Due to the rich variety of software development settings (for example: 
the nature of the application being developed, team size, requirements volatility),  
the implementation of a set of practices for software development may be quite 
different from one setting to another [6].  

Projects are the cornerstone of all business activities in small and very small 
companies. Firms must complete various projects to achieve their financial goals and 
obtain information. Business owners and managers have only one attempt executing a 
project successfully. Hence, the process must be carefully thought out and planned.  
In their study into why software projects fail [7] have shown that software specialists 
spend about 40 to 50 percent of their time on avoidable rework rather than on what 
they call value-added work, which is basically work that’s done right the first time. 

Administering software development is usually achieved through the introduction of 
a software project management process. However, implementing software project 
management controls in very small software companies is a major challenge. This paper 
introduces the project management practices in the newly published ISO/IEC 29110 [1] 
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standard Software Process Lifecycles for Very Small Entities. The following sections 
discuss the role of project management in general, the structure of ISO/IEC standard 
and its project management practices. Finally the paper focuses on the design and 
development of project management support documentation and their associated usage 
in early trials of ISO/IEC 29110. 

2 ISO/IEC 29110 Standard 

The ISO/IEC 29110 standard “Lifecycle profiles for Very Small Entities” [1] is aimed at 
addressing the issues identified above and addresses the specific needs of VSEs [8, 9, 10] 
and to tackle the issues of poor standards adoption by small companies [11, 12, 13].  
The approach [14, 15] used to develop ISO/IEC 29110 started with the pre-existing 
international standard ISO/IEC 12207 dedicated to software process lifecycles.  
The overall approach consisted of three steps: (1) Selecting ISO/IEC 12207 [16]  
process subset applicable to VSEs of up to 25 employees; (2) Tailor the subset to fit VSE 
needs; and (3) Develop guidelines for VSEs. 

The basic requirements of a software development process are that it should fit the 
needs of the project and aid project success [10]. And this need should be informed by 
the situational context where in the project must operate and therefore, the most 
suitable software development process is contingent on the context [5, 17]. The core 
situational characteristic of the entities targeted by ISO/IEC 29110 is size, however 
there are other aspects and characteristics of VSEs that may affect profile preparation 
or selection, such as: Business Models (commercial, contracting, in-house 
development, etc.); Situational factors (such as criticality, uncertainty environment, 
etc.); and Risk Levels. Creating one profile for each possible combination of values of 
the various dimensions introduced above would result in an unmanageable set of 
profiles.  Accordingly VSE’s profiles are grouped in such a way as to be applicable to 
more than one category. Table 1 illustrates a Profile Group which contains three 
profiles (labeled A, B and C) that are mapped to nine combinations of business 
models and situational factors. 

Table 1. Allocating VSE characteristics to profile groups 

 Profile Situational Factors 

Business 
Models 

Critical User 
Uncertainty 

Environment 
Change 

Contract Profile A Profile A Profile A 

In-House Profile C Profile B Profile A 

Commercial Profile B Profile A Profile A 

 
Profile Groups are a collection of profiles which are related either by composition 

of processes (i.e. activities, tasks), or by capability level, or both. The “Generic” 
profile group has been defined [18] as applicable to a vast majority of VSEs that do 
not develop critical software and have typical situational factors. This profile group 
does not imply any specific application domain, however, it is envisaged that in the 
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future new domain-specific sub-profiles may be developed in the future. Table 2 
illustrates this profile group as a collection of four profiles, providing a progressive 
approach to satisfying the requirements of profile group. 

Table 2. Graduated profile of the Generic profile group 

 Generic Profile Group 

Entry Basic Intermediate Advanced 

    

    

    

    

 
To date the Basic Profile [1] has been published, the purpose of which is to define 

a software development and project management guide for performing one project at 
a time.  

2.1 Engineering and Management Guide 

At the core of this standard is a Management and Engineering Guide (ISO/IEC 29110-5) 
[1] focusing on Project Management and Software Implementation as illustrated in 
figure 1. The purpose of the Project Management process is to establish and carry out in 
a systematic way the tasks of a software implementation project, which complies with the 
project’s objectives in terms of quality, time and cost. Project Management generates a 
Project Plan to direct the software project. During the execution of the project Change 
Requests may cause revisions to the Project Plan. The project is the subject of Project 
Assessment and Control during the lifetimes of the project until the Software 
Implementation is complete and Project Closure occurs. 

Software Implementation (SI) produces a specified software system implemented 
as a software product or service. This process starts with the establishment of 
Software Requirements, after which Architectural and Detailed Design are produced. 
Software is the Constructed and verified using Integration and Test procedures.  
The final staged being product delivery to the customer. 

Within ISO/IEC 29110, the purpose of the Project Management process is to 
establish and carry out in a systematic way the Tasks of the software implementation 
project, which allows complying with the project’s Objectives in the expected quality, 
time and costs. It is intended to be used by the VSE to establish processes to 
implement any development approach or methodology including, e.g., agile, 
evolutionary, incremental, test driven development, etc. based on the VSE 
organization or project needs. 
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Fig. 1. ISO/IEC 29110 Basic profile Process Diagrams 

2.2 ISO/IEC 2910 Project Management Objectives Practices 

Figure 2 shows the flow of information between the Project Management Process 
activities of the Basic profile including the most relevant work products and their 
relationship. 

The objectives of the ISO/IEC 29110-5-1-2 Project Management Process are: 

• The Project Plan for the execution of the project is developed according to the 
Statement of Work and reviewed and accepted by the Customer and the Tasks 
and Resources necessary to complete the work are sized and estimated. 

• Progress of the project is monitored against the Project Plan and recorded in the 
Progress Status Record. Corrections to remediate problems and deviations from 
the plan are taken when project targets are not achieved. Closure of the project 
is performed to get the Customer acceptance documented in the Acceptance 
Record. 

• The Change Requests are addressed through their reception and analysis. 
Changes to software requirements are evaluated for cost, schedule and 
technical impact. 

• Review meetings with the Work Team and the Customer are held and 
agreements are registered and tracked. 

• Risks are identified as they develop and during the conduct of the project. 
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• A software Version Control Strategy is developed, where items of Software 
Configuration are identified, defined and baselined, and releases of the items 
are controlled and made available to the Customer and Work Team. 

• Software Quality Assurance is performed to provide assurance that work 
products and processes comply with the Project Plan and Requirements 
Specification. 

 

Fig. 2. Overview of ISO/IEC 29110 Project Management Practices 

The four activities of the Project Management Process of ISO/IEC 29110-5-1-2 are: 

• Project Planning - The primary objective of this process is to produce and 
communicate effective and workable project plans. This process determines 
the scope of the project management and technical activities, identifies 
process outputs, project tasks and deliverables, establishes schedules for 
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project task conduct, including achievement criteria, and required resources 
to accomplish project tasks”. 

• Project Plan Execution - To implement the actual work tasks of the project 
in accordance with the project plan. Ideally when the project plan has been 
agreed and communicated to all teams members, work of the development of 
the product, which is the subject of the project, should commence. 

• Project Assessment and Control - purpose is to determine the status of the 
project and ensure that the project performs according to plans and 
schedules, within projected budgets and it satisfies technical objectives.  
This process includes redirecting the project activities, as appropriate, to 
correct identified deviations and variations from other project management 
or technical processes. Redirection may include re-planning as appropriate. 

• Project Closure - typically involves releasing the final deliverables to the 
customer, handing over project documentation to the business, terminating 
supplier contracts, releasing project resources and communicating project 
closure to all stakeholders. Often a final step is to undertake a Post 
Implementation Review (post-mortem) to identify the level of project success 
and note any lessons learned for future projects. 

2.3 Deployment and Implementation Assistance 

In order to assist with the deployment of ISO/IEC 29110 and to provide guidance on 
the actual implementation of ISO/IEC 29110-5 in VSEs a series of Deployment 
Packages and Implementation Guides have been developed to define guidelines and 
explain in more detail the processes defined in the ISO/IEC 29110 profiles [19].  

A set of Deployment Packages (DP) (which are freely available from [20]) are a set 
of artifacts developed to facilitate the implementation of a set of practices, of the 
selected framework, in a VSE. A DP is not a process reference model (i.e. it is not 
prescriptive). The elements of a typical DP are: description of processes, activities, 
tasks, roles and products, template, checklist, example, reference and mapping to 
standards and models, and a list of tools. Packages are designed such that a VSE can 
implement its content, without having to implement the complete framework at the 
same time. The table of content of the project management deployment package is 
illustrated in figure 3. 

In addition a series of Implementation Guides have been developed to help implement 
a specific process supported by a tool and are freely available from [20]. To date a small 
number of implementation guides have been developed. These include: 

• Version Control with CVS 
• Version Control with SVN 
• Project Management with GForge 
• Issue tracking with GForge 
• Software Process Improvement with OpenOffice Calc. 
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1. Technical description 

Importance of project management 

Project management success and failure 

2. Definitions (generic and specific definitions) 

3. Relationships with ISO/IEC 29110 

 Project management process 

 Tasks and roles 

4. Detailed description 

Roles, products and artifacts 

5. Templates 

 WBS, Project status template, etc. 

6. Examples 

 Project management lifecycle practices, etc. 

7. Checklists 

 Project plan review checklist, etc. 

8. Tools 

9. Reference to other standards and models  

 ISO 9000, ISO/IEC 12207 and CMMI for Development 

10. References 

11. Deployment package evaluation form 

Fig. 3. Table of Content of a Project Management deployment package 

3 The Case Study 

To date a series of pilot projects have been completed in several countries utilizing some 
of the deployment packages developed [21]. For example in France, a pilot study [22] 
was conducted with a 14-people VSE that builds and sells counting systems about the 
frequenting of natural spaces and public sites.  

Furthermore a series of studies have been conducted to understand the perceptions 
[23] and potential commitment [24] of VSE management towards ISO.IEC 29110 
[25]. In this section we describe the adoption of ISO/IEC 29110 Project Management 
practices by an Irish based VSE. 

3.1 Case Study Company 

An Irish based VSE, henceforth referred to using the pseudonym ‘Emerald Island 
Software’ expressed an interest in the adoption of ISO/IEC 29110 Project 
Management. Emerald Island Software has been in existence for 8 years and employs 
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9 people, 8 of which are involved directly in software development. Their primary 
market is financial services and insurance market sectors, where they have a single 
software product line and undertake bespoke software development for a variety of 
private clients. The CEO (and founder) of the company approached the researcher as 
part of an Irish governmental sponsored publicity launch of ISO/IEC 29110 and 
expressed an interest in exploring the potential benefits from partial or full standards 
practice adoption. After an initial series of briefing meetings with the CEO, CTO and 
two project manager in the company, where the ISO/IEC 29110 standard was 
presented and explained, the company agreed to adopt ISO/IEC 2910 Project 
Management practices as an initial starting point for exploring the potential of full 
practice adoption of ISO/IEC 29110.  

The company already had an informal project management practices which varied 
depending on the specific project. Tools such as Microsoft Excel were generally used for 
project planning and scheduling purposes with 2 large whiteboards in the office used for 
open tracking of tasks and task allocation. The company used a modified waterfall 
approach to development, with some use of agile story cards as part of the requirements 
gathering phase. However, no formal project management practices were common to all 
projects and project managers were allowed significant amounts of discretion is 
managing projects under their control. However the company founders (who are the CTO 
and CEO) were becoming increasingly concerned about slippage on recent projects and 
issues of project velocity due to recent staff changes and a new project manager hire.  
The primary motivation for exploring ISO/ISC 29110 Project Management practices was 
to being some visibility and certainty to projects control. Accordingly 2 pilot projects 
were launched within the company. 

3.2 Pilot Projects 

Emerald Island Software agreed to implement all ISO/IEC 29110 Project Management 
Practices (as outlined above) for 2 new bespoke projects being undertaken. The first 
project (project Alpha) was 4 months in duration and was a totally new software package 
for an existing client delivering assistance with customer profiling in a financial 
institution. The second project (project Beta) was a 3-month project to add additional 
functionality to an existing bespoke package to a difference existing financial institution 
client. Table 3 illustrates some basic project information. 

Table 3. Projects Alpha and Beta 

 Project Alpha Project Beta 
Duration 4 months 3 months 
Team 3 developers and project manager 2 developers and project manager 
Client Existing financial institution Existing financial institution 
Project risk Medium Low 
Project type New bespoke Maintenance (new functionality) 

existing system 
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The pilot project was initiated by the researcher facilitates a series of round table 
‘Town Hall’ style meetings where the role and purpose of ISO/IEC 29110 Project 
Management practices was explored in detail and discussions had on how the gap 
between existing practices and the tasks in ISO/IEC 29110. A ‘standards champion’ 
was appointed from the experienced staff and with assistance from the researcher  
he formulated a project management process guide for the company based on the 
published Project Management Deployment Package [26], which included the 
implemented of all the mandated lifecycle practices for the four 29110 Project 
Management Practices. This process guide was subject to review and enhancing by 
the researcher and was subject to further review and change at two further open ‘town 
hall’ style meetings within the VSE. The final outcome of this was a completed 
project management process guide for which Emerald Island Software would use to 
manage projects Alpha and Beta. For reasons of pre-agreed confidentiality none of the 
contents of the process guide can be disclosed in this paper. 

3.3 Post-Mortem Interviews 

A series of post-mortem interviews were conducted at the end of projects Alpha and 
Beta. These interviews were unstructured open interviews [27] and involved the 
project manager for each project. In addition the CEO and CTO were interviewed 
regarding both projects. The interviews lasted 2 hours in duration and were audio 
recorded and transcribed. The Grounded Theory [28] coding mechanisms was used to 
analyze interview data. Due to pre-agreed confidentiality reasons none of the 
empirical data collected regarding these pilot projects can be discussed in this paper. 

Overall the experience of adoption ISO/IEC 29110 project management practices 
was regarded as a positive one by the company, with few reservations. The primary 
reservation – in particular as expressed by management – was the significant amount 
of time and resources consumed during the creation of the internal project 
management process guide. An interview extract illustrating this point from the CEO 
was “Is they [ISO] want us [VSEs in general] to adopt standards then they should 
make it easier for us… they should give us complete how to guides and not just a list 
of task criteria… its too long and too difficult to create all these processes ”. 
Furthermore company management noted the lack of requirement from the market in 
general and their customer in relation to the need to have or follow a recognized 
standard. Examples of interviewee opinion illustrating these would be: “In a company 
of our size they [standards] would not necessarily add value… we would only need 
more sophisticated process if we were a larger company” and “Our developers are 
busy with coding, we don’t have resources to do that [standards compliance]”. 
Furthermore as noted by one project manager there customer base did not require 
standards, saying, “we had never had a problem selling our stuff or not selling our 
stuff because we don’t follow an ISO standard”. 

By contrast interviews with project managers were generally supportive, however 
both questioned the need to change from existing practices, indicating, “Nothing was 
really that wrong” and “we didn’t really need to be this heavyweight in changing the 
way we work”.  

In order to understand more about the needs of VSEs in general regarding lifecycle 
standards, we asked all of the interviewees what criteria they considered important in 
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a software lifecycle standard and for project management aspects in particular.  
The main criteria elicited were: 

• Align with current development process style and working style 
• Provide detailed guidelines and assistances 
• Provide clear templates and example documentation 
• Provision of mentorship and detailed guidance on how to actually apply 

practices in every day working situations 
• Align with company existing business and development process. 
• Align with others specific software technical standard and process.  

4 Discussion 

The relationship between the success of a software company and the software process it 
utilized has been investigated [29, 30, 31] showing the need for all organizations, not just 
VSEs to pay attention to software process practices such as ISO standards. As ISO/IEC 
29110 is an emerging standard there is much work yet to be completed. The main 
remaining work item is to finalize the development of the remaining three profiles:  
(a) Entry – a six person-months effort project or a start-up VSEs; (b) Intermediate - 
Management of more than one project and (c) Advanced - business management and 
portfolio management practices. In addition the development of additional Profile Groups 
for other domains such as critical software, game industry, scientific software 
development are being studied 

Recently, the ISO working group was mandated to develop a standard for VSEs 
developing systems. A system may include material, computer programs, firmware 
and technical documentation. The new standard for VSEs will use ISO/IEC 15288 
System life cycle processes standard as the main framework. The objective of the 
working group is to develop a systems engineering basic profile which will match the 
software engineering basic profile. The working group will use the actual project 
management process of the software basic profile as the baseline to modify or add 
new tasks required by systems engineers. As an example, since most systems have 
material components, the project manager of a VSE must decide if the material 
components will be developed and built internally or subcontracted. This 'make or 
buy' task was not a task of the software project management process, it will therefore 
be added to the systems basic profile [32]. 

Acknowledgments. This work is supported, in part, by Science Foundation Ireland grant 
03/CE2/I303_1 to Lero, the Irish Software Engineering Research Centre (www.lero.ie). 
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Abstract. Cloud Computing offers organisations a range of benefits,
both economic and technological. However the decision to deploy an ap-
plication or service to the cloud is a not a trivial one. Organisations need
to be fully aware of not only the business requirements for a given applica-
tion or service, but also the technological requirements and or constraints
of the cloud. Model-based process assessment and improvement has been
shown to support organisational change in different domains of applica-
tion, but there are few reports of application in cloud computing. As a
first step in defining suitable models to support process management, the
impact of working with cloud resources on existing standard processes
has been examined using the techniques of behavior engineering. A path
for future work is proposed.

Keywords: Process Model, Software Process, Behavior Engineering,
Cloud Computing.

1 Introduction

Organisations of all sizes are trending towards the Cloud Computing model
as the preferred means of provisioning new, or migrating existing Information
Technology (IT) systems. Cloud Computing offers organisations a greater degree
of IT flexibility through access to inexpensive on-demand IT resources that are
able to meet high levels of availability, reliability and scalability. This paradigm
shifts the responsibility of maintenance and ownership of IT infrastructure and
computing services from the organisation to Cloud Computing provides, who in
turn make these services available as pay-per-use commodities.

The primary push to adopt Cloud Computing has historically come from or-
ganisations such as IBM, Amazon and Microsoft as a way to reduce the cost of
IT infrastructure, application development and deployment [14][25]. A 2013 For-
rester Research report found organisations were able to obtain a Risk-Adjusted

A. Mitasiunas et al. (Eds.): SPICE 2014, CCIS 477, pp. 238–249, 2014.
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Return On Investment (ROI) of 349%, along with sizeable improvement in de-
velopment/test environment setup and configuration by leveraging Microsoft’s
Azure Cloud Computing infrastructure[9]. While there are potential economic
benefits, software and services engineered specifically for the paradigm are re-
quired if organisations wish to take full advantage of the possibilities offered by
Cloud Computing.

It has been clearly demonstrated[13] that model-based process improvement
provides a firm basis for defining productive approaches to development and op-
eration of IT systems, specifically addressing the needs of particular domains;
application to defence, aerospace, automotive and medical device systems have
been documented. However, there are few (if any) reports on adaptation of com-
mon processes to working with cloud infrastructure. Our aim in this paper is
to provide an initial evaluation of the issues and potential for process definition
and improvement in relation to cloud computing.

In exploring potential process improvement strategies, it is useful to
distinguish between the “basic” systems development processes, dealing with
the specific engineering activities involved in developing the system, and the
“infrastructure” processes concerned with managing and controlling the system
development. The collection of infrastructure processes can commonly be rep-
resented by a “quality management system”, and it is not unusual for process
improvement in different domains to focus on the tailoring of the infrastructure,
while leaving the basic processes largely unaffected. This can, however, result
in significant problems and inefficiencies if the domain requires modification of
the basic processes. The first step in applying process improvement in the cloud
computing domain should be to determine whether specific tailoring of the basic
processes is required, or whether improvement to the infrastructure processes
alone is sufficient.

The set of basic processes are defined in International Standards such as
ISO/IEC 12207 and ISO/IEC 15288; these also provide definitions of the bulk of
the infrastructure processes. The distinction between the two classes of process is
made clearer in process assessment models such as ISO/IEC 15504-5 and related
organisational maturity models (ISO/IEC 15504-7).

In this paper we asses the current set of Software Engineering standards in
relation to Cloud Computing. The Behavior Engineering technique, which has
been demonstrated to be useful in verifying consistency in process definitions is
applied to the common Process Reference Model (PRM) of ISO/IEC 12207 and
ISO/IEC 15288, specifically looking at the Stakeholder Needs and Requirements
Definition Process.

The rest of this paper is organised as follows. Section 2 provides background
information on Cloud Computing, Process Management and Improvement, and
Behavior Engineering. Section 3 describes the issues with the current Software
Engineering approaches and provides a case study. Finally the paper is concluded
and we set forth future research in Section 4.
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2 Background

2.1 Cloud Computing

The Cloud Computing paradigm is a significant shift from traditional in-house
IT infrastructure, allowing organisations to effectively deliver a wide range of
services to consumers at lower cost[1]. The US Institute of Standards and Tech-
nology (NIST) provides the following definition[20]: Cloud computing is a model
for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applica-
tions, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction.

The Cloud Computing paradigm is comprised of four deployment models and
three service models. The deployment models, Community Cloud, Hybrid Cloud,
Public Cloud and Private Cloud all provides varying levels of tenancy of the un-
derlying Cloud Computing infrastructure. At one end of the scale, Private Cloud
provides resources for a single tenant, it may be provided offsite and managed
by a Cloud Computing provider, or on-site and managed in a way similar to
traditional IT infrastructure. At the other end of the scale is the Public Cloud,
where resources are shared between multiple tenants. Community Cloud is sim-
ilar to Private in that infrastructure is provisioned for a single community of
tenants from multiple organisations that share a common concern. The Hybrid
Cloud model is a combination of one or more of the three previous Cloud deploy-
ment models. The three service models Software as a Service (SaaS), Platform
as a Service (PaaS) and Infrastructure as Service (IaaS) provide varying levels of
control and management over the underlying cloud infrastructure. In the SaaS
model software is delivered as a service on cloud infrastructure and is provided
to a consumer or user through the use of a thin-client (e.g. a web-browser) or
an Application Programming Interface (API). SaaS services are often consumer
focused, but may also be enterprise services. PaaS provides a development plat-
form and services that assist developers in deploying applications or software in
a controlled manner. The developer has no responsibility for the underlying op-
erating system configuration or infrastructure. IaaS capabilities are provided for
the virtualisation of entire data-centres, providing Consumers with the ability
to control infrastructure from the operating system up.

Cloud Computing providers may offer one of more deployment models, com-
bined with one or more service models as part of a wider product offering, e.g.
Both Amazon and Microsoft1 offer both Infrastructure as a Service (IaaS) and
Platform as a Service (PaaS), where as Google only provides a PaaS solution2.

Previous research[6][11][10][23][29] in the Cloud Computing domain have iden-
tified a range of Software Engineering issues, though all agree that Requirements
Engineering (RE) to be of significant importance.

RE has said to be the single hardest part of building a software system[4].
Requirements are often poorly defined in ambiguous language or exist within a

1 Microsoft Azure: http://azure.microsoft.com/en-us/
2 https://developers.google.com/appengine/training/intro/whatisgae#paas
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large problem space. The traditional RE approaches can be broken down into
five broad groups (Elicitation, Modelling, Requirements Analysis, Validation &
Verification and Requirements Management)[5]. The traditional RE approach
focuses on the elicitation and verification of requirements from the users and
organisations that will make use of a software system. The different deployment
and service models all have a slightly different set of requirements, particularly
in relation to the required Software Engineering and/or developer skill sets[22].
These requirements may or may not be communicated by a Cloud Comput-
ing. Additional non-functional requirements also need to be considered by those
tasked with RE when considering Cloud Computing deployments. These include:

– Quality of Service (QoS)
– Concurrency
– Storage
– Scalability
– Performance
– Portability
– Stability
– Security
– Regulatory Compliance
– Service Level Agreements (SLA)

Cloud Computing providers, as a supplier of infrastructure also need to be
aware of an organisations requirements. This somewhat complicates the process
of selecting acceptable Cloud Computing providers.

Service Management is of critical importance to successful implementation
of Cloud Computing deployments. However there are a number of areas that
may be affected by either the choice of Cloud Computing deployment model
or the proposed workload. For example; A data and application based work-
load such as data-mining may be better suited to a private cloud, which may
present additional service management requirements in relation to the cost of the
infrastructure and organisation expertise deployment. IBM has suggested that
Service Management Maturity Level Four processes are likely needed in order
for a Cloud Computing deployment to be successful[15].

2.2 Process Management and Improvement

In addressing concerns with the deployment of a new infrastructure such as Cloud
Computing, process management and improvement approaches offer much that is
of benefit. As demonstrated by Humphrey[13], traditional approaches of process
improvement can have significant impact in the IT environment. Following the
model of ISO/IEC 24774, processes can be described in terms of their purpose
and the outcomes of implementation; these descriptions can then be used as
the basis for identifying strengths, weaknesses and improvement opportunities
in the operations of the processes.

In order to apply this approach to Cloud Computing, the nature of the pro-
cesses involved in working in a Cloud environment needs to be examined in more
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depth. A starting point for this can be found in the international standards for
software and system life cycle processes, ISO/IEC 12207 and ISO/IEC 15288.
These two core standards are currently under revision, and the new releases will
be based around a set of core processes common to both standards. Following
the framework of ISO/IEC 33001 and ISO/IEC 33004, we can say that the two
standards have a common Process Reference Model (PRM), and we can extract
process definitions generally applicable for software and systems development
from this PRM.

As noted above, a key issue in Cloud Computing is the issues associated with
Requirements Engineering. In the common PRM, the relevant process is the
Stakeholder Needs and Requirements Definition process, defined as follows:

Purpose: The purpose of the Stakeholder Needs and Requirements Definition
process is to define the stakeholder requirements for a system that can provide
the capabilities needed by users and other stakeholders in a defined environment.

It identifies stakeholders, or stakeholder classes, involved with the system
throughout its life cycle, and their needs. It analyses and transforms these needs
into a common set of stakeholder requirements that express the intended inter-
action the system will have with its operational environment and that are the
reference against which each resulting operational capability is validated. The
stakeholder requirements are defined considering the context of the system of
interest with the interoperating systems and enabling systems.

Outcomes: As a result of the successful implementation of the Stakeholder
Needs and Requirements Definition process:

a) Stakeholders of the system are identified.
b) Required characteristics and context of use of capabilities and concepts in

the life cycle stages, including operational concepts, are defined.
c) Constraints on a system are identified.
d) Stakeholder needs are defined.
e) Stakeholder needs are prioritised and transformed into clearly defined stake-

holder requirements.
f) Critical performance measures are defined.
g) Stakeholder agreement that their needs and expectations are reflected ade-

quately in the requirements is achieved.
h) Inputs for requirements of any enabling systems or system elements that serve

the stakeholder needs and requirements activities are identified.
i) Any enabling systems or services needed for stakeholder needs and require-

ments are available.
j) Traceability of stakeholder requirements to stakeholders and their needs is

established.

2.3 Behavior Engineering

Initially described in 2003, Behavior Engineering (BE)[8][7][3] is a formalised
process allowing Software Engineers to translate natural language software
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requirements into a complete and consistent requirements specifications [3]. Be-
havior Engineering consists of the Behavior Modelling Process (BMP) and the
Behavior Modelling Language (BML) notation [fig. 1], a formally grounded
graphical notation consisting of Behavior Trees (BT) and Component or Com-
position Trees (CT) [3].

Fig. 1. Overview of Behavior Engineering

2.4 Behavior Modelling Process

The Behavior Modelling Process (BMP) consists of four distinct stages, For-
malisation, Fitness for Purpose Test, Specification and Design. At each stage
the process makes use of BML to address problems of scale, complexity and
ambiguous language within natural language requirements.

Formalisation requirements are modelled one a time to for a Requirement
Behavior Tree (RBT) and a corresponding Requirements Composition Tree
(CBT) whilst trying to capture the original intent of the natural language
requirement while removing ambiguity.

Fitness for Purpose RBTs are integrated together to form a Integrated Be-
havior Tree (IBT), while CBTs are integrated into Integrated Composition
Tree (ICT) further reducing the number of errors and ambiguity in the nat-
ural language requirements.

Specification an executable specification called a Model Behavior Tree (MBT)
is created by addressing the issues of incompleteness, inconsistency and re-
dundancy within the IBT.

Design system boundary decisions are applied to the MBT

2.5 Behavior Modelling Language

As mentioned above the Behavior Modelling Language is a formally-grounded
graphical notation.



244 J. Cade, L. Wen, and T. Rout

BT are a formal, tree-like graphical form that represents behaviour of in-
dividual or networks of entities which realise or change states, make decisions,
respond-to/cause events, and interact by exchanging information and/or passing
control [8].

CT contain the complete system vocabulary, which by definition is consis-
tent with the vocabulary used in BT as they both originate from the same
natural language requirements. CT are a tree of components arranged into
a compositional hierarchy using structural and functional aggregation or spe-
cialisation relations. Each component in the CT contains the complete set of
states, attributes, events and relations in which the component is responsible for.
CT are an important tool in resolving defects not visible in individual Require-
ment Behavior Trees, such as aliases.

Previous research has shown that aspects of BE may be of use in a wide range
of applications including:

– Integration of software & hardware modelling [19]
– Requirements analysis in large scale projects [7][21]
– Risk-based testing [28]
– Semi-automated hazard analysis [12]
– Process modelling, comparison and validation [24][26][27]

2.6 Using Composition Trees to Model Software Processes

According to ISO/IEC 24774:2007 [18], the standard elements to describe a
process include the title, the purpose, outcomes, activities and tasks. Apart from
the title, which is only the name of a process, purpose and outcomes are more
static elements, so they may be more suitable to be modelled by composition
trees.

The benefit to model process in a composition tree is that the graph pre-
sentation provides a overall view of the process. The graphic presentation is
less ambiguous, and formal verification such as comparing two processes can be
performed by using automated tools[26].

Details about how to construct a Composition Tree from a process’s purpose
and/or outcomes can be found in our previous papers [26][27]. Here we only
use one simple example to illustrate the composition tree constructed from the
purpose of Configuration Management process defined in ISO/IEC 12207, AMD
1 / 2, 2000 [16].

Process Name. Configuration management.
Process Purpose. The purpose of the Configuration management process is to

establish and maintain the integrity of the work products/items of a process
or project and make them available to concerned parties.

In order to model this process, the first step is to identify and list all the
components:

CMP Configuration Management Process
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WPI Work product or work item
CPT Concerned Party

The composition tree translated from the process purpose is presented in
fig.2, which shows that there are two different types of components under CMP,
WPI and CPT; the * sign indicates that the component may have more than
one instance. The WPI has an attribute called integrity and the integrity needs
to be established and maintained. There is also a relationship for WPI; the
relationship is that WPIs should be available to CPTs. The tag P in each box
means this piece of compositional information is translated from the purpose of
the process.

Fig. 2. The CT constructed from the purpose of the Configuration Management process

3 A Case Study

As identified, the impact from Cloud Computing on Software Engineering is
all-dimensional and significant [10], ranging from requirement definition, require-
ment analysis, design and implementation to testing, deployment and main-
tenance. Therefore, in order to provide cloud computing based high quality
software systems economically, the entire spectrum of software processes in the
software life-cycle might need to be reviewed to address the impact from the
cloud computing.

In this paper, we examine the Stakeholder Need and Requirement Definition
Process defined in the latest version of Systems and software engineering - soft-
ware life cycle process [17]. All the outcomes of this process are listed in the
previous section; here we modelled the outcomes in a composition tree [fig. 3].
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In this composition tree, CPM stands for critical performance measure and ESSE
means enabling system or system element.

The difference between a traditional software project and a software project
with Cloud Computing involved is that the later introduces an important stake-
holder, the Cloud Computing service provider, who has dramatic influence on
the project during the entire project life cycle. As this paper focus on the re-
quirement definition stage, we only discuss the impact from the cloud service
provider on the requirement definition stage.

Fig. 3. Stakeholder Needs and Requirements Definition, modelled as a Composition
Tree

For Cloud Computing enabled software systems, they usually confront fol-
lowing issues. Firstly, as a Cloud Computing enabled software system will have
its data and services hosted and maintained in a third party Cloud Computing
environment, security is always a concern, though is often demonstrated, many
organisations are not knowledgeable of their own security needs nor they can
state their security requirements properly [2]. Secondly, different Cloud Com-
puting service providers might have different delivery capabilities. To match the
customer’s needs to the service provided by different Cloud Computing service
providers and identify the most suitable one is not a trivial task [10]. Thirdly,
due to the capability of the Cloud Computing service provider and budget, the
customer needs to negotiate the requirements with the Cloud Computing ser-
vice provider[29] and sometimes sacrifice the customer’s requirements or policy.
To illustrate those issues, we will introduce a real case study, the Griffith Uni-
versity Staff Email system, which had encountered a number of the issues.

Griffith University has a comprehensive on-line system called Griffith Portal,
which integrates many subsystems covering nearly all the management aspects in
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the university. The university policy is that there should be only one authentica-
tion server for valid users to access all the different subsystems,
and the authentication server must be hosted and fully controlled by the uni-
versity. The university had evaluated a few cloud service providers including
Microsoft and Google and finally selected Google to provide the staff email sys-
tem. However, Google has its own account authentication server and its own
privacy policy, which is inconsistent to with Griffith University’s privacy policy.
Under this situation, Griffith University and Google had to negotiate in order
to find a solution that was acceptable for both parties. Eventually, a dedicated
adapter is introduced to solve the policy conflicts. Under this arrangement, a
user may feel that he/she is still using the ID and password assigned with their
University account to login into the email service, however a second secret pass-
word is generated in the back-end to satisfy the authentication requirements of a
Google account. This adapted solution is made slightly more transparent when
a user tires to use a mobile device to access the email account. The user has to
retrieve the second secret password and use it on the mobile device directly.

4 Conclusions and Future Research Topics

The case study above indicates that for a cloud involved software system, some
important practices such as evaluating different cloud service providers, finding
out the best match service provider, negotiating with the service provider re-
garding to the requirements, adjusting and even sacrificing some requirements
are critical to the success of the system. However, those practices and their
expected outcomes have not been adequately addressed in the traditional soft-
ware process. At least the current stakeholder needs and requirement definition
process does not explicitly state them in its outcomes. People may argue that
even though the process outcomes do not address those issues directly, the given
outcomes are actually abstract and high-level enough to cover nearly every prac-
tices discussed above. However, as those practices are so critical, they should be
addressed explicitly to maximum the chance for a project to succeed.

At this stage the research is still in its preliminary stages. Future research will
look to complete empirical studies within industry to confirm our initial findings
while aiming to specify in detail the basic process model for the Cloud Computing
domain. Long term research will be aimed at developing a suite of standards and
processes for improving process models within the Cloud Computing domain; it
is clear that the results of this research will impact on standards specific to
the Cloud Computing domain, within the scope of JTC1 SC38/WG3, as well
as to the work of WG10 and WG7 in JTC1 SC7, dealing with the definition,
assessment and improvement of relevant processes.



248 J. Cade, L. Wen, and T. Rout

References

1. Armbrust, M., Fox, A., Griffith, R., Joseph, A., Katz, R., Konwinski, A., Zaharia,
M.: A view of cloud computing. Communications of the ACM 53(4), 50–58 (2010),
doi:10.1145/1721654.1721672

2. Beckers, K., Heisel, M.: Structured Pattern-Based Security Requirements Elicita-
tion for Clouds. In: Eighth International Conference on Availability, Reliability and
Security (ARES), pp. 465–474 (2013)

3. Behavior Engineering Web Site, http://www.beworld.org/BE/

4. Brooks, F.: No Silver Bullet: Essence and Accidents of Software Engineering. IEEE
Computer 20(4), 10–19 (1987)

5. Cheng, B.H.C., Atlee, J.M.: Research Directions in Requirements Engineering. In:
Future of Software Engineering (FOSE 2007), pp. 285–303 (2007)

6. da Silva, E.A.N., Lucredio, D.: Software Engineering for the Cloud: A Research
Roadmap. In: 26th Brazilian Symposium on Software Engineering (SBES), pp.
71–78 (2012), doi:10.1109/SBES.2012.12

7. Dromey, R.G.: Climbing Over the ‘No Silver Bullet’ Brick Wall. IEEE Soft-
ware 23(2), 118–120 (2006)

8. Dromey, R.G.: From Requirements to Design: Formalising the Key Steps. In: IEEE
International Conference on Software Engineering and Formal Methods (SEFM
2003), pp. 2–11 (2003)

9. Forrester Research: The Total Economic Impact of Windows Azure (2013),
http://info.windowsazure.com/rs/microsoft/images/WhitePaper The Total

Economic Impact Of Microsoft Windows Azure Forrester.pdf (retrieved)

10. Guha, R., Al-Dabass, D.: Impact of Web 2.0 and Cloud Computing Platform on
Software Engineering. In: 2010 International Symposium on Electronic System De-
sign, pp. 213–218 (2010), doi:10.1109/ISED.2010.48

11. Grundy, J., Kaefer, K., Keong, J., Liu, A.: Software Engineering for the Cloud.
IEEE Software 29(2), 23–29 (2012)

12. Grunske, L.: An Automated Failure Mode and Effect Analysis based on High-
Level Design Specification with Behavior Trees. In: Proceedings of International
Conference on Integrated Formal Methods (IFM), pp. 129–149 (2005)

13. Humphrey, W.S.: Managing the Software Process (Hardcover). Addison-Wesley
Professional (1989)

14. IBM : IBM Perspective on Cloud Computing (2008),
ftp://ftp.software.ibm.com/software/tivoli/brochures/IBM Perspective

on Cloud Computing.pdf (retrieved)

15. IBM : Integrated service management and cloud computing. (2010),
http://www.ibm.com/ibm/files/E955200R99025N70/5Integrated service

management and cloud computing 644KB.pdf (retrieved)

16. ISO/IEC 12207:1988, AMD 1 / 2:2000 Information technology Software engineer-
ing & Software life cycle processes (2000)

17. ISO/IEC IEEE 12207 CD1 - revision of 12207:2008 Systems and software
engineering Software life cycle processes (2014)

18. ISO/IEC TR 24774. Software and systems engineering – Life cycle management –
Guidelines for process description (2007)

19. Myers, T., Fristzon, P., Dromey, R.G.: Seamlessly Integrating Software & Hardware
Modelling for Large-Scale Systems. In: 2nd International Workshop on Equation-
Based Object-Oriented, pp. 5–15 (2008)

http://www.beworld.org/BE/
http://info.windowsazure.com/rs/microsoft/images/WhitePaper_The_Total_Economic_Impact_Of_Microsoft_Windows_Azure_Forrester.pdf
http://info.windowsazure.com/rs/microsoft/images/WhitePaper_The_Total_Economic_Impact_Of_Microsoft_Windows_Azure_Forrester.pdf
ftp://ftp.software.ibm.com/software/tivoli/brochures/IBM_Perspective_on_Cloud_Computing.pdf
ftp://ftp.software.ibm.com/software/tivoli/brochures/IBM_Perspective_on_Cloud_Computing.pdf
http://www.ibm.com/ibm/files/E955200R99025N70/5Integrated_service_management_and_cloud_computing_644KB.pdf
http://www.ibm.com/ibm/files/E955200R99025N70/5Integrated_service_management_and_cloud_computing_644KB.pdf


Issues in Applying Model Based Process Improvement 249

20. National Institute of Standards and Technology: The NIST Definition of Cloud
Computing (2011)

21. Powell, D.: Requirements evaluations using Behavior Trees - findings from industry.
In: Australian Software Engineering Conference (ASWEC 2007) (2007)

22. Ranger, S.: How cloud computing changes (almost) everything about the skills you
need. ZDNet (2013),
http://www.zdnet.com/how-cloud-computing-changes-almost-everything-

about-the-skills-you-need-7000020163/ (retrieved)
23. Rimal, B.P., Jukan, A., Katsaros, D., Goeleven, Y.: Architectural Requirements

for Cloud Computing Systems: An Enterprise Cloud Approach. Journal of Grid
Computing 9(1), 3–26 (2012)

24. Tuffley, D., Rout, T.: Behavior Engineering as a Process Model Verification Tool.
In: Proceedings of the 10th International SPICE Conference (2010)

25. Varia, J., Mathew, S.: Overview of Amazon Web Services. Amazon (2014),
http://media.amazonwebservices.com/AWS_Overview.pdf (retrieved)

26. Wen, L., Tuffley, D., Rout, T.: Using Composition Trees to Model and Compare
Software Process. In: O’Connor, R.V., Rout, T., McCaffery, F., Dorling, A. (eds.)
SPICE 2011. CCIS, vol. 155, pp. 1–15. Springer, Heidelberg (2011)

27. Wen, L., Rout, T.: Using Composition Trees to Validate an Entry Profile of Soft-
ware Engineering Lifecycle Profiles for Very Small Entities (VSEs). In: Mas, A.,
Mesquida, A., Rout, T., O’Connor, R.V., Dorling, A. (eds.) SPICE 2012. CCIS,
vol. 290, pp. 38–50. Springer, Heidelberg (2012)

28. Wendland, M., Kranz, M., Schienferdecker, I.: A Systematic Approach to Risk-
Based Testing Using Risk-annotated Requirements Models. In: CSEA 2012: The
Seventh International Conference on Software Engineering Advances, pp. 636–642
(2012)

29. Zardari, S., Bahsoon, R.: Cloud Adoption: A Goal-Oriented Requirements Engi-
neering Approach. In: Proceedings of the 2nd International Workshop on Software
Engineering for Cloud Computing, pp. 29–35 (2011)

http://www.zdnet.com/how-cloud-computing-changes-almost-everything-about-the-skills-you-need-7000020163/
http://www.zdnet.com/how-cloud-computing-changes-almost-everything-about-the-skills-you-need-7000020163/
http://media.amazonwebservices.com/AWS_Overview.pdf


 

A. Mitasiunas et al. (Eds.): SPICE 2014, CCIS 477, pp. 250–255, 2014. 
© Springer International Publishing Switzerland 2014 

An Assessment Framework for Engineering  
Education Systems 

Siegfried Rouvrais1,2 and Claire Lassudrie1 

1 Telecom Bretagne, Institut Mines Télécom, France 
2 IRISA, CNRS UMR 6074 

{Siegfried.Rouvrais,Claire.Lassudrie}@telecom-bretagne.eu 

Abstract. Based on a return on experience, this paper describes and analyzes 
the application of a model-based assessment taking inspiration from ISO 15504 
Process Assessment Models and Measurement Framework to the domain of 
higher educational systems. The context of the analysis is a medium higher 
educational institution in engineering. A worldwide used educational 
framework for engineering education quality is first described. By analyzing its 
underlying assessment model and measurement framework, the authors propose 
some improvements inspired by ISO 15504 series thanks to assessment 
experiences to highlight further research and development to move towards a 
Higher Education-15504 model. 
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1 Introduction 

It is essential for higher educational institutions (HEI) to strengthen their educational 
programmes and better align them with new requirements by improving their quality. 
In particular, improving education and training system quality has been set as a key 
target in European strategy to become a smart, sustainable and inclusive economy by 
2020. In higher education, several frameworks are defined for quality assurance, 
including accreditation systems (e.g. the Accreditation Board for Engineering and 
Technology in the USA or European Accreditation of Engineering Programmes, a.k.a. 
EUR-ACE framework standards). Lacking shared examples of evidence or best 
practices among HEIs, these frameworks are not well suited to continuous quality 
enhancement and are often informal. For HEIs, flexible and innovative models and 
processes are welcomed to support quality enhancement on a more continuous basis, 
as a complement to accreditations. 

It is now recognized that software quality is largely dependent on the quality of the 
software design, development and maintenance processes. Computer Science and 
Software Engineering methods can contribute to an educational programme lifecycle.  
For example, the field of software engineering has experienced a crisis several years ago: 
software products were too often far from quality criteria. How can the assessment of 
quality in the industry, e.g. software industry, inspire the assessment of quality in higher 
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education in a flexible manner? An opportunity for educational programme designers 
might be to map capability maturity models to development [1, 2]. 

In the context of HEI in engineering, the CDIO (Conceive, Design, Implement, and 
Operate) framework [3] is often used as a continuous complement to meet 
accreditation expectations. In 2014, more than 100 HEI worldwide are members of 
the CDIO initiative, among which many apply an educational programme self-
assessment process [4]. This experience paper reports the application of such 
frameworks including maturity models specific to HEIs in engineering [5,6]. 
However, these frameworks have some limitations concerning assessment reliability, 
repeatability and accuracy. By making an analogy between the various elements of 
the CDIO models and the generic SPICE assessment models and measurement 
framework, the broad lines of a new assessment model and measurement framework 
based on CDIO Standards can be proposed. 

2 The CDIO Framework for Quality Enhancement 

The international CDIO initiative [3] defines its vision as providing students with an 
education that stresses engineering fundamentals set, in a context of Conceive, 
Design, Implement, and Operate real-world systems, processes and products.  
It identifies three overall goals: 

• Master a deeper working knowledge of technical fundamentals; 
• Lead in the creation and operation of new products, processes and systems; 
• Understand the importance and strategic impact of research and 

technological development on society. 

To meet these goals, the initiative has created a set of resources that support the 
achievement of proper curricula. In order to help different key stakeholders of 
engineering education to assess and improve the quality of undergraduate engineering 
education, the initiative has developed a reference model of best practices that 
includes twelve Standards: 

• Programme Philosophy (Standard 1), 
• Curriculum Development (Standards 2, 3 and 4), 
• Design-implement Experiences and Workspaces (Standards 5 and 6), 
• Teaching and Learning Methods (Standards 7 and 8), 
• Learning assessment (Standard 11), 
• Faculty Competence (Standards 9 and 10), 
• Programme Assessment (Standard 12). 

Each Standard is defined by a description, a rationale, and a rubric, which is a six-
point rating scale for assessing levels of compliance with a Standard. The CDIO 
Standards, with the associated rubrics can be considered as an Assessment Model in 
the context of Engineering Education systems. To help performing an assessment, 
some samples of evidence are provided per level for each Standard. As a 
measurement framework, the levels seek to indicate progress towards the planning, 
implementation and adoption of each Standard based on evidence gathered: 

0. There is no documented plan or activity related to the Standard; 
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1. There is an awareness of need to adopt the Standard and a process is in place 
to address it; 

2. There is a plan in place to address the Standard; 
3. Implementation of the plan to address the Standard is underway across the 

programme components and constituents; 
4. There is documented evidence of the full implementation and impact of the 

Standard across programme components and constituents; 
5. Evidence related to the Standard is regularly reviewed and used to make 

improvements. 
Compared to maturity scales defined for example in CMMI (Capability Maturity 

Model Integration) or ISO 15504-2, this is a very progressive approach, since full 
implementation of the Standards is only considered from level 4. 

Each Standard is assessed individually; the final result is a radar profile of the 
educational system. The CDIO Assessment Process is defined in Standard 12: “A 
CDIO programme should be evaluated relative to the twelve CDIO Standards. 
Evidence of overall programme value can be collected with course evaluations, 
instructor reflections, entry and exit interviews, reports of external reviewers, and 
follow-up studies with graduates and employers [...]. This feedback forms the basis of 
decisions about the programme and its plans for continuous improvement.”  

3 Improving the CDIO Assessment Model Thanks to 
Experiences 

3.1 Some Limits and Weaknesses 

The CDIO framework provides useful guidance for continuous improvement of an 
educational system on aspects such as strategy, curriculum development, pedagogical 
activities, learning experiences and workspaces. The CDIO approach is implemented 
since 2008 at Telecom Bretagne, a French graduate engineering school. Several CDIO 
self-assessments have been carried out [5], by deans, teachers, and a group of students. 
However, the rating results are to be taken with caution: because it is non normative, the 
CDIO assessment model is sometimes informal and subject to confusion. During these 
assessments, several weaknesses of the CDIO model were identified: 

• Poor repeatability: different assessors often produce different scorings due 
to lack of guidance (samples of evidence are not sufficient and may have an 
anecdotic character). Ratings of engineering education programme quality 
may thus differ depending on assessors [7]. HEI programme assessments are 
to be repeatable, as stated in SPICE-ISO 15504-2 [8] standard for process 
assessment; 

• Difficulty to produce a scoring because of the duality of some rubrics (for 
example, level 1 involves both awareness and process implementation); 

• Lack of accuracy in the scoring: one cannot express that a level is only 
partially satisfied (e.g. satisfied only in some departments of the institution). 
As an example, CDIO Standard 1 contains the criteria “CDIO is adopted as 
the context for the engineering programme […]” at a given compliance level. 
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But, the assessor is left with the question of what would be “adopted as the 
context” (e.g. adopted by Management and/or programme leaders, or even 
fully understood and adopted by the whole educational system and staff); 

• The CDIO framework does not provide a complete quality management 
model, as it does not address aspects such as learners support, relationships 
between research and education, or human resource management. 

3.2 Towards an HEI-15504 Model 

The main strength of the CDIO framework is its usability. Practical experiences led us 
now to propose an improved CDIO assessment model inspired by the ISO 15504 
assessment model requirements.  

• First, the definition of the measurement scale should be improved by 
introducing the concept of Standard Attribute (SA). Each Standard Attribute 
defines a specific aspect of Standard compliance. For example, level 1 of the 
Generic Rubric, “Awareness about the Standard” corresponds to two 
Standard Attributes: 

o SA 1.1: The stakeholders concerned by the Standard are aware of 
the importance of its adoption; 

o SA 1.2: A process is in place to address the Standard and implement 
it. 

• The second improvement concerns the introduction of the N-P-L-F 
attribute rating scale defined in ISO 15504-2, 2003, to measure the extent 
of achievement of each Standard Attribute. This allows a more accurate 
scoring of each Standard. 

• Finally, the introduction of indicators associated with each Standard 
Attribute categorized as practices, work products (e.g., curriculum, course 
supports, questionnaires, interview reports) and resources (e.g., pedagogical 
resources, rooms, human resources) will permit to build a complete CDIO 
assessment framework and allow repeatable assessments and benchmarking 
among different institutions. This work is still in progress. 

The resulting assessment model has not yet been used, but its implementation will 
probably improve the reliability of assessments. However, the usability criteria, which 
was the main strength of CDIO model could be somewhat reduced because using a 
more formal model will involve some training.  

4 Conclusion and Perspectives 

A need for more flexible assessment models and processes is identified in HEI  
to reduce the inertia of heavy accreditations. In this experience report, we have 
analyzed the limits and weaknesses of the CDIO framework, considered as a more 
flexible and usable educational assessment model than the quality assurance systems 
encouraged by accreditation systems. Frameworks based on capability maturity 
models have overcome some of the identified limitations, with the potential of taking 
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into account specific processes for educational systems. The SPICE approach extends 
its applications in various domains, sometimes with non SPICE compliant Process 
Reference Models or Process Assessment Models. Some improvements inspired by 
ISO 15504 were thus proposed in this short paper to improve repeatability and 
accuracy of CDIO assessments for HEIs. The proposed assessment model builds on 
CDIO standards to lead to a potential new HEI-15504 model dedicated to educational 
systems continuous improvement.  

The new assessment model proposed has not been used yet. Future work will 
involve the development of a complete process reference model and assessment 
model specific to Engineering Education by establishing a correspondence between 
the CDIO Standards and related process and practices derived from generic process 
reference models. It would then be interesting to analyze whether the positive aspects 
of the initial CDIO model can be confirmed and see whether the educational system 
can be improved by implementing the new model on a continuous basis. Following an 
approach similar to Team SPICE [9], processes related to the implementation of each 
Standard could be identified.  

In addition, and in line with the new series of standards ISO 330xx, different 
quality characteristics in educational systems assessment, such as flexibility, 
evolution, reliability, or scalability could be investigated and a new rating scale may 
be proposed. These new characteristics may be relevant for educational systems in 
engineering, which need to adapt to fast technological or societal evolutions. 
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Abstract. In the automotive industry, hardware development has been solidly 
in place for about 130 years while software has contributed only progressively 
in the last 37 years [1, 2]. In spite of its recent appearance, software innovation 
becomes more and more critical for maintaining a competitive edge within sem-
iconductor design, due to its relatively low cost and high flexibility. A stum-
bling block for many companies however is the persistence of a hardware  
design culture around software development. From our experience in multiple 
semiconductor companies, we present in this paper a pro-active approach  
towards improving the hardware/software collaboration and capitalizing on the 
strengths of both cultures. 

Keywords: Software, hardware, automotive, process improvement, culture. 

1 Problem, Root Cause and Impact 

Software development within the automotive industry continues to be, in many  
instances, a secondary consideration to hardware. This status becomes apparent not 
infrequently, in various formats and scenarios, for example: 

• A customer requirement specification for a complex product contains approximate-
ly 2000 hardware requirements. There is only one requirement related to software: 
“The product shall have software.” 

• A new product development is started; everyone meets for a week discussing the 
project but the software group is not invited. 

• The software project manager is not invited to customer meetings. 
• A company-wide innovation summit is held. Not a single software paper is  

presented. 
• The upper management doesn’t understand software problems. 
• The standardized hardware development environment, including these elements:  

 

─ automatic set up of tool versions, libraries, paths, environment variables for 
hardware engineers and support of environment tailoring 

─ standardization, maintenance and archiving of hardware development environ-
ment 

….is developed and maintained by a dedicated group. The software development 
environment is not. 
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• A simulation error persists for months because the hardware engineers seek a 
hardware bug when in fact the problem was in the software. 

Software is an afterthought. It is not fundamentally in the automotive corporate cul-
ture. 

Why do we have this situation? It is likely due, in part, to the abstract nature of 
software compared to hardware; you can touch hardware but you can’t touch soft-
ware. When the latest microchip is showcased in the automotive world, the schematic 
or layout view is generally presented and such a view doesn’t contain software – so 
it’s tempting to forget software. 

Another reason is certainly the limited presence of pure software engineers on all 
levels within semiconductor companies. The software perspective is simply often 
lacking in discussions of company strategy and direction. 

Of course, additionally, the hardware culture was established over decades and 
software is a relatively recent and gradual addition to the development space.  
It’s natural, then, that software would be less integrated in the development process. 

This notable lack of software craftsmanship leads to a misunderstanding of  
software complexity by both supplier and customer. The impact is multi-fold and 
significant: 

• Quality suffers. Quality practice specific to software for requirements capturing, 
design, implementation, testing and documentation is not optimal and therefore the 
quality of the end product is not optimal. 

• Planning is poor. Misconceptions about software generally result in underestima-
tion by marketing and upper management. This is likely related to the inability to 
account for all the tasks in a software implementation. 

• Reuse is limited. Poor architecture makes software components unstable and re-
duces application. 

• There are missed business opportunities because of an inadequate understanding of 
the software potential. 

Generally, the lack of software expertise means we are not exploiting the full pow-
er from the software/hardware system. 

2 Solution 

A cultural shift is necessary to capitalize on the tremendous potential of the hard-
ware/software mix. We discuss in this section three broad practices for affecting that 
shift: 1) strengthening the software community 2) a procedural refresh 3) setting a 
price tag on software. 

1. Strengthen the Software Community. In the past, hardware engineers wrote the 
software on a “Friday afternoon”. Gradually that team and effort has grown but there 
has been no recognition that a different way of working is necessary. An awareness  
of a distinctive software community, requiring a different way of working, is vital.  
A consciousness/cohesiveness in the software development team itself is a first step.  

One move towards this goal is to improve the software staff. Add pure computer 
scientists to the team, where possible. Ensure that software engineers have the same 
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available career path as hardware engineers and that there are visible software persons 
with the highest title (e.g., “Fellow”) in the organization.  

Training the software engineers is, of course, also a necessary component of staff 
improvement. Take advantage of on-line software courses, like coursera [3] and  
MIT open courseware [4]. Develop internal software experts through the creation of 
internal trainings, led by software team members themselves. Introduce a yearly  
software summit to bring together software engineers from different units. A world-
wide invitation helps to merge local communities into one virtual team. Possible 
agenda topics could include: 

• overview of software sites, projects 
• pre-summit software survey on tool use, challenges, wish lists; results presented at 

summit 
• external speaker, for example, customer 
• key note from internal upper management on software 
• pre-summit call for papers; paper presentation at summit 

A software summit not only strengthens the software community itself but it also 
brings software awareness to the rest of the organization, which should be supple-
mented with direct training.  

This training is crucial (and often overlooked) for the non-software community as 
many members have limited understanding of software as a component of the hard-
ware chip. Set up mini-seminars on high-level software topics especially for market-
ing, field application experts, hardware architects and management – persons who 
interface with the customer more and, hence, influence system design. Training topics 
should include: 

• Explain the common elements in a software system and how the software interacts 
with the hardware.  

• Highlight the potential of software for the product and customer.  
• Encourage customer discussion of software requirements from marketing. 
• Promote continuous exchange with the software team. 

Implementing these practices was prompted in part by results from internal surveys  
across research and development departments. Software engineers rated trainings and 
software awareness in the hardware community highest on their improvement wish 
list. 

2. Procedural Refresh. Many semiconductor companies developed their Quality 
Management System with hardware design in mind. Try this exercise – count  
the number of hits in your corporate QMS for the word “hardware” versus “software”. 
If software is not being adequately represented, consider introducing a systematic 
assessment and update of the development procedures for software applicability.  

The authors have observed two particularly effective techniques for improving 
software awareness through procedural edits. One is the introduction of software-
specific slides into (management) presentation templates (where applicable.)  
The second technique is the inclusion of the software perspective earlier in the prod-
uct development: make it part of the road mapping process and the review of early 
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requirements. Checklists can help here to ensure attention to essential software topics, 
for example, with a software requirements checklist.  

Additionally, we have taken procedures from either software or hardware and in-
troduced it to the counterpart. Some significant hardware methodologies that we  
have seen successfully applied to software development include systematic risk man-
agement as defined by the FMEA procedure [5] and continuous process improvement 
– Kaizen [6]. We have also applied software methodologies to our hardware environ-
ment, for instance, the use of Scrum [7] in hardware design projects. 

3. Set a Price Tag on Software. How much is software worth? This is clearly  
not an easy question to answer for software in the semiconductor space. However, 
developing a systematic method for determining software value can stimulate neces-
sary attention to the existence and importance of software and help justify software 
improvements. (We have seen counterpart benefits of detailed price determination 
demonstrated in the hardware environment.) In determining value, one should cover 
at least costs in the price calculation. Consider not only what you think your software 
is worth, but also what your customers think. Some questions to aid the assessment: 

• What are the competing products?  
• What is the demand?  
• Who needs this solution, and how unique is it?  
• How hard would it be to develop the product from scratch? How much does the 

customer save? 
• How much do your competitors charge? 

Get help from the marketing department and use on-line sites, like StackExchange 
[8]. As the values will likely contain some qualitative aspects, ensure that the method 
is clear in communications. And also that the communications go to the software  
team itself. The exercise of price tag determination may be imprecise in the end, but it 
is, in itself, an excellent method to broaden the understanding of the customer’s pers-
pective and the software impact on the product.  

The three solutions above have the advantage of being low effort and low cost but 
effective. Other approaches may be less attractive. For example, implementing a stan-
dard software development environment at a corporate level would have many bene-
fits. However, the authors found the attempt in the short run overly expensive in terms 
of time and effort. (The compromise the we executed was to define a standardized 
software development environment at a local level.) 

3 Experiences and Summary 

Almost all recommendations in this presentation were implemented in our past  
experiences. We have seen many benefits including: 

• Substantial software involvement begins earlier, before the start of the develop-
ment project. 

• Software groups are automatically invited to important events. 
• The impact of software is articulated in management meetings by hardware team 

members. 
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• Because of management awareness, it is easier and faster to make decisions and get 
resources. 

• Other disciplines adopt the software way of working. 

In summary, software is relatively new in the automotive industry and the full po-
tential of the hardware/software mix is still to be uncovered. Introducing the right 
software practices and extending the best practices of hardware can help you drive a 
leading-edge development culture. 
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Abstract. Process capability maturity modeling elaborated by the Software 
Engineering community became applicable for any process oriented activity 
assessment and improvement. The purpose of this paper is to contribute to the 
solution of learning improvement problem based on the process capability 
maturity modeling approach. Learning process maturity model is developed 
based on R. Marzano taxonomy of learning objectives. Partial validation of the 
model developed is performed for the case of two groups of students. 
Preliminary conclusion: learning process maturity model can be used for 
learning activity assessment and improvement.   

Keywords: Learning process, maturity model, SPICE, process assessment. 

1 Introduction 

Process capability maturity modeling elaborated by the Software Engineering 
community became applicable for any process oriented activity assessment and 
improvement. Is learning a process oriented or a creative activity? Furthermore, 
process capability maturity modeling typically is applied for processes performed by 
organizations, except PSP [5], which is performed by individuals. For instance, 
education process is performed by higher education institution. The results of such 
processes are quite tangible. 

Contrary, learning is performed by a single human mentally. The results of the 
learning are intangible. Is it possible to express learning activity in process oriented 
terms? The way to find answers to these questions is to develop a learning process 
model and to prove the adequacy of this model based on the inspiring experience of 
innoSPICE – innovation, knowledge and technology transfer process capability model 
[1]. Such process model can be seen as a systematization and codification of the Body 
of Knowledge in the area of learning.  

The state of the art in learning process capability maturity modeling is provided in 
the section 2. The sections 3 and 4 contain authors’ contribution to learning process 
maturity modeling: development and validation of the learning process maturity 
model. The last section concludes results achieved and provides future work to be 
done to complete the solution of the problem addressed.  
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2 Learning Process Capability Maturity Modeling 

Capability maturity modeling at organizational learning level is well elaborated [12]. 
Even process capability or organizational maturity improvement is understood as an 
organizational learning. There are few more or less direct attempts to touch capability 
maturity modeling at individual learning level. Personal software process [5] can be 
treated as learning how to improve personal performance based on planning, 
measurement and tracking, i.e., understanding the process performed. 

Capability maturity modeling in e-Learning area [8] attracts bigger attention of 
researchers. E-Learning is situated in between of education as organizational activity 
and learning as individual activity. E-Learning creates conditions for learner centric 
education. Education process itself is an organizational process [11] and can be 
modelled by ISO/IEC 15504 [6] conformant and Enterprise SPICE based model [4]. 

Learning process maturity model [13, 14] is oriented to software development 
learning and is based on the idea that learning improvement can be achieved using 
the same concepts as software development improvement. The learning as an 
education area stresses on mental process of a learner. This area first of all is 
represented by the Bloom’s Taxonomy [3] and the following learning models and 
approaches, including [2]. 

Particular place among them takes Marzano’s New Taxonomy [9, 10] because of 
its process orientation. According to Marzano’s Taxonomy learning is conditioned by 
three systems of mental activity: ego system, metacognitive system, and cognitive 
system. Ego system is responsible for decision making concerning learning. 
Metacognitive system defines the goals and strategy for goals achievement. Cognitive 
system is responsible for effective performance of the tasks related to information 
processing: comparison, classification, conclusion, etc. All these systems use 
knowledge possessed by a learner. Cognitive system consists of processes grouped 
into four levels of knowledge processing: retrieve, understanding, analysis and use. 
Hierarchical structure of learning process proposed by Marzano corresponds to 
authors’ experience of learning and teaching gained during 40 years.   

3 New Approach to Learning Process Capability Maturity 
Modeling 

The main idea of this work is to take an attempt to decompose the learning activity 
into a set of processes and their performance descriptions, i.e., to create learning 
process as a “white box”, instead of external behavior description of traditional “black 
box”. The creative aspect of learning is often provided as an argument against  
such approach. Of course, creativity cannot be modeled by process based notions.  
The question is whether learning is really a completely creative activity. If yes, then a 
process oriented approach is indeed not suitable. Further, we will argue that this is not 
the case. Consider that software engineering is also an extremely creative activity, 
however it has been expressed in process oriented terms [7]. Developed and validated 
enhanced innovation and technology transfer process capability maturity model [1] is 
another successful confirmation of the possibility to express in process oriented terms 
such creative activity as innovation. Introduced here, the learning process maturity 
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model consists of 7 processes to be performed by a learner. The descriptions of these 
processes satisfying ISO/IEC 15504-2 requirements for Process Reference Model [6] 
are provided in Table 1. The extended descriptions of learning processes for Process 
Assessment Model are developed and used for model validation that is provided in 
Section 4. 

Table 1. Learning Process Reference Model 

LEAR.1. Motivation Assessment
Purpose Outcomes 
To assess 
motivation to learn 
and identify reasons 
for motivation 

1) The importance of knowledge to be acquired is assessed by a 
learner. 

2) Learner’s opinion about his own ability to acquire identified 
knowledge and skills is self-evaluated. 

3) Emotions related to knowledge and skills to be acquired and their 
acquisition are identified. 

4) The reasons that condition learner’s motivation to learn are 
identified. 

LEAR.2. Learning Goals Definition
Purpose Outcomes 
To define learning 
goals, level of 
knowledge 
acquisition and to 
select suitable 
strategy to reach 
learning goals, and 
to develop learning 
plan  

1) Based on motivation target the knowledge level to be achieved 
(knowledge retrieve, synthesis, analysis or application ability) is 
identified by the learner. 

2) Learning goals are defined. 
3) Strategy to achieve learning goals is selected. 
4) Learning plan is developed. 
5) Learning sources are selected. 
 

LEAR.3. Knowledge Retrieve Ability Development
Purpose Outcomes 
To acquire ability to 
recognize and 
reproduce target 
knowledge 

1) Learner is able to identify and recognize knowledge items. 
2) Learner is able to reproduce and perform a procedure. 
 

LEAR.4. Knowledge Synthesis Ability Development
Purpose Outcomes 
To develop ability to 
abstract and 
aggregate 
knowledge 

1) Learner is able to recognize essential and non-essential features of 
a knowledge item. 

2) Learner is able to generalize a set of knowledge items with identic 
essential features by a single abstract notion. 

3) Learner is able to represent, recognize and operate with abstract 
notions. 

4) Learner is able to aggregate knowledge items and structures. 
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Table 1. (Continued) 

LEAR.5. Knowledge Analysis Ability Development
Purpose Outcomes 
To develop ability to 
verify consistency 
of aggregated 
knowledge and 
matching of new 
knowledge item to 
aggregate created. 

1) Learner is able to identify similarities and differences of 
knowledge items. 

2) Learner is able to identify knowledge items subsets and supersets. 
3) Learner is able to identify mistakes in knowledge presentation. 
4) Learner is able to identify special cases and derive related 

conclusions. 
5) Learner is able to forecast possible circumstances. 

LEAR.6. Knowledge Application Ability Development
Purpose Outcomes 
To develop ability to 
apply aggregated 
knowledge for new 
tasks solution. 

1) Learner is able to derive task solution based on knowledge 
aggregate possessed.  

2) Learner is able to identify and assess solution’s alternatives. 
3) Learner is able to use knowledge and skills acquired as a tool for 

hypothesis investigation. 
4) Ability to verify trustworthy of external information is acquired. 

LEAR.7. Learning Results Tracking
Purpose Outcomes 
To assess acquired 
knowledge and 
skills, and to 
compare learning 
achievements with 
learning goals. 

1) Learner is able to track acquisition efficiency (to assess learning 
actions for learning goals achievement) of knowledge and skills 
being learned. 

2) Learner is able to track consistency and precision of knowledge 
and skills being learned. 

3) Learner is able to track trustworthiness of knowledge and skills 
being learned. 

 
ML 5 LEAR.2 Learning Goals Definition LEAR.7 Learning Results Tracking 

   
ML 4 LEAR.6 Knowledge Use Ability Development

   
ML 3 LEAR.5 Knowledge Analysis Ability Development

   
ML 2 LEAR.4 Knowledge Synthesis Ability Development

   
ML 1 

LEAR.1 Motivation Assessment 
LEAR.3 Knowledge Retrieve 

Ability Development 

Fig. 1. Learning process maturity model 
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Learning process improvement path is defined by the five Maturity Levels (ML) of 
the learning process maturity model provided in Figure 1.The starting point for learning 
activity is motivation self-assessment and decision making for learning. When a 
decision to learn is made, the first step in learning process is Knowledge retrieve ability 
development. These two processes successfully performed ensure maturity level 1. 
Learning maturity levels 2, 3, and 4 are achieved by successful performance of 
knowledge synthesis, knowledge analysis and knowledge use processes. Maturity 
level 5 is ensured by learning process management oriented processes Learning Goals 
Definition and Learning Results Tracking. 

4 Learning Process Maturity Model Validation 

In order to partially validate the developed learning process maturity model, the 
experiments with participation of two groups of university students were performed. 
One group consisted of 10 students with the highest grades of one subject and other 
group – of 10 students with the lowest grades of the same subject. 

Learning capability assessment was performed for all participants of the experiment 
using learning process assessment model not published yet. The participants of the 
highest grades (Group 1) achieved maturity level 3. The participants of the lowest grades 
(Group 2) failed to achieve maturity level 1. 

Figure 2 displays assessment results in percent of performance of all seven 
processes for each group respectively. Process performance assessment for each 
group is calculated as the average of individual assessments for the same process of 
all participants of the group. The extent of student process performance assessment is 
evaluated in the scale from 0 to 100 percent. Maturity levels 1-3 are composed by 
processes LEAR.1, LEAR.3, LEAR.4 and LEAR.5. These processes are performed by 
the Group 1 at the extent 82, 89, 95 and 92 percent correspondingly, i.e., fully within 
assessment allowed deviation. 

 

Fig. 2. Learning process maturity model validation experiment 
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5 Conclusions and Future Work 

The paper provides the following new results in learning process modeling for its 
capability assessment and improvement: 

1) Learning process maturity model based on R. Marzano taxonomy of learning 
objectives is developed; 

2) The developed model is partially validated; 
3) Learning process maturity model can be used for the development of learning 

improvement methodology. 

To address the problem of learning improvement based on the process capability 
maturity modeling approach remaining future work should be done:  

1) To develop learning methodology based on Learning process maturity model;  
2) To perform learning improvement experiment in order to validate applicability of 

Learning process maturity model to the learning improvement; 
3) To collect data to prove the correlation between the learning process maturity 

level and the learning success assessed by independent means. 
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Abstract. To address the systems lifecycle needs of Very small entities, a set of 
standards and guides have been recently developed using the systems 
engineering lifecycle standard ISO/IEC/IEEE 15288 as the main framework. 
The systems engineering handbook, developed by the International Council on 
Systems Engineering (INCOSE), is used as the reference for the development 
of a set of systems engineering deployment packages. This short paper presents 
an overview of this new systems engineering standard and discusses 
certification scheme needs and future developments. 

Keywords: VSE, ISO/IEC 29110, ISO, System Engineering Standards, 
ISO/IEC/IEEE 15288. 

1 Introduction 

A wide variety of approaches exist to guide software and systems engineering 
development with a significant number of situational factors [1] influencing the 
decision of which approach to use. For example, some approaches emphasize the 
importance of human interaction [2] and the transfer of tacit knowledge [3] between 
team members and others champion the meticulous execution of a systematic process. 
However, it is commonly agreed that no single approach is universally implemented 
and it seems likely that no single approach can be universally useful [4], primarily as 
no two settings are identical [5]. 

To assist very mall companies in tackling this problem, relatively new software 
and systems engineering lifecycle standards has been introduced, known as ISO/IEC 
29110 Lifecycle profiles for Very Small Entities [6]. The approach [7, 8] used to 
develop ISO/IEC 29110 started with the pre-existing international standard 
ISO/IEC/IEEE 12207 [22] dedicated to software process lifecycles [9]. The overall 
approach consisted of three steps: (1) Selecting ISO/IEC/IEEE 12207 process subset 
applicable to VSEs of up to 25 people; (2) Tailor the subset to fit VSE needs; and (3) 
Develop guidelines for VSEs. There has been numerous papers written about the 
design and introduction of the ISO/IEC 29110 Lifecycle profiles for Very Small 
Entities standard [10, 11, 12] which specifically addresses the software lifecycle 
needs of Very Small Entities (VSEs) has been defined as being “an enterprise, 
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organization, department or project having up to 25 people” [13]. Furthermore 
several publications have presented the results of early stage evaluations and pilot 
projects to implement this standard in software development companies in several 
[14, 15, 16]. This short paper concentrates on the design and development of the next 
major stage of this standard, which is an extension to specifically address the Systems 
Engineering (as opposed to software engineering) needs of VSEs and the 
development of the ISO/IEC TR 29110-5-6-2:2014 - Systems Engineering Lifecycle 
Profiles for Very Small Entities (VSEs)’ [18]. 

At the SC7 Plenary meeting in France in May 2011, the ISO/IEC 29110 project 
editor submitted, on behalf of Canada, a formal project proposal to develop a set of 
systems engineering standards for VSEs similar to the set developed for software 
VSEs. A draft systems engineering Management and Engineering guide for the Basic 
profile was attached to the formal proposal. The scope of this work includes the 
current scope of ISO/IEC/IEEE 15288, the associated guidance documents and other 
relevant SC7 Standards such as ISO/IEC/IEEE 15289 and ISO/IEC 29110.  
The project will produce Standards and Technical Reports (Guides), similar to the 
ISO/IEC 29110 set of Software documents for the Generic profile group (i.e. for 
VSEs developing non critical system), which establishes a common framework for 
describing assessable system engineering life cycle profiles for Very Small Entities 
(VSEs). The generic profile group is a collection of four profiles (Entry, Basic, 
Intermediate, Advanced) and is applicable to VSEs that do not develop critical 
systems. VSEs targeted by the Entry profile are those working on small projects (e.g., 
at most six person-months of effort) and for start-ups. The Basic profile describes the 
development practices of a single application by a single project team with no special 
risk or situational factors. The Intermediate profile is targeted at VSEs developing 
multiple projects within the organization. The Advanced profile is targeted at VSEs 
wishing to sustain and grow as independent competitive businesses. 

2 The Systems Engineering Basic Profile 

The Basic profile, as illustrated in Figure 1, as for the software engineering Basic 
profile which was used to develop the systems engineering Basic profile, is composed 
of two processes: a Project Management (PM) process and a System definition and 
Realization (SR) process. As defined in ISO/IEC 29110, the purpose of the Project 
Management (PM) process is to establish and carry out in a systematic way the tasks 
of the system development, which allows complying with the project’s objectives in 
the expected quality, time and cost. The objectives of the ISO/IEC TR 29110-5-6-2 
Project Management Process of the Basic profile are [18]: 

• PM.O1. The Project Plan, the Statement of Work (SOW) and commitments 
are reviewed and accepted by both the Acquirer and the Project Manager. 
The Tasks and Resources necessary to complete the work are sized and 
estimated. 

• PM.O2. Progress of the project is monitored against the Project Plan and 
recorded in the Progress Status Record. Corrections to remediate problems 
and deviations from the plan are taken when project targets are not achieved. 
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Closure of the project is performed to get the Acquirer acceptance 
documented in the Acceptance Record. 

• PM.O3. Change Requests are addressed through their reception and analysis. 
Changes to system requirements are evaluated by the project team for cost, 
schedule, risks and technical impact.  

• PM.O4. Review meetings with the Work Team and the Acquirer, suppliers 
are held. Agreements are registered and tracked. 

• PM.O5. Risk Management Approach is developed. Risks are identified, 
analyzed, prioritized, and monitored as they develop and during the conduct 
of the project. Resources to manage the risks are determined. 

• PM.O6. A Product Management Strategy is developed. Items of Product  
are identified, defined and baselined. Modifications and releases of the  
items are controlled and made available to the Acquirer and Work Team.  
The storage, handling and delivery of the items are controlled. 

• PM.O7. Quality Assurance is performed to provide assurance that work 
products and processes comply with the Project Plan and System 
Requirements Specifications.  

• PM.O8. A Disposal Management Approach is developed to end the 
existence of a system entity.  

 

Fig. 1. Processes of the systems engineering Basic Profile  

The purpose of the System Definition and Realization (SR) process is the 
systematic performance of the analysis, design, construction, integration, verification, 
and validation activities for new or modified system according to the specified 
requirements. The seven objectives of the SR process are [18]: 

• SR.O1. Tasks of the activities are performed through the accomplishment of 
the current Project Plan.  

• SR.O2. System requirements are defined, analyzed for correctness and 
testability, approved by the Acquirer, baselined and communicated. 
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• SR.O3. The System architectural design is developed and baselined.  
It describes the System elements and internal and external interfaces of them. 
Consistency and traceability to system requirements are established. 

• SR.O4. System elements defined by the design are produced or acquired. 
Acceptance tests are defined and performed to verify the consistency with 
requirements and the design. Traceability to the requirements and design are 
established.  

• SR.O5. System elements are integrated. Defects encountered during integration 
are corrected and consistency and traceability to System Architecture are 
established.  

• SR.O6. A System Configuration, as agreed in the Project Plan, and that 
includes the engineering artifacts is integrated, baselined and stored at the 
Project Repository. Needs for changes to the Product are detected and related 
change requests are initiated.  

• SR.O7. Verification and Validation Tasks of all required work products are 
performed using a defined criteria to achieve consistency among output and 
input products in each activity. Defects are identified, and corrected; records 
are stored in the Verification/Validation Reports. 

Each objective of ISO/IEC 29110 is linked to processes of a standard. For example, 
objective SR.O5 is linked to ISO/IEC 15288:2008, 6.4.5 Integration Process, with just 
2 of the 4 outcomes, of the integration process of ISO/IEC/IEEE 15288 being selected 
for the Basic profile. 

So far, two Canadian systems engineering organizations have implemented the 
ISO/IEC 29110: a 4-person start-up VSE in the transportation field [23] and a large 
engineering firm. In the engineering firm, a cost and benefit study, using the ISO 
methodology to assess and communicate the economic benefits of standards [24], has 
showed significant savings from the implementation of ISO/IEC 29110 [20]. 

3 Future Work 

Having developed ISs and TRs for VSEs involved in the development of software, 
WG24 developed the ISO/IEC 29110 systems engineering Basic profile management 
and engineering guide. Then members of the INCOSE VSE WG developed a set of 
Deployment Packages to help implement the Basic profile. WG24 started the 
development of the Entry profile for systems engineering. Once a stable version of the 
SE Entry profile is available [17], the INCOSE VSE working group will be able to start 
the development of the deployment packages to support the Systems Engineering Entry 
Profile. Once the ISO/IEC 29110 software Intermediate and Advanced profiles are ready, 
the development of the two matching systems engineering profiles for VSEs will start. 
Since many VSEs developing systems are also involved in the development of critical 
systems, WG24 and the INCOSE VSE Working Group will conduct an analysis to 
determine if a set of systems/software engineering standards for VSEs developing critical 
systems should be developed [19, 20]. Finally, the ISO/IEC 29110 SE profile 
specifications [21] should be published in 2015. This document, ISO/IEC 29110-4-6, will 
be an international standard and will be required by the auditors when they perform a 
systems engineering ISO/IEC 29110 audit. The certification scheme is based on ISO 
Standards on Conformity Assessment.  
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Abstract. Software development is frequently challenged with quality 
concerns. One of the primary reasons for such issues is the very nature of the 
software development process. First, it can be difficult to accurately and 
completely identify the requirements for a software development product. Also, 
the implementation on various platforms and the need to integrate with 
sometimes unforeseeable additional systems adds complexity. For safety critical 
domains, such as the medical device and healthcare sectors, these hurdles are 
amplified. Whereas a failure in a desktop application may be resolved through a 
restart with no harm incurred, a failure in a medical device can have life 
threatening consequences. Our work in the Regulated Software Research Centre 
(RSRC) aims to support medical device producers in the production of safer 
medical device software. In this paper, we describe the MDevSPICE framework 
and how it addresses the safety concerns faced by medical device producers.  

Keywords: Medical Device Software, Software Process Improvement, Medical 
Device Software Process Assessment and Improvement, MDevSPICE. 

1 Introduction 

As software is increasingly incorporated into medical devices, so too is there a 
growing need to address the potential harm that can be caused by faulty software.  
As recently as 2011, “software failures were behind 24% of all the medical device 
recalls” FDA [1]. While the medical device domain is controlled by regulations that 
are designed to promote safety, the regulation is in practice satisfied through the 
implementation of appropriate process and quality standards. In recent years, a 
significant number of new or extended medical device software standards and 
guidance has emerged, with the result that we now have a large body of often 
disparate information on how best to implement medical device software.  
This circumstance gives rise to a number of issues. Firstly, with the information 
originating from different sources, it is expensive and difficult for manufacturers to 
determine the scope of each source, and more difficult still to accurately determine 
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the overlap and distinction between the sources. Secondly, competent authorities are 
also challenged to stay in tune with the emerging standards and guidelines in a 
domain that traditionally had a much smaller software footprint. Thirdly, the task of 
both manufacturers and competent authorities is further complicated by the absence of 
a consistent, internationally recognized and authoritative framework for assessing the 
manufacturers to deliver robust and reliable software to the medical device sector.  

To address these issues, researchers in the RSRC have developed an internationally 
recognized framework hand-in-hand with the international standards organisations 
that consolidates the disparate medical device best practices into a single framework: 
MDevSPICE (formerly known as MediSPICE). Furthermore, the MDevSPICE 

framework is leveraged on leading generic software engineering best practice 
frameworks, and provides for a consistent and repeatable method for evaluating the 
competency of medical device software developers.  

2 Medical Device Regulation and Standards 

A medical device can consist wholly of software or have software as a component of 
the overall device [2]. In order to market a medical device within a given jurisdiction, 
it is necessary that the device complies with the regulatory demands of that region. 
The two largest global bodies involved in the development and evolution of medical 
device regulation are the Food and Drug Administration (FDA) and the European 
Commission (EC).  

In the case of the US, the FDA issues the relevant regulation through a series of 
formal channels, including the Code of Federal Regulation (CFR) Title 21, Chapter I, 
Subchapter H, Part 820 [3] (ref. Figure 1). In the EU, the regulation is outlined in a 
number of sources: Medical Device Directive (MDD) 93/42/EEC [2], Active 
Implantable Medical Device Directive (AIMDD) 90/385/EEC [4], and In-vitro 
Diagnostic (IVD) Medical Device Directive 98/79/EC [5] – with all of these being 
amended by MDD 2007/47/EC [6]. Both the US and EU regulations outline varying 
degrees of safety concerns dependent on the medical device classification, which is 
broadly similar in both jurisdictions, ranging from Class I devices that are not 
intended to support or sustain human life, to Class III devices which have a critical 
role to play in supporting life.  

The regulation outlined in the previous paragraphs may be satisfied through the 
implementation of medical device guidance and standards. ISO 13485:2003 (ISO 
13485 from hereon) [7] outlines the requirements for regulatory purposes from a 
Quality Management System (QMS) perspective. ISO 13485, which is based on ISO 
9001 [8], can be used to evaluate an organisation’s ability to meet both customer and 
regulatory requirements. However, ISO 13485 does not offer specific guidance on 
software development, a role that is filled by IEC 62304:2006 (IEC 62304 from 
hereon) [9] which outlines the lifecycle processes necessary for the safe design and 
maintenance of medical device software. Beyond IEC 62340, numerous additional 
standards and guidance documents exist, such as ISO/IEC 12207:2008 and ISO/IEC 
15504-5:2012 (ref. Figure 1) and these have been integrated into the MDevSPICE 
framework. In Figure 2, we provide an overview of the primary standards and sources 
of best practice that have been incorporated into the MDevSPICE solution. With all of 
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the acknowledged best practice and guidance for medical device software 
development now housed within a single framework, it is possible to assess medical 
device software development to the most rigourous level. This MDevSPICE 
framework can be adapted and extended as the underlying standards and guidance 
evolve, thus ensuring that by adopting the MDevSPICE solution, organisations and 
assessment bodies can be confident that no key items have been overlooked. 

General Software
Process Standards

General Medical
Device Regulation

Specific Medical
Device Standards

ISO/IEC 12207:1995
Software Lifecycle

Processes
ISO/IEC 12207:2008 Software & 

Systems Lifecycle Processes

ISO/IEC 15504-5:2012
Exemplar PAM

FDA: Code of
Federal Regulations

Title 21 Part 820

Medical Device Directive
93/42/EEC

ISO 13485:2003. Medical Devices – 
Quality Management System

IEC 62304:2006. Medical Device
Software Lifecycle Processes

FDA General Principles of Software Validation; final guidance.

IEC TR 80002-1:2009. Applying
ISO 14971 to Medical Device Software

ISO 14971:2009. Applying Risk
Management to Medical Devices

Medical Device Directive
2007/47/EEC

C
re

at
ed

 t
o

 a
d

dr
es

s

General Quality 
Management
Standards

D
ev

el
op

ed
 fr

om

ISO/IEC 9001:2000
Quality Management

Systems
ISO/IEC 9001:2008

Quality Management
Systems

FDA: Code of Federal 
Regulations Title 21 Part 820

1995 2000 2010 2015

Replaced by

Amended by

Amended by

Provides Process
Reference Model for

Replaced by

Developed 
from

ISO 9001:2000

2005

S/W Dev Risk Management Guidance

Risk Management 
Guidance

© RSRC 2014

Aligned

FDA Guidance on the Content of Premarket Submissions 
for Software Contained in Medical Devices

Guidance on Off-The-Shelf Software Use in Medical Devices

IEC TR 80002-3:2014. PRM of 
IEC 62304

 
Fig. 1. Medical Device Regulations and Standards 

In developing MDevSPICE significant international standards engagement has 
been required, with IEC TR 80002-3 (Process Reference Model for IEC 62304) now 
published [10]. IEC TR 80002-3 represents the culmination of many years of 
dedicated work by the RSRC, creating important new standards within the working 
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groups of both the ISO and the IEC. Work of this nature also established a solid 
international agreement on the contributions made by the RSRC. Through working 
with international standards working groups such as IEC SC62A/ JWG3, IEC 
SC62A/JWG7 and ISO/IEC JTC1 SC7 WG10, the RSRC has advanced other 
standards, including IEC 80001-1-7 (Process Assessment Model for IEC 80001-1) 
and IEC 80001-2-8 (Guidance on standards for establishing Security Capabilities 
identified in IEC/TR 80001-2-2). 

 

Fig. 2. MDevSPICE Process Assessment. 

MDevSPICE itself is scheduled to be brought to the global market in Q4.2014 and 
it will for the first time concentrate the accumulated medical device best practices 
from all leading sources, while also supporting the industry and regulators in 
consistently and accurately evaluating software process implementation. This is good 
news for regulators, as a robust and thorough framework grounded in international 
standards will exist for assessing medical device software producers. And it is good 
news for the producers too, as all the medical device know-how will for the first time 
be assembled in a single, authoritative framework. 
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Abstract. The process capability modeling became a tool for systematization 
and codifying knowledge of process oriented activities. Enterprise SPICE de-
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and continuous improvement. This paper presents employment of SPICE con-
formant application dependent process modeling to export activities and the  
resulting export process assessment model designed as Enterprise SPICE  
extension. 
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1 Introduction 

The process capability modeling became a tool for systematization and codifying 
knowledge of process oriented activities. By introducing the process capability con-
cept it enables to assess the predictability of activity and to improve the quality of its 
results. Enterprise SPICE [1] defines a domain independent integrated model for  
enterprise-wide assessment and continuous improvement. But application domains 
contain application specific knowledge that cannot be covered in width and depth 
needed by domain independent process model.  

This paper presents employment of SPICE conformant application dependent 
process modeling to export activities and the resulting export process assessment 
model designed as Enterprise SPICE extension. 

2 Design Approach 

The methodology for SPICE conformant application domain dependent process capa-
bility modeling based on the ISO/IEC 15504 capability framework and Enterprise 
SPICE domain independent external process model has been proposed in [2]. But it 
should be noted that applying this methodology for different application areas the 
resulting models differ in the processes of Application process category only, i.e. all 
such models contain the Enterprise SPICE processes. So, it is preferable to define this 
application dependent model as extension of Enterprise SPICE. 

Enterprise SPICE has the concept of Special Applications that is also targeted to 
“re-use of the model without recreating processes that are already well established” [1]. 
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But application practices are implemented by using other Enterprise SPICE processes 
in the particular context. This approach is suitable for Safety and Security because it 
express some specific point of view on the main company’s business. But in the case 
of export, the situation is different: as a rule the products or services are created by the 
life cycle processes and they should be exported, i.e. there is a need to have separate 
processes for the export. So, the export process assessment model has been developed 
as Enterprise SPICE extension (not as special application area). 

The purpose of Export process category introduced here is to reflect directly the body 
of knowledge in terms of essential processes and base practices of application satisfying 
requirements of ISO/IEC 15504-2 for process reference models (PRM) and process as-
sessment models (PAM). The official US government resource for small and medium-
sized business [3] has been taken as the main source of domain body of knowledge. 

3 Export Process Category 

All export related activities could be distributed into two stages: preparation for ex-
port and exporting itself. Therefore, two relative subcategories of processes have been 
introduced. Processes of Export Preparation and Exporting subcategories are listed in 
Table 1 and 2 correspondingly. Columns “O” contain the number of process out-
comes, and “BP” – the number of process base practices. 

Table 1. Processes of Export Preparation Subcategory (PRM level) 

Process O BP 
EXP.1. Export Conception.  
Purpose: to prepare conception of export of company’s products or services. 

6 6 

EXP.2. Determining Export Potential.  
Purpose: to identify and evaluate internal and external obstacles, interferences 
and opportunities for products or services export that could prevent or signifi-
cantly influence move to foreign markets. 

6 9 

EXP.3. Developing Export Strategy.  
Purpose: based on export goals and current constraints, to update the company's 
business strategy so that export goals will be achieved. 

7 8 

EXP.4. Export Decision Making.  
Purpose: according to company’s goals and export strategy to evaluate internal 
and external factors determining products and/or services export and to take 
decision concerning export plan development and implementation. 

7 7 

EXP.5. Market Research.  
Purpose: to select countries and their regions having greatest potential for prod-
ucts and/or services export. 

6 7 

EXP.6. Distribution Channels Selection.  
Purpose: to identify the set of distribution channels and to select the most suita-
ble distribution channels based on established criteria. 

5 8 

EXP.7. Finding Qualified Buyers.  
Purpose: to find qualified buyers for products and/or services and business 
partners abroad. 

6 8 

EXP.8. Export Planning.  
Purpose: to develop actions, measures and deadlines for products and/or servic-
es export goals achievement. 

6 11 
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Table 2. Processes of Exporting Subcategory (PRM level)  

Process O BP 
EXO.1. Export Agreement Management. 
Purpose: to tune up and approve agreement for product and/or services export 
defining clearly and unequivocally expectations, rights,  duties, and responsibili-
ties of both parties, specifying products and/or services delivered, their price 
and payment conditions. 

7 7 

EXO.2. Delivery Terms Negotiation. 
Purpose: to reconcile commitments of seller and buyer and to submit them for 
approval by export agreement. 

7 7 

EXO.3. Pricing. 
Purpose: to create pricing policy of products and/or services, to reconcile price 
and payment conditions with buyer and to submit them for approval by export 
agreement. 

7 8 

EXO.4. Delivery Preparation. 
Purpose: to ensure availability of products and/or services for their recipient. 

6 6 

EXO.5. Shipping Management. 
Purpose: to select the most suitable shipping method and carrier or dispatcher 
for products export and conclude agreement for products transportation. 

6 7 

EXO.6. Exporting Services. 
Purpose: to provides the services that meet the contractual requirements. 

6 6 

EXO.7. Export Documentation. 
Purpose: to prepare documents of products and/or services export for cross 
border and/or at destination export transactions. 

5 6 

EXO.8. Export Insurance. 
Purpose: to mitigate the risk of damage or loss of products carried by interna-
tional routes. 

3 4 

EXO.9.Payment Processing. 
Purpose: to ensure a smooth exchange of goods and/or services and to minimize 
the risk of failure to comply commitments. 

10 14 

EXO.10. Financing Export. 
Purpose: to ensure circulating assets for export of products and/or services. 

7 8 

EXO.11. Importer Satisfaction Survey. 
Purpose: to receive ongoing assessment of export by customers and partners. 

5 6 

 
The PAM level definition of a process consists of process identifier (formed  

from subcategory abbreviation and the sequential process number in the subcategory), 
process name, process outcomes, and base practices related to outcomes achievement 
of which they support. Example of complete process definition is provided in  
Table 3. 

As a rule companies starting with process assessment models complain that it is 
not clear how models practices should be implemented. Therefore, the export 
processes are complemented with their implementation guidelines and examples of 
recognized business activities.  
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Table 3. Example of PAM level process definition  

EXP.1. Export Conception
Purpose: to prepare conception of export of company’s products or services. 

Outcomes
1. Export goals are defined. 
2. Export goals are consistent with company’s goals. 
3. Export potential of company’s products and/or services is determined. 
4. Suitability for export or adaptation possibilities of products and/or services is evaluated. 
5. Resources required for export goals to be reached are determined and available. 
6. Export priority is defined. 

Base Practices
BP.1: Define export goals. [Outcome: 1] 
BP.2: Align export goals with company’s goals. [O.: 2] 
BP.3: Determine export potential of company’s products and/or services. [O.: 3] 
BP.4: Estimate resources for products and/or services preparation for export. [O.: 4 and 5] 
BP.5: Evaluate the changes in company’s business will be caused by export. [O.: 2 and 5] 
BP.6: Define export priority among all company’s activities. [O: 6] 

4 Conclusions and Future Work 

SPICE conformant application dependent process modeling methodology has been 
applied for modeling of export activities. Approach for Enterprise SPICE extending 
by inclusion of application dependent PAMs has been proposed. The process assess-
ment model for export processes has been developed as Enterprise SPICE extension. 

The first trial of the model developed has been started by Lithuanian company ex-
porting medical products. More extensive trials in different business sectors are 
needed for the appropriate validation of the model. 
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Mirzianov, Oleg 261
Mitasiunas, Antanas 261, 279

Neumann, Robert 131
Nevalainen, Risto 157

O’Connor, Rory V. 226, 268

Peldzius, Stasys 106
Pessoa, Marcelo 84
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