
Modelling Two Emotion Regulation Strategies
as Key Features of Therapeutic Empathy

Juan Mart́ınez-Miranda(B), Adrián Bresó, and Juan Miguel Garćıa-Gómez
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Abstract. Computational models of affective processes have allowed the
construction of synthetic characters able to produce empathic behaviours.
The use of empathy, as a strategy to enhance engagement and cooperation
with human pairs has proved good results in different application domains.
Mental care is a particular area where the use of empathic virtual charac-
ters would offer several advantages facilitating the self-treatment manage-
ment. Empathic responses in counselling and psychotherapy differ from
“natural” empathy produced in everyday situations. Therapeutic empa-
thy requires an emotional involvement of the therapist with the patient
and an emotional detachment for a more objective appraisal of the situa-
tion. This paper introduces a model of emotion regulation as the first steps
to get therapeutic empathy responses in a virtual agent constructed to
support the treatment of major depression. The modelling of two specific
strategies of emotion regulation based on Gross theory (cognitive change
and response modulation) is described.

Keywords: Affective process modelling · Emotion regulation · Reap-
praisal · Response modulation · Virtual agents

1 Introduction

The interest in the development of Embodied Conversational Agents (ECAs) as
advanced human-computer interaction interfaces has generated a good number
of initiatives aimed to construct the underlying mechanisms able to produce
more human-like behaviours in those agents. The modelling of the emotional
phenomenon, as a basic component of human behaviour, has produced different
computational models of emotion that are used to analyse and simulate differ-
ent aspects of this complex process. Most of these computational architectures
of emotion are based on different cognitive and psychological theories influenced
by the particular components and phases of the emotional phenomenon that the
model tries to represent. Examples of these architectures include FLAME [16]
and EMA [27] based on appraisal theories of emotion; WASABI [2] based on
dimensional theories of emotion; or the model proposed in [1] which is based
on the anatomic approach of emotions (for a deeper discussion refer to [29]).
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A common expected benefit from these tools is the construction of more believ-
able ECAs that better engage their human pairs during interaction.

One emotion-related element well studied and commonly used to create bet-
ter interactive scenarios with ECAs is empathy. Empathic agents have been con-
structed to achieve a better cooperation and complete longer interaction sessions
in different domains, including learning [8], training [34] and clinical applications
[3]. Within the clinical domain, a particular area where the use of empathic vir-
tual agents can be particularly beneficial is in the treatment of mental health
disorders [24]. Empathy is considered a fundamental aspect in promoting ther-
apeutic change when providing counseling and psychotherapeutic interventions
[36] and some studies concluded that empathy accounts for between 7–10 % of
the variance in therapy outcome [4].

The modelling of empathic responses in ECAs as virtual assistants to support
the treatment of mental health disorders faces some challenges that need to be
carefully addressed. For example, in the treatment of major depression, an inter-
active virtual agent must not display a “pure emotional” empathic behaviours
by adopting the same—typically negative—mood of the patient. The disadvan-
tage is that these behaviours can be interpreted as sympathetic expressions of
condolence that may imply a sense of unintended agreement with the patient’s
(negative) views [11]. What is most beneficial from a clinical perspective is not
to produce “only” natural empathic reactions as response to the patient’s input,
but to generate therapeutic-empathy responses in the agent.

As mentioned in [38], it is important to distinguish natural empathy (expe-
rienced by people in everyday situations) from therapeutic empathy in order to
provide the patients with useful feedback for their particular condition. One of
the key differences between natural and therapeutic empathy is the “addition of
the cognitive perspective-taking component to the emotional one; the cognitive
component helps the therapist to conceptualize the client’s distress in cognitive
terms” ([38], pp. 594). In other words, a therapist should “assume both the role
of an emotional involvement in an interview with a patient and an emotional
detachment that allows for a more objective appraisal” ([11], pp. 102); a wrong
empathic attitude is generated when the therapist does not to some degree main-
tain an emotional distance from the patient [39].

In this paper, we describe the modelling of this perspective-taking compo-
nent aimed to produce in a virtual agent the required emotional detachment or
emotional distance at specific stages of the interaction with patients with major
depression. The theoretical basis of the proposed model lies in J. J. Gross’ process
model of emotion regulation [18]. In particular, we are modelling two strategies
of emotion regulation: (i) cognitive change and (ii) response modulation. The
cognitive change strategy is triggered when the patient is reporting a bad
situation (e.g. low mood level) which in a first step would also produce (empath-
ically) a negative emotion in the virtual agent. Once triggered, the cognitive
change strategy seeks for additional information that can change (positively)
the significance of the detected situation (e.g. finding a positive tendency in the
mood level regarding the reported values in past days) allowing a more objective
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appraisal. Complementarily, the response modulation strategy is used to reg-
ulate those negative emotion-expressive behaviours in the agent produced when
the cognitive change strategy has not succeed (i.e. there is no information that
changes the -negative- situation meaning). The suppression of negative expres-
sive behaviour helps the virtual agent in not to convey a sense of condolence that
would be counterproductive due to the patient’s condition. The implementation
of the model have been developed as an extension of the FAtiMA (appraisal-
based) computational architecture of emotions [14].

The rest of the paper is organised as follows: in Sect. 2 we put in context
our research by introducing the Help4Mood project, which aims to remotely
support the treatment of major depression. Then, in Sect. 3 we present in more
detail the relevant parts of Gross’ emotion regulation theory used in our model,
complemented by some related work in the ECAs community. Section 4 presents
in detail our model of emotion regulation as the core component able to produce
better therapeutic empathy reactions in a virtual agent. Section 5 describes the
first steps towards the evaluation of the model and finally, Sect. 6 presents the
conclusions and further directions of the presented work.

2 A Virtual Agent to Support the Remote Treatment
of Major Depression

The model reported here is part of the work developed in an EC-FP7 research
project called Help4Mood (www.help4mood.info). The main aim of the project
is the development of an interactive system designed to support the treatment
of people who are recovering from major depressive disorder in the community,
with the focus being on promoting adherence to the therapy through engaging
the patients. The complete Help4Mood system is composed of three main com-
ponents: a virtual agent (VA), which acts as the main interface with the user;
a Decision Support System (DSS) which manages, analyses and summarises the
user’s daily sessions; and the Personal Monitoring System (PMS) in the form
of sensor devices used to collect objective measures from the user, including
physical activity and sleep patterns.

The virtual agent has been designed to facilitate the collection of relevant
data including subjective measures (by applying standardised questionnaires and
guided interviews), and neuropsychomotor measures (by offering tasks for speech
input and/or selected games) which are designed to complement the objective
measures obtained from the PMS. The collection of the patient data is car-
ried out through daily sessions between the patient and the system; the con-
tent of each session varies, with some tasks being carried out every day (such
as the Daily Mood Check consisting of a single item measuring overall mood
plus four items of the CES-D VAS-VA questionnaire [30]), and some others
executed weekly (e.g. the standardised PHQ-9 questionnaire [26], for example).
Moreover, the virtual agent also helps users to identify negative thinking (a key
characteristic of depressive disorder) and challenge it by adapting a protocol

http://www.help4mood.info
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Fig. 1. The Help4Mood GUI

in concordance with the principles of Cognitive Behaviour Therapy (CBT), the
main non-pharmacological treatment method for major depressive disorder.

The VA agent is composed by different but inter-related components which
process and generate different aspects in the agent’s behaviour. The compo-
nents include the cognitive-emotional module which receives the events inferred
in the DSS (using the PMS and user inputs) during a session with the patient.
These events are used by the cognitive-emotional module to produce the specific
task and the corresponding—if any—emotion to be disclosed during the inter-
action with the patient. A second component is the Dialogue Manager System
(DM) which transforms the task received from the cognitive-emotion module as
dialogue acts. The dialogue acts are passed to The Natural Language Generator
(NLG), which produces the content of the agent’s verbal response in an appropri-
ate style. The generated text string is sent to the Text-To-Speech (TTS) engine
which realises the audio with the appropriate tone of voice. The audio and time-
aligned phonemes used for lip-syncing are passed to the graphical representation
of the virtual agent which takes the form of a talking head immersed in the GUI
of the application (see Fig. 1). The current active emotion is also passed to the
GUI for the rendering of the corresponding non-verbal communication (i.e. head
movements and a set of facial expressions to convey the triggered emotion).

The cognitive-emotional module, which is the focus of this paper, has been
developed as a Java-based application which makes use of the FAtiMA architec-
ture [14]. For the Help4Mood scenario, we authored all the goals, actions and
action tendencies to cope and react towards the events produced during the
interaction with the patient. All these events are directly related with the user’s
responses and are the basis to produce the next more adequate action and emo-
tion in the VA. As all the actions in the VA are directed to provide the different
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standardised questionnaires or CBT-based activities defined by the clinicians,
the range of user’s responses is delimited to provide the input and follow up of
the offered activities. When new questionnaires and/or exercises are necessary
to be added -which in turn extend the content of the daily sessions- new goals,
actions and action tendencies are authored in the VA to correctly cope with the
user’s inputs to the new events.

With the aim to promote the usability and acceptability of the Help4Mood
solution in the potential users (i.e. patients, clinicians and caregivers), the devel-
opment of the integrated system has followed the user-centered design methodol-
ogy [33]. The functionalities of each component are cyclically developed following
the feedback and suggestions of the involved users. In the initial usability study
of the integrated system1 (PMS + DSS + VA), we followed the recommenda-
tions from the clinical experts of the project. One of them was related with the
emotional behaviour in the VA: it must not convey any negative emotion
during the interaction with the patient. The main reason behind this requirement
was to avoid any interpretation of negative emotions as expressions of condo-
lence in the side of the patient that would be clinically counter-productive. Thus,
three positive emotions from the OCC model [31] (implemented as the appraisal
and affect derivation mechanism in FAtiMA) were used during the interaction:

1. Joy: activated when an event is appraised as desirable for the VA (e.g. when
the user accepts the activities offered by the VA during a session).

2. Happy-For: elicited when an event is appraised as desirable for the patient
(e.g. good self-reported moods, thoughts or scores in the proposed activities).

3. Admiration: activated when an event is appraised as a desirable consequence
of a patient’s action (e.g. the correct completion of the proposed activities
during the session or the completion of the whole session).

When something goes wrong in the clinical condition of the patient (inferred
in the DSS from the PMS data or from patient’s self-reports), a neutral atti-
tude (i.e. no emotion) is adopted by the VA. The three positive emotions, when
elicited, are conveyed to the patient through the combination of open and close
mouth smiles plus some head movements such as nodding (identified as a key
element to reinforce the sense of attention and understanding during clinician-
patient communication [35]). As stated in [15], most of the positive (enjoyable)
emotions share the smiling expression and it is not straightforward to differenti-
ate them just through the face but other signals, such as the voice, are required.
The strategy followed in our scenario was to use the intensity of the triggered
emotion to display a mouth open (greater intensity) or mouth closed (lesser
intensity) smile. Moreover, the positive emotions are also used by the Dialogue
Manager to select and add specific utterances to the verbal feedback provided
by the VA (e.g. “That’s great!” or “Well done!”).

1 Five people, two males and three females, who recovered from depression were
recruited to use the system during a week in daily sessions with a length between 5
to 8 min.
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An interview was applied to all the patients at the end of the system’s usage
to collect their impressions in the utilisation of the hardware (sensors) and soft-
ware of Help4Mood. The feedback obtained from this initial acceptability study
regarding the virtual agent was divided. Two female participants, P2 and P3,
liked the virtual agent and found it “cute”. P2 also noticed that the virtual agent
reacted to her responses on the Daily Mood Check. While P2 thought that the
virtual agent’s voice was nice and calm, P3 characterised her as sounding upbeat.
In contrast, P5, the third female participant, found the voice depressing; she did
not pay any attention to the virtual agent and would have preferred the ability to
talk to a human via teleconferencing. In terms of the emotional behaviour only 1
of the 5 users noted the emotional reactions in the VA. This result was not much
unexpected since the emotional reactions in the VA were displayed only when
the participants responded with good mood -related values in the Daily Mood
Check questionnaire. In all other cases the VA simply asks the next question
adopting a neutral stance.

The noted lack of responsiveness in the VA’s behaviour is likely to have more
than one cause, including the very short interaction time, not much variability
in the response dialogues, a not enough adequate emotional intonation in the
VA’s speech and the aforementioned neutral attitude adopted by the VA in
front of negative situations. As more content (i.e. new activities) is added to the
daily sessions, longer interactions between the patient and the VA are produced
offering a good opportunity to produce more variability in the different aspects
of the VA’s behaviour.

In terms of the cognitive-emotional component, the production of richer emo-
tional responses became necessary to better engage the users. The inclusion of
negative emotions which produce affective reactions to adverse situations would
contribute to perceive a more empathic agent. The challenge here is to generate
an optimal intensity in these negative emotions that allows an adequate response
(in terms of action-selection and feedback provided) during the interaction with
the user. To face this challenge, we have incorporated a model of emotion reg-
ulation aimed to modulate the negative emotions elicited in the VA. The emo-
tional regulation is achieved following two strategies: changing the perspective
of the current situation (producing an emotional detachment), and suppressing
the expressive (negative emotion-based) behaviour to convey the appropriate
reactions.

3 Emotion Regulation

3.1 Theoretical Foundations

The study and understanding of the emotion regulation process has attracted
the interest of an important number of researchers in the last three decades
[10,20]. Although some works consider the emotion regulation process as part of
the emotion generation process [9,17], some others show the neural differences
between them [12] and the benefits of studying emotion and emotion regulation
separately [21,25]. In line with the second view, J. J. Gross [18,21] proposed
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a theoretical model of emotion regulation which refers to the heterogeneous set
of processes by which emotions are themselves regulated. In detail, the process
model of emotion regulation covers the conscious and unconscious strategies
used to increase, maintain, or decrease one or more components of an emotional
response. The main characteristic of this model is the identification and defini-
tion of five families of emotion regulation processes: situation selection, situation
modification, attentional deployment, cognitive change and response modulation.

Situation selection is described as when an individual takes the necessary
actions to be in a situation the individual expects will raise a certain desirable
emotion. Situation modification refers to the efforts employed by the individ-
ual to directly modify the actual situation to alter its emotional impact. The
third family, attentional deployment, refers to how individuals direct their atten-
tion within the current situation in order to influence their emotions. Cognitive
change is described as when the individual changes how the actual situation is
appraised to alter its emotional significance, either by changing how the individ-
ual thinks about the situation or the capacity to manage it. Finally, the response
modulation family refers when the individual influences the physiological, expe-
riential, or behavioural responses to the situation.

Each family of emotion regulation processes occurs at different points in
the emotion generation process and there are substantial differences between
them (see details in [21]). An important aspect to consider is that the first
four emotion regulation families occur before any appraisal produces the full
emotional response (antecedent-focused), while the last family (response modu-
lation) occurs after response tendencies have been initiated (response-focused).
Two particular strategies of emotion regulation have been studied in [18]: one
is reappraisal as a type of cognitive change (antecedent-focused) and the other
is suppression as a type of response modulation (response-focused). According
to the authors, reappraisal occurs early in the emotion generation process and
it involves cognitively neutralizing a potentially emotion-eliciting situation. In
consequence, reappraisal should decrease experiential, behavioural, and physio-
logical responses. On the other hand, suppression occurs later in the emotion
generation process and requires an active inhibition of the emotion-expressive
behaviour that is generated when the emotion is triggered.

3.2 Computational Models of Emotion Regulation

The Gross process model of emotion regulation has inspired the development
of some computational models of emotion regulation. The group of Bosse and
colleagues have formally modelled the four antecedent-focused emotion regula-
tion strategies and incorporate it in synthetic characters as participants in a
virtual storytelling [6]. In a subsequent work, Bosse and colleagues constructed
virtual agents not only with the capacity of regulate their emotions, but also
with the ability of reasoning about the emotion regulation processes of other
agents [5]. This model has been called CoMERG (the Cognitive Model for Emo-
tion Regulation based on Gross) and it formalizes Gross model through a set
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of difference equations and rules to simulate the dynamics of Gross’ emotion-
regulation strategies [7].

CoMERG identifies a set of variables and their dependencies to represent
both quantitative aspects (such as levels of emotional response) and qualitative
aspects (such as decisions to regulate one’s emotion) of the model. These vari-
ables include e.g. the level of -the actual- emotion, the optimal -desired- level
of emotion, the personal tendency to adjust the emotional value, or the costs
of adjusting the emotional value, among others which are used to simulate and
evaluate the results in the use of the four antecedent-focus strategies of emotion
regulation. The modelling and simulation of the different emotion regulation
strategies is the main aim of CoMERG, but the underlying appraisal and affect
derivation mechanisms required to generate specific emotions according to the
observed world-state are not explicitly addressed. In a more recent work [23] the
integration of CoMERG with other two computational models of emotions EMA
[27] and I-PEFICADM [22] is proposed to cover the complete process of emotion
generation, regulation and action responses in virtual agents.

Similarly, the work presented in [37] proposes an extension of CoMERG by
adding an emotion-dependent regulation process based on the mood and per-
sonality of individuals. Moreover, the occurrence of new (positive and negative)
events during the simulation time was included to analyse the influence of these
events on the emotion regulation process. However, as an extension of CoMERG,
this approach does not have an appraisal and affect derivation mechanism for
monitoring events in the world nor have been reported its integration in virtual
characters.

It is important to mention that FAtiMA also applies its own strategy (which
is based on [28]) for changing world interpretation and lowering strong nega-
tive emotions. This mechanism is part of the FAtiMA deliberative layer which
implements two types of coping to deal with changes in the environment. The
problem-focused coping acts on the agent’s world to deal with the situation and
consists of a set of actions to be executed to achieve the desired state of the
world. The emotional focused coping is used to change the agent’s interpreta-
tion of circumstances. When a specific plan or action fails in the intention to
achieve or maintain a desired goal, a mental disengagement is applied. Men-
tal disengagement works by reducing the importance of the goal, which in turn
reduces the intensity of the negative emotions triggered when a goal fails [14].

For the Help4Mood scenario, what is still needed is the mechanism to re-
interpret (i.e. reappraise) a situation that is detected as adverse to the patient’s
condition and that could lead to the triggering of a negative emotion. While
the current emotion-focused coping of FAtiMA is concentrated in the achieve-
ment/maintenance, or not, of the agent’s internal goals and the reduction of the
intensity of the negative OCC prospect based emotions (i.e. disappointment and
fears confirmed), we need an emotional regulation module that down-regulates
the intensity of the negative affective state produced by a situation derived
from those negative events in the patient’s status. Thus, the verbal and non-
verbal feedback provided to the patient based on the VA’s affective state would
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contribute to a better therapeutic empathy communication during the session.
The design and implementation of this module is detailed in the following section.

4 Adapting a Model of Two Emotion Regulation
Strategies

The initial version of the cognitive-emotional module in the Help4Mood’s virtual
agent has been extended by allowing the elicitation of two OCC-based negative
emotions. Pity is activated as a result of appraising some events as not desirable
for the patient (e.g. when reporting a low mood, negative thoughts or decreased
physical activity). Distress is triggered when an event is appraised as not desir-
able for the agent itself (e.g. when a not daily use of the system is detected). The
challenge is how to communicate these emotions not as a sense of condolence due
to the adverse events, but as a sense of understanding and provide useful feed-
back that motivates the patient towards the daily use of Help4Mood. As with
the positive emotions, the negative emotions are reflected through a particular
facial expressions and some dialogues constructed in the Dialogue Manager. The
main objective is to produce the optimal intensity in the negative emotion to
display an adequate facial expression, and at the same time, take the necessary
actions to cope with the situation.

The proposed solution is to implement a mechanism of emotion regulation
that can be used to modulate the negative emotions and produce an emotional
detachment from the situation which helps to provide useful responses during
the interaction. Based on Gross theory of emotion regulation, we have imple-
mented two of the strategies defined in Gross’s model of emotion regulation:
cognitive change (through the reappraisal of events) and response modulation
(through suppression of the emotion-expressive behaviour). At the moment, we
are not considering the inclusion of the other three antecedent-focused emotion
regulation strategies.

The main reason behind this decision is the particular context of the VA’s
environment in the Help4Mood scenario: the main events received and appraised
by the VA are all closely related with the actual detected or reported condition
of the patient. During the interaction cycle, there are no other alternative situ-
ations to select, i.e. there are no other possible values in the patient’s condition
(situation selection) that the VA can concentrate on. Also, the VA cannot modify
by itself the detected or reported patient condition (situation modification) and
it is desirable that the VA should appear focused on what the patient is actually
reporting (attentional deployment). Nevertheless, it is still possible to positively
reappraise the current situation by analysing how the patient’s condition has
evolved during past sessions. If after the reappraisal process the current situa-
tion cannot be assessed in positive terms, some suppression in the intensity of
the activated negative emotion is still possible to modulate the displayed facial
expression and/or head movements related with the current negative affective
state of the VA.
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Fig. 2. The FAtiMA architecture [14] with an added emotion regulation component

We have incorporated an initial model of these two emotion regulation strate-
gies as an extension of the FAtiMA architecture. A key advantage of FAtiMA
is its modular implementation which is composed of a core functionality plus
a set of components that add or remove particular functionalities (in terms of
appraisal or behaviour) making it more flexible and easier to extend [13]. Thus,
the proposed model of emotion regulation has been added as an extended compo-
nent of the FAtiMA core functionality as presented in Fig. 2 (the new component
is displayed using dotted red lines).

4.1 Modelling Cognitive Change - Reappraisal

Based on Gross theory of emotion regulation, we have implemented a mechanism
to reappraise those events susceptible to triggering a negative emotion in the VA.
Following the concepts of Gross theory, we represent a situation composed by the
event or events produced in the VA’s environment. The actual situation mean-
ing can be changed using a pre-defined set of situation meanings which in turn
are formed by the different events that are used during the reappraisal process.
The reappraisal process is triggered only when the target (negative) emotion
exceeds a configured threshold which represents the maximum intensity allowed
in the target emotion. The reappraisal process can produce a different -positive-
emotion or the same negative emotion with a decreased -down-regulated- inten-
sity. In the case where the resultant emotion is still negative with an intensity
greater than the desired maximum threshold, the suppression emotion strategy
is applied (see next section). The diagram in Fig. 3 graphically represents the
different concepts and the flow of the cognitive change process.

According to Gross’s theory, the cognitive change is an antecedent-focused
strategy of emotion regulation, which means that it occurs before appraisals
give rise to full-blown emotional response tendencies [21]. Thus, our model of
cognitive change is activated when a new event is received from the environ-
ment. A prospective appraisal is executed to assess if the event derives from
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Fig. 3. Cognitive change model diagram

a desirable or undesirable (in terms of the agent’s goals) situation related to
the patient’s condition. The result of this prospective appraisal is the projec-
tion of the potential emotional state produced by the event. In other words,
our model “simulates” the appraisal and affect derivation processes to analyse
the emotional consequences of the current situation, but without producing the
full-blown emotional responses.

If the projected emotional state involves the activation of a positive emotion—
no emotion regulation is required—then the same event is used to execute the
real appraisal and generates the corresponding responses in the VA. On the other
hand, if the projected emotional state includes the activation of a negative emo-
tion with intensity greater than the pre-defined maximum threshold, the corre-
sponding pre-defined alternative event(s) is selected for reappraisal which would
construct a more positive meaning of the original situation. If the emotional state
produced by the reappraisal is better (i.e. produces a positive emotion or the same
negative emotion with a reduced intensity) than the simulated situation, all the
(reactive and deliberative) responses are executed continuing with the next inter-
action cycle.

To exemplify this process consider the following: during the currentHelp4Mood
session one of the activities to perform is the assessment of the patient’s depres-
sion level in the last 7 days through the PHQ-9 questionnaire. If the score obtained
indicates that the depression level is quite high, the VA can appraise this result
as highly undesirable for the patient’s condition, generating a strong pity emo-
tion. Using the cognitive change strategy of emotion regulation, the VA can change
the meaning of this situation using an alternative view. In the example, the VA
can consult the results obtained in the PHQ-9 questionnaire during previous ses-
sions (stored in the model of the patient maintained in the DSS module) and check
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whether the current result shows a positive tendency in the patient’s condition tak-
ing into account the previous results. If this positive tendency is found, the original
event would be reappraised as “not much undesirable” to the patient (thought the
current PHQ-9 score is still not the optimal). This reappraisal can change the emo-
tional state or the emotion’s intensity in the VA which is reflected in the feedback
provided to the patient, something like “Ok, it seems that your current condition
is not very good, but in general terms you are making good progresses in the last
days”. This is different from the feedback that the VA would provide if the response
is based only on the negative meaning of the current situation (e.g. “Ok, it seems
that you have had some difficult days, but please continue with the treatment”).
In both cases, the verbal feedback is accompanied by the appropriate facial expres-
sion according to the activated emotion and its intensity.

Similar events to change the meaning of the current situation can be pre-
defined to cope with the result of other session activities (e.g. the Daily Mood
Check questionnaire, the negative thoughts challenge, or the behaviour activa-
tion modules). All the targeted emotions to be regulated, the maximum intensity
threshold and the different situation meanings with the events used during the
reappraisal can be authored in an XML file in a similar fashion as the emo-
tional thresholds and decay rates; the emotional reaction rules; the set of action
tendencies; and the goals and actions that form the whole VA’s behaviour are
currently authored in FAtiMA. A simple example of this XML-based file is as
follows:
<EmotionRegulation>

<!--Targeted emotions for regulation-->
<EmotionalDesiredIntensities>

<EmotionalDesiredIntensity emotion="Distress" desiredIntensity="3"
suppressionRate="3">

<EmotionalDesiredIntensity emotion="Pity" desiredIntensity="3"
suppressionRate="4">

...
</EmotionalDesiredIntensities>

<!--Situation meanings used for reappraisal-->
<SituationMeanings>

<Situation name="High Depression Score">
<ElicitingEmotion type="Distress" minIntensity="6">

<CauseEvent subject="User" action="High Score PHQ-9">
</ElicitingEmotion>
</EventForReappraisal subject="[SELF]" action="getPreviousDepressionScore"

target="User" parameters="2">
<Situation>

<Situation name="Low Mood">
<ElicitingEmotion type="Distress" minIntensity="6">

<CauseEvent subject="User" action="Low Score DailyMoodCheck">
</ElicitingEmotion>
</EventForReappraisal subject="[SELF]" action="getPreviousMood" target="User"

parameters="5">
<Situation>

</SituationMeanings>
</EmotionRegulation>

The content of the file is divided into two main parts: the first part under the
<EmotionalDesiredIntensities> tag defines the targeted emotions that will be reg-
ulated (in our case, we concentrate only on negative emotions). It contains the
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values for the maximum desired intensity of the emotion and the suppression rate
value used in the response modulation strategy (see next section). The second
part of the content under the <SituationMeanings> tag defines the set of situations
that are candidates to be reappraised with a more positive perspective. Each
situation contains the event (<CauseEvent>) that would elicit the negative emo-
tion (<ElicitingEmotion>) and the definition of the event used for the reappraisal
(<EventForReappraisal>). The event that is used during the reappraisal process
is composed by four fields following the same definition of an event used in
FAtiMA [14]:

– The subject who performs the action
– The action to perform
– The target of the action
– A list of parameters that specify additional information about the action

The mechanism to select the specific situation in the emotion regulation
component is based on the activation of action tendencies process provided in
FAtiMA. When executing the prospective appraisal using the event defined in the
<CauseEvent> tag, if the projected emotional state activates the emotion type with
an intensity equal or greater than the minIntensity value, then the event defined
in <EventForReappraisal> is selected for the reappraisal. This event contains the
action that will be executed to get an alternative meaning of the current situation
(e.g. in the Low Mood situation of the XML example, the virtual agent gets the
scores of the mood reported by the patient in the past 5 days to detect if the
mean of the previous values is high or if there is a positive tendency in the mood
of the patient).

The result of the reappraisal does not necessarily change a negative situa-
tion. Continuing with our example, the result of the previous depression scores
could indicate a negative tendency in the evolution of the patient. In these cases,
the resultant emotional state could even increase the intensity of the negative
emotion. As a requirement of the VA in the Help4Mood scenario is not to con-
vey strong negative emotional responses during the interaction, the response
modulation strategy is activated in these cases.

4.2 Modelling Response Modulation - Suppression

Response modulation is an emotional regulation strategy that occurs late in
the emotion-generative process, once the response tendencies have been initi-
ated [21]. According to [19], a common form of response modulation involves
regulating emotion-expressive behaviour. In this sense, suppression as a form of
response modulation can be used to model the regulation of the activated on-
going expressive behaviour in the VA during the interaction with the patient.
The activation of negative emotions in the VA could be useful in selecting the
appropriate action to cope with specific situations. An example that can occur
during the daily sessions is when the VA detects cues that indicate thoughts of
self-harming (i.e. a high score in question number 9 of the PHQ-9 questionnaire).



128 J. Mart́ınez-Miranda et al.

In this case, an action tendency triggered by the activated -negative- emotional
state is the execution of the Help4Mood crisis plan: display contact informa-
tion for crisis services and trusted family/friends plus discontinuing the use of
Help4Mood. The expressive behaviour (i.e. the displayed facial expression and
the verbalised utterances) during the execution of the crisis plan should avoid
an unnecessary sense of alarmism, but promote calming and understanding of
the situation.

The way to regulate the expressive behaviour in the VA produced by the
on-going emotional state is through decrementing the intensity of the emotion.
As the intensity is used to generate the corresponding facial expression (stronger
intensity means more marked expressivity in the face of the VA), what we need is
a mechanism to down-regulate the intensity of the activated negative emotion.
In FAtiMA, the intensity of an emotion is a variable which depends on the
elapsed time and it is influenced by a pre-defined decay rate parameter. The
decay function for each emotion is implemented in FAtiMA using the following
formula, as proposed in [32]:

Intensity(em, t) = Intensity(em, t0) · e−bt (1)

Where the Intensity of an emotion (em) at any time t depends on the inten-
sity of the emotion when it was generated Intensity(em, t0) and the value of the
decay rate b determines how quickly the intensity of the emotion decays over
time. A slight modification of this formula by introducing an additional value
called suppression rate sR is used to introduce a high decrement in the emotion
intensity aiming to reach the optimal intensity value in the regulated emotion:

Intensity(em, t) = Intensity(em, t0) · e− bt · 1
sR

where sR >= 1 (2)

The two values, the optimal intensity and the suppression rate, are pre-
configured for each emotion in the emotion regulation XML-based file presented
in the previous section. Different values for these parameters will generate dif-
ferent behaviour in the VA: higher values in the desiredIntensity parameter will
allow stronger intensities in the negative emotions triggering the corresponding
coping behaviour. In contrast, low values for this parameter will force the appli-
cation of the implemented emotion regulation strategies to achieve the desired
intensity in the negative emotions. On the other hand, higher values in the sup-
pressionRate parameter will produce a faster decrement of the emotion intensity
and the suppression of the emotion expressive behaviour.

5 Evaluation

The evaluation of the proposed model is currently ongoing within the evaluation
of the whole Help4Mood system through the running of the final pilot involv-
ing patients recruited by the clinicians of the consortium. The inclusion criteria
for the participants include those patients with major depressive disorder as a
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Table 1. Questions for the assessment of the agent interaction

Number Question Anchor 1 Anchor 5

Q1 The virtual agent behaves cold and
aloof

Strongly disagree Strongly agree

Q2 The virtual agent looks emotionally
stable

Strongly disagree Strongly agree

Q3 I am comfortable with the emotional
responses of the VA

Strongly disagree Strongly agree

Q4 The virtual agent is trustworthy Strongly disagree Strongly agree

Q5 I would like to continue interacting
with the virtual agent

Strongly disagree Strongly agree

Q6 The virtual agent motivates me to use
the Help4Mood system on daily
basis

Strongly disagree Strongly agree

primary diagnosis with a mild to moderate range2; aged between 18 and 64 inclu-
sive; and living at home. Excluded participants are those with a recent major
adverse life event such as bereavement; a history at any time of other disorders
such psychotic depression, bipolar disorder or substance misuse; difficulties in
comprehension, communication or dexterity; requirement of personal assistance
for activities of daily living; or people whose antidepressant medication had been
changed within three months prior to enrolment.

The participants will use the Help4Mood system for 4 weeks followed by an
exit interview containing questions to assess the acceptability of the system’s
components. Regarding the assessment of the VA’s acceptability, six (Likert-
based scale) questions were designed to collect the feedback from the participants
(see Table 1). The first three questions are directly related with the observed
emotional behaviour of the VA. These questions will help to assess whether the
users perceive an adequate empathic behaviour from the VA and analyse if in
the long run it could contribute to a better engagement and long-term use of
the whole system as part of the treatment.

A minimum of 15 participants are expected to be enroled in the final pilot
which is already ongoing. At the moment, the feedback from the first three
patients has been received. All three participants were female aged 38(P1),
42(P2), 58(P3) and used to the use of technology (laptops, smartphones). Two
of the three participants (P2 and P3) rated as disagree Q1 stating that they did
not consider the VA as cold and aloof; P1 rated Q1 as agree. Regarding Q2, P2
and P3 rated agree while P3 rated neither agree or disagree. The responses to
Q3 were similar while P2 and P3 rated agree, P1 rated it as disagree. Similar
responses were obtained in Q4, Q5 and Q6, while P2 and P3 consider the VA as
trustworthy, reported that they like to continue the interaction with the VA and
2 Measured through standardised questionnaires such as the Beck Depression Inven-

tory II.
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with the daily use of the system, P1 responded more negative to these questions
(and it was confirmed that she did not logged into the system on daily basis
during the two weeks). Moreover, during the exit interview it was found that
the low level of acceptance from P1 to the VA was related not only to the VA’s
behaviour but also to its appearance. This is an important consideration due
that a negative view of the VA’s appearance would influence also negatively in
the perception of its behaviour (and vice-versa). Although the design of the VA’s
different appearances (male and female characters wearing formal and informal
clothes) was performed following suggestions, preferences and recommendations
from users and clinicians, it is important to study to what extent how much of
the positive/negative ratings on VA’s behaviour is related with positive/negative
rating on VA’s appearance once all the feedback from the pilot’s participants is
collected. Despite the different ratings about the VA from the first three partic-
ipants, all of them rated as positive the use of the whole Help4Mood system as
a tool to complement the clinicians with the remote follow-up of the treatment.

Although these initial results are interesting, the small number of participants
that already provided the feedback is not relevant to get definite conclusions.
These initial results will be complemented with the rest of the participants in
the final pilot that is currently ongoing. Nevertheless, what is interesting is that
with the inclusion of the emotion regulation model, the participants in the second
pilot noted better the emotional reactions from the VA than the participants in
the first pilot. This suggests that the inclusion of negative (but regulated) emo-
tional reactions in the VA to the reported adverse events in patient’s wellbeing
contributes to better convey adequate empathic reactions.

6 Conclusions and Further Work

The combination of the two—reappraisal and suppression—emotion regulation
strategies produce more varied emotional responses in the Help4Mod’s VA. In
particular, the emotional reactions of the VA in front of adverse situations have
been improved and facilitates the provision of a more empathic feedback accord-
ing to the detected events. Initial tests have been performed to analyse the
different reactions and feedback produced during the reappraisal of some nega-
tive events. These new emotional reactions has facilitated the inclusion of more
specific dialogues during the session which in turn would facilitate a better level
of acceptability in the users.

Nevertheless, the significant evaluation of the model is expected at the end of
the final pilot where the feedback from all the participants will be collected. Sim-
ilarly to the first pilot, an interview to all the participants will be administered
to acquire relevant findings that help with the improvement of the system in a
next development phase of the project. It is expected that the feedback obtained
from the participants in the final pilot will support to better assess whether the
believability and acceptability of the virtual agent has increased.

In terms of further work, the current presented model can be extended in at
least one interesting direction: the inclusion of a mechanism to select the specific



Modelling Two Emotion Regulation Strategies 131

emotion regulation strategy depending on the personality modelled in the virtual
agent. During the user and system requirements stage of the Help4Mood project,
some of the people in the group of potential users identified the importance to
get two different styles of interaction in the virtual agent. While a group of users
prefer a closer and friendly virtual agent, some others suggest that the virtual
agent should adopt a more formal or professional stance.

At the moment, these two different personalities have been modelled by
authoring different thresholds and decay rates in the modelled emotions. The
thresholds for the activation of the positive emotions in the friendly virtual
agent are smaller than in the formal version of the agent. Moreover, the decay
rates for these positive emotions in the friendly agent are also smaller than in
the formal agent which produce more positive emotional reactions in the first
one and a more neutral attitude in the second one. What it is interesting to
model in terms of emotion regulation, is the selection of the specific emotion
regulation strategy and its frequency of use based on the different personalities.
There is an evidence that the emotion regulation strategies habitually adopted
by people are related with some individual differences characterised by different
personalities [25]. The behaviours produced in the agent through the selection
and frequency of the particular emotion regulation strategy would help to clearly
differentiate the two personalities and provide the users with their preferred style
of interaction.

An additional interesting further work is to investigate whether the regulation
of negative emotions is enough to produce useful therapeutic empathy responses.
At the moment, and following clinicians recommendations, we have concentrated
on the regulation of negative emotions. Depending on the results collected from
the final pilot, we would assess if there would be situations where even when the
user is reporting a good input to a specific question, the VA should regulate its
positive emotional responses reflecting on a more general assessment of current
patient’s condition.
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