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1 Introduction

Adaptations to unpredictable environmental changes enable living organisms to
survive in their natural environments and are therefore the highest-priority tasks
for all of them. In the long history of evolution, living organisms have developed
regulatory systems that can adapt their activities to the environment and, as a
result have been able to extend their activity fields to almost all places on the
earth.

One of the most curious features of biological regulatory systems is the method
of computations for the regulations. All the computations in biological systems
are carried out by the activities of homogeneous computational media, and net-
works of these computational media deal with all environmental inputs relevant
to an organism’s survival. Neurons in a brain[1][2], protein-protein interactions
in intracellular regulations(3], and T- and B- cell activities in adaptive immune
systems[4] are prominent examples of computational media.

The most important feature of these regulatory systems is that the accumu-
lation of the local activities of the computational media can adapt the global
activity of their network to the environment without any supervising signals from
the global point of view. Let us take behavior control by the brain as an example.
The brain is a network of neurons whose activity rules are genetically defined.
The neurons modify their synaptic connections, the amount of neurotransmit-
ters they release, the conductances of their ion channels, and so on according
to their innate rules. Behaviors are gradually changed to ones more adapted to
the environment as a result of the accumulation of each neuron’s activities even
though nothing is supervising the behavior adaptation from the global point of
view.

Another important feature of these biological regulation systems is that the
control and the adaptation progress without an explicit distinction between
them[5]. The environmental information taken into the controller through the
behavior control is used to tune the behaviors. This feature of biological regula-
tory systems makes it possible to adapt behaviors to the continuously changing
natural environment in everyday life. Figure 1 is a conceptual image of the
regulation-by-brain system. When a living organism moves, a feedback loop in-
cluding the environment, the body, and the brain is constructed. The inputs from
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the environment stimulate the neurons in the brain through the sensors, and the
activities of the neurons create behaviors that influence the environment. In this
feedback loop, behaviors are gradually adapted to the environment in paral-
lel with behavior creations by accumulating the activities of the neurons even
though each neuron does not recognize the state of the whole environment.

Although recent studies have succeeded in clarifying the details of biological
computational media[6]-[8] and their network structures[9][10], the process of
organizing the activities of computational media and creating global behaviors
adapted to the environment remains an attractive research topic. Some attempts
have been made to associate the activities of computational media with the global
functions of their networks[11]-[17]. These analyses, however, have clarified only
a few functions of biological regulations in static environments or in environments
with controlled changes.

The construction of artificial controllers that are capable of adapting to unpre-
dictable changes is an interesting approach useful for understanding the adap-
tation process because adaptation processes in artificial systems can be easily
analyzed than those in biological systems[18]. Recent advances in artificial learn-
ing and adaptive methods for robot control, however, have not reached the level
of adaptability of biological systems[19]-[32]. One of the most critical problems
with conventional approaches is the way of specifying goals of learning. The
goals of learning in many cases are specified in advance by using supervising
signals such as teaching signals in neural networks[19]-[21], cost functions in
genetic algorithm[25][26], and reference signals in adaptive control[27][28], that
are not changed during learning even though the environments have changed.
It would be difficult to adapt to environmental changes in learning that was
supervised by fixed signals. Nowadays, these is a rapidly growing social demand
for robots as real partners of human beings in role such as caring for the elderly,
disaster rescue and rehabilitation assistance, which obviously require high lev-
els of adaptability. The development of artificial controllers with high levels of
adaptability is now an imminent problem facing the field of robotics, not just
for understanding biological systems.

In this chapter we discuss this problem in the context of the novel learn-
ing algorithm called Tacit Learning[33][34]. Tacit learning is an unsupervised
learning scheme based on the above features of biological regulatory systems.
One of the most important points of tacit learning is that the learning process
and the behavior control process progress in parallel. Roughly defined motions
are modified into sophisticated behaviors adapted to the environment through
body/environment interactions. All computations for behavior modifications by
tacit learning are governed by the autonomous activities of the artificial compu-
tational media.

Another feature of tacit learning is the definition of the behavior target. In
tacit learning, the behavior target is defined as the constraint conditions that
should be achieved independent of the environmental situations. Survival is the
ultimate constraint condition of tacit learning because all living organisms must
achieve this condition independent of the environmental situation. In the case of
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the learning of bipedal walking by tacit learning [34], the motions of the swing leg
are used as the constraint conditions that could correspond to walking reflexes
observed as the instinctive behaviors of newborn babies[35]. The target behavior
in tacit learning is therefore strongly related to our instinctive behaviors. The
way of specifying the instinctive behaviors for tacit learning is discussed in the
following sections.

This chapter is organized as follows: Section 2 explains the features of tacit
learning and the way of specifying target behaviors. Section 3 provides typical
examples of tacit learning with experimental results obtained using a 2DOF ma-
nipulator and discusses the process of acquiring the environmental information
based on the precise models of the manipulator and the networks. Section 4
presents the adaptability of tacit learning in terms of the energy consumption,
walking rhythm tuning and robustness through the bipedal walking experiments
using a 36 DOF humanoid robot. Section 5 concludes this chapter.

2 Tacit Learning

The basic idea of tacit learning is the learning of robot behaviors adapted to
the environment through body-environment interactions. The robot initially has
roughly defined motions consisting of reflexive actions and instinctive behaviors,
and tacit learning modifies these motions into sophisticated behaviors adapted
to the environment.

2.1 Features of Tacit Learning

The fundamental idea of tacit learning is derived from the features of biological
regulatory systems in which all regulations result from the spatial and tem-
poral integration of simple and homogeneous computational media. Based on
this characteristic of biological systems, tacit learning is characterized by four
features. First, the controller for tacit learning is a network of homogeneous
computational media. Learning progresses through accumulating the individual
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Fig. 2. Conceptual image of a task and its execution

activities of computational media that operate according to innate rules. Sec-
ond, the sensor-motor connections in the network are organized such that sensor
inputs are reduced by motor actions. These innate connections create reflex-
ive actions through body-environment interactions. The combination of these
reflexive actions generates primitive motions taking the environmental informa-
tion into the network. Third, the target behavior is embedded in the network as
the constraint conditions that should be achieved independent of the environ-
ment. Fourth, no supervising signal is used in the learning process. The learning
progresses by accumulating the environmental information inside the network
by the activities of the computational media. This learning strategy makes it
possible for the behavior control and the behavior adaptation to progress in
parallel.

2.2 Definition of Target Behavior for Tacit Learning

Tacit learning should be discussed with specified target behaviors because tacit
learning is the way of tuning roughly defined behaviors to sophisticated ones. In
the learning of bipedal walking discussed in [36], the specified target behavior
was the part of walking locomotion that swung the legs forward alternately.
Balance and walking rhythm emerged through tacit learning depending on the
condition of the walking surface and the weight of the robot.

We can rigorously define the way of specifying target behaviors as task for
tacit learning. Let & denote the vector representing the state of a plant to be
controlled such that the behavior is described by a transition of & from an
initial state to a specified state. For example, the motions of an n-DOF arm are
described by the transition of the state of the joint space, © = [01 02 ---0,]T,
where, 0; denotes the angle of Joint . The target behavior is transition of & from
an initial state to a specified state in the state space. These specified states are
called target states.
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State space is usually very large especially in the learning of devices with many
degree of freedoms, while the target states frequently involve only a handful of
degree of freedoms. Let us take as an example the learning of the motion of
picking up an object by using a redundant arm. One of the target states in the
motion should be the posture in which the end-effector of the arm reaches the
object, which is not unique to redundant arms. In such cases, the target state
can be expressed as the set in which every states  can reach to the object. The
posture can be chosen from the set depending on the environment such as the
position of obstacles. We call the set of the target states a target set.

The task for tacit learning is defined as a series of target sets. Figure 2 is
a conceptual image illustrated the definition of the task. A and 3X; denote a
set of all possible states of  and the target sets, respectively. In the case of
bipedal walking, the target sets are defined by the motions of the swing leg.
The motions of the supporting leg and other joints are chosen from the target
sets. The behaviors of the plant to be controlled are created by choosing tra-
jectories that connect the target sets, and the behaviors may be ones adapted
to the environment when appropriate trajectories are chosen. As mentioned in
the previous section, we use tacit learning to choose the trajectories for creating
adapted behaviors by acquiring environmental information through the reflexive
actions.

3 Behavior Learning of 2DOF Manipulator by Tacit
Learning

3.1 Network Structures for Tacit Learning

Tacit learning is executed through accumulating the activities of computational
media. We proposed artificial computational media [36] whose activities were fun-
damentally governed by the classical McCulloch-Pitts neuron model[37], which
has two states, firing denoted by 1 and rest denoted by 0. The difference between
our model and the original McCulloch-Pitts model is the threshold modification
to maintain the firing frequency in an appropriate range. That is, our neurons are
variable-threshold neurons (VINs), and each neuron’s threshold is increased when
the neuron fires and decreased when it rests. The neuron model is described as fol-
lows:

X(1) = 1(s(0) ~ 6(0) 0
1= {guZ, ®

Ou<O0
Ot +1)=0(t) + A0X(t) + AO(X(t) — 1) (3)

where X (t), s(t), 0(t), Af, and A denote, respectively, the neuron state at
time ¢, the input to the neuron, the threshold of the neuron, and the values for
threshold tuning after firing and rest.

Another activity rule of VI Ns is a way of changing the connection weight
between them. We extend the Hebbian rule[38] to increase the stability of the
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Fig. 3. Activity rules of variable-threshold neuron

network connections. According to the Hebbian rule, the connection weight be-
tween two VI'Ns, I and O, connected as illustrated in Fig. 3 b would increase if
they fired simultaneously and decrease if they fired separately. We extend this
rule by introducing another VTN called a mediator (M) so that the connection
weight increases if I, O and M are simultaneously fired, otherwise decreases.
The extended hebbian rule is described as follows:

w(t+1) —w(t) = Awz(t)u(t)z(t) + Aw(x(t)u(t)z(t) — 1) (4)

where x(t), u(t), and z(t) correspond, respectively, to the states of O, I and M
at t. If both Aw and Aw are positive, Eq. (4) is called potentiation, and if they
are negative, it is called inhibition. We take the convention of using a bar to
indicate a mediator action of inhibition. Note that both Af and A# are positive,
while Aw and Aw can be negative.

A network of VINs has strong computational power such as four arithmetic
operations, conditioned reflexes, and input accumulation by selecting appro-
priate threshold patterns[36]. We have developed two networks based on these
computational powers. One is an output regulation network, that can find the
appropriate threshold pattern of VINs to constrain the state of an unknown
plant to a specified reference, and the other is a self-reference generation net-
work, that can find the threshold pattern that can reduce the quantity of input to
the plant by creating a control reference through body-environment interactions.

Block diagrams of the overall network configurations are shown in Fig. 4,
where controller C' is a network of VI'Ns that is composed of a serise of VI Ns
and is called a cluster (Fig. 5 a). The output from the cluster is the number
of firing VI'Ns. The initial values of all thresholds in the cluster are set such
that they are equally distributed in a single band of width o+ 5. Here, a and 8
respectively denote the values for threshold incremental step Af and decremental
step Af in Eq. (3). Under this assumption on the thresholds, the output from
the cluster becomes 0 when the input is smaller than any of the thresholds, and
all the VI'Ns fire when the input is larger than all the thresholds. Actually, the
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Fig. 5. Features of cluster: a Cluster is a group of VI'Ns that have same inputs. Output

from a cluster is the number of firing VI Ns. b Output reaches a saturation value.
Tuning VTN thresholds moves the non-saturated area toward the input.

output from the cluster becomes the saturation system described in Fig. 5 b. An
interesting feature of the cluster activity is that the non-saturated area moves
depending on the output from the cluster to bring the non-saturated area closer
to the input value. Tuning the thresholds of VTNs accroding to the rules Egs.
(1)-(3) results in the non-saturated area converging to the value appropriate to
the environment. The mathematical expression for the activity of the cluster is
given in the Appendix.

As described in Fig. 4 a, the output regulation network’s output O, is the
value obtained by multiplying the cluster output x; by the integrator output
o, which is the integral value of the difference between the reference r and the
input I,. At the equilibrium state of the output regulation network, the input
I, converges to the reference r and the cluster finds the appropriate threshold
patterns in the environment. The control loop shown by the thick lines acts as a
reflexive response. The role of this loop is discussed, along with the experimental
results, in the next subsection.
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In the self-reference generation network, the reference signal in the output
regulation network is replaced by the result of integrating output Os. The O
should be 0 at the equilibrium state, otherwise the output z5 from the inte-
grator continues changing. Thus the self-reference generation network can find
the appropriate threshold pattern that tunes the output from the network to 0
if the environment allows this. The mathematical expressions of these network
activities are given in the Appendix.

3.2 Posture Control of 2DOF Manipulator by Tacit Learning

To experimentally demonstrate the process of creating behaviors by tacit learn-
ing, we gave the 2DOF manipulator shown in Fig. 6 a the task of making a
specified angle in the upper joint, called Joint 2, from the vertically standing
posture as shown in Fig. 6 b and c. In this task, the angle of the lower joint
(Joint 1) was not specified but was chosen from the target set by tacit learning.
The target set X of this task is described as follows:

X = {(61, 02) | V01, 02 = 04}, (5)

which can be expressed as a line in the Cartesian space of 6, and 65 illustrated
in Fig. 7. Here, 6; and 6> denote the angles of Joints 1 and 2, and 6; denotes
the desired angle of Joint 2.

As described in Fig. 8 we used the self-reference generation network to control
Joint 1 and the output regulation network to control Joint 2. The plant in this
configuration can be described as follows:

M- [Il +mya? + 2mg + ¢ + 2€ cos O C+§cosﬂg]

¢+ Ecosby ¢

B— —5(291 + (92)(92 sin 0y + k1 cos 01 + ko COS((91 + (92)
€62 sin Oy + ko cos(01 + 02)

U [’U,1U2] (10)

Y = [y1y2 (11)
1.00.10.0 0.0

0{00001001] (12)

= [91 0 6, 92] (13)

¢ = I+ maaj (14)
& = Ilimoas (15)
k1 = (miay +maly)g (16)
(17)

ky = moaag
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Fig. 6. 2DOF manipulator:a Overview of 2DOF manipulator b Posture of manipulator
standing vertically ¢ When the angle of the upper joint is specified and lower joint
remains free to be adapted to the environment, the posture in which the center of mass
of the manipulator is on a vertical line passing through the attachment point of the
lower joint is called the zero-torque posture. d Definition of parameters

I; : Inertia moment of each arm (See Fig.6)
l; : Length of arm
a; : Length from joint to center of gravity

m; : Mass of arm (ms includes mass of payload.)

The most interesting feature of this experiment is how the self-reference gen-
eration network for Joint 1 finds its values during learning. Figure 9 illustrates
the experimental results. A payload with amass of 360g was attached to the top
of the manipulator in this experiment. The angle of Joint 2 smoothly converged
to the pre-defined reference, which was 7/4 rad in this experiment. Joint 1 was
first rotated in the positive direction because the balance of the manipulator
was disrupted by the motion of Joint 2. The reflexive action that was mainly
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Fig. 8. Controller configuration for 2DOF manipulator control: The output regulation
network was used to control the upper joint (Joint 2) and the self-reference generation
network was used to control the lower joint (Joint 1).

controlled by the loop shown by the thick lines in Fig. 4 b appeared immediately
after this rotation of Joint 1. The reflexive action of Joint 1 stimulated other
network loops in Fig. 4 b. As shown in Fig. 9 ¢, the angle of Joint 1 finally
converged to -0.26 rad, where the manipulator could be kept balanced without
applying torque to Joint 1 . Through tacit learning, the self-reference generation
network worked to find a zero-torque posture in which no torque was applied to
Joint 1.

The equilibrium point of the self-reference generation network is described as
follows:

Np

yi(t) = ws5(1), wa(t) = 0.0, ur(t) =00, ws(t) = L

(18)
where N denotes the number of VT Ns in the cluster. The details on the deriva-
tion of the equilibrium point can be found in the Appendix. Under the mechan-
ical limitation of Joint 1 which was —7m < 0; < 7, the angle of Joint 1 at the
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equilibrium point becomes

1 [ kacosOy+ kq
_ 1
01 = tan ( ey sin O ) ) (19)

which corresponds to a zero-torque posture. The reflexive action led the angle of
Joint 1 to the above equilibrium angle, which was determined by the environment,
the body parameters of the manipulator, and the specified angle of Joint 2.

The reflexive action of Joint 1 was created by body-environment interaction,
which in this case was the loss of balance caused by gravitational force acting
on the manipulator body. Thus when the body parameters were changed, the
motion of Joint 1 automatically changed. * in Fig. 9 d shows the converged angles
of Joint 1 obtained with various payload masses. Without information to the
network about the changes, the angle of Joint 1 converged to the neighborhood
of the equilibrium point calculated using Eq. (18) (solid line in Fig. 9 d).
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3.3 Emergence of Reciprocating Motion

Next, we gave alternative 6, to Joint 1, §; = 0 and 8; = 7/4 as described in Fig.
6 b and c. The target sets of these two postures are defined as follows:

X1 ={(61, 02) | 01 = 0.0, 62 = 0.0} (20)
22 = {(91, 92) | V@l, 02 = 7T/4} (21)

Here, the target set X is reduced to a single point representing the standing
posture without applying torques to both joints. When the manipulator was
moved from X to Yo, the controllers described in Fig. 4 were used. When it
moved in reverse from X5 to Yi, both joints were controlled by the output
regulation networks. The control direction was switched when the states of the
manipulator were sufficiently close to Xy and Xs.

Experimental results obtained with a 306 g payload are shown in Fig. 10. The
periodic motion appeared after several reciprocating motions, in which zero-
torque postures in Yo were chosen. This result implies that the periodic motion
was created between the equilibrium points in Yy and Xs.

4 Learning of Bipedal Walking by Tacit Learning

This section describes experiments in which we applied tacit learning to a much
more complex bipedal walking problem and investigated how well the behaviors
created by tacit learning were adapted to the environment.

4.1 Definition of Task for Bipedal Walking

We used the 36DOF humanoid robot described in Fig. 11 in the experiments.
As discussed in Section 2, the motions of putting the legs forward alternately
were used . Actually, we took as the target sets four postures in one step (Table
1). In target set, we specified the desired angles of some joints on the swing leg
and didn’t specify the motion of the supporting leg like Joint 1 in the 2DOF
manipulator experiments. The output regulation networks were used to control
the specified joints and the self-reference regulation networks were used for the
other joints.

4.2 Experiments on Bipedal Walking

The reference values for the specified joints in the experiments are summarized
in Table 1. The target set was switched to the next one when the specified
angles converged to the references. To create periodic motion, Xg and X were
connected.
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Fig. 10. Experimental results of 2DOF manipulator posture control:a, b and ¢ show
time histories of the angles of Joints 1 and 2 and of the torque applied to Joint 1,

respectively. Direction of the trajectory was switched when the state converged to the
constraint conditions.

Movies of the experiments are on [39]. In the initial state, the robot fell down
at the initial state even though its legs moved forward. After about 10 minutes,
the motion of the supporting leg was tuned and the robot kept walking. Figure
12 describes the lateral angle of the hip joint (Jr 6 in Fig. 11) before and after
walking was learned. The motion of the joint that rotated randomly during
the initial couple of minutes gradually became periodic, and eventually periodic
motion emerged after 10 minutes.

Figure 13 describes the trajectories of Jr 6 when the state moved from X3 to
X3. The broken lines represent the trajectories that were used before learning
was complete. These lines appeared in the first 3 minutes. The solid lines are the
trajectories after the robot became able to walk continuously, which occurred
in the final 2 minutes. The trajectory modification from the broken to the solid
lines happened during the process of searching for the equilibrium point through
the reflexive actions, which was the same process as that for Joint 1 in the 2DOF
manipulator experiments discussed in the previous section. We observed similar
convergences of trajectories for other unspecified joints.
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Fig. 11. Overview of 36DOF humanoid robot (distance are specified in meters)

Table 1. Target posture for walking and specified angles

Target set Descrinti Specified DOF
escription ) K
key frame) (Value in experiment [rad])
X Jré J16
> Balance on Right Leg (0.08) (-0.08)
J14 J15
22 Left Leg Up ©04) (02
>3 Left Leg Down 3540) ('252)
24 Waiting after Left Leg Step -
X5 Balance on Left Leg ( ‘I)rf)8) (élg 8)
26 Right Leg Up ({844) (‘2;52)
. Jrd Jrs
27 Right Leg Down 00) (02
Zg Waiting after Right Leg Step -

4.3 Adaptability of Bipedal Walking to Environment

Our interest is how well the created walking gait was adapted to the environment,
and here we discuss the following three aspects of this question.
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Fig. 12. Time histories of joint Jr6: In the first 60 s the trajectories rotated randomly
and caused the robot to fall down. After 500 s from the start of the learning, however,
regular thythm appeared and the robot kept walking.
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Fig. 13. Trajectories of joint Jr6 when the state moves from X3 to X3: The broken
lines are the trajectories that caused the robot to fall down after the state moved on the
trajectories. The solid lines are the trajectories where the robot kept walking. Because

of the data sampling time during the experiments, 0.1 s, all the solid lines are stopped
at 0.4 s. This implies that the error in walking pace is within 0.1 s.

The first is the efficiency of the walking gait, which is one of the most impor-
tant indexes of a walking gait’s adaptation to the environment[40]. It is natural
to think that better efficiency implies a waking gait more adapted to the envi-
ronment. We use the following index to evaluate efficiency[41]:

energy comsumption

. 22
(mass of the robot) x (traveled distance) (22)

walkingsur facesE =



228 S. Shimoda

50 5
& 40 4
& > i
5 30 Not available because Lt Asimo N ]
'S the robot did not walk R D U
= =) Toyota's
220 2 2 | Humanoid Robot
&3 )
5 2
5 10 Q1

Humans' walking

B e
00 100 200 300 \ 400 500 350 400 450 500 550

Time [s] Time [s]

Fig.14. Time history of energy efficiency E described in Eq. (22) during learning
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Fig.15. Changes in walking rhythm depending on weight: The rhythm was tuned
slower when the weight increased and vice versa without any explicit information about
the change in weight.

Figure 14 describes the time history of this index during the learning of walking.
The efficiency of a human’s walking and of two other fully controlled humanoid
robot’s walking is also illustrated in Fig. 14[41][42]. The results demonstrate
that the efficiency of our robot improved as the learning progressed. At the final
stage of learning, it became less than one-fifth of that of other fully controlled
humanoid robots and was almost the same value as that of a human walking. This
remarkably high level of efficiency was achieved by reducing power consumption
by maintaining balance without torque during walking. This walking style is
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similar to that of humans and corresponds to the zero-torque posture in the
2DOF manipulator experiments.

The second aspect we discussed here is the autonomous changes in the walking
rhythm. We did not set any time-dependent parameters in the experiment: the
periodic walking rhythm emerged through body-environment interactions. Thus
when the body parameters and/or the environment were changed, the rhythm
was automatically changed as described in Fig. 15, which shows what happened
when the weight of the robot was changed abruptly after it had learned the walk-
ing. Without any explicit information about the change in weight, the rhythm
was tuned slower when the weight increased and vice versa. These modifications
are reasonable adaptation to the weight changes.

The final aspect we consider here is how the torque working on the ankle
differs depending on the walking surface. As we can see from the movies on [39],
our method succeeded in creating walking on natural turf, not just on the flat
and hard surface in the laboratory. Figure 16 a describes the time histories of
the torque working on the ankle after the learning of the walking. The results
indicate that the controller required much larger torque for walking on turf
than for walking in the laboratory. We can observe similar changes of torque in
our walking. Figure 16 b shows electromyogram (EMG) data from the tibialis
anterior muscle, which controls the angle of the ankle, obtained when a human
walked on asphalt and on a sandy beach. As seen in Fig. 16 b, we empirically
know that we use much more power to keep balance while walking on a sandy
beach than on asphalt. Thus, the emergence of appropriate torque depending
on the surface conditions in our experiments implies that body-environment
interactions created a walking gait that was adapted to the environment.
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The observations on the above three aspects imply that the behaviors cre-
ated by tacit learning are not just adapted to the environment but also share
many features with biological behaviors. We believe that these similarities were
derived from the features of the activity rules of VI'Ns in the network, which
changed their thresholds to reduce their outputs when the environmental in-
puts increased. In tacit learning, the environmental information was analyzed
according to these features. The processes that can reduce the outputs carrying
out a specified task tend to save energy in the environment. This would also be
important for biological systems to increase the chance of survival in a natural
environment.

5 Conclusion

The notion of tacit learning has been introduced to develop artificial control sys-
tems with remarkable adaptability to unpredictable environmental changes. The
fundamental computational algorithm for tacit learning is based on the feature of
biological regulatory systems in which all regulations result from the spatial and
temporal integration of homogeneous computational media that act subject to
innate rules. A network of the homogeneous computational media that connects
the sensors and motors in proper ways is of great advantage in orchestrating
the flow of heterogeneous environmental information. We developed networks of
artificial computational media and used them to control a humanoid robot.

The experimental results demonstrated that the reflexive actions originat-
ing from the innate sensor-motor connections in the network changed primitive
motions into sophisticated behaviors adapted to the environment. Even small
changes in the environment influenced the learning results because the reflexive
actions were caused by body-environment interactions. The three observations
using 36DOF humanoid robot discussed in Section 4 verified the high adapt-
ability of tacit learning in terms of gait generation, power consumption, and
robustness.

The environmental information taken into the network through the reflexive
actions played the roles of supervising signals for learning. This learning scheme
is strongly associated with the notion of affordance[43], which is recognized as
the key factor in cognition and intelligence. In our case, the environmental in-
formation was mainly used to create the motions of the joints without concrete
references and led to the adapted behaviors. The creation of meaningful behav-
iors from purposeless actions by using the environmental information should be
an essential process to establish adaptation and intelligence in man-made ma-
chines. This feature of tacit learning could open up innovative fields that can
accomplish high levels of adaptability and artificial intelligence, and can provide
a better understanding of biological systems.

The analysis of the tacit learning process in this chapter is limited to several
behaviors. To the learning of multiple behaviors, we need further theoretical
analysis to clarify the role of the computational media, reflexive actions, and the
process of searching equilibrium to extend tacit learning . The way of the specifi-
cation of the target sets, which in this chapter were given by the specified angles
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of some joints, also warrants further discussion. To create behaviors that enable
robots to act as real partners of human beings, behavioral objectives should be
much more abstract like the eventual goal of all living organisms, survival. We
are now on the way to creating multiple behaviors through interactions with
more complicated environments.

Appendix: Mathematical expression of proposed
computational media and controllers

The cluster described in Fig. 5 a is composed of a series of VI Ns with a com-
mon input. The output from the cluster is the number of firing VI Ns. When the
input to the cluster is sufficiently large or small, all VT'Ns fire or none do. Thus,
the cluster becomes the saturation system. Under some assumption on the dis-
tribution of the thresholds, we can prove the following input/output relationship
of the cluster[33]:

23
24

25
26

o(t) =
o(t)
n(t)

SAT N ~(n(t))
ot —1)+ X[O(t—l)—ﬁ

I(t) - 6(t)
y=a+p

(23)
(24)
(25)
(26)

Here, O(t), N, O(t), I(t), o, and 8 denote the output from the cluster, the
number of VTNs in the cluster, the average of the thresholds of all VTNs, the
input to the cluster, the value for the threshold incremental step Af, and that
for the decremental step A0 in Eq. (3), respectively. SAT, () is the saturation
function described as follows:

a x>g
SAT,p(2) = [45 1 (24 5)] - 11l < § (27)
0 x<—g

Here, [*] denotes the floor function that expresses the next smallest integer of x.
When the input is a constant value, the output from the cluster converges to
the following value that is independent of the input value:

O(t) = . (28)
By using these equations, the output regulator and the self-reference generator

described in Fig. 4 are described by the following hybrid systems:

Output regulator:
O, (t) = z1(t)z2(t) (29)
21(t) = SAT N 5 (n0(1)) (30)
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Ta(t) = —kq ; (Lo(1) —r)dr (31)
O,(t) = O(t — 1) + X[xl(t 1) -5 (32)
No(t) = Io(t) — Oo(t) (33)
Self-reference generator:
04 (t) = () (t) (34)
z3(t) = SAT N 4 (ns(t)) (35)
2a(t) =~y [ (1(7) = ws(r)ar (36)
25 (t) = k. Otosde (37)
Ou(t) = Ou(t—1) + | wa(t—1) = B (38)
ns(t) = Is(t) — Os(t) (39)

x; : Signals in controller (See Fig.4)
I, and O, : Inputs and outputs of plants
in Output Regulator
I, and Oy : Inputs and outputs of plants
in Self — reference Generator

6, and O, : Average of thresholds in clusters

From the above equations, the values of parameters at equilibrium states are
derived as follows:

x| = ]\;B, I,=r, Is(t) = .’ﬂg,(t), .’£4(t) =0.0,
ul(t) = 00, .’bg(t) = aj\j_ﬁﬁ (40)

The values of za, O,, Is depend on the environment in which these controllers
are used.
In the experiments in this chapter, we used the following values:

N =100, a =1.0x 1072, 8 =1.0 x 1073,0;(0) = —0.7,

ke =1.0x10"2ky =1.0x 1072, k. = 1.0 x 1073. (41)
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