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Preface

The human brain is a terrifically complicated structure. Nearly 100 billion neurons 
use trillions of synapses to communicate with one another, releasing a large and 
only partially catalogued variety of neurotransmitters that can exert very different 
effects depending on the neuroanatomical and physiological context. Activity in 
this network is driven by millisecond-duration action potentials, and the precise, 
relative timing of these events in different cells fundamentally determines the func-
tional outcome. Even if we were able to account for all of these features, neuronal 
plasticity and regeneration would make any description we might derive only a 
snapshot of a temporally varying structure. Somehow, this mass of complexity al-
lows us to perceive and interact with our environment in dynamic and appropriate 
ways. Systems neuroscientists, who seek to understand the cellular principles gov-
erning network function and behavior, have their work cut out for them.

The great technical difficulty in studying the brain, even in the simplified con-
text of a model organism, has meant that insights into brain function often quickly 
follow technological advances. If that holds generally true, then we should expect 
the coming decade to be among the most illuminating periods in the history of 
neuroscience, as the last several years have seen an explosion of powerful new 
methods for studying the brain. The invention of optogenetics has given us a means 
to manipulate genetically defined populations of cells with a high degree of spatial 
and temporal precision and, in some cases, to do so without any invasive surgery. 
New microscopy techniques, coupled with an increasingly robust set of fluorescent 
calcium and voltage indicators, allow us to record activity in many cells simultane-
ously using a noninvasive optical readout. New ways to acquire and analyze elec-
tron microscopy data from large volumes of tissue are starting to provide complete 
physical wiring diagrams that will help constrain our models of circuit function. 
In addition, an ever-expanding set of molecular tools promises to help us identify 
molecular signatures of discrete neuronal subtypes, and to correlate those features 
with the cells’ functional properties. In a very short period of time, the field has 
gained the ability to study how many identified single neurons work together in 
large groups to shape behavior.

While these new technical capabilities have already begun to provide impor-
tant biological insight, there have also been significant lags in realizing their full 
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potential. There are two straightforward reasons for this. One is that it simply takes 
time for researchers to overcome the inevitable technical hurdles that accompany 
new methods, and the recent techniques, while powerful, also tend to be somewhat 
complex. The other reason derives from the sheer abundance of new tools. There 
are now dozens of optogenetic reagents and optical stimulation methods in the lit-
erature. The same goes for functional indicators and microscopy techniques. Pre-
dicting which tools will best address a particular biological question (or even which 
will do the job they are advertised to do) can be a daunting task, and often limits an 
investigator’s willingness to adopt a new approach until a sufficiently large number 
of studies have shown it to be worthwhile.

This book addresses both of these issues while discussing the directions that 
several key technical areas are now moving in, and highlighting specific examples 
of how molecular and optical tools have helped us to understand neural circuit func-
tion. It is intended to form part of the ongoing discussion between tool-builders and 
other neuroscientists seeking to stay ahead of the curve in adopting new techniques. 
It should additionally serve as a useful, if dense, primer for students and other in-
dividuals looking to understand the methodological driving forces behind modern 
neuroscience.

In Chap. 1, Robert Marc and colleagues discuss progress in EM connectomics, 
where they and others are seeking to build high-resolution maps of neuronal con-
nectivity that will be foundational to labs interested in physiology and behavior. 
In Chap. 2, Paul Bonthius and Chris Gregg examine the problem of heterogene-
ity in neuronal populations, with regard to the ways that new expression profiling 
techniques might help us to define and identify distinct subclasses of cells within 
complex tissues. Chapters 3–5 focus on the development of optical tools for fluo-
rescently labeling neurons and recording calcium signals (Chap. 3), neuronal volt-
age imaging (Chap. 4), and manipulating neural activity with wavelength-shifted 
rhodopsin variants (Chap. 5). The following three chapters explore specific aspects 
of these methods in the context of three model organisms: Using optogenetics (and 
especially red-shifted optogenetic activators) to study physiology and behavior in 
Drosophila melanogaster (Chap. 6); using optical tools to monitor and manipulate 
neuronal activity in freely-behaving C. elegans (Chap. 7); and applying a variety 
of techniques to understand sensorimotor physiology and behavior in zebrafish 
(Chap.  8). Chapter  9, by Dinu Albeanu’s group, discusses the principles behind 
methods for spatially structuring the illumination light used in optogenetics experi-
ments, and Chap. 10, by Matt Smear, illustrates the unique insight into olfactory 
circuits that he and his colleagues have derived by combining functional imaging, 
optogenetics, and behavior.

The ongoing work of these authors and many other technical innovators will de-
fine the kinds of experiments we do for years to come. I hope it inspires the reader to 
take advantage of the incredible opportunities we now have to understand the brain.

September 19, 2014�A dam D. Douglass
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Chapter 1
High-Resolution Synaptic Connectomics

Robert E. Marc, Bryan W. Jones, Crystal Sigulinsky, James R. Anderson and 
J. Scott Lauritzen

© Springer International Publishing Switzerland 2015
A. D. Douglass (ed.), New Techniques in Systems Neuroscience, Biological and 
Medical Physics, Biomedical Engineering, DOI 10.1007/978-3-319-12913-6_1

R. E. Marc () · B. W. Jones · C. Sigulinsky · J. R. Anderson · J. S. Lauritzen
Department of Ophthalmology, University of Utah School of Medicine, Salt Lake City, 
UT 84132, USA
e-mail: robert.marc@hsc.utah.edu

Abstract H igh-speed, high-resolution connectomics enables unambiguous map-
ping of synapses, gap junctions, adherens junctions, and other forms of adjacency 
among neurons in complex neural systems such as brain and retina. This chapter 
reviews the motivations for generating complete network architectures; the tech-
nologies available for large-scale network acquisition, visualization, and analysis; 
the fusion of molecular markers with a high-resolution ultrastructure; new networks 
and organelles discovered by ultrastructural connectomics; and new technological 
advances needed to expand the applications of connectomics.

1.1 � Motivations for Ultrastructural Connectomics

A connectome is the complete set of cellular partners and connections for a neural 
region. It can be executed on the mesoscale (spatial resolution of magnetic reso-
nance imaging or even conventional optical imaging) to map fiber networks or on 
the nanoscale (spatial resolution of electron imaging) to map synaptic networks. 
This review addresses our experience with high-resolution synaptic connectomics 
based on automated transmission electron microscope (ATEM) imaging.

The notion of using computational methods to accelerate ultrastructural analysis 
is at least three decades old [92]. Even so, computational imaging for electron mi-
croscopy did not become a mainstream strategy until recently. There were three rea-
sons for this: slow acquisition speed, expensive storage, and weak analytical scale. 
Film-based imaging followed by high-performance digitization [40] or even digital 
camera acquisition followed by analysis was so slow that it had no competitive ad-
vantage. Second, data storage at the resolution required for synaptic identification 
and quantification was prohibitively expensive, especially for NIH-funded inves-
tigators. The third reason is less obvious: no formal rationale existed to motivate 
large-scale acquisitions.
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These problems were addressed in unrelated ways. The physical acquisition 
problem was solved by (1) ablation sectioning and surface imaging using secondary 
electron imaging and (2) true sectioning with automated primary electron imaging. 
Both create large digital datasets that can be navigated with computational tools 
and analyzed by teams. NIH and NSF initiatives to develop software for acquiring 
and managing these datasets were critical in making practical image volumes (e.g., 
74, 95]. Further, image pyramid strategies (e.g., [33]) played a fundamental role in 
structuring applications for navigating and annotating these large volumes [4]. The 
storage problem was solved by the hardware market when the price of hard drive 
storage dropped below 0.10 USD/gigabyte in 2009.

Previous transmission electron microscope (TEM) reconstructions were case 
driven: explorations of the synaptic connectivity of specific small cells or small 
regions of cell networks. Sampling complete networks was not possible nor did ap-
propriate analytical tools exist. No framework for analysis emerged that addressed 
neuronal population size and diversity, cell and process patterning, constraints of 
mapping network topologies, or specifying sampling protocols. How much data 
would be necessary for a real query? Nevertheless, the small-scale studies that were 
accomplished were of exceptional quality and very high resolution (e.g., [93–94]). 
We shall return to this point, because many current efforts fall far short of the re-
quired resolution for complete connectomics analysis.

But finally, the analytical motivations for large-scale connectomics evolved in 
parallel with network theories of systems [99, 102]. The proper motivation for con-
nectomics is graph theory: the analysis of network connection patterns and how 
signals travel through networks [72]. Formal schemas for exploring network to-
pologies and their component motifs (i.e., stereotyped components) can scale to 
massive levels.

1.1.1 � Network Topologies and Ground Truth

A fundamental concept in remote sensing is ground truth. The reliability of any 
remote system of detection and classification (e.g., imaging and tracing processes 
and synapses) is gauged by its performance on ground truth signatures collected 
on-site from a validated target. The reliability of a remote platform such as TEM or 
scanning electron microscope (SEM) and associated algorithms in locating similar 
targets requires statistical definition. For biological neural networks, there is some 
debate about the nature of ground truth. We have made the argument that ground 
truth datasets for testing imaging and algorithms ought to come from neural TEM 
samples with Nyquist-compliant resolutions [72]: images with resolutions superior 
to the structures being resolved. For synapses, gap junctions, adherens junctions, 
endocytosis sites, and discovery of new cell contact features, that means 2 nm pixel 
sizes or smaller [4]. Previous reviews specify a 10-nm scale for connectivity analy-
sis [49], but that is incorrect as we show below. Once sufficient numbers of connec-
tion motifs are sampled [3], it becomes possible to test biological variations in those 



31 H igh-Resolution Synaptic Connectomics

motifs in development and disease. A weaker concept is the gold standard, which 
is the best reference that can be achieved under certain limitations. Arguably, once 
2-nm datasets exist with appropriate instances of 0.25-nm validation [3, 43], lower 
resolution gold standard sets are of limited value.

1.1.2 � Graph Theory and Networks

Graph theory provides a framework for discovering, describing, and analyzing 
networks of all types, including neural networks [12, 25]. Neurons that integrate 
signals from other cells are graph vertices, and the individual connections they 
form via synapses, gap junctions, or other spatially discrete signaling modalities are 
graph edges [72]. While classical approaches treat networks as electrical circuits, 
they are not loop circuits at all, but rather flow systems. Indeed, the father of clas-
sical circuitry analysis, Gustav Kirchoff, also developed many critical aspects of 
network graph theory for analyzing flow. More importantly, graph theory allows 
robust descriptions of large-scale network organization. With high neuronal diver-
sity and both dense and sparse components, it appears that biological systems-level 
networks such as retina and brain [83] are small-world networks [7–8]. Such net-
works contain essential features of local-scale disordered Watts–Strogatz networks 
[101], but in other cases, show evidence of highly connected hubs, e.g., retinal AII 
amacrine cells [4]. Hubs are characteristic of random systems like the World Wide 
Web [6], but the connectivity of retinal hubs is definitely not random. The problem 
of uncovering these topologies in detail falls under the field of graph enumeration, 
but the implication of high diversity was anticipated by Barmpoutis and Murray 
[7] who note that in determining the range of short distance/large clustering graph 
distributions, there are many graphs with short ranges but less than maximal cluster-
ing. Since there is no known evolutionary selector for maximal network clustering, 
this means that local network topologies cannot be inferred.

1.1.3 � Network Enumeration

A major contribution made by graph theory to connectomics is a concrete defi-
nition of network diversity. In connectomics, we equate cells with graph vertices 
and their functional connections (synapses and gap junctions) with graph edges. 
Graph enumeration theory describes the possible network forms of any given sys-
tem [35]. Figure 1.1 illustrates three relations for network diversity using a simple 
three-vertex example. A simple undirected network (a network with bidirection-
al edges) with three nodes admits eight different network connections. Allowing 
mixed (directed + undirected) connections admits D8 = 64 configurations. Allowing 
each node to possess reentrant-directed connections expands the topology space to 
512 options. And this does not consider connection weight diversity. No physiologi-
cal or modeling effort has proven capable of resolving even this limited diversity. 
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In the face of real biological complexity, the challenge is beyond resolution by 
any inverse solution approach. In the vertebrate retina, with ≈ 70 cell classes [63], 
D70 = 9 × 101473. In the primate brain, based on known neuronal diversity and the es-
timated 250 distinct brain regions, 200 of which are cortical [100], we can estimate 
that at least 1000 classes of neurons exist. So for brain, D1000 = 9 × 10300728 [71]. 
How big is this number? The estimated number of atoms in the observable universe 
is 1080 and the time since the Big Bang is 4.3 × 1017 s [9]. Thus, even a universal 
computer running since the beginning of time could not parse a brain. This has 
distinct implications for each branch of neuroscience. Physiological mapping, even 
with multielectrode or optogenetics approaches [24], cannot uniquely specify cor-
rect topologies because system transfer functions do not uniquely map onto network 
topologies. This is a fundamental limitation of all inverse solution approaches [5]. 
For computing, and especially large-scale modeling [36, 39], sorting topologies is 
computationally intractable: It is the clique discovery problem, one of the best-
known NP-complete problems [48]. Even simplifying concepts such as the com-
mon neighbor rule [83] do not significantly ease the topology discovery problem. 
Previous modeling efforts in simple invertebrate networks [84] have been argued 
as evidence that morphologic topology may be neither stable nor definitive and that 
different individual network weights in each different animal may lead to similar 
network performance. In this view, connectomics is not a viable effort. Morgan and 
Lichtman [81] give a strong defense of connectomics on this point, but it can be 
further argued that the high diversity of modeling solutions obtained by Prinz et al. 
[84] means that network topology and synaptic weights must both be demonstrably 
constrained to develop a functioning system of repeating units known to underlie 
vertebrate brain and retinal organization [72]. Ultimately, due to the massive di-
versity of neuronal classes, classical TEM sampling has been unable to completely 
specify any outflow module in the retina, much less than any other complex brain 
region. However, discrete, complete topologies can be discovered by connectomics.

mixed re-entrantundirected

U   = 83 D   = 643 R   = 5123

U   = 2n
(n(n-1))/2 D   = 2n

n(n-1) R   = 2  Dn
n

n

Fig. 1.1   Key network enumeration relations illustrated for a simple 3-vertex cluster connected in 
undirected ( Un left), mixed ( Dn center, directed and undirected), and reentrant ( Rn right) configura-
tions, where n is the number of vertices (cells)
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1.2 � Technologies

1.2.1 � Biological Motivations for High-Resolution 
Ultrastructure

A complete connectomics map requires being able not only to simply detecting 
the easiest or most common motifs, but also to trace all neurogliovascular associa-
tions of brain and retina. Among sets of neurons, this includes connection types and 
nonconnections. The occurrence of a connection between a pair of cells (an edge 
between vertices) is a nominal proof of its typological existence, and its expected 
density can be computed from spatial dimensions of the chosen canonical field. Evi-
dence of a nonconnection, however, is statistical, as one can only assert the absence 
of a connection over a sampled field, compared to realized connections. There are 
two types of nonconnections: those arising from (1) spatial separation where two 
kinds of cells never touch and, more importantly, (2) touches: contacts that form no 
connections despite opportunity. The latter implies deterministic rather than strictly 
probabilistic events in network assembly. There are five types of cell adjacency: 
touches, adherens, synapses + adherens, gap junctions + adherens, and synapses + 
gap junctions + adherens. Synapses and gap junctions never appear without nearby 
adherens complexes (Fig. 1.2).

The task of completely specifying the network associations of a cell depends on 
the reliability of discriminating contact types in a full 3D setting, which includes 
both ideal transverse and nonideal oblique sections through synapses, gap junc-
tions, adherens junctions, and other paramembrane specializations. Bluntly, SEM 
imaging has never been competitive with TEM imaging for connectivity analysis. 
Indeed, after a half century of technical development, SEM still cannot provide 
the resolution of even the earliest TEM studies for synaptic analysis [22], and has 
never been the platform of choice. The question at hand is whether connectivity 
analysis by new SEM imaging is as reliable or complete as ATEM analysis. Part of 
the argument for SEM imaging is that it may visualize synapses adequately, even 
if not optimally.

While some presynaptic and postsynaptic features are supraoptical (> 200 nm), 
most are not. Figure 1.2 shows a complex glutamate synapse in rabbit retina be-
tween an ON cone bipolar cell and two targets at a classical bipolar cell dyad. While 
the presynaptic ribbon is just at the limit of optical resolution, the postsynaptic den-
sities (PSDs) of the ganglion and amacrine cell targets are both far smaller, on the 
order of 100 nm. Similarly, the entire gap junction is suboptical.

Definitive gap junction mapping requires picoscale imaging (Fig.  1.3). The 
spot adherens (Fig. 1.2a) is less than 30 nm in extent. This is nontrivial, as adhe-
rens junctions likely mediate protein delivery to and turnover of gap [58–59] and 
synaptic junctions [10, 79, 82]. Identifying contacts of these dimensions requires 
ground truth quality imagery, not 10–16-nm scale imaging typical of SEM data. 
Figure 1.2a–e shows the progressive degradation in image quality associated with 
2-nm ATEM imaging (Fig. 1.2c), nominal 10-nm imaging (e.g., [49]), and 16-nm 
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Fig. 1.3   Pixel density scans of a gap junction and synaptic ribbon shown in Fig. 1.2 at varying 
resolutions in nm/pixel: 0.25 ( black), 2.18 ( red), 10 ( dotted), and 16 ( grey). Imaging at 0.25 nm 
reveals the characteristic profiles of both structures. Resolutions used for connectomics lose details 
but 2-nm resolution retains enough high-frequency components to distinguish them

 

Fig. 1.2   Cell associations imaged with high-resolution ATEM. A A complex synapse involving 
excitatory ribbon drive from a glutamatergic bipolar cell ( CBb4 5601) targeting a ganglion cell 
( GC 606) and a GABAergic amacrine cell ( IAC 9769), and direct gap junction coupling between 
cells 606 and 9769. The insert marks a presynaptic ribbon ( R) 197-nm long, a postsynaptic density 
( P) in ganglion cell 606 (103 nm) and amacrine cell 9769, the gap junction ( bracket by arrow-
heads) between cells 606 and 9769, and a focal adherens junction ( aa). B The inset region reim-
aged by goniometric tilt TEM with a resolution of 0.25 nm/pixel and a tilt of 5° from planar. C 
The primary image captured by ATEM with a resolution of 2.18 nm/pixel. D A simulated 10-nm/
pixel resolution capture using a boxcar blur. E A simulated 16-nm/pixel resolution capture using a 
boxcar blur. The length and nominal position of scan paths used to profile the synaptic ribbon and 
gap junction are shown as lines. F A giant conventional form inhibitory synapse between an OFF 
cone pathway GABAergic amacrine cell ( γAC) 13488 and a rod pathway AI AC 4943. G Three gap 
junctions between three different AII ACs (476, 514, and 3679) bracketed by 2-cell ( aa) and 3-cell 
( aaa) adherens complexes. All data from the open-access RC1 connectome
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imaging characteristic of much published serial bloc-face (SBF) SEM imaging. 
Indeed the degradation at 16 nm is so marked that no validated gap junctions or 
bipolar cell synapses have yet been illustrated as part of any SBF connectomics 
analysis [14, 15, 38]. In contrast, 2-nm resolution ATEM easily detects all synapses 
and gap junctions, as well as validates noncontacts [2, 55, 71, 72]. The quality of 
these images is compared by density scans of critical features such as ribbons and 
gap junctions (Fig. 1.3), both of which are easily confused with PSDs and adherens 
junctions in automated detection systems, but are readily marked correctly by hu-
man annotators. Importantly, the severe blurring of gap junctions, synaptic ribbons, 
and PSDs at SBF scales makes these structures effectively indistinguishable. While 
the ability of ATEM to track these small contacts is critical to complete analysis, so 
too is ongoing validation by reimaging at ground truth level. We have found that 
selective homocellular gap junctions coupling cone bipolar cells to class-specific 
sheets [56] are extremely small (60–90 nm), formed by small processes of similar 
diameter. Validating these and similar contacts requires a ground truth resolution of 
smaller than half the size of the smallest structure that serves as a discriminator. In 
this case, the discriminant would be the gap between the outer leaflets of the cou-
pled membranes. In retinal gap junctions, especially those involving amacrine cells, 
the feature would be the 1.8-nm gap [67]. If we modeled that gap as a three-segment 
trapezoid profile, each segment would have to be 0.6 nm and the sampling resolu-
tion would need to be 0.3 nm/pixel, which is why we have chosen 0.25 nm as our 
ground truth resolution. We have discovered that even with 2-nm ATEM resolution, 
gap junctions of less than 90 nm in planar extent and oblique tilt of ≥ 45° cannot 
be discriminated from similar-sized adherens junctions. Indeed our success rate is 
exactly 50 %. Thus, as these specific contacts are identified, it is essential that many 
be validated by reimaging at ground truth resolution. So far, only ATEM methods 
have proven capable of reimaging ultrastructural features [4].

1.2.2 � Samples, Ablation Sectioning, True Sectioning, and 
Imaging

Conventional fixation with mixed aldehydes, osmium en bloc staining, and op-
tional en bloc uranyl acetate for electron imaging is optimal for ATEM. We use a 
Karnovsky’s variant with light osmication. We do not use ferrocyanide staining as 
iron atoms cannot be removed for postembedding immunocytochemistry, which is 
one of our major tools. In contrast, SEM methods require a substantial enhance-
ment of membranes for tracking and synapse identification and the use of osmium-
thiocarbohydrazide-osmium and ferrocyanide is common. Since these metalliza-
tion approaches cannot be reversed, SBF/FIB imaging is, so far, incompatible with 
molecular markers.

There are three sectioning technologies under exploration. Ablation methods 
use physical sectioning with an automated microtome, such as in vacuo SBF sec-
tioning [14, 37] or surface ablation via in vacuo field ion beam (FIB) milling [50, 
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80], followed by SEM or scanning TEM (STEM) imaging of secondary electrons 
(surface-backscattered electrons). Ablation techniques require very thin sectioning 
steps [11] as secondary electrons are surface reflections of the sample and do not 
penetrate deeply. This surface imaging approach leads to excellent binarization of 
membrane images for tracing, but is quite sensitive to skips in data. It also limits 
resolution because electron beams can only be reduced to nanometer scale widths, 
and acquisition times can be quite long for large sample fields. Ablation methods 
are also incompatible with en bloc molecular markers for proteins and small mol-
ecules, so far. However, these are superb methods for wide-field connectomics: 
getting the broad-brush view of connectivity, which high-resolution connectomics 
can then refine.

Manual ultramicrotomy using existing platforms remains a reasonable alterna-
tive to specialized ablation systems [2, 13]. Microtomists can produce hundreds 
to thousands of serial sections with minor errors and much less time than required 
for TEM acquisition. Sections are placed on monomolecular films, followed by 
conventional metal staining and ATEM [2, 4]. Primary electron projection images 
of sections 50–70-nm thick can be used as 2D pages in a 3D volume or assembled 
as true 3D datasets. Because the data are projection images, they can be further 
refined by goniometric reimaging. In addition, intercalated thin sections are placed 
on slides for computational molecular phenotyping every 20–30 TEM sections, 
permitting the insertion of molecular data into the connectome (Fig. 1.4). Finally, 
robotic sectioning onto Kapton® films [49] is a new but not readily usable option. 
Hopefully, that technology will advance to the point of enabling more efficient use 
of existing TEMs by using electron-transparent films.

1.2.3 � Molecular markers and Classification

The synaptic resolution of electron optical imaging comes at a significant price: the 
restricted ability to use typical macromolecular markers to classify cells. Neuronal 
classification has been based on Golgi impregnation or dye marking of cells, and 
more recently, by the expression of genetic markers. All these approaches led to 
consistent estimates of cell diversity in the retina [60, 61, 87]. Morphologic fea-
tures have not proven useful for extending these classifications (e.g., cell diameters, 
Scholl rings, fractal analysis of dendritic arbors). An alternative approach, compu-
tational molecular phenotyping (CMP), developed by Marc et al. [47, 64, 65, 69, 
70] allows fusions of structural and molecular profiling using pattern recognition, 
yielding neuron classification equivalent to prior anatomic studies. Based on formal 
theories of unsupervised multidimensional classification derived in remote sensing 
[23, 62] and clustering algorithms such as the K-means and isodata methods, CMP 
led to robust classifications, but achieved them in single retinas instead of hundreds 
[47, 64, 65, 69, 70]. CMP is compatible with ATEM [66]. The superiority of multi-
variate small molecule signatures over other TEM visualization methods also comes 
from its coverage. While there are over 60–70 classes of cells in mammalian retina 
(neurons, glia, microglia, vascular cells), and some are identifiable with antibodies 
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targeting macromolecules, most are not TEM compliant and such univariate mark-
ers have very narrow coverage. Even with a theoretical experiment involving eight 
macromolecular tags, far less than 10 % fraction of any neural system is classified. 
Conversely, small molecule tags such as glutamic acid embedded in a CMP sche-
ma quantitatively discriminate many classes of cells [21, 47, 64, 65, 68, 69]. CMP 
places multiple signals in every cell in a TEM dataset, so that even if a biologically 
ultimate class cannot be extracted for each, at least a very well-defined superclass 
cohort can be specified.

1.2.4 � Computational TEM: Fast High-Resolution Acquisition

Each slice of a connectome volume is composed of > 1000 image tiles and can con-
tain 100s to 1000s of slices (Figs. 1.4 and 1.5). This means that capturing needs to 
be high speed and automated. For our version of ATEM, individual grids are loaded 
manually into a goniometric holder and imaged at ≈ 5000 × magnification in a grid 

Fig. 1.4   Workflow for building connectomics volumes. Samples containing a canonical field are 
fixed for TEM, embedded and serially sectioned onto TEM grids with intercalated computational 
molecular phenotyping ( CMP) sections placed on array slides. Fields are imaged at synaptic reso-
lution and captured using SerialEM automation. Slides are probed for an array of small molecules 
that give a complete cellular coverage and high levels of classification. About 1000 TEM image 
tiles are mosaicked into single-image slices and slices registered into aligned volumes that can be 
visualized in the Viking navigation and annotation environment
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pattern with roughly 12 % edge overlap using a JEOL JEM 1400 TEM and a Gatan 
Ultrascan phosphorimaging camera [2, 3, 4, 95]. In the rabbit retinal connectome 
RC1 [4], each image slice (the digital transform of a physical section) contains a 
canonical field of 0.243-mm diameter and, at a resolution of 2.18 nm/pixel, requires 
950–1100 individual images. Stage motion, focus, and image capture are achieved 
by SerialEM, developed by David Mastronarde at the University of Colorado, Boul-
der [74]. Modifications to SerialEM also allow sections to be preheated in a wide 
beam for film stabilization and complex patterns of image acquisition.

1.2.5 � Image Volume Visualization and Annotation

Conventional imaging tools are incapable of visualizing datasets as large as a con-
nectome or navigating them in a structured way. New tools are required [3, 28, 
37, 44]. By using image pyramid sets [3, 78], web applications can readily view, 

Fig. 1.5   Workflow elements for analyzing high-resolution connectomics volumes. Volumes are 
navigated at any desired resolution and annotated using the Viking navigator and annotation cli-
ent. Individual synaptic fields can be rendered for image publication within Viking. Viking disk 
annotations contain all the information necessary to build accurate 3D cell volumes and visualize 
complete networks. Vikingplot is a MatLab® application that queries the SQL database to provide 
3D rendering of individual cells or even all cells in the volume as individual images, stereo images, 
or fly-through movies. Network Viz is a graphing client that visualizes adjacency matrices of con-
nected cells in a volume and allows queries of Viking
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transform, and annotate connectomes. Anderson et al. [3] have developed Viking 
to address these needs. Viking has a three-tier architecture in which Tier 3 viewer 
and analysis clients use HTTP to communicate with Tier 2 image and Web ser-
vices definition language (WSDL)-compliant Web servers which, in turn, query the 
Tier 1 image library and populate annotations in a Tier 1 SQL database (Fig. 1.6). 
Viking operates by HTTP and supports concurrent multiuser, collaborative annota-
tion. By demarcating viewing and analysis from data collection and hosting, this 
architecture allows independent tier specialization. Most importantly, it is capable 
of applying image transformations in real time for high-speed visualization. Human 
operators use disc-based annotation, centering an appropriately sized disc in every 
neural profile, which Viking links into a network of graphs (Figs. 1.5 and 1.6), 3D 
navigational skeletons, databases, and 3D renderings in multiple formats at 2 nm 
or better resolution. Presynaptic ribbons, patterned densities, vesicle clouds, PSDs, 
gap junctions, and adherens junctions are all characterized by their connectome 

Fig. 1.6   Overview of the integrated image transform-Viking functions. Viking is a scalable anno-
tation environment, based on a three-tier architecture. Tier 1 processes the TEM image data and 
maintains the SQL database maintenance in a secure environment isolated from the Internet. Tier 
2 servers form the Web services definition language (WSDL) interface whereby transfers images, 
transforms, and annotations are negotiated between clients and Tier 1. Tier 3 is composed of our 
Viking viewing/annotation client and Viz analytics tools. Method calls between layers are state-
less, and the tiered architecture permits independent tier modification. (From Anderson et al. [3] 
by permission of the authors)
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physical locations, dimensions, and parent structures, allowing the assembly of for-
mal adjacency matrices.

1.2.6 � Analysis: Automated Versus Authenticated Synapse Tracing

Retinal connectome RC1 is a connectome in an advanced state of annotation with ≈ 
900,000 embedded annotations. RC1 is an open-data resource. The entire volume, 
all of its imagery, and all of its annotations are publicly available [4, 55], and any 
portion of it may be reproduced under a Creative Commons Attribution-NonCom-
mercial 4.0 International License. No imagery or data from RC1 can be restricted 
by publication copyright. Even though it contains over 300 bipolar cells (BCs), 
300 Müller cells (MCs), 39 AII ACs, over 100 ACs, and 20 ganglion cells (GCs), 
and includes a full set of small molecule markers for classification, it is far from 
complete. A spectrum of solutions has been proposed to complete the annotation 
set, ranging from automated detection schemas [43] to high-density crowdsourcing 
[15, 38). We were one of the earliest proponents of crowdsourcing [2] and have 
retreated from that position somewhat to advocate an executive annotator + team 
format. One of the major problems of automated and crowdsourcing approaches is 
resolving contact error detection and correction. The ease with which both software 
and novice annotators confuse oblique synapses, adherens junctions, and gap junc-
tions, demands a ready-correction schema. In theory, any automated system must be 
tested against a ground truth dataset [43], but no one has proven that any automated 
system can discriminate these components. We have three practical solutions. First, 
errors in identification create violations of well-known connectivity rules: e.g., reti-
nal ganglion cells are always postsynaptic, bipolar cells are never presynaptic to 
each other, rod bipolar cells form no gap junctions, OFF cone bipolar cells form no 
heterocellular gap junctions (so far), and ON bipolar cells are not coupled to gan-
glion cells. Any such aberrant contacts in a network build can be readily flagged by 
database queries for reconciliation by an experienced analyst. Second, albeit slower, 
goniometric reimaging can validate or reject unusual contacts. Third, our annotation 
training is intense. All new annotators serve an apprenticeship directed by a proven 
low-error annotator. Finally, as the entire volume is open access, any error can be 
corrected by later annotators.

1.3 � Discovery

A key objective in developing high-resolution connectomics technologies arose di-
rectly from our own prior work identifying a broad array of complex-nested ama-
crine cell networks that have yet to be explained in any retina [66]. Analysis of RC1 
has subsequently discovered new motifs and synaptic/coupling architectures. Here, 
we present a selection of those discoveries.
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1.3.1 � Novel Networks Refactor the Retinal Inner Plexiform 
Layer

In the process of tracing rod–cone pathways, we noted two abundant suboptical ar-
chitectures that changed the expected patterning of signals in the mammalian inner 
plexiform layer: nanoscale ON bipolar cell axonal synaptic ribbons (Fig. 1.7) and 
nanoscale descending axonal processes in OFF bipolar cells. By annotating all bipo-
lar cells in RC1 (≈ 300), we defined rod bipolar cells and two superclasses of cone 
bipolar cells: ON (CBb) and OFF (CBa). CBa and CBb cells are fully distinguished 
by three features: (1) CBa cells terminate primarily in sublayer a with fine processes 
into the upper sublayer b, while CBb cells terminate primarily in sublayer b with 
axonal outputs in sublayer a; (2) CBa cells are both presynaptic and postsynaptic 
to AII amacrine cells, while CBb cells are instead coupled to AII amacrine cells by 
large gap junctions; and (3) CBa cells have a strong primary glutamate signature 
while CBb cells have a mixed glutamate–glycine signature due to coupling with 
glycinergic AII amacrine cells. Complete annotation allows further refinement of 
cone bipolar cells into ultimate classes including six OFF (CBa1, CBa1w, CBa1–2i, 
CBa2, CBa2w; CBab2) and six ON (CBb3, CBb3–5-4i, CBb4w, CBb5w, CBb6, 
and CBb7) cone bipolar cells, where the number indicates a progressively more 
proximal stratification, i denotes an interlaced axonal pattern, and w denotes wide-
field axonal arbors. In the process of this complete annotation, we found abundant 
suboptical (< 100 nm) synaptic ribbons and vesicle assemblies in the axons of CBb 
cells [5]. Upon reconstruction, we showed that these represented a novel ON path-
way input to the OFF layer of the inner plexiform layer [55], verifying the optical 

Fig. 1.7   Axonal ribbons made by ON bipolar cells in RC1. ( A) Axonal ribbons ( r) at mid-axon 
( blue) from ON cone bipolar cell 180 to AC targets ( orange) in the OFF sublayer. Cell 180 splits 
high in the OFF sublayer and makes axonal ribbons immediately after the split. ( B) Axonal ribbons 
from ON cone bipolar cell 166 to two different targets ( orange, yellow), one of which makes a feed-
back synapse ( arrow). Note the distinctive postsynaptic densities in the targets. Scales, 500 nm. γ 
GABA, E glutamate. (Recomposed from Anderson et al. [4] by permission of the authors)
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immunocytochemical visualization of synaptic ribbon proteins [26, 42]. High-reso-
lution connectomics then enabled a complete connectivity analysis. Connectomics 
of RC1 [55] showed that (1) 36 % of CBb cells form OFF layer axonal ribbons 
(Figs. 1.7 and 1.8); (2) all classes of CBb cells contribute to this motif, targeting ON 
ganglion cells that arborize in the OFF sublayer, e.g., intrinsically photosensitive 
ganglion cells and bistratified diving ganglion cells; and (3) specific glycinergic 
and GABAergic amacrine cells engaged in ON → OFF crossover signaling were 
targeted. These data completely revise the notion that amacrine cell and ganglion 
cell stratification patterns alone control access to ON and OFF inputs. More detailed 
discussion of the implications of this motif is available in Marc et al. [72]. No SEM 
schema has detected these motifs.

Similarly, the ON sublayer of the inner plexiform layer is not a pure ON signal 
domain. Lauritzen et  al. recently discovered that the upper half of the ON layer 
contains significant numbers of ribbon outputs arising from fine descending pro-
cesses of OFF cone BCs, forming a large band of commingled CBa and CBb cell 
inputs in IPL sublayers 3–5. These processes are usually < 100 nm in diameter and 
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Fig. 1.8   Axonal ribbons. The distribution of 160 axonal ribbons in 54 ON cone bipolar cells and 
63 of the highest ribbons in 63 of 104 rod bipolar cells in connectome RC1. Ribbon positions are 
measured relative to the sublayer a/b border, defined as the proximal face of the nearest AII AC 
lobule. ON cone bipolar cell axonal ribbons are distributed throughout sublayer a. Rod bipolar cell 
axonal ribbons are excluded from 80 % of sublayer a. (From Lauritzen et al. [55], by permission)
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synaptically target amacrine cells. Once again, these are processes that have been 
missed by lower resolution technologies such as SBF SEM [38]. This branching 
permits intermixed ON class and OFF class processes to target single glycinergic 
and GABAergic amacrine cells, generating ON–OFF functions. These new sets of 
bipolar cells are termed CBab cells. They are, nevertheless, classical OFF cone 
BCs as their primary arbors are in the OFF layer; they are coupled to other OFF 
bipolar cells in homocellular arrays; they are presynaptic and postsynaptic to AII 
amacrine cell lobules; and they are glycine negative. The diversity of contacts is as 
complex as for axonal ribbons. CBab cells provide a direct ribbon drive to at least 
one ganglion cell class in the ON layer and synapse onto amacrine cells throughout 
the nominal ON layer of the inner plexiform layer, creating ON–OFF amacrine 
cells that likely drive all ON bipolar cell surrounds. Thus, CBab cells form specific 
ON–OFF subnetworks that could not otherwise be constructed. These unpredicted 
network topologies may underlie widespread ON–OFF signaling in the retina.

These new findings suggest a revision of the traditional view of inner plexiform 
layer organization in the mammalian retina. First, there is no pure OFF layer as it 
is completely patterned with ON inputs from axonal ribbons. Second, the central 
region of the inner plexiform layer is composed of mixed ON and OFF cone bipo-
lar cells whose surrounds are ON–OFF, since they are driven by GABAergic and 
glycinergic amacrine cells that collect inputs from both ON CBb and OFF CBab 
cells. Finally, the “pure” ON zone is restricted to a thin layer of rod bipolar cells 
and wide-field ON cone bipolar cells. This refactoring implies that multistratified 
amacrine and ganglion cells cannot be assumed to be ON–OFF in polarity and that 
monostratified amacrine and ganglion cells cannot be assumed to be pure OFF or 
pure ON. Complete connectivity maps must be derived for every cell class.

1.3.2 � Bipolar Cell Coupling Arrays

Homocellular coupling between neurons such as horizontal cells or AII amacrine 
cells, and heterocellular coupling between ON cone bipolar cells and AII amacrine 
cells (using the notation CBb::AII) has long been known [27, 51–53, 85]. These 
gap junctions are often large and/or abundant. However, the neural retina contains 
numerous classes of highly branched cells, such as cone bipolar cells, and tracing 
their processes has heretofore proven challenging. Even markers selective for sin-
gle classes do not allow tracing of suboptical processes nor visualization of subop-
tical gap junctions [57]. By tracing every class of cone bipolar cell, we discovered 
an extensive axonal coupling within but not between CBa and CBb superclasses 
[56]. Within each superclass, both in-class (homocellular, e.g., CBb4w::CBb4w) 
coupling sheets and cross-class (heterocellular, e.g., CBb3::CBb3–4i::CBb4w) 
coupling tiers exist. Cross-class coupling occurs between neighboring CBb pairs 
because their stratifications overlap vertically and laterally. As many CBb cells 
appear to express Cx36 [34], this may explain in-class and cross-class coupling. 
These networks are sparse: Five CBb5w bipolar cells (Fig. 1.9) coupled at five loci 
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represent a cellular volume spanning > 39,000 distinct high-resolution images. The 
probability of finding any of these gap junctions randomly by TEM is far less than 
1 in 10,000 image sessions. Without 3D tracing, it is impossible to define the cell 
of origin. It is only through connectomics that we find biological relationships that 
are sparse, yet pervasive. Further, the largest dimension of the gap junction at one 
locus between cells is ≈ 140 nm, far below the limit of optical imaging. Tiered cou-
pling in the ON pathway (e.g., CBb3::CBb4::CBb5) excludes CBa or rod bipolar 
cells. The physiological implications are unclear. It is possible that cone bipolar 
cells use coupling to smooth signaling transitions across classes with different dy-
namic ranges, or smooth inhibition across patches of cells. CBa::CBa coupling is 
also extensive. Coupling may play a role in the development of cone bipolar cell 
terminal tiling.

1.3.3 � Advanced Networks: Rod–Cone Suppression, Nested 
Feedback

Inhibitory networks dominate the retina. Over 90 % of the mass of the vertebrate 
inner plexiform layer is made of GABAergic neurons. The most common synapses 

Fig. 1.9   Homocellular bipolar cell coupling. A coupled sheet of CBb5w cells viewed in the XY 
plane (the retinal image plane). Each color denotes a different cell of the same class and circles 
mark points of coupling. Vikingplot rendering of data from the open access connectome RC1. 
Lauritzen, unpublished
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are amacrine cell synapses. The most common motifs are amacrine-to-amacrine 
synapses [66]. Yet, there are no models that require or explain this attribute. By 
mining the complete connectivities of certain cells, we have been able to extract key 
architectures such as decision networks. We have also been able to define partici-
pants in serial amacrine cell motifs, some of which represent nested feedback and 
feedforward architectures introduced by Marc and Liu [66]. These networks could 
not have been identified by statistical methods.

Inhibitory decision networks are the essential components of sensory “trigger 
features,” such as motion. Similar decision processes have been implicated in rod–
cone interactions by psychophysical analyses [16, 18, 30, 32, 54, 89, 90, 96–98]. 
Such interactions are surprisingly fast and often involve small spatial fields [17–19, 
96]. Rods can also induce a variety of chromatic effects in cone pathways [89]. 
What are the pathways underlying these operations?

Connectomics analysis of RC1 shows that at least eight unique suppression mo-
tifs exist between rod bipolar cells and cone bipolar cells [72] and that these are 
mediated by several different sets of amacrine cells (Fig. 1.10). Cone pathway sup-
pression of rod pathways is mediated by five distinct motifs initiated in all cone 
bipolar cell classes. Rod bipolar cells receive inhibition by ON cone bipolar cells 
via motifs C1 and C2; and inhibition by OFF cone bipolar cells via motifs C3, C4, 
and C5. Rod pathway suppression of cone pathways is mediated by three distinct 
motifs targeting all cone bipolar cell classes. ON cone bipolar cells receive a power-
ful suppression via motifs R1 and R3, while motif R2 suppresses OFF cone bipolar 
cells. These motifs are consistent with a range of psychophysical results and show 
that there is a complete suppressive crossover between all cone bipolar cells and rod 
bipolar cells. This was not known prior to high-resolution connectomics.

While amacrine cell serial synapses have been described for over half a century, 
their role has been completely unknown, even though they are the most common 
synapses in the inner plexiform layer [65]. Marc and Liu [66], using limited series 
of TEM sections, showed that nested feedback was a dominant motif in the verte-
brate inner plexiform layer, but could not identify all the partners. Using compre-
hensive connectomics, it has now been possible to show that all cone bipolar cell 

Fig. 1.10   Two of the eight rod–cone decision networks discovered in open-access connectome 
RC1. In motif C1, couple patches of ON cone bipolar cells ( ON CBC) drive wide-field feedback/
feedforward ON GABAergic amacrine cells ( ON wf γAC) that inhibit rod BCs. In motif R5, rod 
BCs drive feedforward ON wf γACs that inhibit ON CBCs
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feedback amacrine cells engaged in a variety of nested topologies. Indeed, there 
is no simple first-order feedback. There are a large number of possible nesting to-
pologies and several have been documented. One example is multichannel nest-
ing where a pure feedforward GABAergic interstitial amacrine cell collects signals 
from several classes of ON cone bipolar cells (IAC, cell 9769, Fig. 1.11) and is 
both presynaptic and postsynaptic to a different wide-field GABAergic amacrine 
cell (wf AC, cell 24381, Fig. 1.11) that itself is a part of a more different ON cone 
bipolar cell feedback network. This reciprocal relationship simultaneously creates 
both nested feedback to bipolar cells through the CBb > IAC > i fw AC > i CBb and 
nested feedforward to target ganglion cells CBb > wf AC > i IAC > i GC.

The advantage of nesting low-gain inhibition (i.e., feedback networks inhibiting 
themselves as well as their targets) is that it is the simplest form of network tuning 
possible. The concept is realized in many forms in modern electronics, such as nest-
ed transconductance amplifiers, where the depth, polarity, and strength of nesting 
shapes the frequency response of the network [103]. Marc and Liu [66] described 
how such a network could improve the bandpass of bipolar cell output (Fig. 1.12) 
by increasing both the system corner frequency and bandwidth. Of course, this is 
only a simple linear systems analysis, and in spiking networks, these attributes can 
be even more potent, forming critical timing networks.

1.3.4 � New Structures

Since the 1960s, ultrastructural analysis of brain and retina has depended on known 
morphologies: chemical synapses, gap junctions, and adherens junctions. In analyz-
ing connectome RC1, especially during a complete neuronal mapping, new contact 

Fig. 1.11   Nested inhibition between different classes of amacrine cells. A Wide-field GABAergic 
feedback amacrine cell 24381 is postsynaptic to GABAergic feedforward interstitial amacrine cell 
9769 ( arrow) at slice z232 in retinal connectome RC1. B Cell 24381 is presynaptic to cell 9769 
( arrow) at slice z236
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architectures were discovered [72]. Their full description is outside the scope of this 
review, but they are examples of the power of high-resolution 3D mapping.

Cistern contacts were first found between ON cone bipolar cell axons and ama-
crine cells [4, 55]. They are characterized by postcistern density that resembles 
a conventional PSD. The precistern structure is smooth endoplasmic reticulum 
(SER) loop.

Rough endoplasmic reticulum (RER) contacts resemble cistern contacts and ap-
pear to be initiated by amacrine cells in most cases. Two or flattened SER cisterns 
on the pre-RER side are capped by a loop of RER, and the opposing processing 
displays a PSD similar to a conventional excitatory synapse. RER contacts can 
originate both in and far from neuronal somas, and we envision the contact using a 
signaling peptide requiring local synthesis.

Bipolar cell conventional (BCC) synapses are large synapses found in bipolar 
cells that resemble conventional brain glutamate synapses. First described in human 
retinas [1], they have been completely ignored since. Normally, bipolar cells are 
defined as cells that use synaptic ribbon complexes for glutamate signaling. How-
ever, cone bipolar cells (not rod bipolar cells) can also display synapses without 
synaptic ribbons and target cells that use very large PSDs. Interestingly, some BCC 
synapses target only specific cells (including directionally selective ganglion cells). 
We hypothesize that BCC synapses drive transient events while ribbon synapses 
drive sustained signaling.

Fig. 1.12   The effect of nested inhibition on network properties as modeled by Marc and Liu [66]. 
The top row illustrates the topologies of networks among bipolar ( B), amacrine ( A), and ganglion 
cells ( G) with no feedback, simple first-order feedback, or nested feedback. The bottom panels 
illustrate the frequency response properties (ordinate in db, decibels; abscissa in Hz, cycles per 
second) of bipolar cell output under three conditions. Simple feedback classically increases the 
corner frequency from a simple roll-off ( left) to a bandpass form ( middle) at the expense of low-
frequency roll-off. Nested feedback attenuates the roll-off and essentially spreads the bandwidth 
(the best 3 db range) two- to threefold
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Keyholes are unusual and rare structures formed mostly by CBb3 ON bipolar 
cells and CBa2 OFF bipolar cells. Keyholes are loops formed by bipolar cell axon 
terminal tendrils recurving to contact the parent terminal with a gap junction. In the 
process, they surround fine amacrine cell processes, some as small as 30 nm. We do 
not know whether keyholes are functional. If so, they may act as low-gain ephaptic 
signaling sites.

Plaques are large, dense, osmiophilic cisterns formed at the plasmalemma by 
ganglion cells primarily in their somas or proximal dendrites, adjacent to Müller 
cells but not adjacent to any neurons. This is yet another structure that has not been 
previously described, yet is quite readily detected in the RC1 volume. While we do 
not know the function of this organelle, its association with neurons known to use 
TRP-style channels is intriguing.

New Network Concepts: Sparseness and Joint Distributions D espite the very high 
density of connections in the retina, most occur largely as widely spaced singlets 
(very much like brain), especially in terms of amacrine cell inputs to ganglion cells. 
Understanding the relationships between neuronal sets requires knowing the full 
shape of the dendritic/axonal field and the patterning of synaptic inputs. The notion 
that one can summarize cell networks statistically is not supported by connectomics 
analysis of retinal connectivity. For example, there has been a debate about whether 
retinal AII amacrine cells have significant outflow to retinal ganglion cells [53, 
94]. In line with both analyses (1) the scales of sampling are too small and (2) the 
assumption that sampling will be uniform across cells is wrong. Sampling is a joint 
distribution JAB of the physical intersections between two arbors AXYZ and BXYZ in 
3D space: JAB = AXYZ ∩ BXYZ. Individual cell classes differ widely in neurite pat-
terning [86], so J will depend on the individual elements [55]. The axonal ribbons 
of ON cone bipolar cells are a perfect example. In a random instance of one ON 
bipolar cell class, the most probable outcome will be that no axonal ribbons will be 
observed. Does this not mean that axonal ribbons are some statistical fluke? Not at 
all. It means that the distribution of targets that prefer ON bipolar cell input in the 
OFF sublayer is sparse, with a surfeit of axons but a deficit of targets. Importantly, 
every time a target encounters an ON bipolar cell axon, it does make a synapse. 
Thus, the sampling by the target is perfect, but the statistics of the source appears 
variable. The latter is an illusion, and the former is the result of joint distribution 
sampling. The same is true of the synapses of AII amacrine cells onto the dendrites 
of ganglion cells in the OFF layer [4, 73]. Again, sources far outnumber targets. AII 
ACs have large Hausdorff dimensions (they are highly space filling) and form far 
more output neurites than are required to completely target all the ganglion cells 
dendrites in the OFF volume. However, OFF alpha ganglion cell dendrites travers-
ing the OFF layer receive input from every AII amacrine cell they encounter, again 
with perfect efficiency. This means that the classical practice of measuring output 
percentages from an afferent and computing synaptic variances has little meaning 
for network analysis.
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1.4 � Future Directions

1.4.1 � Faster Connectome Builds

Completeness is a new objective in neuroanatomy. Deciphering the individual mo-
tifs of brain and retinal networks requires the discovery all cell classes, all contacts, 
and contact patterns. Every network we have explored shows new, unexpected mo-
tifs [4, 55, 71], and this goal is strongly justified. But the practice of high-resolution 
connectomics is not easily expanded. Our current build of mouse retina based 
on 1400 serial sections and large scale (0.28 mm diameter) is taking roughly 12 
months. To do comparative studies of wiring differences across individuals, strains, 
species, etc., we need faster connectome builds (threefold or more), especially if 
we are to explore a large-scale neural reorganization in disease, development, and 
learning–memory transitions. No current platform is adequate. The simplest solu-
tion is building more platforms, of any type, and running them continuously. ATEM 
systems have two advantages in that they can be re-purposed from existing TEMs 
with appropriate software enhancements, and all acquisition can be asynchronous. 
Unlike SBF SEM or FIB SEM/STEM, a connectome acquisition on ATEM systems 
can be easily interspersed with other projects. Thus, ATEM systems are superb for 
core ultrastructural services. An ideal scheme for high-throughput connectomics 
would be a global build system (Fig. 1.13) that would require no new infrastructure. 
Existing arrays of TEM can be coordinated with image sets of grids for multiple 
projects, and all data can be moved to cloud storage for project-specific aggregation 
and queuing to distributed data centers for connectome builds and database instanti-
ation. Importantly, Viking is a Web client with very low bandwidth demands, which 
means that annotation and analysis are fully open and distributed, and thousands of 
analysts can develop and refine connectomes simultaneously. We estimate that such 

Fig. 1.13   Massively scaling connectomics. Global collections of ATEM systems independently 
acquire large datasets for multiple projects. These are aggregated by cloud-based storage resources 
into common project datasets and distributed to data centers charged with their builds. All build 
becomes globally available via Viking-like Web tools for annotation and analysis
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a network of existing TEMs based on SerialEM acquisition, our new open source 
Nornir build system (available at GitHub), and Viking annotation, can accelerate 
connectome assembly and use by over 100-fold. Indeed, new initiatives, such as the 
Open Connectome Project [20], inspire the idea that significant advances in ana-
lytical speed can be had as well. In contrast, single system enhancements via faster 
cameras and more stable scanning stages may yield improvements 2–3 ×.

1.4.2 � Improved Molecular Markers

We need expanded libraries of molecular markers that are intrinsically compatible 
with electron imaging. Small molecule markers are ideal for ultrastructural imag-
ing without compromising TEM contrast [45, 55, 66, 71], but it is also important to 
exploit key macromolecules in connectivity mapping to differentiate synaptic part-
ners such as in array tomography [75–77]. So far, it has not been possible to merge 
the power of array tomography (which allows single-synapse molecular profiling) 
with electron imaging. There are two primary reasons for this. First, most antibod-
ies against macromolecules were developed under conditions optimal for native or 
denatured protein detection, e.g., in western blots, but not for highly modified epi-
topes generated by TEM fixation. When such antibodies are found, they are happy 
accidents. A major advance would be the development of designed TEM-compliant 
antibodies. The second reason for limited use of protein markers is expression level: 
cell class-specific variations in total protein and variations in distribution. While 
the total amount of protein such as connexin 36 may be low, virtually all of it is 
located in transmembrane rafts of protein with approximate center-to-center spac-
ing of 10 nm [91], which corresponds to an effective concentration of 1–3 mM in 
epitope presentation. Another protein expressed at similar levels may be distributed 
uniformly throughout the cytoplasm of a cell with a mean nanomolar concentration 
and completely undetectable by conventional TEM immunocytochemistry.

1.5 � Neural Dynamics, Development, and Disease

A serious limitation of high-resolution connectomics is the inability to perform 
large-scale statistical comparisons. While highly focused studies have enabled de-
tailed descriptions of small-scale plasticity changes in neural architecture driven 
by different conditions [13, 29, 88], scaling up such efforts to analyze complete 
network variations in genetic and disease models is beyond current architectures. 
Early connectomics studies may help define canonical fields more precisely and 
support statistical studies on smaller volumes. For example, in advanced retinal 
degenerations, key neurons such as bipolar cells lose their dendrites and rewire in 
the inner plexiform layer [45, 46], but the scope of that rewiring remains unknown. 
Rather than building an entire connectome containing over 100 rod bipolar cells 
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(in 3–5 months), one could build and analyze 10 different connectomes of 10 rod 
bipolar cells each at the same time. But if one does not know the spatial domain of 
a target system, larger scale sampling will be critical and speeding up connectomics 
is a major objective.

Modeling  What do we want to do with these complex network diagrams and lists 
of features? Clearly, one goal is to generate rich models that allow parametric 
exploration of large-scale systems [36, 39, 83]. The connectomics community will 
be responsible for exporting structural and network data in appropriate modeling 
formats such as variants of NEURON [41] and NeuroML [31]. We are currently 
developing such tools using Python scripting with open access in the GitHub repos-
itory. One challenge is to exploit full 3D cell descriptors and spatial distributions 
of connections for modeling cells as noncompact entities. At present, Viking-based 
cellular elements are more richly defined than most modeling environments can 
accommodate, and modeling networks on multihop scales involving dozens of cells 
classes and thousands of copies demands advanced computational tools [39].
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Abstract G enomics is fostering broad discoveries across biological disciplines, 
including the neurosciences. However, the analysis of gene expression and gene 
regulation in the brain is complicated by the extraordinary cellular heterogeneity, 
complex connectivity, and dynamic physiology of the tissue. Indeed, one of the 
great challenges of modern neuroscience involves the functional and molecular 
classification of cells in the brain within the context of network connectivity. In 
parallel, a major area of focus in the field of genomics involves the development of 
technologies that can profile the transcriptome of single or small numbers of cells 
[38]. Thus, major objectives in these two fields are well aligned. Here, we review 
modern approaches for the analysis of gene expression at the cellular level in the 
brain. As detailed below, these new technologies involve both ex vivo genomics 
approaches and new and emerging technologies for in situ and in vivo imaging of 
molecules in the brain.

2.1 � Introduction

Brain functions and behaviors emerge through the coordinated responses and activ-
ity of different neurons organized into networks. Neural networks are composed 
of neurons with unique molecular features such as the expression of specific neu-
rotransmitters, neuropeptides, ion channels, receptors, and transcription factors. 
Neurons are typically classified based on the expression of one or a few molecular 
markers. However, these broad classifications fail to capture the complexity of net-
work connectivity and functionality. For example, a heavily studied neuron popula-
tion in the arcuate nucleus that plays a role in feeding behavior has been defined 
by its expression of agouti-related peptide (AgRP). Yet, optogenetic studies have 
revealed that AgRP neurons are functionally heterogeneous and only a specific sub-
population controls the drive to feed. The subset of AgRP neurons that drive hunger 
have been shown to interact with cells in the paraventricular nucleus that express 
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oxytocin, thyrotropin-releasing hormone, and pituitary adenylate cyclase-activating 
polypeptide [3, 35]. Currently, the gene expression programs that define the unique 
connectivity patterns and functions of AgRP neuron subpopulations are unknown. 
Subpopulations of neurons can be defined based on connectivity patterns for every 
major, molecularly defined class of neuron in the brain. Recent collaborative efforts 
have begun to define wiring diagrams (connectomes) in mouse and human brains 
at the macro-, meso- and microscales (http://www.humanconnectome.org; http://
www.mouseconnectome.org; https://www.alleninstitute.org). The studies reveal ex-
traordinary complexity and cellular diversity in terms of connection patterns [54, 
93]. Further, efforts to classify neurons based on morphological and physiological 
criteria are underway and the number of defined different cell types is constantly 
growing. In addition to the 85 billion neurons that are estimated to exist in the hu-
man brain, there are even more glial cells, which also perform essential supporting 
functions. Underlying the formation and function of all these cells is the transcrip-
tome.

The transcriptome was once thought to be largely composed of ribosomal RNA, 
transfer RNA, and a small number of protein-coding messenger RNAs (∼  2 % of the 
total). However, it is now clear that transcription is pervasive in the genome and that 
∼  75 % of the genome is transcribed [15]. In most cases, the function of these tran-
scripts is unknown. GENCODE estimates that the human genome (version 19) con-
tains 57,820 genes that give rise to 196,520 different transcripts (http://www.genco-
degenes.org/stats.html). In total, 20,345 protein-coding genes have been identified, 
each of which gives rise to  ∼  3 different transcripts due to the effects of alternative 
promoters, polyadenylation sites, and exon splicing. Different transcript isoforms 
from a given gene can have very different functions, and their highly regulated 
expression can change in response to different stimuli in a developmental stage 
and cell-type-specific manner. The noncoding portion of the human transcriptome 
includes 13,870 long noncoding RNAs and 9013 small noncoding RNAs. Noncod-
ing RNA species range from small noncoding RNAs, such as microRNAs (1973 
in total), endogenous small-interfering RNAs (siRNAs), small nucleolar RNAs 
(snoRNAs, 1530 in total), small nuclear RNA (snRNA, 1383 in total), and piwi-
interacting RNAs (piwiRNAs), to long noncoding RNAs that are between 200 bp 
and several kilobases in length. The functions of most features of the transcriptome 
are poorly defined.

It has been estimated that 86 % of all human genes are expressed in the brain, 
and most of these are differentially localized to different brain regions and/or dif-
ferent developmental stages [33, 50]. In addition, 90 % of all genes expressed in the 
brain exhibit differential exon usage between brain regions and/or developmental 
stages [33, 50]. Thus, the brain transcriptome is dynamic and extremely complex. 
Some features of gene expression appear to be unique to the brain. For example, 3′ 
untranslated regions (3′UTRs) are generally longer for transcripts in the brain com-
pared to peripheral tissues [88]. These sequences can be over 10 kb in length and are 
known to contain binding sites for miRNAs and regulatory proteins, which could 
make transcript regulation through the 3′UTR especially complex in the brain. In 
addition to differences between brain regions and developmental stages, expression 
levels and isoform usage can change in response to metabolic changes, hormonal 
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changes, neuronal activity, circadian rhythms, and other events. Some isoforms 
contain signal sequences that result in their transport specifically into dendrites, 
while others are localized to axons or specific organelles, or are retained in the 
nucleus [7, 30]. Thus, the transcriptome of the brain is not a disorganized cloud of 
RNA molecules but rather a highly regulated system of transcripts that arise under 
specific conditions and are trafficked to precise locations for local translation or 
other functions. Understanding these processes is central to the greater goal of un-
derstanding the mechanisms that underlie specific brain functions.

For the most part, our understanding of the brain transcriptome arises from stud-
ies of discrete regions: microdissected chunks of brain, which is composed of hun-
dreds of different cell types. Since brain functions arise through the activities of 
thousands of different cell types organized into different circuits, this level of analy-
sis generally fails to capture the complex relationship between the transcriptome 
and circuit physiology. Encouragingly, emerging approaches are beginning to allow 
accurate measurements of gene expression at the cellular level in the brain. De-
fining the gene expression programs that establish the morphological, anatomical, 
and physiological traits of specific cell types is becoming a realistic undertaking. 
Further, we are gaining access to cell type-specific transcriptional programs that 
respond to changes in neuronal activity, disease, and other events.

In this chapter, we describe established and emerging techniques for measuring 
the transcriptome in specific neuronal populations. We cover the following topics: 
(1) how different cell types are defined and identified; (2) techniques and technolo-
gies to label and isolate RNA selectively from a desired cell type; (3) methods to de-
tect and quantify RNA transcripts from a small number of cells of a specific type or 
from single cells; and finally, (4) quantitative in vivo and in situ analyses to measure 
both the location and expression levels of genes in individual cells. Although newer 
techniques are constantly emerging and not all of them can be comprehensively 
described here, it is our aim to discuss the benefits and limitations of some of the 
most widely used and potentially impactful approaches available.

2.2 � Cell Type Identification and Labeling

Brain cells are categorized by anatomical location and characteristic features. The 
broadest intrinsic characteristic is whether a cell is neuronal or glial. Central ner-
vous system glia consist of astrocytes that perform homeostatic functions, myelin-
producing oligodendrocytes, ventricular ependymal cells that secrete cerebrospi-
nal fluid and form the blood–brain barrier, and phagocytic microglia differentiated 
from hematopoietic stem cells. Neurons are polarized cells that send and receive 
electro-chemical information through synaptic connections with other neurons. A 
typical neuron receives numerous excitatory and inhibitory inputs onto its den-
dritic processes, and if excited above a threshold electrical potential, it fires depo-
larizing action potentials that trigger the release of small molecule and/or peptide 
neurotransmitters from their axon terminals. Anatomical location, morphology 
(e.g., soma size and shape, dendritic arborization, axon length), electrophysiological 
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properties, connectivity, neurotransmitter content, and molecular marker expression 
are common ways to differentiate neuronal cell types [52]. For example, two major 
classes of neurons are pyramidal shaped, long-distance projecting, glutamatergic 
excitatory neurons, and γ-aminobutyric acid (GABAergic), inhibitory interneurons; 
however, classifying subtypes of these two classes is difficult [76]. One way to 
identify neural subtypes is through electrophysiological characteristics. These can 
include properties of intrinsic firing, responses to neurotransmitters, and electrical 
conductance through the composition of ion channels [19].

Transgenic technologies for labeling specific cell types based on molecular ex-
pression patterns are particularly useful in organisms where these tools are well 
advanced, such as mice. Typical transgenic labeling tools include CRE recombinase 
and fluorescent reporter proteins acquired from bioluminescent organisms, such as 
green fluorescent protein (GFP) derived from jellyfish. Old methods for molecu-
lar reporter labeling genetically engineered GFP fused to the amino- or carboxy-
terminal end of a gene of interest, and transgenic knock-in insertion by homolo-
gous recombination replaced the endogenous gene with the protein-fusion reporter. 
However, recombinant fusion proteins can be problematic if the conjugated reporter 
perturbs the function of the endogenous protein. Fluorescent proteins can also be 
cloned into bacterial artificial chromosomes (BACs) such that their expression is 
controlled by several kilobases of the transcriptional regulatory element from an 
endogenous gene of interest. Ideally, when the BAC construct is inserted into the 
genome following pronuclear injection, the reporter is only expressed in the cell 
types that express the endogenous gene [25, 44, 85]. In practice, however, BAC 
transgenics often have off-target labeling due to positional effects related to the 
site of genomic integration. Further, one must often screen several founder lines in 
order to identify a line in which the correct cells are labeled. In model organisms 
where homologous recombination can be utilized for gene targeting, many labs 
have turned to modified, knock-in strategies. For example, a CRE recombinase al-
lele or fluorescent reporter of interest can be engineered with an upstream internal 
ribosome entry sequence (IRES) and targeted to the 3′UTR region of the endog-
enous gene of interest [71, 82]. In this approach, a bicistronic transcript is generated 
under the control of the endogenous enhancer and promoter elements. Thus, the 
expression of the CRE allele or reporter matches the endogenous transcript.

CRE lines can be crossed to floxed reporter lines, where expression of the re-
porter is conditional upon a CRE recombination event in order to label specific cell 
types. A challenge for conditional reporter lines is often that the intensity of the 
fluorescent label is weak, limited to a subset of cells and/or variegated. To address 
these issues in mice, Liqiun Lou’s laboratory developed an approach to increase 
expression by knocking the reporter gene into the permissive ROSA26 locus in the 
mouse genome under the control of a strong and ubiquitous promoter, such as CAG 
[51, 94]. CAG is a synthetic sequence composed of a cytomegalovirus enhancer, 
the chicken beta-actin promoter, and the splice acceptor site of the rabbi beta-globin 
gene [53]. Subsequently, the Allen Institute for Brain Science used this approach to 
generate robust conditional reporter lines with three spectrally distinct fluorescent 
proteins: EYFP, ZsGreen, and tdTomato [46]. The reporters were engineered with 
a woodchuck hepatitis virus post-transcriptional regulatory element that is added to 
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the end of the transcript to increase mRNA stability. Numerous CRE driver lines are 
now available from the Allen Brain Institute and other public repositories (GEN-
SAT or Jackson Laboratory) for use with these reporter lines, and the expression 
patterns of different CRE drivers are being characterized and made publically avail-
able at http://transgenic-mouse.alleninstitue.org. These are outstanding resources to 
begin studying the transcriptome of specific cell types in the brain.

Ideally, one would be able to purify subtypes of cells from the brain not just on 
the basis of the expression of a single marker gene, but also based on connectivity 
patterns and physiological properties. Currently, we have limited approaches to inte-
grate all of these features. In principle, fluorescent retrograde tracers can be used in 
combination with reporter mice to label specific subpopulations of molecularly de-
fined neurons for purification. This approach would allow for the isolation of neurons 
based on both connectivity patterns and molecular markers. A pioneering study by 
Arlotta and colleagues previously employed retrograde fluorescent tracers to define 
and purify motor neurons in the developing cortex for transcriptome analysis [2]. 
Virus-based approaches to label specific circuits have also been developed [8, 43, 
and 57]. However, these labeling methods are not ideal for transcriptome analysis, 
since they influence the health of the infected cells and can change gene expression. 
Sugino et al. [76] were able to characterize 12 distinct populations of both GABA 
and glutamate neurons, as distinguished by a combination of factors including ana-
tomical location, transgene expression, and by connectivity using a retrograde tracer.

Approaches to isolate cells based on their activity patterns are very limited. Im-
mediate early gene expression can be used as a proxy for neuronal activity. Recent 
studies exploited this by expressing a destabilized fluorescent reporter under the 
control of enhancers from the immediate early genes c-fos and arc [10]. These re-
porters have been used to label cells that respond to fear conditioning [63], oriented 
visual stimuli [89], and motor learning [65]. Cells labeled in this way could be 
purified for transcriptome analysis within a functionally related group of cells. In 
principle, this approach could be used in combination with other reporter lines and/
or neuron tracing strategies to further enhance specificity. An alternative approach, 
involving activity-dependent ribosomal protein phosphorylation, is detailed below.

2.3 � Cell Type and RNA Isolation Strategies

The strategy chosen to capture and isolate RNA from specific cell types is intrinsi-
cally linked to the methods used to identify or label the cell types of interest. Laser-
capture microdissection (LCM) isolates brain regions or specific cell types under 
a microscope from thin cryosections of frozen or fixed tissue based on anatomi-
cal location, morphology, and molecular marker expression [26, 45, 52, 72]. LCM 
can attain two types of samples: whole tissue from a well-outlined and defined 
brain region, or single cells of a specifically labeled type. These methods offer im-
proved accuracy, precision, and selectivity compared to manual dissection of fresh 
whole tissue. One issue with standard LCM is that the wide cuts that are gener-
ated (∼  7.5 μm) cannot dissect fine cell contours, such as neuronal processes, and 
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material from these compartments are lost. However, laser-directed microdissection 
(LDM) systems make narrow cuts (∼  0.5 μM) that can trace the shape of the cell 
[56, 66]. Both LCM and LDM require cryosectioning of either fresh-frozen or fixed 
tissue; therefore, the RNA might be more degraded as compared to RNA extracted 
directly from live tissue.

For higher quality RNA and less contamination from surrounding tissue, live 
cells expressing a molecular reporter can be purified for RNA extraction by en-
zymatically dissociating tissue into single cells and then picking the labeled cells 
under a fluorescent microscope. In this approach, live tissue vibratome sections 
are prepared (∼  400 μM) and transferred into oxygenated artificial cerebral spinal 
fluid (ACSF), as would be done for electrophysiological recordings [29]. The slice 
preparation, or a microdissected portion thereof, is then dissociated by protease 
digestion and gentle mechanical trituration while keeping the cells alive and intact. 
Unfortunately, these procedures tear off neural processes, leaving the contents of 
axonal and dendritic compartments behind after cell sorting. Once the tissue is dis-
sociated, individual cells are sorted by their expression of molecular (i.e., fluores-
cent) markers. Manually sorting live cells is a labor-intensive, yet highly accurate 
method for purifying individual cell types. Fluorescently labeled neurons are manu-
ally sorted in a culture dish by scanning for labeled cells under a dissecting micro-
scope, and healthy cells are picked using a pulled glass mouth pipette and deposited 
into a lysis buffer for RNA extraction [29]. Manual sorting is convenient and useful 
when a highly pure sample of ∼  30–100 cells is sufficient [52, 56, 76].

A high-throughput purification approach to isolate dissociated cells involves flu-
orescent-activated cell sorting (FACS). In FACS, live cells are streamed single file 
through a narrow nozzle, as a detector measures their fluorescence. As the single 
cells exit the bottom of the nozzle, different electrostatic charges are applied to them 
before they pass through an electric field that deflects and sorts them into separate 
receptacle tubes based upon fluorescence [84]. This approach has been used in nu-
merous gene expression-profiling studies [11, 17, 44].

A final method to sort live, dissociated cells, which does not need a transgenic 
organism or other means of fluorescent labeling, is called immunopanning (PAN) 
[6]. This technique uses antibody-covered culture plates to separate different cell 
types based on their expression of cell-surface proteins. Cells are placed into the 
immunolabeled plates over a period of time to allow antibody binding, and unbound 
cells that do not present the conjugate surface antigen are washed away from the ad-
herent cells. By using a series of plates with antibodies against unique antigens, cells 
are separated according to specific protein expression profiles. Unfortunately, em-
pirical evidence indicates that PAN induces immediate early, stress, and apoptosis 
genes, likely because the process takes a relatively long period of time and exposes 
the cell surfaces to antibodies [55]. Once cells of a desired type are acquired by any 
of the methods above, RNA is extracted from the purified live-cell population.

While the methods described above are common, they have major limitations. 
The axonal and dendritic processes are stripped away, yet these cellular compart-
ments contain a large portion of the transcriptome due to local translation at syn-
apses, growth cones, and other sites [48]. In addition, the cells are extensively ma-
nipulated and separated from their in vivo environment, which presumably leads to 
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dramatic changes to physiological gene expression. Generally, these purification 
approaches are appropriate for discovering cell type-specific marker genes that dis-
tinguish one cell type from another, but are not ideal for studying endogenous gene 
expression programs. The limitations of these methods have led to the development 
of other strategies for RNA purification from defined cell populations.

RNA-tagging methods avoid the need for tissue dissociation and cell screen-
ing steps. In these approaches, transgenic organisms express epitope-tagged RNA-
binding proteins in a cell type-specific manner. Antibodies against the epitope tags 
are used to immunoprecipitate mRNA-protein complexes from whole-tissue ho-
mogenates, and then the RNA is extracted from the immunoprecipitate. Approaches 
of this type include poly-A-binding protein (PABP) purification, translating ribo-
some affinity purification (TRAP), and RiboTag [55]. As the name implies, PABP 
binds to the poly-A tail of mRNA transcripts and stabilizes eukaryotic initiation fac-
tor (EIF) subunit binding to the 5′-cap of mRNA. Protein–protein interactions be-
tween PABP and EIF complexes promotes mRNA circularization, enhances mRNA 
stability, and increases protein translation presumably due in part to increased ribo-
some reinitiation [21]. Since PABP naturally binds to poly-A tails (i.e., mRNA), cell 
type-specific mRNA isolation is made possible with a recombinant FLAG-tagged 
PAPB expressed under the control of a cell-specific promoter [36, 47, 67, 92]. RNA 
is fixed to RNA-binding proteins in situ with formaldehyde, and total cell homog-
enates are then immunoprecipitated with FLAG-antibody conjugated beads. After 
washing away the rest of the cellular content, including RNA not captured by the 
FLAG beads, poly-A mRNA fixed to FLAG-tagged PABP is reverse-crosslinked 
and eluted. Thus, PABP technology captures all polyadenylated RNA in a cell type-
specific manner, including many untranslated RNAs.

Translated RNA can be purified from untranslated RNA by exploiting the fact 
that actively translated mRNA is loaded with ribosomes. In TRAP technology, 
EGFP is fused to the N-terminus of the large ribosomal-subunit L10a and is ex-
pressed in transgenic organisms under the control of a cell type-specific promoter 
[16, 28]. The EGFP-L10a fusion protein integrates into polysome complexes, and 
immunoprecipitation with an EGFP antibody enriches for actively translated RNA 
from the targeted cells. In contrast to PABP isolation, TRAP does not involve fixa-
tion of RNA-protein complexes prior to immunoprecipitation, but it does require 
rapid dissection and homogenization in lysis buffer supplemented with magnesium 
and cycloheximide. The lysis buffer performs several functions, including keeping 
ribosomes bound to polysomal RNA and solubilizing rough endoplasmic reticulum. 
High-affinity EGFP antibodies that can withstand high salt washes are conjugated 
to magnetic beads and used for the immuno-isolation [28]. The RiboTag method is 
similar to TRAP in that it purifies cell type-specific polyribosomal mRNA. The strat-
egy uses Cre-lox technology to conditionally knock-in a c-terminally hemagglutinin 
(HA)-tagged version of ribosomal protein subunit Rpl22 exon4, which is transgeni-
cally inserted just downstream of the endogenous exon 4 [68]. Cell type-specific 
expression of CRE removes the endogenous exon 4 by recombination and puts 
the HA-tagged exon 4 in frame to express HA-tagged RPL22 protein (RPL22HA). 
This versatile strategy can be combined with many existing cell type-specific CRE 
driver lines. Finally, phosphorylated ribosome capture is a variation of TRAP that is 
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specifically geared toward neuroscience applications, and selectively purifies RNA 
from neurons based upon changes in firing activity rather than on a priori selected 
molecular markers [34]. This approach depends upon the fact that the S6 subunit of 
the ribosome is phosphorylated by the PI3-K/mTOR, MAPK, and PKA signaling 
pathways in activated neurons [34]. An antibody specific for the phosphorylated 
epitope of S6 subunit is used to pull down RNA undergoing translation within the 
activated cells. This technique provides a powerful new method to study activity-
induced gene expression profiles in cells that fire under specific conditions. Overall, 
ribosomal-tagging methods are powerful for studying actively translated, coding 
RNAs, but they are not applicable for noncoding RNAs.

A cell type-specific RNA-tagging approach that does not depend upon mRNA-
binding proteins, and can capture all RNA species including noncoding RNA, is the 
thiouracil RNA-tagging (TU-tagging) method. In TU tagging, CRE-lox technology 
is used to conditionally express a heterologous thiouracil phosphoribosyltransferase 
(UPRT) enzyme derived from Taxoplasma gondii [49] in specific cell types of inter-
est. Next, 4-thiouracil (TU), which is incorporated into actively transcribed RNA, is 
injected into the UPRT transgenic organism. Only cells that express the UPRT trans-
gene will incorporate TU into the transcriptome [24]. RNA is then purified from 
whole-tissue dissections, and TU-incorporated RNAs within the pool of total RNA 
are chemically conjugated to biotin via the thiol group of TU. Streptavidin beads are 
then used to purify biotin-conjugated, TU-tagged RNA for downstream profiling by 
RNASeq. This method provides temporal information, since the TU injection allows 
for pulse labeling of newly transcribed RNAs. Overall, the immunoprecipitation and 
TU-tagging methods are powerful, but suffer from high background. The ongoing 
efforts are focused on improving purification chemistries to address this problem.

The choice of which method to use must be guided by the central goals of the 
experiment. For example, if the goal is to identify cell type-specific marker genes, 
then cell dissociation and purification-based strategies should work well. If the goal 
is to study endogenous gene expression programs in disease models or under differ-
ent experimental conditions, then other purification strategies might more effectively 
represent the physiological state. Empirical evidence shows that only 30–60 cells 
are needed to get consistently reproducible results in the number of RNA transcripts 
detected from cell type-specific pools [56]. Unfortunately, none of these methods are 
universally optimal and new strategies with improved efficiencies are greatly needed.

2.4 � Single Cell Transcriptomics

Analyzing the transcriptome from several cells provides an averaged readout of 
gene expression at the cellular level. The genomics and neuroscience communities 
have sought to accurately profile gene expression at the single cell level for over 
two decades. The pioneering study that first achieved this feat was performed by 
Catherine Dulac and led to the discovery of chemoreceptors in the vomeronasal 
organ of the mouse in 1994 [18]. However, subsequent attempts to profile the entire 
transcriptome of a single cell achieved limited success. Encouragingly, advances in 
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single cell genomics are now occurring at a rapid rate [72]. An ideal application for 
this technology would involve the integration of electrophysiological methods, such 
as patch clamp, with gene expression profiling on the same neuron to learn how 
physiological properties relate to gene expression [61].

To perform single cell transcriptome analysis, new technologies are being devel-
oped to isolate and process many single cells using microfluidic chambers. For ex-
ample, the C1 Single-Cell Auto Prep System (Fluidigm, South San Francisco, CA) 
isolates 96 cells into individual chambers within a microfluidic chip and automati-
cally performs lysis, cDNA synthesis, and amplification [80]. The single cell cDNA 
samples can then be used for qPCR analysis of targeted genes or made into libraries 
for next-generation sequencing. Since loading the chip only requires pipetting a 
single sample, hands-on time and chances for technical errors and contamination 
artifacts are greatly reduced. A direct comparison of single cell RNAseq libraries 
constructed at the nanoliter scale in C1 microfluidic devices, to libraries constructed 
at the microliter scale in tubes, found the C1-generated libraries performed better 
in regard to sensitivity, accuracy, and false positives [91]. Moreover, combining the 
data from all 96 single cells processed in the C1 device quantitatively recapitulates 
measurements from a bulk RNA sample RNAseq experiment, giving high confi-
dence that the single cell measurements were accurate. These results demonstrated 
the ability to differentiate discrete cell identities and/or physiologies within tissues 
by individually assessing the transcriptomes of single cells. The nanoliter volumes 
used in microfluidic devices not only improve single cell sequencing quality, but 
also reduce the cost of consumable reagents.

2.5 � Amplification of Low Input RNA

After separating a pool of cell type-specific live cells, RNA-tagged molecules, or 
individual single cells from the surrounding tissue, the resulting RNA isolation 
yields are usually low and need to be amplified before transcriptome measurement. 
New methods for amplifying different amounts of starting material into cDNA li-
braries usable for transcriptome measurement are being created at a rapid rate. Each 
method has inherent strengths, weaknesses, limitations, and biases [1, 72], and so, 
investigators must chose which amplification method will best be suited to their 
particular question.

In vitro transcription (IVT) has been in use for over three decades to linearly 
amplify an RNA sample [86], and IVT is often used to amplify and convert an RNA 
sample into labeled cRNA for microarray analysis. IVT starts by reverse-transcrib-
ing an RNA sample. The oligo dT primer used in this reaction contains a 5′ leader 
overhang encoding a T7-transcriptional promoter sequence (Fig.  2.1). The oligo 
dT sequence nonselectively anneals to polyA-tailed mRNA, while the 5′ overhang 
introduces a T7 RNA-polymerase loading site into each cDNA. Subsequent IVT 
with a T7 RNA polymerase is used to make copy RNA (cRNA). A second round 
of reverse transcription and IVT from the first round cRNA may be performed to 
amplify the library and label the cRNA for microarray hybridization. This approach 
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has been successfully used to amplify a range of RNA starting concentrations 
acquired by several isolation methods. For example, RNA isolated from 5000 to 
10,000 FACS purified EGFP positive cells (yielding 3–10ngs of total RNA; [44]), 
RNA isolated from ∼  30 to 50 cells acquired by manual sorting (yielding 0.25–1 ng 
of total RNA [76]), TRAP-purified RNA from pooled tissue of several (3–7) mice 
[16, 28], and even RNA isolated from single cells after electrophysiological record-
ing [17]. Since IVT is a process of linear amplification, artifacts due to exponential 
amplification (e.g., PCR) are avoided [19].

Like IVT, RNA single primer isothermal amplification (Ribo-SPIA) by NuGEN 
is a linear amplification technology [12, 37]. NuGEN (San Carlos, CA) has several 
products to generate libraries for different applications. The first step in Ribo-SPIA 
is to reverse-transcribe mRNA into cDNA using a 5′-RNA-DNA-3′ hybrid reverse 
transcription primer (RT primer). The 3′-DNA ends of the RT primers anneal to 
the mRNA template and prime first-strand cDNA synthesis with reverse transcrip-
tase. The reverse transcription reaction can either use RT primers that all have a 
3′-DNA poly-(T) sequence for 3′-biased mRNA amplification, or use a mixture RT 
primers with both poly-(T) and random nucleotide 3′-DNA sequence for whole of 
transcriptome amplification. The 5′ ends of the RT primers are composed of a single 

Fig. 2.1   In vitro transcription ( IVT). Polyadenylated total mRNA ( polyA mRNA) is selectively 
reverse-transcribed to copy-DNA ( cDNA) with an oligo(dT) primer carrying a T7 RNA polymerase 
binding site on the 5′-end (T7-oligo(dT) primer). After reverse transcription, the cDNA:mRNA 
duplexes are converted to double-stranded cDNA (ds-cDNA) by the addition of RNase H, to 
cleave the mRNA into short sequences, and DNA polymerase I uses the cleaved mRNA to prime 
synthesis of second-strand cDNA. The ds-cDNA, with a T7 site, is then used as template for 
in vitro transcription with T7 RNA polymerase to synthesize several molecules of copy-RNA 
(cRNA). A second round of IVT, using the cRNA as starting template, may be used to further 
amplify and label the library for transcriptome measurement (e.g., microarray analysis). RNA 
sequence is depicted in grey letters and lines, and DNA in black letters and lines. (Figure was 
adapted from [86])
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unique primer sequence. First- and second-strand cDNA synthesis incorporates an 
RNA–DNA hetero-duplex amplification primer-binding site at the extreme 5′ end of 
the complement strand (Fig. 2.2). The addition of RNAse-H degrades the RNA side 
of the hetero-duplex and clears the way for a 5′-RNA–DNA-3′ hybrid amplification 
primer to anneal to the second-strand cDNA and initiate polymerase extension by a 
strand-displacing polymerase. Thus, isothermic linear amplification is achieved by 
sequential cycles of RNAse-H hetero-duplexed RNA cleavage, RNA–DNA hybrid 
amplification primer binding, and polymerase extension by strand displacement 
(Fig.  2.2). Nugen’s Ovation RNA Amplification System, which uses Ribo-SPIA 
technology, was the method used to amplify the cDNA sample for microarray anal-
ysis of phosphorylated ribosome capture described above [34].

Fig. 2.2   Single-primer isothermal amplification. Polyadenylated total mRNA (polyA mRNA) is 
selectively reverse-transcribed to copy-DNA (cDNA) with a chimeric RNA–DNA hybrid primer 
(cDNA primer) consisting of DNA oligo (dT) sequence on the 3′-end and a unique RNA sequence 
on the 5′-end (overhang). The RNA 5′-end overhang encodes a primer-binding site for subsequent 
amplification steps, but is not complementary to any mRNA template sequence. Second-strand 
cDNA synthesis, with DNA polymerase, creates a double-stranded cDNA (ds-cDNA) with an 
RNA–DNA double-stranded heteroduplex (RNA–DNA ds-heteroduplex) on the cDNA primer 
side. The addition of RNase H cleaves the RNA side of the RNA–DNA heteroduplex to allow 
annealing of a chimeric RNA–DNA amplification primer to the ds-cDNA library. A strand dis-
placing DNA polymerase is used to extend the amplification primer to make single-stranded cop-
ies of the library. Under isothermic conditions, repeated cycles of RNase H cleavage of the RNA 
portion of the RNA–DNA heteroduplexes, annealing of additional RNA–DNA chimeric amplifica-
tion primers, and extension by strand-displacing DNA polymerase generate a single-stranded DNA 
amplification (ssDNA amplification) of the cDNA library. The DNA portion of the amplification 
primer can consist of oligo (dT) sequence to anneal and amplify the 3′-end of the transcriptome, 
or of random sequence to randomly anneal and amplify the whole transcriptome. RNA sequence 
is depicted in grey letters and lines, and DNA in black letters and lines. RNase-digested RNA is 
depicted by dashed grey lines. (Figure was adapted from [37])
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Exponential amplification methods (i.e., PCR) have also been developed to am-
plify low-abundance mRNA samples, including those derived from single cells. 
An individual cell has picogram concentrations of RNA, and constructing cDNA 
libraries for single cell RNAseq requires careful handling to avoid amplification 
of contaminating nucleotides. Tang et al. employed a homopolymer tailing method 
to exponentially amplify mRNA isolated from single mouse blastomere cells [79, 
77]. Their method manually selects and lyses single cells directly in PCR buffer 
containing RNAse inhibitors and reagents for reverse transcription using an oligo-
(dT) RT primer with a unique 5′-overhang sequence for subsequent amplification 
[78]. After reverse transcription, free RT primer is removed by Exonuclease I di-
gestion. The cDNA is then homopolymer tailed with poly-(dA) nucleotides by ter-
minal deoxynucleotide transferase (TdT), while the mRNA template is digested 
with RNAse H (Fig. 2.3). A second oligo-(dT) primer with a 5′-overhang encoding 
a second unique primer sequence is then used with a DNA polymerase to make 
double-stranded cDNA. The double-stranded cDNA is exponentially amplified with 
primers that anneal to the flanking sequence introduced by the 5′-overhangs on 
the first- and second-strand cDNA synthesis primers. The amplified cDNA is then 
purified, sheared into ∼  100 bp fragments, and the fragments are enzymatically end-
repaired for blunt-end ligation to adaptors used for RNA sequencing platforms. The 
Tang et al. protocol [78] is quite complicated in that it requires several purification 
steps, including gel purification and tube transfers, to prevent and remove ampli-
fication byproducts produced from the oligonucleotides used in constructing the 
sequencing library. Quartz-Seq is a simplified homopolymer tailing method where 
all steps of the process can be carried out in a single tube [69]. Improvements intro-
duced by Quartz-Seq to eliminate oligonucleotide amplification byproducts include 
minimized concentration of reverse transcription primer, use of suppression PCR 
that occludes primer dimer amplification, and reduced homopolymer tail length 
[69]. Since homopolymer tailing methods use oligo-(dT) for reverse transcription 
to selectively capture mRNA, the low processivity inherent to reverse transcriptases 
leads to a somewhat 3′-biased representation of the transcriptome.

To alleviate the 3′-bias in cDNA library construction, template-switching meth-
ods are designed to selectively amplify only a full-length cDNA that includes the 
5′-end of mRNA transcripts. Like homopolymer-tailing, SMART (Switching Mech-
anism At 5′ End of RNA Transcript) technology uses an oligo-dT reverse transcrip-
tion primer with a 5′-overhang that introduces a unique primer site to the 5′-end of 
first-strand cDNA [70]. When the SMARTScribe Reverse Transcriptase reaches the 
5′-terminus of an mRNA, the enzymes terminal transferase activity adds overhang-
ing polycytosine extensions to the 3′ end of the full-length cDNA (Fig. 2.4). A sec-
ond oligonucleotide with complementary polyguanines, and a 5′ primer sequence 
overhang, anneals with the cDNA polycytosine extensions. The transcriptase then 
switches templates to fill in a primer-binding site sequence encoded by the 5′-over-
hang of the polyguanine oligonucleotide. Thus, primer-binding sites that are used for 
exponential PCR amplification flank the resulting full-length cDNA. The terminal-
transferase activity is inefficient when the reverse transcriptase does not reach the 5′ 
end of the mRNA; therefore, truncated cDNA extensions are selected against PCR 
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amplification. However, terminal-transferase activity does add nucleotides to the 
cDNA when it reaches the end of fragmented RNA, so high-quality, intact RNA is 
imperative for long-distance PCR to include the 5′-end of mRNA transcripts. More-
over, extremely long transcripts may be underrepresented in the amplified library 

Fig. 2.3   Homopolymer tailing amplification. Polyadenylated total mRNA (polyA mRNA) is 
reverse-transcribed to copy-DNA (cDNA) with a first-strand cDNA primer (first-strand primer) 
consisting DNA oligo (dT) sequence on the 3′-end and a unique sequence encoding a primer-
binding site overhang (prim. overhang). After clearing the reaction of free primers with exo-
nuclease I, the first-strand cDNA is then homopolymer tailed with dA residues on the 3′-end with 
terminal deoxynucleotide transferase and dATP. RNase H, DNA polymerase, and an oligo-(dT) 
primer with a second unique overhang sequence (second-strand primer) are used to make dou-
ble-stranded cDNA (ds-cDNA). The ds-cDNA is then amplified by PCR using Taq polymerase 
and amplification primers that anneal to the binding-site overhangs introduced to the library by 
the first- and second-strand cDNA synthesis primers. RNA sequence is depicted in grey letters and 
lines, and DNA in black letters and lines. (Figure was adapted from [77])
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if the reverse transcriptase frequently does not reach the 5′-end of the mRNA tran-
script. SMART methodology has been adapted for single cell transcriptome analysis 
by next generation sequencing in a technique called SmartSeq [64]. Patch-aspiration 
and the SMARTer Ultra Low RNA Kit (Clonetech #634935) were successfully used 
to amplify cDNA from single hippocampal primary cells, and in situ single neurons 
from live tissue slices, for Illumina RNAseq analysis [61]. A direct performance 
comparison between SMART and NuGEN found that each had specific advantages 
over the other. For example, SMART yielded significant less rRNA than NuGEN 

Fig. 2.4   Template-switching amplification. Polyadenylated total mRNA (polyA mRNA) is 
reverse-transcribed to copy-DNA (cDNA) with a M-MLV reverse transcriptase and a first 
strand primer consisting oligo (dT) sequence on the 3′-end and a unique sequence encoding a 
primer-binding site overhang (prim. overhang). When M-MLV reaches the 3′-end of a mRNA 
template, it adds a poly-(dCT) stretch with endogenous, template-independent terminal trans-
ferase activity; terminal transferase activity of M-MLV is inefficient when it prematurely termi-
nates reverse transcription before the 5′-end of the mRNA template. Upon adding a poly (dC) 
stretch to the end of a full-length cDNA, a second oligonucleotide with a poly(dG) sequence 
on the 3′-end can anneal and provide an extended template for the reverse transcriptase. The 
M-MLV reverse transcriptase then switches templates to fill in the 5′-end of the extended template 
with complementary sequence. The 5′-end of the extended template encodes a primer-binding site 
that is incorporated onto the 3′-end of the first-strand cDNA when M-MLV fills in the extended 
template. After extended template switching and fill-in synthesis, primer-binding sites, which are 
used for PCR exponential amplification, flank the resulting full-length cDNA molecules. RNA 
sequence is depicted in grey letters and lines, and DNA in black letters and lines. (Figure was 
adapted from [64])
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(5.5 vs. 28.7 %), NuGEN had more even coverage 5′ to 3′, and SMART had a poor 
correlation of expression for high GC content genes [1]. Single cell-tagged reverse 
transcription (STRT) is another template-switching method that multiplexes ampli-
fication and sequencing through the use of barcodes [31]. STRT begins by allocat-
ing single cells into individual wells of a 96-well plate for reverse transcription 
and template switching. Each well, containing the transcriptome of a single cell, 
also contains a template-switching oligonucleotide that introduces a unique barcode 
sequence to the 5′ end of the cDNA-coding strand. The barcoded cDNA is then 
pooled from all 96 wells for PCR amplification and RNAseq on a single lane. Since 
the barcoded region is on the 5′ end of the second-strand cDNA (i.e., coding strand), 
this method allows for strand-specific identification by RNAseq analysis, but the 
transcriptome measurement is inherently 5′-position biased [72].

A concern of the homopolymer tailing and template switching methods for sin-
gle cell RNAseq is that bias introduced by exponential PCR amplification may 
not accurately represent the relative abundance of different transcripts within the 
transcriptome. Cell Expression by Linear amplification and Sequencing (CEL-seq), 
combines barcoded multiplexing and IVT to linearly amplify the transcriptomes of 
several individual cells [27]. Similar to the STRT strategy, single cells are reverse-
transcribed in individual wells, but the reverse transcription primer is composed of 
3′-poly-(dT) to select mRNA, a unique barcode, the 5′ Illumina sequencing adaptor, 
and a T7 promoter on the 5′-end. After reverse transcription of many cells, cDNAs 
are pooled to increase the total amount to a level suitable for a single round of 
reproducible IVT. IVT is then used to linearly amplify cRNA with cell-identify-
ing barcodes and the Illumina 5′-adaptor. The amplified cRNA is fragmented and 
ligated to the 3′ Illumina adaptor. Finally, the fragmented cRNA is converted to 
cDNA, and molecules with both the 5′ and 3′ Illumina adaptors are selected by PCR 
amplification. Harshimshony et al. directly compared their CEL-seq method to the 
PCR-based multiplexing STRT method [31] and found that the expression-level 
correlations in CEL-seq were superior to those of STRT [27]. This method enables 
a highly accurate measurement of transcript expression levels and is strand-specific, 
but has a strong 3′-positon bias [72].

2.6 � RNAseq Technology and Limitations

RNAseq transcriptome measurement is a revolutionary technological advancement, 
but the library preparation methods and short read lengths of common second-gen-
eration sequencing platforms do have limitations to overcome. Almost all library 
preparations involve many enzymatic and physical manipulations. These include 
reverse transcriptase conversion of RNA to cDNA, mechanical or chemical frag-
mentation of RNA or cDNA and fragment size selection, enzymatic blunt-ended 
fragment cleanup and ligation of adapters, and PCR amplification. Since ∼  80 % of 
total RNA is rRNA, a poly-(A) selection of mRNA or rRNA removal step is required 
before library construction so that the majority of reads are meaningful. Every step 
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in the preparation pipeline has the potential to introduce biased and stochastic se-
lection that increases the variance and lowers the reproducibility of RNAseq, thus 
lowering the fidelity of the sequenced library to represent the transcriptome [72]. 
Estimates indicate that less than 6 of every 1000 (∼  0.5 %) individual transcript 
molecules in the starting sample are captured and represented in an RNAseq library 
prepared with standard methodology [22, 72]. Moreover, the short read lengths of 
second-generation sequencing make it difficult to unambiguously discern transcript 
variant structures and their abundances. Variants from a single gene can be formed 
from alternative transcription start-and-stop sites, alternative exon splice junctions, 
and intergene fusion products. These structures can be found with methods such as 
serial analysis of gene expression (SAGE), polyadenylation site (PAS) identifica-
tion [74, 87], cap analysis of gene expression (CAGE) [13, 75], and exon–exon 
junction reads [32]; however, it is impossible to assign short variant reads to an 
individual transcript structure without some level of uncertainty [14, 59].

Another obstacle with RNAseq is to identify transcript strandedness from the 
sequenced read, since strand information is lost during exponential amplification of 
the fragmented libraries. First-strand cDNA sequencing, ligation of 5′ and 3′ orien-
tation-specific adapters to RNA or first-strand cDNA, chemical bisulfite conversion 
of mRNA cytosines to uracils (C to U), and second-strand cDNA synthesis with 
dUTP are all used to maintain strand information during RNAseq [41]. However, 
the DNA-dependent DNA polymerase (DDDP) activity of reverse transcriptases 
during cDNA synthesis is a significant source of antisense DNA artifacts in the se-
quencing library. DDDP activity can generate spurious second-strand cDNA prod-
ucts from hairpin-folded first-strand cDNA [14, 41]. Furthermore, DDDP activity 
combined with template switching can make a contiguous sequence from separate 
transcripts, which can confound the identification of true gene fusion products.

2.7 � Direct RNA Sequencing

Direct RNA sequencing (DRS) technology that does not rely upon reverse tran-
scriptase conversion of RNA to cDNA could eliminate many of the biases intro-
duced during the steps of RNAseq library construction and reduce the amount of 
RNA needed in a sample for sequencing. Helicose Biosciences (Cambridge, MA) 
developed a DRS platform that performs sequence-by-synthesis on single poly-(A)-
tailed RNA molecules with an optimized polymerase and fluorescent nucleotide 
analogues called virtual terminator (VT) nucleotides [60]. The VT nucleotides are 
conjugated with fluorescent dyes and blocking groups that inhibit polymerase ex-
tension until they are chemically cleaved. The RNAs to be sequenced are 3′-end 
poly-(A) tailed with E. coli poly-(A) polymerase I (PAPI) to a length of about 150 
nucleotides. The poly-(A)-tailed RNAs are then captured by annealing them to a 
solid-substrate array conjugated with oligo-(dT) polynucleotides. The oligo-(dT) 
serves as a primer for RNA single molecule sequence-by-synthesis. The first step 
in the reaction is to fill in the complement strand with normal dTTPs, and a single 
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cognate VT nucleotide (either vt-ATP, vt-CTP, or vt-GTP) that terminates the exten-
sion of the nascent, cognate copy strand at the first RNA nucleotide immediately 
5′ of the poly-A tail. Fluorescent imaging of the single incorporated VTs on the na-
scent complement strands then marks the position of each single RNA molecule on 
the array. The fluorescent labels and blocking groups are then chemically liberated, 
thus removing the label and unblocking the 3′-end of the VT for polymerase exten-
sion of the next cognate VT base in the sequence. Cycles of adding one VT base 
species at a time, imaging the fluorescent nucleotide extensions, and liberating the 
dye label and blocking groups for sequencing subsequent nucleotides are repeated 
in the same alternating nucleotide order to obtain the RNA sequence [60]. Since the 
Helicose platform sequences single RNA molecules, the technology eliminates all 
the biases introduced during library construction and amplification, and the strand 
of the sequenced transcript is known [59]. Naturally polyadenylated mRNA mole-
cules do not even need in vitro enzymatic tailing in order to be sequenced. However, 
the short read length combined with sequencing reads starting at the end of the poly-
A tail means that coverage is 3′-biased. To get a complete transcriptome coverage, 
RNA would need to be fragmented and poly-(A)-tailed in vitro before hybridization 
to the array, which has the potential to introduce small sequencing biases of its own. 
In addition, by fragmenting the RNA, the abundance and structure of different tran-
script isoforms from the same gene cannot be determined with absolute certainty.

2.8 � Long-Read Sequencing

The short read length of most second-generation sequencing technologies means 
that variant transcript isoform structures and their abundances must be computa-
tionally inferred from the number of reads that span exon–exon boundaries, the 
number of reads within individual exons, and transcript and exon lengths [59]. 
Paired-end sequencing is able to provide more information about transcript struc-
ture. In paired-end sequencing, a library is constructed with fragments much larger 
than can be sequenced with an end-to-end contiguous read. Instead, short reads are 
made from both terminal ends of each library fragment; and from these reads, the 
length of the whole molecule, and genome annotations, the entire fragment struc-
ture and sequence can be inferred.

In contrast with short-read and paired-end sequencing, full-length transcript 
sequencing can unambiguously identify the absolute structure of every individual 
transcript. Pacific Biosciences (Menlo Park, CA) has generated a single molecule 
real-time (SMRT) sequencing platform that can perform reads up to 30 kb in length 
[14]. Furthermore, this platform does not require library amplification, thus elimi-
nating one source of read bias. Sequence-by-synthesis reactions are performed on 
SMRT cells fabricated to contain 150,000 zero-mode waveguides (ZMWs), which 
are nanostructure wells ∼  100 nm in diameter [20]. Single polymerases bound to 
individual cDNA molecules are immobilized on the bottom of the ZMWs. Sequenc-
ing is achieved by imaging nucleotide analogues linked with spectrally distinct 
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fluorophores at their terminal phosphates as they enter the polymerase during 
phosphodiester bond formation. The small diameter of the ZMWs only allows the 
fluorescence excitation light to penetrate a very short distance into the ZMW. The 
excitation volume in this configuration is on the order of zeptoliters (10− 21 l) and 
is occupied on average by one or fewer dNTP molecules, even when the dNTP 
concentration is high enough for fast and accurate DNA polymerase activity [20]. 
When a cognate fluorescent dNTP pairs to the base of the template DNA within 
the polymerase, it is held in the ZMW excitation zone much longer than are free 
nucleotides, which transiently increases fluorescence intensity during nucleotide 
incorporation. Once the phosphodiester bond is formed, the fluorophore is liber-
ated and diffuses away from the excitation zone, and the next base in the template 
is available for pairing with a cognate fluorescent dNTP. Since the rate of real-time 
sequencing reads is very fast and set by the kinetics of the polymerase, variable du-
rations of individual base additions to the nascent strand lead to variable fluorescent 
pulse widths and low-quality base call reads. To compensate for the high base call 
error rates associated with the fast kinetics of real-time sequencing, the PacBio sys-
tem generates a DNA template library with “dumbbell-shaped” molecules that are 
amenable to rolling-circle amplification. PacBio “SMRTbell” DNA library struc-
tures are constructed by ligating single-stranded hairpin adapters onto both ends 
of double-stranded DNA inserts, making a contiguous, circular piece of DNA. A 
primer that anneals to the loop of one of the hairpin adapters initiates extension by 
a strand-displacing DNA polymerase. A single pass through the template generates 
reads from both the plus and minus strands, giving twofold read coverage of the 
double-stranded template. Depending on the size of the template, rolling-circle am-
plification makes several passes over the insert during a single continuous long read 
(CLR). Since the base call errors of low-quality reads appear to be random and not 
base or template context specific, a highly accurate circular consensus (CCS) read 
can be deduced from the CLR. The consensus sequence between the two known 
adaptor sequences represents the library insert molecule.

Sharon et al. [73] applied the PacBio real-time sequencing platform to obtain 
long reads from the human transcriptome. SMARTbell libraries were made from 
polyA+ human RNA reverse transcribed with an oligo-dT primer. The authors gen-
erated and analyzed 476,000 CCS reads of cDNA inserts that averaged 1  kb in 
length. It was found that most CCS reads with an insert of under 1.5 kb in length 
contained the structure of a complete transcript, but less than half of the inserts over 
2.4 kb were of complete transcripts. Together with the fact that the average CLR 
was much longer than the average CCS, this indicated that the major limitation of 
PacBios SMRT technology is the processivity of reverse transcriptases [14, 73]. 
This work also estimated that 14.5 % of reads from spliced and genome mapable 
RNA molecules were of transcript variants that are not annotated in the GENCODE 
project. Most of the unannotated transcript reads were splice variants of known 
protein-coding genes; many others were of long noncoding RNAs. A follow-up 
study by this group used the PacBio real-time platform to sequence the transcrip-
tome of lymphoblastoid cells derived from a female subject and her two parents 
[81]. Utilizing single nucleotide variations (SNVs) between gene alleles, they were 
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able to determine which inherited allele encoded a particular transcript read and 
from which parent she inherited the allele [81]. These studies indicate that long-read 
technologies will be needed to determine the true structure and abundance of vari-
ous transcripts, and the effects of different alleles on the transcriptome. The major 
drawback of the Pac-Bio SMRT platform is that it only obtains about 50,000 reads 
per cell, which is over an order of magnitude less than the short-read platforms.

The development of nanopore sequencing technology also has the potential to 
generate long reads of the transcriptome, with minimal sample preparation, low 
cost, and fast speeds. Simplistically stated, the principle of nanopore sequencing is 
to apply an electric potential to drive a single-stranded DNA molecule across a pore 
with a diameter just large enough for ssDNA to pass through it, and measure the nu-
cleotide sequence one base at a time as it passes single file through the pore. Many 
different strategies have been proposed to realize nanopore sequencing, but all are 
in various stages of development to overcome technical obstacles [5]. For the first 
time during two decades of research into this technology, Laszlo et al. [39] recently 
demonstrated the ability to sequence naturally occurring, complex DNA molecules 
with a nanopore technology. Their setup involved using Phi29 DNA polymerase to 
separate the strands of dsDNA molecules, and slowly control the speed of ssDNA 
movement through a Mycobacterium smegmatis porin A (MspA) protein channel 
suspended in a lipid bilayer, and record the reduction in current that passes through 
the channel as it is occluded by the polynucleotide. MspA is short and constricted 
such that only four bases (quadromers) of a single-stranded polynucleotide span 
the length of the channel at any one time, and each possible quadromer reduces the 
current by a predictable amount. They first calibrated their setup by using synthetic 
oligonucleotides with sequences arranged such that all 256 possible four nucleotide 
(A, G, C, and T) quadromer permutations were represented (44 = 256), and mea-
sured the current levels associated with each quadromer in the channel. They used 
this information to predict the pattern of changing current levels over time when 
passing phi X 174 genomic sequence through the channel, and were able to show 
that their prediction matched the empirical result with high accuracy. However, they 
also noted from measuring the naturally occurring phi X 174 DNA molecules that 
the current levels associated with each quadromer were significantly affected by the 
surrounding sequence; therefore, de novo sequencing and alignment without the aid 
of genomic annotation would not be possible. Despite this limitation, the technol-
ogy was still able to correctly identify a molecule of phi X 174 genomic sequence 
by comparing experimental values with a database of over 5000 viral genome pre-
dictions. They also produced proof-of-concept SNP detection algorithms. Further-
more, the median sequence length of linearized phi X 174 genomic DNA molecules 
was over 1000 bp, and the longest read was up to 4500 bp [39]. The main advantage 
of nanopore sequencing is that no library preparation beyond RNA isolation would 
be needed. Thus amplification biases and library construction chemistries would be 
eliminated, which would both increase the fidelity and decrease the cost of sequenc-
ing. Further improvements and adaptation for RNA could make nanopore sequenc-
ing a viable and cheap option for transcriptome assessment in the future.
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2.9 � Quantitative Gene Expression In Situ

All of the RNAseq methods described here suffer from the limitation that the local-
ization of any identified RNA molecule cannot be determined with a precision that 
is finer than the size of the dissected tissue. Subcellular resolution is not possible 
even when extracting cellular content from single cells. In situ hybridization (ISH) 
is a popular technique for neuroscientists to identify the anatomical location, distri-
bution, and number of cells in the brain that express a particular gene. As commonly 
practiced, ISH involves cryosectioning thin slices of tissue onto microscope slides, 
fixing the RNA to the tissue, and hybridizing labeled antisense nucleotide probes 
that are complementary to the transcript of interest. Detection methods require con-
jugating the probe with radionucleotides, biological affinity labels, enzymatic tags, 
and fluorescent molecules. These standard ISH techniques are excellent for iden-
tifying cells that express the gene of interest, but are only semi-quantitative when 
attempting to measure gene expression levels.

Radioactivity exposure of X-ray films and densitometry measurement is the gold 
standard method for quantitative ISH [58]. Typically, oligonucleotide probes are 
tailed with [α − 35S]dATP or [α − 33P]dATP using a terminal deoxynucleotide trans-
ferase (TdT) reaction. 35S and 33P are used in part because their β-particle maximum 
energies are sufficiently low to avoid saturating the detector, but sufficiently high 
to allow relatively low exposure time. The characteristics of the X-ray film are also 
an important resolution factor. Since the signal produced by radioactivity on X-ray 
film is not linear, standard samples prepared with known amounts of radioactiv-
ity need to be exposed to the film along with the radioactive probe-labeled ISH 
samples. Exposure time is determined empirically so that there is sufficient signal 
for densitometery measurement, but the optical density must not exceed the linear 
range of detection (∼1  OD). Therefore, it may be necessary to expose multiple films 
to obtain the optimal exposure time, which can be between a few days and up to six 
weeks [58]. Once a good exposure is acquired, an image analysis system is used to 
measure the optical densities of samples and standards. The researcher outlines a 
defined region of the sample, and the signal in that region is interpolated from the 
standards. Both optical density and area can be used to quantify relative expression 
levels.

Despite the large amount of work and time required, X-ray film exposure only 
quantifies relative expression at regional, not cellular, level resolution. To obtain 
gene expression values at the cellular level, a much more involved process of nucle-
ar emulsion radiography is used. Briefly, slides are dipped in a photographic emul-
sion solution after probe hybridization, then the emulsion is dried and exposed for 
4–8 weeks. After exposure, slides are weakly counterstained to identify cell bodies. 
Images are then captured with brightfield or darkfield microscopy, and the number 
of visible silver gains above individual cells is counted manually or with an image 
analysis software. By reducing background signal through better probe preparation 
and using high stringency conditions during hybridization and the post-hybridiza-
tion wash steps, Liu et al. [42] optimized these procedures in order to quantify RNA 
from fixed, post-mortem human brain tissue.

P. J. Bonthuis and C. Gregg



492 D ecoding the Transcriptome of Neuronal Circuits

The downside of using autoradiography for quantitative ISH is its extreme la-
bor-intensiveness, and the necessity of using “hot” radioactive isotopes. A “cold” 
alternative uses antisense probes conjugated with multiple fluorophores to increase 
the signal from individual RNA target molecules. Under sparse labeling conditions, 
the resulting high-intensity, punctate signals represent single molecules that can be 
counted. This approach can either use a few (∼  5) heavily labeled probes (∼  5 fluo-
rochromes per probe) that hybridize to adjacent sequences on the RNA [21, 83], or 
many (48) singly labeled probes [62]. Z-plane image stacks of cells or tissues with 
heavily labeled RNA molecules are deconvolved to remove background signal and 
projected in Z to render the data as a two-dimensional image. A minimum-intensity 
threshold is then applied to remove background. The method of using multiple sin-
gly labeled probes has been demonstrated in several biological samples, including 
cultured hippocampal neurons [62]. Although these methods achieve subcellular 
resolution, their capacity to detect different RNAs species in the same sample is 
limited by the number of spectrally discernable fluorescent reporters to approxi-
mately four.

A new technology called RNAscope (Advanced Cell Diagnostics, Inc.) detects 
RNA in fresh-frozen or formalin-fixed and paraffin-embedded tissues. The design 
of RNAscope amplifies signal and reduces background [90]. RNAscope uses sets of 
duplicate probes that hybridize to juxtaposed sequences of the target RNA molecule. 
When juxtaposed, the duplicate probe sets provide an annealing site for a preampli-
fier molecule. Nonspecific binding of a single probe fails to provide an annealing 
site for the preamplifier, thus eliminating background. Ten to twenty probe sets 
are made to hybridize to various positions along the RNA molecule. Each bound 
preamplifier contains 20 binding sites for amplifier molecules, and each amplifier 
molecule in turn provides 20 binding sites for label probes. Label probes can be 
conjugated to HRP or AP enzymes for chromogenic detection with brightfield mi-
croscopy, or fluorescent probes for epifluorescence microscopy. The signal ampli-
fication (up to 8000 label probes per RNA) allows for punctate single-molecule de-
tection and quantification, and multiplexing for different target molecules with the 
use of different fluorescent labels [90]. Automated quantitative analysis (AQUA; 
[9]) was used with RNAscope to quantify Esr1 transcript levels in breast cancer 
tissue samples [4]. RNAscope was also used to determine the percentage of excit-
atory and inhibitory cells of the rat cortex that express different NRG1 isoforms 
[42]. Like the multiple-probe methods described above, RNAscope is multiplexing-
limited and not capable of unbiased measurement of the whole transcriptome.

Fluorescent in situ sequencing (FISSEQ) is a newly published method that has 
the capacity to quantitate the entire transcriptome in an unbiased way, as well as to 
measure the positions of individual RNA molecules at subcellular resolution [40]. 
In FISSEQ, RNA is reverse-transcribed in situ with random hexamers, containing a 
5′-overhang for primer annealing, in fixed cells or tissues. Aminoallyl dUTP is used 
in the reverse transcription reaction so that the cDNA incorporating this modified 
base can be fixed to the cellular protein matrix with bis-N-succinimidyl (pentaeth-
ylene glucol) ester [BS(PEG)9] linker. The cDNA is then circularized with circular 
ligase, amplified by rolling circle amplification using Phi29 DNA polymerase, and 
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the tandem amplicons are cross-linked together with BS(PEG)9 to form an ampli-
fied, three-dimensional cDNA library for RNA sequencing. RNAseq is performed 
with SOLiD sequence-by-ligation technology. SOLiD technology uses a set of 
fluorescently labeled probes that compete for annealing to the template and liga-
tion to the sequencing primer. Incorporation of a particular probe is determined by 
complementarity of a di-base region with the template sequence, and probe signal is 
acquired by fluorescence microscopy. Successive cycles of sequencing-by-ligation 
that covers a set length of the template identify the nucleotide sequence and posi-
tion of RNA molecules. Since FISSEQ uses nucleotide sequencing-based detection, 
it is an unbiased approach that can quantify all transcripts of the whole transcrip-
tome, and it does not require signal intensity cutoff thresholding to distinguish sig-
nal from noise. By sequencing individual RNA molecules in situ, FISSEQ not only 
quantitates the transcriptome expression levels in specific individual cells, it also 
determines the subcellular location of each molecule of a particular RNA transcript.

2.10 � Discussion and Outlook

Billions of cells and trillions of synaptic connections develop into an abundance 
of distinct and integrated neural structures that form the circuitry of the human 
brain. It is largely unknown to what degree individual neurons actually represent 
functionally distinct cell types. Variability in single cell transcriptomes suggests a 
potentially enormous degree of functional heterogeneity among neurons. The com-
bined use of molecular markers, mammalian model organisms, mouse genetics, and 
next generation sequencing has made it possible to begin exploring this heterogene-
ity. The ongoing technological developments are continuing to improve the fidelity 
of quantitative transcriptome measurement with longer reads and more accurate 
representation of the full complement of transcripts. Moreover, the ability of in situ 
methods to provide unambiguous anatomical information could make technologies 
like FISSEQ the future of unbiased transcriptome sequencing for complex tissues. 
Leveraging the ability to detect changes in immediate early gene expression in these 
experiments may give additional insight into network connectivity. It is well within 
reach to characterize functional circuits by identifying specific cells based on their 
gene expression profiles.

The major limitation of all current transcriptome measurements is that they only 
provide a single snapshot of expression at a given time. It is not yet possible to 
track temporal changes over the course of development, or during behavior, within 
a single individual. In fact, it is hard to even imagine a future technology that could 
perform such a feat in vivo. Dynamic information on gene expression is typically 
inferred by using multiple subjects in a well-controlled time-course experiment and 
cannot be performed at cellular resolution due to the complexity and variability 
of the mammalian brain. In vivo two-photon imaging of an activity-induced gene 
engineered with a fluorescent reporter is the best that has been achieved in regard 
to following gene expression within a single cell over time [10]. Wang et al. [89] 
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used a transgenic mouse line expressing GFP under the control of the endogenous 
promoter of the immediate-early-gene Arc and made optical windows through their 
skulls to image Arc-GFP expression within the superficial layers of the visual cor-
tex using a two-photon microscope. They were able to track cellular expression of 
Arc-GFP, a proxy for high levels of neuronal activity, over the course of several 
days, and identify cells affected by visual experience. Although useful for analyz-
ing a particular candidate gene, in vivo two-photon imaging is limited to recording 
perhaps a few spectrally discrete fluorescent reporters at once and is obviously not 
applicable to unbiased transcriptome profiling. A system for dynamic measurement 
of the transcriptome in vivo would be a truly transformative technology.

Perhaps a second-best solution to dynamic in vivo transcriptome profiling is to 
take an intersectional approach. For example, a mouse could be exposed to a par-
ticular sensory stimulus or environmental condition. Neurons responding to that 
experience could then be identified microscopically using immediately early gene 
(IEG) fluorescent reporters. At the end of the in vivo experiment, electrophysiologi-
cal and morphological properties of responsive (IEG+) neurons could be compared 
to nonactivated (IEG−) neurons. Ren et al. [65] used this approach to measure Arc-
dependent electrophysiological changes in the persistent firing patterns of neurons 
in the frontal cortex. In the future, after the electrophysiological measurement, the 
contents of individual cells could be acquired by patch-aspiration and processed 
for RNAseq and proteome analysis [61]. Alternatively, if the electrophysiological 
recording methods maintain cell integrity, the slice preparations could be fixed and 
processed for in situ RNA sequencing and immunohistochemistry [40]. Defining the 
cell physiology and other properties immediately before capturing the RNA would 
aid in assessing the relationship between neuronal activity and the transcriptome.

Understanding the functions of neural circuits in the brain at the cellular level is 
one of biology’s most difficult problems. Fortunately, genomics is blazing a trail for 
the neurosciences to negotiate the hurdles associated with cellular profiling, large 
datasets, and vastly interconnected networks. In turn, the large number of cell types 
and signaling mechanisms in the brain, and their interactions with sensory inputs, 
should provide ample opportunity for novel discoveries about the interactions be-
tween the transcriptome and the environment.
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Abstract O ver the past two decades, the growing selection of engineered fluores-
cent proteins have helped drive a revolution in the ability of researchers to image 
protein localization and biochemical dynamics in live cells in real time. Although 
the fluorescent proteins were long preceded by other fluorophores compatible with 
live cell imaging, the fact that fluorescent proteins are fully genetically encoded has 
enabled them to be applied in applications that would not otherwise be possible. In 
particular, fluorescent proteins have enabled the creation of transgenic animals in 
which specific neuronal cell types are uniquely and fluorescently labeled. Further-
more, through the use of highly engineered fluorescent proteins that change their 
fluorescence in response to a change in calcium ion concentration or membrane 
potential, fluorescent proteins have enabled high resolution minimally invasive 
imaging of neuronal activity in model organisms. In this chapter we will provide an 
overview of fluorescent protein technology and detail the technological develop-
ments that have made such experiments possible. Particular emphasis will be placed 
on the development of strategies for engineering Ca2+ and voltage indicators, and 
the latest breakthroughs in these directions will be highlighted.

3.1 � Introduction to Fluorescent Proteins

Since the first fluorescent protein (FP) was discovered in Aequorea victoria by 
Shimomura et al. in the 1960s [1], FPs have become one of the most thoroughly 
studied and exploited classes of proteins in cell biology and have revolutionized 
the way we observe the biological world. Aequorea victoria green FP (avGFP) and 
its homologues are now well established as indicators for monitoring protein lo-
calization, small molecule dynamics, enzyme activities, the interactions between 
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biomolecules, and physiological changes in living tissues. Due to their importance 
as biological tools, FPs and FP-based indicators have been subjected to extensive 
engineering efforts. Compiling a complete list of every FP and FP-based indicator 
would be a daunting task. Rather than attempt to provide an exhaustive compilation 
of every example, this chapter aims to provide an overview of current FP technolo-
gy with a focus on the development of FP-based indicators and the breakthroughs in 
engineering improved Ca2+ and voltage indicators for neuroimaging. We expect that 
the principles and representative examples provided here will serve as a sufficient 
foundation to enable a novice user to venture into the primary literature and find 
the FP-based neuronal imaging tool that is best suited to their research application.

3.1.1 � FP Structure

All FPs possess a β-barrel structure consisted of 11 β-strands, with an α-helix 
through the central axis of the cylinder (Fig. 3.1) [2, 3]. The α-helix contains the 
chromophore and is buried in the center of the β-barrel, which is conventionally 
called a β-can. Although naturally occurring FPs have now been discovered in a 
wide variety of marine animal species, the β-can structure is highly conserved. Once 
the β-can is properly folded, the chromophore can be autonomously formed from a 
specific tripeptide sequence and exhibits visible wavelength fluorescence [4]. This 
feature makes FPs exceptionally useful genetically encoded markers, as introduc-
tion of an appropriate FP-encoding gene into almost any organism will result in 

Fig. 3.1   Structure of avGFP and its intrinsic chromophore (PDB ID 1EMA) [3]
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the appearance of fluorescence [5, 6]. More importantly, it is convenient to modify 
FP genes using standard molecular biology tools, which facilitates the creation of 
recombinant fusion proteins or FPs with modified properties. These FP-containing 
constructs have proven to be nontoxic to living organisms, allowing the creation of 
transgenic fluorescent animals to become a standard endeavor. In this way, fluores-
cent labeling of almost any protein of interest in living organisms can be achieved, 
including a variety of mammals that could not otherwise be labeled using traditional 
synthetic fluorophores.

3.1.2 � FP Colors and Chromophores

3.1.2.1 � FP Colors

Improved versions of GFP with better brightness and folding efficiency were devel-
oped soon after the first demonstration of its heterogeneous expression in a model 
organism [7–9]. It was also found that the fluorescent color of GFP could be altered 
to blue or yellow emission by introducing mutations into or near the chromophore-
forming residues [4]. Despite the tremendous success in engineering avGFP for 
improved photophysical properties and altered hues, some developments have re-
mained elusive. Despite extensive efforts, the emission wavelength of avGFP has 
not been extended above 530 nm effectively. Only one engineered avGFP variant 
was reported with partial red emission at 585 nm [10]. Fortunately, this engineering 
problem has been solved by nature. FPs with yellow (YFP), orange (OFP), and red 
(RFP) fluorescent emission were later discovered in reef corals and anemones [11, 
12]. The first reported RFP, DsRed from Discosoma sp., is also the one that has re-
ceived the most attention to date and seen the broadest use in imaging applications.

Red-shifted fluorescence wavelengths provide a major advantage for biological 
imaging, because they minimize the autofluorescence and scattering problems of 
tissues, which is more significant with the blue/green/yellowish fluorescence of 
avGFP homologues. At shorter wavelengths light is strongly absorbed by endog-
enous pigments, such as melanin or hemoglobin, and optical scattering and photo-
toxicity are more severe. Accordingly more red-shifted FPs are generally preferable 
relative to more blue-shifted FPs [13]. This trend remains true through wavelengths 
of about 1000  nm, beyond which the absorbance of water becomes the limiting 
factor. For these reasons, the optimal wavelength range for exciting and detecting 
the emission of fluorescent probes (often referred to as the “optical window”) runs 
from approximately 650 to 1000 nm in biological tissues [13–15]. To better use the 
optical window for fluorescence imaging in vivo, much effort has been invested in 
engineering FPs with ever more red-shifted wavelengths and pushing both their 
excitation and emission wavelengths into the near-infrared [16–19]. An alternative 
approach is to use near-infrared 2-photon (2P) excitation to excite FPs that fluoresce 
at visible wavelengths [20, 21].
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3.1.2.2 � Chromophore Structures

The chromophore structure of avGFP was first determined over three decades ago 
[22]. The mechanism by which avGFP’s chromophore matures has been extensively 
studied and the overall series of transformations is reasonably well understood. Fol-
lowing folding into a nearly native conformation, residues 65–67 are transformed 
into the chromophore through a series of autogenic reactions. Evidence supports a 
mechanism in which nucleophilic attack of the amide nitrogen of Gly67 on the car-
bonyl carbon of Ser65 leads to the formation of an imidazolinone ring. This is fol-
lowed by oxidation by molecular oxygen, and finally a dehydration step [4, 23–29] 
(Fig. 3.2). Although some exceptions exist, the majority of FPs have a chromophore 
in the Z (also referred to a cis) conformation [30]. Oxidation is the rate-limiting step 
[27], and oxygen is the only nonprotein component that is required for chromophore 

Fig. 3.2   Proposed maturation mechanisms for FP chromophores. The starting material is a tri-
peptide 1. The avGFP green chromophore 4 is formed via the pathway 1-2-3-4. The DsRed-like 
chromophore 6 matures via the blue-emitting intermediate 5. Chromophore and environment 
modification leads to a range of different chromophores 7–9. (Adapted from Dedecker et al. [40])
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formation. Depending on the FP, this process generally takes minutes to hours to 
complete.

The steps leading to formation of further extended RFP chromophores are less 
understood, and there remains some debate regarding the mechanistic details [26, 
31, 32]. DsRed, the prototypical RFP, possesses a GFP-like chromophore with an 
acylimine extension that elongates the conjugated system (Fig. 3.2) [33]. Most oth-
er OFPs, RFPs, and some YFPs are thought to have chromophore structures that 
are closely related to, or further modified versions of, the DsRed chromophore. 
The chemistry of RFP chromophore formation is complex, and several compet-
ing mechanisms have been proposed [26, 31, 34–36]. It is generally accepted that 
most RFPs mature via a common DsRed-like pathway. Previous studies suggested 
that the DsRed chromophore forms via a green fluorescent intermediate [33], but 
there is increasing evidence suggesting that the maturation occurs via an unusual 
blue intermediate (Fig. 3.2) [26, 35]. The blue-to-red chromophore conversion can 
be disrupted with certain mutations, resulting in a blue FP [37]. The maturation of 
red fluorescence is often incomplete, and a significant fraction of proteins become 
trapped in a green-emissive state via the competing avGFP-type chromophore for-
mation pathway (Fig. 3.2). The presence of this green “contamination” for many 
RFPs can lead to experimental complications [38].

FPs with a variety of different chromophore structures have been discovered 
(Fig. 3.2), though the GFP-like green chromophore and DsRed-like red chromo-
phore seem to occur most frequently in nature. Yet other chromophore structures 
have been artificially created by substituting the residues in the chromophore-form-
ing tripeptide. For example, substitution of the central tyrosine in the GFP chromo-
phore with various aromatic amino acids results in violet-, cyan-, and blue-emitting 
FPs [4, 39].

3.1.2.3 � Chromophore Environment and Fluorescence Emission

The structure of FP chromophores determines only part of the spectroscopic prop-
erties; interactions with surrounding amino acid residues and highly ordered water 
molecules inside the barrel are also important. Single mutations in the FP barrel can 
significantly influence the spectroscopic properties of the protein or even render it 
nonfluorescent [4]. Owing to the protection of the coupled network provided by the 
barrel, FPs are remarkably resistant to chemically or heat-induced denaturation, and 
even proteolysis [41].

Synthetic analogues of the FP chromophore have been extensively used for 
studying the effect of the chromophore environment on fluorescence emis-
sion [42, 43]. One typical synthetic analogue is 4ʹ-hydroxybenzilidene-2,3-
dimethylimidazolinone (HBDI; Fig. 3.3). Relative to avGFP (quantum yield about 
0.8), HBDI is very weakly fluorescent (fluorescent quantum yield 10−4) in aque-
ous solution at room temperature [44]. Ultrafast spectroscopy of HBDI reveals that 
highly efficient internal conversion occurs in a wide range of solvents leading to 
deactivation of the excited state on a subpicosecond time scale, which is too short 
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for fluorescence to be a competitive process [45–47]. In contrast, avGFP displays 
excited-state lifetimes of about 3 ns. The fluorescence of HDBI appears when the 
temperature is below the glass transition temperature of the solvent [44, 46, 48]. 
Although there is still debate about the mechanism associated with this fast internal 
conversion, the current consensus attributes it to flexibility or rotation along one of 
the bonds adjacent to the methylene bridge [42, 43]. The chromophore environment 
in FPs has evolved to prevent this internal conversion from occurring and thus lead 
to high fluorescence quantum yields.

The chromophore of an FP can be either protonated or deprotonated depending 
on the pH of the solution [4, 49]. This fact is important since many spectroscopic 
properties of the protein, and the responses of many FP-based indicators, can be 
explained in terms of protonation. The deprotonated anionic state absorbs at about 
470 nm in avGFP, while a protonated neutral state absorbs at about 390 nm [44]. 
Analogous observations can be made for almost all known FPs (although the wave-
lengths may be different) as long as there is a titratable group in the chromophore, 
with few exceptions [50]. In avGFP, excitation of the anionic state results in green 
fluorescence with a maximum at about 505 nm. Excitation of the neutral form of 
avGFP at 395 nm also results in the emission of green fluorescence, similar to that 
observed for excitation of the anionic state. Studies reveal that the mechanism be-
hind this phenomenon is fast excited-state proton transfer (ESPT) [51] through an 
internal proton wire [52]. ESPT is not common among FPs, but it can be exploited 
for engineering FPs that display very large apparent Stokes shifts [17, 53, 54].

3.1.3 � FPs as Imaging Tools: Practical Considerations

FPs are a very powerful toolset for imaging of biological activities. However, natu-
rally occurring FPs from marine species evolved to optimize the survival of those 
animals. Therefore, in practice, FPs are not necessarily optimal for the experimental 
imaging conditions that researchers are most interested in. Accordingly, research-
ers expend a tremendous amount of effort to optimize FPs for experimental ap-
plications. Fortunately, because FPs are genetically encoded, their properties can 
be readily manipulated using the standard tools of molecular biology. Furthermore, 
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Fig. 3.3   Structure of 
4ʹ- hydroxybenzilidene-
2,3-dimethylimidazolinone 
(HBDI), a synthetic analogue 
of the avGFP chromophore
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their relatively good expression in Escherichia coli facilitates screening for desir-
able fluorescence phenotypes. In this section, we will discuss several practical as-
pects of FPs and efforts to engineer improved variants.

3.1.3.1 � Oligomerization

Most natural FPs exhibit a moderate to strong tendency to form quaternary (oligo-
meric) structures. For instance, avGFP and its derivatives tend to dimerize at high 
concentrations, FPs isolated from Renilla sea pansies form dimers, and all the wild 
type yellow, orange, and red FPs isolated from reef corals and anemones are tet-
ramers [55, 56]. Unfortunately, FP oligomerization is problematic for many ap-
plications in cell imaging. In particular, when FPs are fused to a host protein for 
targeting to specific organelles or studying the protein–protein interactions of the 
host protein [57–59], the oligomeric structure can contribute to mislocalization of 
the fusion protein.

To address the problem of oligomerization, Campbell et  al. successfully en-
gineered a monomeric RFP (mRFP1) from DsRed, by sequential introduction of 
repulsive residue interactions [60]. This innovation has enabled red fluorescence 
labeling experiments that were otherwise impossible with DsRed, and served as 
a template for engineering many additional monomeric OFPs and RFPs [61–63]. 
Similar strategies have been exploited to convert other naturally tetrameric FPs into 
monomeric FPs [64, 65].

In addition to oligomerization, some FPs can also undergo higher order aggrega-
tion, leading to mislocalization and increased cytotoxicity. To date, little is known 
about the mechanism of FP aggregation. One hypothesis is that aggregation may 
be due to nonspecific oligomerization triggered by electrostatic or hydrophobic in-
teractions between FP copies. A study on DsRed supports the role of electrostatic 
interaction in aggregation [66]. Yanushevich et al. analyzed the crystal structure of 
DsRed and speculated that DsRed tetramers possess a negatively charged protein 
surface while each DsRed copy contains four positively charged residues in its N-
terminus. The positively charged N-terminus can serve as salt bridges with adjacent 
DsRed tetramers that eventually form a stable net-like “polymeric” structure (i.e., 
the aggregates). Based on this rationale, Yanushevich et al. reported the nonaggre-
gating DsRed2 mutant by substitution of Lys and Arg residues near the N-terminus 
with negatively charged or neutral residues [66].

3.1.3.2 � Photostability

The photostability of a FP determines how much illumination it can tolerate before 
it irreversibly photobleaches. This is a key consideration when choosing an FP, since 
it influences how much fluorescent output can be detected in practice. Photostabil-
ity is particularly important for long-term imaging, for imaging of weak fluorescent 
signals from proteins expressed at low levels, and for quantitative measurements. 
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Some wild-type FPs possess reasonably high photostability; however, no natural 
FPs have evolved to endure the very high light levels used in typical microscopy 
experiments. Some engineered FP variants do preserve the good photostability of 
their corresponding wild-type FP, as does EGFP which is derived from avGFP [4, 
67]. However, it is more typical for an engineered FP to have worse photostability 
than the corresponding wild-type protein.

Only a few research efforts dedicated to improving the photostability of FPs 
have been reported to date [63, 64, 68], owing to a poor general understanding of 
the photodestruction mechanism and the lack of appropriate methods to evaluate the 
complex photostability of FPs comprehensively. In some literature reports, photo-
stability has been defined as the time required to reach 50 % of an initial emission 
rate of 1000  photons/s for each FP [61, 63, 69]. However, the photostability of 
any given FP depends on many experimental parameters in addition to the obvious 
one of illumination intensity. The type of light source used, delivery as continu-
ous or pulsed light, frequency of pulses, and excitation wavelengths could all have 
strong influences on the observed rate of photobleaching. For example, TagRFP-T 
was engineered for improved photostability using colony-based screening [63] at 
relatively low intensities of light, but is actually less photostable than its predeces-
sor TagRFP under laser illumination [70]. Similarly, mPlum is more photostable 
than mRaspberry in wide-field imaging but less stable in confocal imaging [71]. 
To make matters even more complicated, the phenomenon of FP photobleaching is 
often confused with reversible photochromism [72, 73] or irreversible photoconver-
sion that causes a shift in fluorescent spectra [74–77].

We recommend that researchers consider the complex nature of FP photostabili-
ty when choosing a photostable FP. However, the numbers provided in the literature 
can only provide a general guide and may not be applicable to the particular experi-
mental conditions of interest. Parallel experiments with more than one photostable 
FP and careful evaluation using the actual experiment setup are recommended.

3.1.4 � Methods of FP Engineering

In the previous section, we discussed some practical issues regarding the use of FPs 
for live cell imaging, which are emblematic of the challenges faced in FP develop-
ment. In the past two decades, extensive efforts to engineer improved FPs using 
both rational design and high throughput screening led to a dramatic expansion of 
the inventory of useful FPs for fluorescence imaging. In this section, we will briefly 
overview the current methods and challenges in the development of FPs, which 
are also applicable to FP-based indicators. A detailed protocol for engineering and 
characterizing improved FPs has recently been published [78].

Typically, the first step is often rational or semirational design guided by an 
X-ray crystal structure or homology model of the FP of interest [37]. A successful 
rational design requires an insightful analysis of the structure of an FP. For ex-
ample, such analysis could be based on knowledge of the interacting residues at the 
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interfaces between two FP copies in a native FP oligomer. The experimenter could 
rationally introduce mutations that are designed to disrupt the key interactions and 
decrease oligomerization [60, 64, 65]. Such approaches have been fairly success-
ful for addressing some challenges such as FP monomerization and creating blue-
shifted fluorescent hues [4, 50, 61]. However, these rational changes are essentially 
always accompanied with undesirable effects on other FP properties. Even in cases 
where only one mutation is introduced, other important parameters of the resultant 
FP variant are likely to deteriorate if no further engineering effort is undertaken.

Prototype FPs generated by rational design often require further optimization by 
a process called directed evolution. Directed evolution iteratively selects variants 
with improved properties of interest from a library containing hundreds to thou-
sands of randomly mutated FP variants. An advantage of this approach is that a 
comprehensive understanding of the function-structure relation of the FP is not re-
quired, as long as the screening method can effectively identify and collect mutants 
with improved properties, such as folding efficiency [79], fluorescence brightness 
[7], or other photophysical properties [63, 80, 81].

There are several platforms for directed evolution of FPs. Colony on-plate 
screening selects FP variants based on fluorescent images of E. coli colonies on a 
nutrient agar plate. Currently, this remains the most successful approach due to its 
robustness, flexibility for customization, and low cost [60, 64, 65, 76, 82]. Fluores-
cence-activated cell sorting (FACS) provides much higher throughput to screen FP-
expressing cells for brightness [7] and different colors [61]. The higher throughput 
of FACS significantly reduces the labor and time needed to find improved variants 
compared to colony on-plate screening. However, FACS also requires expensive 
instrumentation and maintenance and allows limited customization. The recent 
advance of microfluidic technologies enables new platforms that potentially can 
combine the merits of both colony on-plate screening and FACS. Unlike FACS, 
microfluidic chips are cost-effective and amenable to customization for screening 
specific fluorophore properties. They are also capable of automatic high-throughput 
screening that saves much time and effort compared to a colony on-plate screen. For 
example, droplet-based microfluidic chips have been used for directed evolution 
of enzymes with improved catalytic rate [83, 84]. Recently, Jimenez and cowork-
ers reported a microfluidic platform that is capable of screening FP variants for 
improved photostability [85, 86]. We have recently reported a microfluidic FACS 
device for assisting the directed evolution of a yellow fluorescent FP-based Ca2+ 
indicator [87].

3.2 � FP-Based Indicators and their Design Principles

Fluorescent indicators based on engineered FPs are very powerful tools for visual-
izing the dynamics of biological processes and providing insight into complex cel-
lular mechanisms. By virtue of their surrounding protein shell, the chromophores of 
FPs are protected from their environment. This is advantageous when an FP is used 



66 Y. Zhao and R. E. Campbell

as a “passive” marker of protein expression, localization, and organelle structure 
(which are still the most common applications of FP). In these applications, the 
observed brightness at a certain point in a tissue should be proportional to only the 
local concentration of the FP, and not influenced by its environment. In contrast, the 
protected nature of the chromophore is a disadvantage in applications where visual-
izing dynamic biochemical changes is the goal.

To use an FP as an “active” marker of biochemical changes, the protein must be 
engineered such that the fluorescence responds to a change in the external environ-
ment. FPs have been engineered to probe numerous biochemical and physiological 
changes in cells, such as the concentration of secondary messengers, membrane po-
tential, protein–protein interactions, cellular signaling, and many others [88]. Gen-
erally speaking, FP-based indicators are multidomain fusion proteins consisting of 
a sensor domain (a protein that can respond to a biological parameter of interest) 
and a reporter domain (usually consisting of one or two FPs). The sensor domain 
responds to a change in the environment and induces a molecular conformational 
change that, in turn, modulates the photophysical properties of the reporter domain 
[88]. This could include a change in the fluorescent brightness at one wavelength, 
or a ratiometric change phenomenon where the fluorescence changes differentially 
at two wavelengths.

The key challenge of developing FP-based indicators is to transduce a molecu-
lar conformation change within the sensor domain into a change of a fluorescent 
property of the reporter domain. Several transduction mechanisms have been de-
veloped for converting a wide variety of biophysical or biochemical changes into 
either intensiometric or ratiometric changes in FP fluorescence readout. Traditional 
mechanisms include: Förster resonance energy transfer (FRET) between two FPs 
[89]; bimolecular fluorescence complementation (BiFC) [90–92]; and modulation 
of the chromophore environment of a single FP [92–95]. More recently, two new 
mechanisms have been developed: bioluminescence resonance energy transfer 
(BRET) from a luciferase to a FP [96]; and dimerization-dependent FPs (ddFPs) 
[97, 98]. We can group all five mechanisms into three categories: indicators based 
on energy transfer (FRET and BRET); indicators based on complementation (BiFC 
and ddFPs); and single FP-based indicators.

3.2.1 � Indicators Based on Energy Transfer

FRET is a phenomenon that involves radiationless energy transfer between two 
chromophores [99]. When a donor chromophore possesses a fluorescent emission 
that overlaps spectrally with the absorption of an acceptor chromophore, the excited 
state of the donor may transfer the energy to the acceptor via nonradiative dipole–
dipole coupling. The efficiency of FRET is inversely proportional to the sixth power 
of the distance between the donor and acceptor, and thus very sensitive to small 
changes in distance.
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FRET is the most broadly useful mechanism for designing FP-based indicators. 
In most cases, a standard pair of donor and acceptor FPs is chosen without require-
ment for further engineering, and this pair is then strategically fused to the termini 
of the sensing protein. This fusion is done in such a way that the expected confor-
mational change, associated with the biological process of interest, will modulate 
the FRET efficiency between the donor FP and acceptor FP. There are many design 
strategies available for constructing FRET-based FP indicators (Fig. 3.4). An im-
portant advantage of this approach is that the ratio of the fluorescence intensities in 
the donor and acceptor channels allows internal calibration for quantitative micro-
scopic imaging. Generally speaking, ratiometric imaging cancels out many sources 
of measurement variability arising from differential protein expression in different 
cells, uneven illumination, slight changes in focus, and motion artifacts [100].

One of the major disadvantages of FRET-based FP indicators is that they re-
quire two color channels, which complicates their use in multiparameter imaging 
[88]. One way to circumvent this problem is to substitute the donor FP with a self-
illuminating protein reporter (i.e., a luciferase) and exploit BRET, which is similar 
to FRET except that the bioluminescent donor is excited via a chemical reaction 

Fig. 3.4   Design principles for FP-based FRET reporters. a Intramolecular FRET reporters of 
small molecules [89]. b Intermolecular FRET reporters of small molecules [101]. c Reporters of 
voltage-dependent intramolecular rearrangements [102]. d Reporters of enzymatic activity [103, 
104]. e Protease reporters [82]. f Allosteric “clam-shell” reporters [105]. (Adapted from [88])
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instead of light absorption [96]. This approach does not require the excitation of 
the donor FP and therefore frees up spectral bandwidth. The major drawback of 
BRET-based indicators is that they are generally dimmer than regular FRET-based 
indicators due to the lower photon flux, as the brightest luciferase only emits around 
one-hundredth as many photons as a typical FP [106].

3.2.2 � Indicators Based on Complementation

3.2.2.1 � Bimolecular Fluorescence Complementation

FPs can be genetically split into two nonfluorescent fragments that assemble into 
the native fluorescent structure when they are brought sufficiently close to each 
other [90, 91] (Fig. 3.5). This bimolecular fluorescence complementation (BiFC) 
phenomenon can be used as a design strategy to construct indicators for visualizing 
protein–protein interactions in living cells. Potentially interacting protein partners 
can be genetically fused to each of the split FP fragments. When the partners in-
teract, the two split FP fragments are brought into close proximity and combine 
to form an intact FP. Because there is essentially no fluorescence prior to protein-
protein interaction, this approach generates higher fluorescent contrast compared 
to other types of FP-based indicators. BiFC can be applied with FPs with different 

Fig. 3.5   Complementa-
tion-based strategies. a 
Bimolecular fluorescence 
complementation. b Dimer-
ization-dependent FPs
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hues ranging from blue to far red [107–111]. The disadvantages of BiFC includes 
slow kinetics and the irreversible nature of the reconstitution due to very high affin-
ity between the two complement split fragments, which prevents this approach from 
being useful for probing dynamic and reversible biological events [90].

3.2.2.2 � Dimerization-Dependent FPs

To overcome certain limitations of the BiFC approach, Alford et al. developed a 
novel strategy for engineering FP-based indicators, which shares similar concepts 
with both the split-FP strategy and the FRET-based strategy [97, 98]. The key to 
this strategy is an engineered pair of dimerization-dependent FPs (ddFPs): FPs that 
are dimly fluorescent in the monomeric state but exhibit significantly brighter fluo-
rescence upon dimerization (Fig. 3.5). Because intact and fully folded FPs are used 
in the ddFP strategy, the complementation process is fully reversible. The ddFP 
approach is conceptually similar to the FRET-based approach as the fluorescence 
signal depends on bringing the two FP partners into close proximity. However, a 
critical difference is that the two FP partners of ddFPs have moderate affinity for 
each other and will spontaneously dimerize at high concentrations while this is less 
of a concern for most monomeric FP FRET pairs.

3.2.3 � Single FP-Based Indicators

As their name implies, single FP-based indicators only utilize a single engineered 
FP that has been engineered to be sensitive to the analyte of interest. Although 
most of these probes generate an intensiometric signal (i.e., single color), there are 
examples of single FP-based indicators with ratiometric responses [87, 92, 112]. In 
general, single FP-based indicators generate larger fluorescent signals than other 
types of reversible indicator. On the other hand, it is often difficult to engineer a 
practically useful single FP-based indicator since it requires relatively sophisticated 
protein design and extensive modification of the FP β-barrel.

Single FP-based indicators can be divided into two subclasses based on whether 
or not an external sensing domain is employed. In the first subclass, the FP serves 
as both the sensor and the fluorescent reporter unit. This is usually achieved by 
utilizing either an intrinsic or engineered molecular recognition site within the FP 
β-barrel. Generally speaking, the intrinsic recognition sites only bind to small ana-
lytes such as H+ [113], Cl− [114], or metal ions [115]. A broader range of sensor 
specificities can be achieved by introducing additional molecular recognition sites 
on the surface of the β-barrel such as a disulfide bonds for redox sensing [116–118] 
or a Ca2+ binding site [119]. Alternatively, the chromophore itself can be modified 
by introducing unnatural amino acids with distinct chemical reactivity [120, 121]. 
The major limitation of single FP-based indicators that lack an external sensing 
domain is that the scope of analytes that are amenable to detection by this approach 
is relatively small.
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The second subclass overcomes the major limitation of the FP-only approach 
by introducing a second sensing domain. This domain undergoes a conformational 
change that results in modulation of the fluorescence of the attached FP when re-
sponding to a specific biological event. In this way, the potential applications of the 
single FP-based design are greatly expanded. In most cases, this design requires 
partial exposure of the FP chromophore to the environment to maximize the trans-
duction efficiency of the sensor domain. Chromophore exposure can be achieved by 
either directly inserting the sensor domain at a position near the chromophore, or by 
using a technique called circular permutation, in which the original N- and C-termi-
ni are fused together with a polypeptide linker and new N- and C-termini are created 
at a site on the β-barrel near the phenolate group of the chromophore [94, 122].

The prototypical examples of single FP-based indicators using an external sens-
ing domain are Ca2+ indicators that rely on Ca2+ -dependent conformational changes 
in calmodulin (CaM). In the first demonstration of such a design, Baird et al. engi-
neered a low affinity Ca2+ indicator (called camgaroo) [94, 123] by inserting CaM at 
position 145 of the yellow FP EYFP. The most popular design for a single FP-based 
Ca2+ indicator was pioneered in parallel by two groups [92, 95]. In this design, 
the new N- and C- termini of a circularly permutated FP (cpFP) were fused to the 
CaM-binding domain M13 and to CaM itself, respectively (see Fig. 3.6b). Struc-
tural analysis has revealed that Ca2+ induces a substantial conformational change of 
M13 and CaM, which in turn modulates the chromophore environment and alters 
the fluorescence of the FP domain [124, 125]. This type of FP-based Ca2+ indicator 
will be discussed in more detail in the following sections.

3.3 � Genetically Encoded Indicators for Neuroimaging

Monitoring spatiotemporal activity patterns in neural circuits is a critical technique 
for understanding complex brain functions. The continuing advance of various 
fluorescence microscopy technologies and genetic labeling techniques heralds a 
growing prominence for these techniques in neural circuit analysis [126–128]. The 
development of genetically encoded indicators contributes to this field by providing 
fluorescent probes capable of reporting key biochemical and physiological events 
in the brain. Compared to traditional synthetic dyes, genetically encoded indicators 
can be introduced into neural cells in a much less invasive manner, through viral 
infection and the creation of transgenic animals. In addition, they can be expressed 
in specific cell types and subcellular compartments over long periods of time. These 
features enable one to monitor activity within a specific subset of neurons in intact 
tissues as well as chronic imaging of circuit dynamics.

Genetically encoded indicators of neuronal activity require the conversion of a 
relevant biochemical or physiological parameter into fluorescence readout. Some 
physiological changes relevant to neuronal activity are summarized in Table 3.1. 
Among these, membrane potential, ion concentrations, second messenger con-
centrations, and various neurotransmitters are important and feasible targets for 
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Fig. 3.6   Schematic demonstrations of genetically encoded Ca2+ indicators. a A model of a cam-
eleon-type FRET-based Ca2+ indicators based on Ca2+ -binding domains M13 and calmodulin. b 
A model of a single FP-based Ca2+ indicator, based on the crystal structure of GCaMP2 (PDB ID 
3EK8 and 3EKU) [125]

 

Table 3.1   Biochemical changes associated with neuronal activities
Neuronal activity Biochemical change Key participating ions, small molecules, 

and proteins
Action potential Intracellular ion con-

centrations; membrane 
potential

Na+; K+; Cl−; Ca2+

Synaptic transmission Vesicle fusion and release Soluble NSF attachment protein (SNAP); 
SNAP receptor (SNARE); pH

Release of 
neurotransmitters

Glutamate; gamma-aminobutyric acid 
(GABA); dopamine; histamine; noradren-
aline; serotonin; acetylcholine; numerous 
peptides; many others

Activation of postsynaptic 
signaling pathways

Gq protein–coupled receptors (GPCRs); 
Ca2+, inositol trisphosphate (IP3); diacyl-
glycerol (DAG); calmodulin-dependent 
protein kinase II (CaMKII); among others
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interrogation of neuronal activities. Sensor proteins that bind and/or respond to 
these targets are available in nature and can be engineered in such a way as to modu-
late the fluorescence of an attached fluorophore. A corollary is that, if a protein that 
responds to a particular target molecule or activity with a change in conformation 
is not known in nature, there is little chance that a FP-based indicator could be en-
gineered for that same target.

Genetically encoded fluorescent indicators that can respond to changes in Ca2+, 
membrane potential, glutamate, and pH have been developed with advanced pro-
tein engineering techniques [92–95, 112, 113, 129–137].Ca2+ indicators have so 
far been the most successful owing to their large fluorescence changes and high 
signal-to-noise ratio (SNR) [112, 136, 138]. Furthermore, the diverse roles of Ca2+ 
in cell signaling and neuronal activity have meant that these indicators are useful to 
a broad range of researchers. Indicators for specific neurotransmitters and pH are 
also important tools for monitoring synaptic transmission [113, 131]. Although the 
overall performance of voltage indicators is relatively poor compared to Ca2+ indi-
cators, development of voltage indicators has recently been accelerated. Membrane 
potential is a direct measure of neural activity and can provide temporal resolution 
in the millisecond range, whereas Ca2+ signals are usually a hundred times slower.

3.3.1 � Ca2+ Indicators for Imaging of Neuronal Activities

For the last three decades, molecular tools for imaging free intracellular Ca2+ con-
centration have attracted an ever-increasing level of attention in neuroscience. Ca2+ 
is a ubiquitous intracellular second messenger and plays critical roles in various 
neuronal functions, such as synaptic transmission, neuronal development, and plas-
ticity. Spikes in cytosolic Ca2+ concentration are an indirect measure of electrical 
activity. When a neuron fires an action potential, its voltage-gated Ca2+ channels 
open in response to membrane depolarization and lead to an increase of intracellular 
Ca2+ concentration within a few milliseconds [139–141].

Traditionally, optical recordings of intracellular Ca2+ fluctuations were achieved 
using synthetic dyes that exhibit Ca2+ -dependent fluorescence changes. This field 
was largely initiated by the breakthrough work of Roger Y. Tsien and coworkers 
who developed a series of synthetic Ca2+ indicator dyes with nearly ideal fluores-
cence properties [100]. Tsien and coworkers also invented a noninvasive way to 
load synthetic dyes into the cells using acetoxymethyl ester. Since then, synthetic 
dye-based Ca2+ indicators have remained indispensable tools used by neuroscien-
tists to optically record neuronal activity in ex vivo tissues or within the brain of a 
living animal [142–144].

Synthetic Ca2+ indicators are inarguably powerful and versatile tools, but their 
use in intact brain tissues is limited. In some cases it is difficult to load cells with 
acetoxymethyl ester-modified indicators, a problem that is particularly acute in 
some model organisms such as Caenorhabditis elegans or the fruit fly Drosophila 
melanogaster [144]. Synthetic dyes also tend to leak out of the cells during long 



733  Fluorescent Proteins for Neuronal Imaging

term imaging. Finally, there is essentially no subcellular targeting specificity with 
synthetic dyes, and therefore subcellular labeling in individual pre- or postsynaptic 
sites is currently impossible. Notably, cell type-specific loading has been achieved 
using cleverly designed synthetic dyes that specifically bind to a particular geneti-
cally encoded peptide sequence. For example, Tour et al. effectively targeted the 
calcium green Ca2+ indicator to a genetically modified α1C channel in order to probe 
the activities of Ca2+ nanodomains [145]. This genetic targeting was achieved using 
the very specific interaction between a bisarsenic-modified version of the synthetic 
dye and a small peptide containing a tetracysteine motif [146–148].

To address the shortcomings of synthetic dyes in neuroimaging, the Tsien lab 
introduced the “cameleons” in 1997, the first example of a genetically encoded Ca2+ 
indicator (GECI) [89]. The advent of this tool was an important milestone in the 
field of bioimaging. As a family, GECIs offer a number of advantages compared to 
synthetic Ca2+ indicators. First, the genetic encoding of these probes allows GECIs 
to be introduced into the preparation using various molecular approaches that make 
invasive microinjection unnecessary. Second, GECIs can be conveniently targeted 
to specific subcellular compartments as well as to specific cell types. Third, GECIs 
exhibit low cytotoxicity and permit Ca2+ imaging over longer time periods com-
pared to synthetic Ca2+ indicators. Finally, because they are genetically encoded, 
GECI properties such as Ca2+ affinity, fluorescence response dynamic range, and 
response kinetics can be modified by protein engineering to improve or customize 
the performance for specific applications.

Although a variety of design strategies have been reported for GECIs [89, 92, 94, 
95, 97, 149], only two sensing mechanisms have been widely used. These are based 
on FRET (i.e., cameleons [89] and TN-XXL [150]) and Ca2+ -dependent modula-
tion of chromophore pKa within a single FP (i.e., GCaMP [95], pericam [92], and 
genetically encoded calcium indicators for optical imaging (GECOs) [112]). De-
velopment and application of GECIs based on these two design mechanisms are 
discussed in the following sections.

3.3.1.1 � FRET-Based Ca2+ Indicators

Cameleons, the first generation of GECIs [89], are chimeric proteins that, in their 
original iteration, were composed of a blue or cyan FP as a FRET donor and a 
green or yellow FP as a FRET acceptor. The two FPs are connected by CaM and 
its binding partner M13 (the CaM-binding domain of myosin light chain kinase) 
(Fig. 3.6a). A similar design with only the CaM-binding domain was also reported 
in 1997 [149]. When the CaM domain of a cameleon binds to Ca2+, it changes 
its conformation and sequentially binds to M13, which results in a more compact 
conformation that decreases the distance between the FRET donor and acceptor. 
This decreased distance causes an increase in FRET efficiency that manifests itself 
as a decrease in donor intensity and an increase in acceptor intensity. It is standard 
practice to divide the intensity in the acceptor channel by the intensity in the donor 
channel to provide a ratiometric signal that is proportional to Ca2+ concentration.
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A drawback of the first generation cameleon (cameleon-1) is that it only ex-
hibited a 70 % change in emission ratio upon binding to Ca2+, which limited the 
signal-to-noise ratio and fidelity for detecting Ca2+ dynamics. In 1999, Miyawaki 
et al. developed an improved version of cameleon with larger Ca2+ response and less 
pH sensitivity [151]. These improved cameleons could be used to image Ca2+ dy-
namics in hippocampal neurons. In 2004, Nagai et al. further improved cameleon’s 
Ca2+ response by optimizing the relative orientation of the two chromophores us-
ing circularly permuted YFPs (cpYFPs). The best variant, termed yellow-cameleon 
3.6 (YC3.6), is more efficient at accepting excited state energy from CFP in the 
Ca2+ -bound state, thereby increasing the ratiometric Ca2+ -dependent fluorescence 
response to nearly 600 % [152]. In the same work, the authors also generated a 
transgenic mouse line expressing YC3.6, in which YC3.6 could be used to detect 
stimulated neural activities, although with reduced dynamic range relative to in vi-
tro experiments. To date, YC3.6 remains one of the most popular GECIs for neural 
imaging. In 2010, Nagai and coworkers engineered a series of high Ca2+ affinity 
versions of cameleon called YC-nano with Kd values ranging from 15 to 140 nM 
and up to a 1450 % Ca2+ dependent change in emission ratio [153]. Compared to 
traditional GECIs with lower Ca2+ affinities, YC-nano variants perform better in 
cells where the resting intracellular Ca2+ concentration is low. Accordingly, they are 
capable of detecting subtle Ca2+ transients associated with intercellular signaling 
dynamics and neuronal activity.

Interference from intracellular proteins is a potential problem for GECIs based 
on CaM, because CaM is a ubiquitous signaling protein that interacts with many 
kinases, phosphatases, and ion channels. The presence of endogenous interaction 
partners may interfere with GECI function and lead to reduced or diminished dy-
namic range [144]. In 2004, Griesbeck and coworkers engineered a new type of 
FRET-based GECI, called TN-L15, by replacing calmodulin with troponin C (TnC) 
which interacts with fewer endogenous proteins [154]. In 2006, Mank et al. reported 
further improvements in the dynamic range and kinetics of TnC-based indicators by 
engineering the magnesium- and calcium-binding properties within the C-terminal 
lobe. The best variant to arise from that work, TN-XL, exhibits a highly repro-
ducible fluorescence signal with fast rise and decay times, as demonstrated in the 
presynaptic motor neurons of transgenic flies [155]. By deletion of low affinity N-
terminal lobes, the same group obtained a further improved version of TnC-based 
GECIs, designated TN-XXL, with higher affinity to Ca2+. They demonstrated the 
usefulness of TN-XXL for the chronic imaging in mouse brain in vivo [150]. Very 
recently, Thestrup et al. developed a new FRET-based indicator “Twitch,” based on 
Opsanus troponin C, with reduced number of Ca2+ -binding sites compared to TN-
XXL [137]. They optimized the indicator by combining a large functional screen in 
bacteria with a secondary screen in rat hippocampal culture. The optimized version 
of Twitch performs comparably to the synthetic organic Ca2+ indicator dye Oregon 
Green BAPTA-1-AM, and enables detection of action potentials in neurons and 
functional recordings from highly mobile T lymphocytes [137].
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3.3.1.2 � Single FP-Based Ca2+ Indicators

In 1999, Baird et al. reported an interesting new approach for generating GECIs 
[94]. In this work, they inserted calmodulin at position 145 of an enhanced version 
of yellow FP (EYFP) and found that the resulting hybrid, dubbed “camgaroo1,” is 
a viable Ca2+indicator for use in live cells. Camgaroo1 was the first example of a 
GECI based on a single FP. Two years later, Griesbeck et al. engineered camgaroo2 
based on a YFP variant (Citrine) with improved folding and reduced chloride and 
pH sensitivity [123].

Camgaroos are not useful for neural imaging since their Ca2+ affinity (as rep-
resented by the effective dissociation constant ( Kd) ~ 7 μM) is outside the normal 
physiological range (50–5000 nM [140]). Although camgaroos were not ideal tools 
for neural imaging, the idea of converting a Ca2+-induced conformational change 
into a change in chromophore environment was an important one that proved influ-
ential. In 2001, two research groups in Japan independently reported a variation on 
the camgaroo design that consisted of a FP, circularly permutated at position 148, 
with CaM and M13 fused at the C- and N-termini, respectively (Fig. 3.6b). The 
resulting constructs, designated pericam [92], and GCaMP1 [95], both exhibited 
larger dynamic range and higher affinity to Ca2+ relative to camgaroos.

Compared to FRET-based cameleons, GECIs based on single FPs are generally 
less amenable to modification due to the fact that the sensing mechanism is derived 
from the close coupling of the CaM domain and the FP. For FRET-based GECIs, 
dynamic range and affinity can be tuned by swapping in alternative FRET donors 
or acceptors, adjusting linker length, and mutating CaM. In tools like camgaroo 
and GCaMP, the calcium-binding and FP domains are intimately connected and 
modification of one tends to produce unpredictable, and often undesirable, changes 
in the other domain. Accordingly, single FP-based indicators lack the “modularity” 
of FRET-based probes and are not as amenable to having particular portions of the 
protein swapped out or otherwise modified.

Despite the difficulties inherent in engineering improved single FP-based indi-
cators, slow and steady progress continues through the present day. In 2005, Reiff 
et al. briefly mentioned improved GCaMP1.3 and GCaMP1.6 variants in their com-
parative study on the in vivo performance of available GECIs for probing neural 
activity in flies [156]. They found that the response characteristics of all tested 
indicators differed considerably. GCaMP1.6 exhibited the largest and fastest fluo-
rescence response and was capable of reporting high rates of neural activity, but 
suffered from faster photobleaching. On the other hand, GCaMP1.3 exhibited fairly 
linear changes in fluorescence intensity and SNR that were proportional to the fre-
quency of electric field-stimulated action potentials in neurons. Also in 2005, the 
second generation of GCaMP, termed GCaMP2, was developed and reported to be 
functional in transgenic mice [157]. To gain insight into the Ca2+-sensing mecha-
nism of GCaMP2, Wang et al. and Akerboom et al. determined its X-ray crystal 
structure [124, 125]. Briefly, in the Ca2+ -bound state, the key residue R377 of CaM 
is positioned near the fluorophore and stabilizes it in a brightly fluorescent depro-
tonated state. Presumably, this interaction is not present in the Ca2+-free state, and 
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the chromophore is therefore non-fluorescent and protonated. The insight provided 
by this structure, and those of related variants, has greatly assisted the engineering 
of improved GCaMPs. In 2009, guided by the crystal structure of GCaMP2, Lin 
et  al. engineered the third generation of GCaMP, GCaMP3 [158]. Compared to 
other GECIs of that time, GCaMP3 exhibited several fold better Ca2+ responses for 
imaging of neural activities in worms, flies and mice [158].

Although GECIs have long provided multiple practical advantages, their sensi-
tivity has only recently compared well to that of commonly used synthetic Ca2+ in-
dicators, such as Oregon Green BAPTA-1-AM and fluo-4 [159]. In 2013, GCaMP6, 
which made dramatic improvements in signal magnitude and SNR in neuron, was 
reported by Chen et  al. [136]. The authors presented compelling evidence that 
GCaMP6 is the first GECI to surpass the performance of synthetic Ca2+ indicators 
for in vivo imaging.

Single FP-based GECIs have also started to narrow the gap with synthetic report-
ers in terms of their kinetics. Synthetic Ca2+ indicators generally have fluorescence 
changes with response time constants less than 1 ms, which is much faster than 
GECIs. The relatively slow kinetic response of GECIs limits their capacity for re-
solving high-frequency neuronal Ca2+ oscillation. To address this shortcoming, Sun 
et al. developed fast versions of GCaMPs, based on GCaMP3, which possess up to 
20-fold accelerated off-responses [160]. Fast GCaMPs have better performance for 
tracking Ca2+ spikes in Drosophila auditory neurons responding to natural court-
ship songs and observing rapid Ca2+ responses in mammalian neurons compared to 
GCaMP3 and GCaMP5G [160].

One area where single FP-based GECIs lagged behind their synthetic counter-
parts was in the area of color selection. While blue, green, orange, and red fluores-
cent synthetic Ca2+ indicators have been available for some time, a decade after the 
introduction of single FP-based GECIs, only green fluorescent variants were avail-
able. This lack of color diversity meant that Ca2+ imaging was essentially a mono-
chromic endeavor, which limited the range of applications that these tools could 
be applied to. The complex mechanism of GCaMP revealed by structural analysis 
[124, 125], suggested that it would likely be difficult to engineer different colors of 
GCaMP based on different FP scaffolds using rational approaches.

To address this engineering challenge, Zhao et al. developed a high throughput 
colony-based screening method for directed evolution of single FP-based GECIs 
[112]. The key concept of this approach was to target mutants into the periplasmic 
space of E. coli, where Ca2+ concentration can be manipulated by changing the 
Ca2+ concentration in the environment. This approach enables rapid evaluation of 
mutants and facilitates high throughput screening. This work resulted in expansion 
of the palette of single FP-based GECIs from blue to red. In addition, an unex-
pected new type of ratiometric indicator, with a novel Ca2+ -sensing mechanism 
and unprecedentedly large dynamic range (11,000 % change in emission ratio), was 
discovered [112]. This new palette of GECIs (designated as GECOs), opened the 
door to multicolor Ca2+ imaging. Introduction of the red fluorescent GECI, R-GE-
CO1, should enable deeper Ca2+ imaging in tissue, due to less scattering and lower 
autofluorescence when using red-shifted excitation and emission wavelengths. 
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Improved versions of R-GECO and other types of single RFP-based GECIs have 
since followed [138, 161, 162]. In principle, R-GECO1 could be used in combi-
nation with blue light-activatable optogenetic actuators (i.e., channelrhodopsin-2 
[163]) to enable simultaneous activation and optical recording of Ca2+ dynamics in 
the same cell. However, studies found that R-GECO1 and its descendants exhibit 
complex photochromism and the red emission intensity can artificially increase un-
der strong blue light illumination [138, 162], which limit their utility in optogenetic 
applications. Another type of red GECIs utilizing a cp version of mRuby as the 
fluorescent reporter, termed RCaMP, does not exhibit complex photoisomerization 
and could be better suitable for optogenetic experiments, but its dynamic range is 
smaller than that of the R-GECO variants [162].

Although several effective screening methods for improving GECIs have been 
reported [112, 137, 164], the screening process tends to be time-consuming and 
laborious. To accelerate the development of genetically encoded Ca2+ indicators, 
Zhao et al. designed and built a μ FACS for screening GECIs with improved prop-
erties [87].Their results indicate that a μ FACS-aided directed evolution approach 
can identify superior variants with less effort, compared to the manual, on-plate 
screening approach [112]. In addition, Zhao et al. engineered a novel yellow FP-
based Ca2+ indicator based on mPapaya [65], termed Y-GECO. The μ FACS-aided 
directed evolution approach was used to pre-screen libraries of around 106 variants 
of Y-GECO with up to 300 cells/s throughput, while the manual screening approach 
screened only up to 104 variants per round. Owing to the high throughput power of 
μ FACS aided directed evolution approach, the researchers successfully evolved 
the brightness and Ca+ response of Y-GECO with higher efficiency compared to a 
manual screening approach conducted in parallel [87].

3.3.1.3 � Applications of Ca2+ Indicators for Neuronal Imaging

Transgenic Animals Expressing GECIs
GECIs have unique advantages for targeting and imaging neurons in live, behav-
ing animals. Most importantly, GECIs can be introduced by minimally invasive 
approaches, such as virus injection, in utero electroporation, or the generation of 
transgenic animals. The first GECI-based Ca2+ imaging in behaving animals was 
done in 2000 by Kerr et  al. using C. elegans [141] expressing a cameleon con-
struct. The indicator faithfully responded to evoked Ca2+ transients in individual 
C. elegans neurons. In 2002, Fiala et al. reported the use of cameleon 2.1 [151] in 
the Drosophila brain [165], and successfully measured odorant-evoked intracellular 
Ca2+ dynamics in selectively labeled olfactory projection neurons [165]. In 2003, 
Yu et al. expressed two versions of camgaroo [94] in Drosophila mushroom bod-
ies [94, 166]. Wang et al. reported a sensitive two-photon microscopy system for 
imaging of GCaMP in the Drosophila brain [167]. Liu et al. studied the function of 
thermosensory neurons in Drosophila larvae using a yellow cameleon 2.1 (YC2.1) 
[168].
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In 2003, the first example of using GECIs in neural imaging in vertebrates was 
done in a stable transgenic line of zebrafish expressing cameleon YC2.1 [169]. Up 
to that point, GECIs had been used for Ca2+ imaging only in worms and flies, and 
the use of GECIs to detect Ca2+ transients in normally behaving vertebrates had not 
been demonstrated. In 2004, Hasan et al. reported the detection of neural activities 
in the brains of transgenic mouse lines expressing camgaroo2 or a pericam-variant 
[170]. Later, mouse lines expressing GCaMP2 [157] and YC3.6 [152] were also 
reported. A number of transgenic animal lines expressing GECIs are now available 
to the research community. There are several public resources for interested users, 
including the Jackson laboratory (http://www.jax.org/index.html) and the Janelia 
farm GENIE project (http://research.janelia.org/genie/).

Neuronal Circuit Mapping and Dynamics Monitoring in Defined Cell Classes
Fluorescence imaging using GECIs is a powerful approach for mapping neural con-
nections and monitoring circuit dynamics in anatomical space [171]. Using specific 
promoters, GECIs can be genetically targeted to a subset of the neuronal population, 
which allows researchers to identify subpopulations of neurons with specific func-
tions and define their organization. For example, an improved transgenic mouse 
line expressing GCaMP2 in cerebellar granule cells was reported in 2007 by Díez-
García et al. [172] and used to characterize the function of synapses by parallel fi-
bers in the cerebellum [173, 174]. In a more recent study, a zebrafish line expressing 
GCaMP3 specifically in the spinal motor neurons was used to study the develop-
ment of central pattern generators [175].

Genetically encoded indicators that are targeted to specific cell types can also 
help to reveal the maps in overlaid or intermingled neural circuits. For example, 
Fletcher et al. used GCaMP2 to image macroscopic pre- and postsynaptic sensory 
maps of the mouse olfactory bulb [176, 177]. In the studies, they used synapto-
pHluorin [130], an FP-based indicator of synaptic release, to image the presyn-
aptic activity of olfactory nerve terminals. Simultaneous fluorescence imaging of 
GCaMP2-expressing neurons that can be synaptically excited by olfactory nerves 
provided postsynaptic odor maps of the olfactory bulb [176, 177].

GECIs also enable monitoring neural circuit dynamics. Recently, Harvey et al. 
used GCaMP3 and imaging at single-cell resolution to reveal the choice-specific 
sequences of neuron activation in the posterior parietal cortex [178].

Previous techniques only enable interrogation of neural circuits in a very small 
region of the brain, which are unlikely to reveal correlation of populations of neu-
rons in distant regions. To properly understand the brain functions and behaviors, 
we need to examine neural activities in the intermediate or higher level of organiza-
tion. Recording neuronal activities in the whole brain with single-cell resolution has 
been one of the most challenging objectives of modern neuroscience. Early in 2013, 
Ahrens et al. moved a big step toward this goal with the advance of light sheet mi-
croscopy technology [179]. Using a Ca2+ indicator known as GCaMP5G [180], they 
successfully recorded neural activities from the whole brain of the larval zebrafish 
in vivo, and identified two populations of neurons in distant regions with correlated 
activity patterns and likely have important roles in swimming [179].

http://www.jax.org/index.html
http://research.janelia.org/genie
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Chronic Imaging of Neuronal Activities
Unlike synthetic dyes that leak out of cells over time after injection, the expression 
of GECIs can be stable for weeks to months or can even last the complete lifetime of 
a transgenic animal. This feature makes GECIs suitable for chronic imaging in vivo. 
For FRET-based GECIs, TN-XXL has been used for long-term in vivo imaging of 
Ca2+ response from visually stimulated layer 2/3 cortical neurons in mice [150]. 
Virally expressed YC3.6 in mice was reported to successfully detect visual response 
from the same neurons during behavior response over 1 month [181]. Similarly, 
YC3.6 was also used for mapping sensory response in mouse somatosensory cortex 
over several weeks [182]. Studies have demonstrated the usefulness of single FP-
based GECIs for long term in vivo imaging of neuronal activities in mouse brain 
such as mouse motor cortex [158] and CA1 neurons from the hippocampus [183] 
using GCaMP3. Long-term imaging of GCaMP3 has revealed learning-related cir-
cuit changes [184]. GCaMP6, the most state-of-the-art GECI reported to date, was 
used for long term imaging to monitor the organization and dynamic of neural cir-
cuit in mouse visual cortex [136].

3.3.2 � Voltage Indicators for Imaging of Neuronal Activities

3.3.2.1 � FP-Based Voltage Indicators

Genetically encoded voltage indicators (GEVIs) directly measure the most funda-
mental neuron signal, the action potential. In contrast, GECIs provide a measure of 
the slow Ca2+ signals that lag behind action potentials. In addition, GEVIs can, in 
principle, measure subthreshold membrane potential fluctuations and hyperpolar-
ization, which do not lead to any change in Ca2+ concentration. Despite these impor-
tant advantages, in practice, GECIs are more widely used for imaging of neuronal 
activities, whereas GEVIs are rarely used. Similarly, synthetic organic Ca2+ indica-
tors are also more widely used compared to synthetic organic voltage indicators. 
The challenge of using GEVIs for neuroimaging is twofold. First, from the perspec-
tive of the probe molecules themselves, the currently available GECIs are generally 
more sensitive and brighter than GEVIs. In addition, since the plasma membrane 
has a much smaller volume than the cytosol, the total amount of GEVI per cell 
dramatically constrained, and the fluorescent signals are correspondingly dimmer. 
The membrane-tethered nature of GEVIs also makes them notoriously difficult to 
engineer. Second, from an instrumental point of view, voltage imaging requires a 
very restricted integration time as membrane potentials generally rise within mil-
liseconds, which significantly limits the available photons for each frame of acqui-
sition and requires a more expensive microscope system and camera compared to 
Ca2+ imaging. In the following section, we discuss the engineering of GEVIs, some 
applications thereof, and future directions for the field.

The first GEVI, FlaSh [93], was reported in 1997, the same year as the first GECI 
cameleon. In the next 5 years, SPARC [185], VSFP [186] and improved FlaSh [187] 
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were developed. They all belong to the first class of GEVIs, which utilize FPs as 
the fluorescence reporter. The early versions of this class utilize either the intact K+ 
or Na+ channels, or just the voltage-sensing domain of one of these channels, as the 
voltage-sensing unit. Much like with the single FP-based GECIs, the conformation 
change in the voltage-sensing domain was coupled to the modulation of fluores-
cence of a genetically fused FP. Unfortunately, these early designs did not gain 
widespread acceptance, largely because of the issues of poor membrane trafficking 
and cytotoxicity in neurons [188].

Knöpfel and coworkers reported an improved second generation of VSFP, 
VSFP2, in 2007 [133]. VSFP2 uses the voltage sensing domain of the sea squirt Ci-
ona intestinalis voltage sensor-containing phosphatase to modulate FRET between 
donor and acceptor FPs and displays excellent membrane trafficking in mammalian 
cells. Although the dynamic range for voltage sensing is fairly small, VSFP2 was 
capable of monitoring electrical events in neurons, a critical milestone in the field of 
GEVIs. VSFP2 was followed by a number of further improved versions of FRET-
based and single FP-based VSFPs [102, 134, 189–191], though the improvements 
in the signal magnitude and SNR remained modest.

The small signal magnitudes and slow kinetics of most VSFP-type GEVIs has 
limited their applications for monitoring neuronal electrical activity. In 2012, Pieri-
bone and coworkers reported a new version of a VSFP-type GEVI, ArcLight, which 
exhibited large changes in fluorescence intensity in response to voltage changes 
[192]. ArcLight uses super ecliptic pHluorin as the FP domain. Strikingly, a single 
point mutation A227D dramatically improves the dynamic range for voltage sens-
ing by five times. Although ArcLight exhibits slow kinetics, its large signal magni-
tude allows reliable detection of single action potentials and excitatory potentials in 
individual neurons and dendrites, thus becomes currently one of the most promising 
GEVIs for in vivo imaging. Swapping of the voltage-sensing domain has led to 
faster versions of ArcLight, though with diminished fluorescence response [193].

Very recently, St-Pierre et al. developed a new VSFP-type GEVI by inserting 
a circularly permuted green FP in an extracellular loop of a voltage-sensing do-
main [194]. This design, called ASAP1, renders much faster fluorescence response 
(~ 2  ms on and off kinetic) to membrane potential compared to ArcLight. With 
bright fluorescence and large dynamic range, ASAP1 can reliably detect single ac-
tion potentials and subthreshold potential changes.

The second class of GEVIs are hybrid voltage sensor (hVOS) indicators [195] 
consisting of a membrane-targeted GFP and a fluorescence quencher dipicrylamine 
(DPA). The fluorescence of membrane targeted GFP is modulated by FRET be-
tween the FP and the DPA that migrates through the membrane bilayer depending 
on voltage. Strictly speaking, hVOS is not completely genetically encoded since it 
requires a supplement of DPA, which is toxic to cells in high dosage. In addition, 
the distribution of DPA in tissue is difficult to control, and hence the applications of 
hVOS-type GEVIs are limited [196].
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3.3.2.2 � Microbial Opsin-Based Voltage Indicators

Recently, Cohen and coworkers reported a third class of GEVIs based on microbial 
rhodopsins [132, 197]. Microbial rhodopsins are integral membrane proteins con-
sist of seven transmembrane alpha helixes. A retinal molecule binds to the apopro-
tein by forming a Schiff base linkage with a lysine residue at the core of the protein, 
which constitutes the fluorescent chromophore. Cohen and coworkers discovered 
that the microbial rhodopsins proteorhodopsin and archaerhodopsin-3 (Arch) ex-
hibit voltage-dependent changes in retinal fluorescence and, in the case of Arch. 
The mechanism of these GEVIs appears to be an electric field-dependent modula-
tion of the pKa of the Schiff base that leads to a change of the fluorescence inten-
sity. Arch-based fluorescent voltage indicators can be functionally expressed in the 
plasma membrane of mammalian cells and are capable of resolving neuronal action 
potentials with high sensitivity and high SNR [132].

The first generation of Arch-based voltage indicators was associated with sev-
eral important disadvantages. First, illumination of the wild-type protein generated 
a hyperpolarizing photocurrent, as the wild-type protein is a light-driven proton 
pump. A mutant Arch that does not generate photocurrent (Arch D95N) exhibited 
substantially slower kinetics. Yet another drawback was that both Arch and Arch 
D95N were dim, with the brightness increasing as a nonlinear function of illumi-
nation intensity [198]. In addition, neither protein was trafficked efficiently to the 
plasma membrane. Gong et al. later reported nonpumping mutants Arch EEN and 
Arch EEQ with improved voltage sensitivity, but the issues of dim fluorescence and 
slow kinetics remained [199].

To overcome the multiple critical issues of Arch-based voltage indicators, Ho-
chbaum et  al. [200] developed a hierarchic screening approach and successfully 
produced two variants, known as QuasAr1 and QuasAr2, with improved brightness 
and membrane trafficking, large voltage sensitivities, and fast kinetics. In addition, 
QuasAr1 and QuasAr2 do not generate photocurrent, and therefore, do not per-
turb membrane potential during illumination. By combining the QuasAr proteins 
with a novel channelrhodopsin actuator CheRiff, Hochbaum et al. engineered coex-
pression constructs, designated Optopatch, that enable the genetically targeted all-
optical electrophysiology in dissociated neuron culture, human stem cell-derived 
neurons, and intact brain slice tissues.

Although QuasAr1 and QuasAr2 have been engineered for improved brightness, 
their fluorescence brightness is still not comparable to GEVIs based on conven-
tional FPs. To combine the voltage sensitivity and speed of QuasArs and the bright-
ness and spectral range of conventional FPs, Peng et al. reported a palette of GEVIs 
based on voltage-dependent electrochromic FRET (eFRET) from an FP donor to 
a QuasAr acceptor [201]. In this design, a FP is fused to QuasAr2, and voltage-
induced changes in the absorption spectrum of QuasAr2 lead to voltage-dependent 
nonradiative quenching of the appended FP. The FRET efficiency was optimized by 
screening linker sequences between QuasAr2 and a FP. These eFRET-based con-
structs report single action potentials in cultured rat hippocampal neurons with a 
modest single-trial SNR at a 1 kHz acquisition frequency. Owing to the brightness 
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of FPs, the illumination intensity required for imaging eFRET constructs is much 
lower than QuasAr1 and QuasAr2. In a similar approach, Schnitzer and coworkers 
reported a construct with FPs fused to a mutant of nonfluorescent microbial opsin 
Mac [202]. These constructs exhibit faster kinetics and more robust detection of 
neural spiking compared to ArcLight. With these FRET-based opsin voltage indi-
cators, they imaged neural spiking and subthreshold membrane voltage dynamics 
in cultured neurons, in pyramidal cells within neocortical tissue slices, and in cer-
ebellar Purkinje neurons in vivo. A drawback of these FRET-based opsin indicators 
is the generation of transient excitatory photocurrent at the onset of illumination, 
which potentially can perturb neuronal activities.

3.3.2.3 � In vivo Applications of Voltage Indicators

Voltage imaging using GEVIs has been considered a promising approach to study 
neuronal activities at high spatial and temporal resolution in the era of light-based 
electrophysiology [203]. However, few applications have been demonstrated to 
date, owing to the lack of GEVIs with optimal properties. Knöpfel and coworkers 
were the first to demonstrate the feasibility of using GEVIs in the brain of mice in 
vivo [135]. VSFP-based imaging successfully resolved synaptic potentials and ac-
tion potentials from individual cells in cortical brain slices in single trials, with low 
SNRs [135]. In the follow-up work, they developed VSFP-butterfly with maximum 
voltage sensitivity tuned around the resting potential of neurons. Using VSFP-but-
terfly, they were able to detect synaptic potentials from individual cells in vivo with 
higher SNR compared to previous generations of VSFP. Soon after the development 
of ArcLight, Cao et al. [204] reported a landmark work in optical in vivo voltage re-
cordings. Using ArcLight, they successfully imaged the electrical activity of geneti-
cally targeted neurons at single cell level in the intact brain of a living Drosophila 
fruit fly [204]. ArcLight provides a robust signal with sufficient SNR to decipher in 
vivo single electrical events, such as action potentials and hyperpolarization events 
in neurons, which are critical to understand neural computation processes.

3.3.3 � Other Indicators for Imaging of Neuronal Activities

Synaptic transmission is essential for neurons to communicate with each other and 
process information flow in a neural network, and it is widely believed that synap-
tic changes play an important role in formation of memory [205]. Just as FP-based 
indicators have enabled the visualization of Ca2+ concentration and membrane 
potential in neurons, FP-based indicators could, in principle, be used to convert 
the processes of synaptic transmission into changes of fluorescent signal. The im-
portance of indicators of synaptic transmission is widely recognized, and several 
strategies for fluorescence imaging of neurotransmission have been developed. The 
most straightforward strategy aims to directly probe the concentration change of 
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neurotransmitters during neurotransmission. Other strategies include coupling neu-
rotransmitter binding events to other optical readouts, and detection of pH changes 
in synaptic clefts associated with synaptic vehicle fusion.

3.3.3.1 � Neurotransmitter Indicators

Neurotransmitters are endogenous chemical compounds that transmit neural sig-
nals from one neuron to another. Many neurotransmitters are amino acids, such as 
glutamate, glycine, and GABA, or biogenic amines, such as dopamine and sero-
tonin, or even peptides and proteins, such as somatostatin and substance P [206]. 
Binding of neurotransmitters may either inhibit or excite the postsynaptic neurons. 
Among the numerous neurotransmitters, glutamate is the major excitatory amino 
acid neurotransmitter in mammalian neural systems [207]. The first genetically en-
coded neurotransmitter for glutamate was reported in 2005 [208]. Upon binding 
to glutamate, the indicator converts the allosteric change of a bacterial glutamate 
binding protein ybeJ (also known as GltI) into change of FRET signal [208]. That 
same year, Tsien and coworkers reported a similarly designed glutamate indicator 
(GluSnFR) [209]. In 2008, Hire et al. optimized the performance of GluSnFR by 
systematic optimization of the linker and adjustment of the glutamate affinity. The 
end product, SuperGluSnFR, was capable of quantitative real-time optical mea-
surements of synaptic glutamate release, spillover, and reuptake in dissociated hip-
pocampal neurons with centisecond temporal, and spine-sized spatial, resolution 
[131]. In 2013, Marvin et al. reported the first single FP-based glutamate indicator 
iGluSnFR [210]. IGluSnFR was engineered in vitro for maximized fluorescence 
response, and it could robustly detect glutamate release events with sufficient SNR 
and kinetics for in vivo imaging in worms, zebrafish, and mice [210]. Notably, bac-
teria express a variety of periplasmic binding proteins including ones for GABA, 
acetylcholine, glycine, and other small molecules that serve as neurotransmitters in 
the brain [196]. A design principle similar to that used for iGluSnFR may one day 
produce a series of genetically encoded indicators for probing various neurotrans-
mitters with spine-sized spatial resolution.

Instead of probing the neurotransmitters directly, one could probe the neurotrans-
mitter binding events by coupling it to a different optical readout using a multi-
component system. Nguyen et al. described a multi-component system, called cell-
based neurotransmitter fluorescent engineered reporters (CNiFERs), to monitor in 
situ neurotransmitter receptor activation [211]. CNiFERs are engineered cultured 
cells that stably express an M1 acetylcholine receptor and the GECI TN-XXL. The 
system utilizes the GPCR cascade to convert receptor activity into a rise in cytosolic 
Ca2+ which is reported by TN-XXL. Nguyen et al. injected CNiFERs in the frontal 
cortex of the adult rat and used CNiFERs to probe the change of cholinergic signal-
ing induced by an atypical neuroleptic drug [211]. Substitution of the M1 receptor 
with other Cys-loop receptors produced various versions of CNiFERs for serotonin 
and other neurotransmitters [212]. The advantages of this system include modular 
design and signal amplification through coupling to Ca2+, but this system is not able 
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to detect neurotransmission in spine-size spatial resolution and is relatively slow 
due to the nature of the multicomponent signaling cascade [196]. Another drawback 
of this system is the need to implant exogenous cultured cells into the rodent brain, 
which may alter the function of neurons near the site of injection.

3.3.3.2 � pH Indicators

Another strategy for visualization of neurotransmission is to exploit the acidic pH 
inside secretory vesicles to visualize vesicle exocytosis and recycling in the synap-
tic clefts [213]. In 1998, Miesenböck et al. generated pH-sensitive mutants of GFP 
(“pHluorins”) by structure-guided combinatorial mutagenesis. The authors fused 
pHluorins to the vesicle membrane protein synaptophysin in order to target pHlu-
orins to secretory and synaptic vehicles. The targeted pHluorin, termed synapto-
pHluorin, successfully reported transmission events at individual synaptic boutons, 
as well as secretion and fusion of single secretory granules [113]. In 2002, Miesen-
böck and coworkers targeted synapto-pHluorin to the fly antennal lobe, where it en-
abled functional imaging of olfactory circuits in Drosophila [214]. In 2004, Bozza 
et al. used transgenic mice expressing synapto-pHluorin to report on synaptic vesi-
cle fusion in olfactory sensory neurons. Furthermore, synapto-pHluorin selectively 
labeled presynaptic terminals of sensory neurons in glomeruli of the olfactory bulb 
and enabled the studies of neuronal populations that were previously inaccessible 
and chronic imaging from genetically defined neurons in vivo [130]. Recently, Li 
et al. developed a red fluorescent analogue of synapto-pHlourin, designated sypH-
Tomato, for imaging of neurotransmission [215]. Combined with the green GECI 
GCaMP3, sypHTomato permits simultaneous imaging of Ca2+ and neurotransmitter 
release in neural networks.

3.3.3.3 � Chloride Indicators

Chloride ions (Cl−) regulate multiple physiological functions, including control of 
cell volume, fluid secretion, cellular pH, and maintenance of the resting membrane 
potential [114]. For the perspective of neurotransmission, Cl− is essential for inhibi-
tory transmission as presynaptic release of GABA activates postsynaptic GABA re-
ceptors, leading to Cl− fluxes that underlie synaptic inhibition. In 2000, Kuner et al. 
developed the first generation of genetically encoded chloride indicator, Clomeleon 
[114]. Clomeleon is a fusion protein consisting of a Cl−-sensitive YFP and Cl−-
insensitive CFP. YFP contains a Cl− binding site close to the chromophore and has 
decreased fluorescent intensity upon binding to Cl−. Therefore, Cl− binding to YFP 
alters the FRET between CFP donor and YFP acceptor, which enables ratiometric 
imaging of intracellular Cl− in neurons [114] and brain tissues [216]. However, it 
is challenging to use Clomeleon to image GABA-induced Cl− fluxes, as the af-
finity of Clomeleon (~ 100 mM) is far beyond the typical physiological range of 
intracellular Cl− (~5 ~ 6 mM) and extracellular Cl− in the synaptic cleft (as high as 
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4 mM) for postsynaptic inhibitory transmission [216]. To solve this issue, Grimley 
et al. tuned the halide affinity and fluorophore characteristics of YFP to develop a 
second generation of Cl− indicator, SuperClomeleon [217]. SuperClomeleon has a 
Cl− affinity of 8.1 mM and can be used in mouse neurons to images changes in Cl− 
concentration associated with exogenously applied GABA or inhibitory synaptic 
activity [217].

3.4 � Perspective and Future Challenges

Optical interrogation of neuronal activities in vivo using genetically encoded indica-
tors is a potentially revolutionary technology for neuroscientists who study neural 
circuits. However, practical issues and numerous hurdles have slowed the transi-
tion from initial proof of concept experiments to robust in vivo demonstrations and 
widespread acceptance. One major hurdle is the highly multidisciplinary knowl-
edge base that is required to undertake such experiments. Early adaptors require not 
only the traditional skill sets of tissue culture, neuroanatomy, and electrophysiol-
ogy, but also must be experts in molecular biology and cutting edge fluorescence 
imaging technology. Fortunately, this issue is being overcome by a growing number 
of resources that are helping to increase the accessibility of these techniques. Spe-
cifically, there is a rapidly growing selection of transgenic animal lines expressing 
various genetically encoded indicators, as well as by commercial virus production 
services, which release researchers from the tedious and time-consuming processes 
for making their own transgenic animal lines or preparing virus for gene delivery.

The ultimate test of any genetically encoded indicator is to be useful in a living 
animal, ideally a mouse. However, a fundamental challenge for all optical imaging 
modalities is scattering of light as it penetrates deeper into opaque tissues. This 
issue could be partially addressed through the development indicators with exci-
tation and emission wavelengths in the near-infrared region and/or instrumental 
strategies that sidestep the scattering problems [218]. Some of these instrumental 
strategies include: miniaturized optical devices embedded near the brain region of 
interest [219–221], multiphoton imaging [21], and online inversion of the scatter-
ing matrix [222]. Even in small transparent organisms like the zebrafish embryo, 
it is challenging to image neuronal activities in a large volume of brain tissue with 
single-cell spatial resolution and millisecond acquisition speed. Hopefully, this goal 
can be achieved using improved imaging modalities, such as digital light sheet mi-
croscopy [179, 223], aberration-corrected multifocus microscopy [224], or spatial 
light modulator microscopy [225]. Additional progress towards this goal will be 
made through the availability of faster and more sensitive cameras, new excitation 
sources, and improved imaging software.

Despite the rapid progress of this field, particularly in the area of GECI tech-
nology, it is clear that the overall performance of many of the genetically encoded 
indicators falls short of the needs and demands of many practicing neuroscientists. 
Fortunately, the very nature of genetically encoded indicators means that further 
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improvements are guaranteed to come. GECIs, GEVIs and various other variants 
with improved brightness, response kinetics and magnitude, photostability and se-
lectivity, are sure to be discovered, by applying the powerful approach of laboratory 
directed evolution. The major hurdle in achieving this goal is simply the invest-
ment in infrastructure and manpower required to set up high throughput screening 
systems that can identify rare improved variants from libraries of thousands. Ulti-
mately, genetically encoded indicators will surpass the performance of established 
synthetic organic indicators and usher in a new era where in vivo optical imaging 
stands next to electrophysiology as a core technology of neuroscience.
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Abstract  Methods for optically recording the electrical activity in neurons have 
existed for nearly half a century, and yet these techniques remain extremely lim-
ited in their practical application. During the last few years, new classes of geneti-
cally encoded voltage indicators and innovative new microscopy techniques have 
put us tantalizingly close to making voltage imaging—in large networks, with the 
temporal resolution and sensitivity of electrode-based recordings—commonplace. 
This chapter discusses the history of voltage imaging in neuroscience with a view 
to understanding the enormous technical barriers that have made this field slow to 
develop. It also identifies significant issues that remain to be dealt with, and con-
siders how the specific demands posed by different biological questions weigh the 
relative advantages and disadvantages of optical voltage readouts versus calcium 
imaging and electrodes.

4.1 � Introduction

A fundamental, technical goal of neuroscience during the last half-century has been 
to record electrical activity in single neurons noninvasively, without the use of elec-
trodes. From the very beginning, efforts to develop such techniques have relied 
on different forms of light microscopy, which has the properties needed to enable 
simultaneous recordings from multiple neurons in parallel and to do so without 
undue perturbation of the sample. Pioneering work done in the late 1960s validated 
this strategy by showing that neuronal firing elicits optical changes in nerve tis-
sues that can be detected even without an exogenous probe [1]. These early efforts 
offered hope that voltage imaging would soon become commonplace. Somehow, 
though, the necessary techniques have failed to mature to a stage that would allow 
widespread adoption.

The last 15 years of technical innovation in neuroscience provide emphatic sup-
port for the general idea of using optical approaches to study the brain. Optogenetic 
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techniques for manipulating neuronal activity with light transitioned from proof-
of-principle experiments [2, 3] to near-universal adoption [4] with blinding speed. 
The palette of optogenetic tools now enables not only the excitation and inhibition 
of genetically defined neurons, but also allows one to use a variety of wavelengths 
of light to independently manipulate different cell populations in a single experi-
ment [5–7] and to evoke either chronic [8] or acute [9] changes in neuronal activity. 
Efforts to engineer improved genetic tools [10, 11] and better instrumentation [12] 
continue to expand the range of ways to experimentally manipulate the brain.

Functional imaging has experienced similar success in the development of fluo-
rescent, genetically encoded calcium indicators (GECIs). Following the invention 
of the first such sensor [13], the GCaMP family of GECIs was developed based on a 
similar principle, and rapidly improved through a series of mutagenesis and targeted 
engineering efforts [14]. The last year has seen a new generation of these tools that 
have the temporal resolution and sensitivity needed to report single action potentials 
under certain biological conditions [15]. Parallel efforts are underway to increase 
the spectral diversity of calcium reporters and appear destined to have similar suc-
cess [16, 17]. While calcium imaging suffers from using an indirect measure of 
neuronal firing as a surrogate for the underlying electrical activity, the mature and 
highly favorable optical characteristics of GECIs have made them a standard way 
of probing brain activity.

It has also become possible to measure much more specific aspects of neuronal 
activity. Miesenböck and colleagues created a pH-sensitive variant of green fluores-
cent protein (GFP) that, when tethered to the luminal domain of a synaptic vesicle, 
reports the increase in pH that is the hallmark of vesicle fusion [3]. Fluorescent re-
porters for certain intracellular signaling events [18] and the local release of specific 
neurotransmitters [19, 20] have also appeared and allow one to mount very detailed 
investigations of circuit physiology using standard microscopy techniques.

There is no doubt that these approaches are fulfilling their promise. These mas-
sive efforts to build better optical probes and methodologies have, in just a few short 
years, dramatically reduced the use of electrodes for recording and manipulating 
neuronal activity in many experimental contexts, and enable sophisticated analyses 
of the relationship between physiology and behavior that account for the influence 
of cell type and ensemble firing patterns in heterogeneous neuronal networks [12, 
21–23]. Optogenetics and calcium imaging have proven to be robust methods in 
virtually every experimental preparation.

Why, then, can we still not use a microscope to reliably measure the most defin-
ing aspect of neuronal activity? It is not for lack of trying. Over the last 50 years, 
several labs have created a series of elegant, optical methods for measuring voltage 
and recording activity in neurons. While many of these methods allowed optical 
identification of action potentials in a limited number of typically reduced prepara-
tions, none have constituted the breakthrough the field has been waiting for. The 
reason these techniques have not seen widespread use is intimately related to the 
nature of the action potential itself. As a highly transient event that occurs over 
the narrow dimensions of the plasma membrane, the action potential is temporally 
and spatially difficult to resolve [24]. The difficulty in accurately quantifying a 
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phenomenon that might last for less than a millisecond was historically convolved 
with the more general problems of creating molecular reporters of cellular phenom-
ena and developing microscopy techniques that are capable of resolving individual 
cells within complex tissues. Now that optogenetics and calcium imaging have mo-
tivated such spectacular progress on these latter issues, we find ourselves much 
better positioned to return to our original goal of recording electrical activity with 
light, in whatever preparation we choose.

Very recent developments in indicator design and microscopy appear probably 
to motivate a revolution in voltage imaging. This chapter will place those emerging 
methods within the context of the history of voltage imaging in order to highlight 
not only how we have arrived at this point, but also to emphasize the technical 
challenges that remain. We will discuss the ongoing work that seeks to achieve a 
complete optical description of electrical activity in large ensembles of neurons, 
and consider the advantages that remain in using a true voltage readout now that 
calcium indicators are already so robust.

4.2 � Early Approaches

4.2.1 � Intrinsic Signals

While the development of voltage imaging techniques has become inextricably 
linked with the chemistry and molecular biology required to create new, voltage-
sensitive fluorophores, the first optical measurements of electrical activity in neu-
rons involved very little biological engineering. As early as the 1940s, a number of 
researchers had attempted to detect changes in the intrinsic opacity and birefrin-
gence of nerve tissue in response to electrical stimulation. Hill and Keynes [25] 
were the first to succeed. Stimulation of crab walking nerves was shown to cause an 
increase in their opacity, an effect that was apparent only upon averaging the signals 
from many repetitions, and which the authors were unable to explain. Much later, 
in a series of spectacularly insightful experiments, Larry Cohen and his colleagues 
investigated changes in light scattering and optical birefringence caused by elec-
trical stimulation of different neuronal tissues. These included crab motor nerves, 
Electrophorus electric organs, and, crucially, individual squid giant axons [1, 26]. 
The authors demonstrated that changes in both scattering and birefringence could 
be detected at the single-cell level, though the response magnitudes were extremely 
small (in the order of 10−5 for the giant axon) and required averaging of thousands 
of recordings to achieve a satisfactory signal-to-noise ratio (SNR) (Fig. 4.1).

Several biophysical phenomena appear to give rise to these optical signals. First, 
the authors speculated that small changes in cell volume accompanying the action 
potential could affect light scattering. The hypothesized volume changes were dif-
ficult to demonstrate directly, but were later verified in experiments that measured 
mechanical deflections of the cell surface during the action potential using atomic 
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force microscopy [27]. Second, a change in the refractive index of the cell surface 
was also thought to contribute to scattering. Third, birefringence changes were at-
tributed to an electrically induced realignment of cell surface components during 
the spike. This sort of induced change in optical axis is referred to as the Kerr effect 
and has been hypothesized to occur in a number of biological contexts [28]. While 
none of these phenomena have been explained in much greater detail, intrinsic opti-
cal changes do seem to arise in a variety of preparations. Recent work has identified 
changes in light scattering as a consequence of activity in the neurohypophysis and 
pituitary pars intermedia of mammals. These experiments further decomposed the 
response waveform into temporal components that correlate with the action poten-
tial, calcium entry and vesicle fusion, and a lower magnitude but persistent afteref-
fect termed the “R-wave” [29, 30].

The goals of these early instances of voltage imaging were descriptive in nature. 
The authors were interested in using optical changes that occur during the action 
potential as a means of understanding the cellular consequences of these events. 
The measurements were considered advantageous in that they provided information 

Fig. 4.1   Transmembrane potential affects intrinsic optical signals measured in squid giant axons. 
Cohen et al. [1] measured membrane potential using two different modalities. a In light scattering 
mode, a white light source incident on a single, isolated axon is either transmitted or scattered by 
the sample in different directions. A detector placed at different angles relative to the illumina-
tion axis recorded the amount of scatter over time. b With the detector positioned at 45°, action 
potentials were observed as a transient decrease in light scattering, with a fractional magnitude of 
roughly 3 × 10−6. 3000–20,000 spikes were averaged to facilitate detection. Thick trace represents 
the optical signal, and thin trace shows the simultaneous intracellular recording. c In birefringence 
mode, the light intensity passing through a pair of crossed polarizers with the axon at 45° was 
measured. d Averaging multiple action potentials as in b, the authors demonstrated a fractional 
decrease of roughly 8 × 10−6 in transmitted light intensity, showing that membrane birefringence 
also decreases during depolarization. Panels b and d are reproduced from Cohen et al. [1]
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about the system independent of electrical recordings [1] and were not intended 
to replace electrode-based methods. While a fuller understanding of the origins of 
these intrinsic signals might aid the present search for a robust means of imaging 
voltage, such recordings hold limited promise in their rawest form. The extremely 
small magnitude of the voltage-evoked response typically requires extensive aver-
aging across trials, preventing measurements of spontaneous activity. And because 
these techniques have not been developed to incorporate optical sectioning, it is 
impossible to record specifically from individual neurons in complex tissues. These 
landmark experiments did, however, essentially create functional imaging, and mo-
tivated a number of groups to explore this approach in the coming decades.

4.2.2 � Synthetic Voltage-Sensitive Dyes

The signal amplification and optical sectioning enabled by fluorescence readouts 
made them an obvious target for further development. Many fluorophores are sensi-
tive to local variations in pH, viscosity, hydrophobicity, and other physical param-
eters. Because these properties were known or suspected to change in the neuronal 
cell membrane during an action potential, it was assumed that many membrane-
bound dyes would serve as voltage indicators. This assumption was surprisingly 
well borne out. Tasaki et al. [31] were the first to demonstrate modulation of an 
exogenous fluorophore during an action potential, by loading crustacean motor 
nerves with dye 8-anilinonaphthalene-1-sulfonic acid (ANS). Fractional changes in 
fluorescence signal in the order of ~ 10−4 were observable upon averaging several 
trials. Given the large amount of effort that has subsequently gone into developing 
fluorescent voltage indicators, the number of dyes that exhibit voltage-dependent 
signals without any engineering whatsoever is truly stunning. Subsequent work 
showed that dozens of fluorophores modulate their fluorescence during the action 
potential, including compounds as mundane as fluorescein isothiocyanate, acridine 
orange, and rhodamine B [32], or as exotic and seemingly irrelevant as lysergic acid 
diethylamide (LSD) [33] (Fig. 4.2a, b). The physical origins of these effects are still 
not well characterized, but their manifestation in such chemically diverse molecules 
suggests that several different types of modulation could be at work [32].

The search for better dyes led to a group of merocyanine compounds (Fig. 4.2c) 
that, in 1973, were used to report single action potentials in squid giant axons, 
without averaging [34]. This landmark achievement was then reproduced in smaller 
cells from a leech sensory ganglion, which afforded a more difficult target owing 
to their dramatically smaller size [35]. The fractional fluorescence changes in these 
experiments were small—just 10−3 over the range of an action potential—but suf-
ficient to achieve a relatively high SNR (10:1 in the case of the giant axon). Soon 
afterward, it was shown that the voltage sensitivity of these dyes is conferred by 
multiple processes acting in parallel, including dissociation from the cell, reorien-
tation of the molecular dipole, and changes in oligomerization [36]. These studies 
were the first to offer a realistic hope that single-cell, single-trial detection of action 
potentials by fluorescence imaging might become a broadly viable technique.
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A series of thoughtful engineering efforts improved upon the merocyanine in-
dicators by shifting focus to hemicyanine or “styryl” dyes (Fig.  4.2c), in which 
fluorescence is modulated when the membrane’s electric field redistributes charge 
within the dye [37]. Early insight into the mechanism of voltage sensitivity in these 
dyes enabled methodical improvements in their design. By 1985, this work had 

Fig. 4.2   Imaging neuronal activity with small-molecule voltage sensitive dyes. a Chemical struc-
tures of three, structurally unrelated fluorescent molecules that exhibit voltage sensitivity. ANS 
8-anilinonaphthalene-1-sulfonate, FIT fluorescein isothiocyanate, LSD lysergic acid diethylamide. 
b Averaged fluorescence signals from squid giant axons (1, 3) and crab leg nerve (2, 4) loaded with 
the three different compounds. Vertical bar represents a fractional change of 4 × 10−4 (1), 4 × 10−5 
(2), 6 × 10−5 (3), and 2 × 10−5 (4). c Chemical structures of representative merocyanine and hemicy-
anine VSDs. d Yan et al. [38] simultaneously imaged electrical activity in membrane regions ( red 
lines) of several Purkinje cells ( PCs) within an acute cerebellar slice using two-photon microscopy 
and the hemicyanine VSD di-4-AN(F)EPPTEA. Activity in PC1 was simultaneously recorded 
using an extracellular electrode. ML molecular layer, GL granular layer. e Hill et al. [53] imaged 
activity in the dissected Tritonia swim network using absorbance measurements and the VSD 
RH-155. Right panel shows an absorbance image, in which several cellular ROIs are color-coded 
by neuron type. Pl pleural ganglion, Pd pedal ganglion, Ce cerebral ganglion. f An independent 
components analysis-based spike-sorting algorithm allowed extraction of optical signals arising 
from the ROIs shown in e. Panel b is reproduced from Tasaki et al. [33]. Panel d is from Yan et al. 
[38]. Panels e and f are reproduced from Hill et al. [53]
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produced a variant called di-4-ANEPPS [39] that exhibited fractional fluorescence 
changes of 10 % over a 100 mV range in living cells [40]. This dye and its deriva-
tives have been the standard for neuronal imaging ever since, and they continue to 
be improved [38].

4.2.3 � Biological Insight from VSD Imaging

Now that we have had almost three decades of experience with synthetic dyes that 
have reasonably strong photophysical properties, what has been done with them? 
Advances in instrumentation and imaging techniques continue to drive a steady 
flow of proof-of-principle studies. But putting the inevitable improvement of these 
techniques aside, what have we actually learned from voltage imaging that we did 
not know before?

One context in which voltage-sensitive dyes (VSDs) have been truly useful is 
as a readout of averaged, population activity. While the relatively low-voltage sen-
sitivity of these dyes makes it difficult to resolve single action potentials in single 
cells in tissue, they provide a reasonably robust means to measure the summed ac-
tivity of many neurons at once. Multiple groups have used this approach to charac-
terize synchronized network phenomena such as cortical gamma oscillations [41], 
very fast oscillations and gamma rhythms in cerebellum [42], and the coordinated 
spread of activity in hippocampal slices [43]. Others have used bulk VSD imaging 
to observe how arousal state affects such network oscillations [44]. In all of these 
studies, the kinetics of current VSDs enabled observation of network phenomena 
that happen faster than a calcium readout would allow, while retaining spatial infor-
mation about its structure.

Bulk VSD imaging has provided crucial information about other aspects of me-
soscale network function as well. Blasdel and Salama [45] used the merocyanine 
dye NK2367 to monitor visually evoked activity in primate cortex and revealed a 
previously unappreciated spatial linkage of orientation selectivity and ocular domi-
nance across large areas of the brain. More recently, Lim et  al. [46] and Moha-
jerani [47] combined optogenetic stimulation using ChR2 with bulk VSD imaging 
to map neuronal connectivity in cortex. Because the VSD used in those studies has 
a significantly red-shifted activation wavelength, the authors were able to avoid 
cross-excitation of the dye with the ChR2 pulse and vice versa, an issue that has 
confounded similar connectivity mapping experiments using GECIs [48].

Dye-based voltage imaging has been similarly useful in studies of neuronal cell 
biology, particularly in dissociated cell culture models. Grinvald and colleagues 
[49] used voltage imaging to describe the propagation of action potentials across 
single cultured neurons and directly measured the electrical conduction velocity. 
Another early study directly observed and quantified the spread of an applied po-
tential from the Purkinje cell soma into distal areas of its dendrites [50]. Others have 
combined VSDs with calcium imaging to describe the relationship between calcium 
transients and voltage in specific subcellular regions, such as the dendritic spine 
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[38]. In each of these cases, the use of an optical readout enabled a description of 
the subcellular characteristics of neuronal activity, which is typically quite difficult 
to achieve through electrode-based means.

Even the kind of measurement that is the ultimate goal of modern systems neuro-
science, in which every cell in a network is simultaneously imaged with single-cell 
and single-spike resolution, has long been achievable in certain reduced prepara-
tions. These have typically been invertebrate ganglia, where the measurements are 
not complicated by the need for precise optical sectioning. In studies of the Aplysia 
abdominal ganglion, Wu et al. [51] used VSD imaging to characterize the network 
activity underlying a variety of gill movement behaviors and provided some of the 
first direct evidence that the distributed, combinatorial pattern of activity within a 
network, rather than the dedicated activity of neurons within labeled lines, can be 
an important determinant of behavior. Stadele and colleagues used ANEPPS imag-
ing in the stomatogastric ganglion to identify pattern-generating neurons [52], and 
Hill et al. [53] applied absorption-based imaging to show that stereotyped neurons 
in a Tritonia locomotor circuit can participate variably during defined behaviors 
(Fig. 4.2e, f). These studies illustrate the potential strengths that could be offered 
by network-level voltage imaging with single-cell resolution, were the techniques 
mature enough to work in more complex preparations.

Despite significant progress in the development of VSDs with favorable pho-
tophysical properties, small-molecule dyes suffer from fundamental shortcomings 
that will continue to limit their use, particularly in vivo. Delivery to a target tissue 
requires invasive manipulations, and the dyes cannot be loaded specifically into 
neurons of a particular type. Toxicity is also significant, as many VSDs perturb 
cell health over time and must be imaged immediately to ensure the competency of 
the prep. Even if the cells are not killed by dye loading, the addition of very high 
numbers of charge carriers to the plasma membrane, which is typical for VSDs, can 
cause substantial capacitive loading effects and alter or suppress action potentials. 
Due to these and other concerns, the bulk of recent attention has been devoted to 
creating protein-based tools.

4.3 � Genetically Encoded Indicators

The development of GFP as a genetically encoded fluorescent reporter [54] has 
motivated most of the major developments in biological imaging over the last 20 
years, and voltage imaging is certainly no exception. The ability to specifically 
target a genetically defined population of cells is a huge experimental advantage. 
In contrast to electrode-based recordings, where little or no concrete information is 
available about cellular identity, genetically encoded indicators allow one to draw 
conclusions about a well-defined population of neurons even in cases where mor-
phology and location within the brain fail to provide definitive classifiers. Further-
more, because the tools and techniques involved in creating and modifying genetic 
reagents fall within the expertise of any lab that performs molecular biology, the 
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advent of GFP allowed researchers with little background in chemistry or physics 
to begin developing reagents that suited their particular needs. This broadening of 
the community of tool builders has led to an explosion of new fluorescent reporters 
for a wide variety of biological phenomena. While the practical utility of these tools 
has not always met the lofty predictions that were made at the time of their inven-
tion, the collective enterprise of creating and improving on genetically encoded, 
fluorescent sensors over the last couple of decades is truly inspiring and has put us 
on the path to solving many significant technical challenges once and for all. Volt-
age imaging is one of these challenges.

4.3.1 � Early Work: FlaSh, SPARC, and VSFP

The first genetically encoded voltage indicator (GEVI) came soon after GFP itself. 
Since the only genetically encoded fluorophores available in the late 1990s were 
GFP and its derivatives, using one of these proteins as the starting material in an 
effort to make a voltage sensor was an obvious choice. The less obvious decision 
was how to engineer in voltage sensitivity. By itself, cytoplasmically localized GFP 
is not voltage sensitive. However, GFP and its spectral variants have several photo-
chemical properties that might potentially be modulated by an applied electric field, 
including intrinsic sensitivities to pH [55, 56] and chloride ions [57]. Electric field 
fluctuations across a cell membrane can be very large in magnitude (approximately 
9 × 107 V/m for a 90 mV action potential and a 10-nm-thick membrane) but are 
extremely localized, having a Debye length of roughly 1 nm [58]. This requires any 
candidate sensor to be targeted at least near the cell surface, and preferably within 
the lipid bilayer itself. Because the structure of GFP is incompatible with membrane 
insertion, a means of anchoring it to the cell surface was a key requirement.

Siegel and Isacoff [59] addressed the problems of membrane targeting and volt-
age sensitivity simultaneously by rigidly fusing GFP into the juxtamembrane region 
of the voltage-gated Shaker potassium channel (Fig. 4.3a). Because this channel 
undergoes significant conformational changes in response to fluctuations in trans-
membrane potential, the authors reasoned that voltage transients might cause it to 
significantly change either GFP’s local chemical environment or its intrinsic photo-
physical properties. The precise source of voltage sensitivity remains unclear. How-
ever, their sensor, which they called “FlaSh,” did indeed show significant changes in 
fluorescence intensity when subjected to applied voltage waveforms in the Xenopus 
oocyte membrane (Fig. 4.3b). Interestingly, the kinetics of its fluorescence response 
were substantially slower than those of the applied membrane potential and the 
conformational change itself, suggesting that the conformational change triggered 
some biochemical process that reached equilibrium after a relatively long delay.

FlaSh was problematic in its kinetics (Table 4.1; Fig. 4.3b) and in the fact that its 
fluorescence saturates at transmembrane potentials above − 20 mV, which limited 
its dynamic range relative to that of the neuronal action potential. A recent attempt 
to improve on the original design substituted a different potassium channel, KV1.4, 
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for the Shaker channel, under the assumption that its higher voltage gating thresh-
old would be reflected in a shift of the fluorescence versus voltage curve [60]. This 
proved correct and yielded a new variant called Flare that has been used to read 
out evoked sensory activity in rodent cortex in vivo by multiphoton microscopy. 
Fluorescence signals were quite small in those studies, requiring averaging across 
multiple trials to enable their detection, and only occurred in a small subset of neu-
rons. A third permutation of this basic approach inserted wild-type GFP into an in-
tracellular loop of a voltage-gated sodium channel from skeletal muscle [61]. While 
the resulting indicator, called SPARC, had faster kinetics than any previous tool, it 
exhibited just a 0.5 % fractional change in fluorescence intensity per 100 mV and 
has not seen practical use. Similar issues limited the adoption of a FRET-based tool, 

Fig. 4.3   Genetically encoded voltage indicators have diverse structural and photophysical proper-
ties. a FlaSh incorporates a truncated GFP (GFP∆C) into a juxtamembrane region of the Shaker 
potassium channel, where structural and charge rearrangements driven by changes in transmem-
brane potential modulate fluorescence intensity. b FlaSh responds to brief membrane depolariza-
tions with slow and persistent decreases in GFP intensity. Each trace represents the average of 
25 trials at a stimulus duration of 1.25, 3.75, 6.25, 8.75, or 11.25 ms. Top, fluorescence; middle, 
gating current; bottom, command potential. c Principles of hVOS operation. In one test configura-
tion ( top), a fluorescent antibody directed against the extracellular portion of the CD8 protein is 
quenched by DPA molecules in the membrane’s outer leaflet. The quencher molecules redistribute 
during membrane depolarization, causing an increase in fluorescence. In the more typical hybrid 
configuration, a genetically encoded fluorophore (here, a farnesylated EGFP) attached to the intra-
cellular leaflet is increasingly quenched upon depolarization. d Principles of VSFP operation. In 
VSFP2.1, a FRET donor–acceptor pair is linked in tandem at a juxtamembrane position to the 
voltage-sensing domain of Ci-VSP. Membrane depolarizations drive structural rearrangements in 
the VSD that changes the proximity of the two fluorophores, leading to e quenching of the donor 
( cyan), an increase in acceptor signal ( yellow) and an increase in the ratio of yellow to cyan. Panels 
a and b reproduced from Siegel and Isaacoff [59]; Panel c from Chanda et al. [65]; Panels d and 
e from Dimitrov et al. [70]
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called VSFP1, in which the degree of energy transfer between a CFP–YFP pair was 
modulated by an attached voltage-sensing domain from KV2.1 [62].

The lack of mechanistic understanding has been a recurring theme in voltage 
indicator design and has unfortunately slowed progress toward improved GEVIs. 
Some groups have worked on characterizing the biophysical mechanisms of volt-
age sensitivity in these first- and second-generation sensors [63, 64]. In some cases, 
relatively random manipulations that resulted in altered indicator properties also 
provided insight into the mechanisms of voltage sensing. However, we still know 
relatively little about how these tools work, and that has made rational design very 
difficult. Our failure to characterize the principles involved is understandable given 
the general difficulty of doing biochemistry on membrane proteins. As we learn 
more about the structure and dynamics of these sensors, it will become more obvi-
ous how to improve them.

Table 4.1   Voltage-sensing properties of representative GEVIs. Indicator kinetics are given as a 
response half-time (tau) for a step in applied voltage. A range of values is given in cases where 
speed was reported to vary significantly under different experimental conditions, or when the 
off- and on-rates were markedly different. Both time constants are reported for indicators that had 
biphasic response profiles. Sensitivity is expressed in units of normalized fluorescence intensity 
change over a 100-mV step. Wherever possible, this corresponds to the nominal range of an action 
potential, from − 70 to + 30 mV. The sign of each indicator’s response indicates whether membrane 
depolarization causes an increase (+) or decrease (−) in fluorescence intensity. “Ratiometric” indi-
cators employ FRET schemes in which two fluorophores respond with opposite sign. All values 
are derived from the literature and are approximate

t (ms) D F/F (%) Sign of response
FlaSh 23–300 5 –
SPARC > 2 0.5 –
VSFP1 ~ 1 6 Ratiometric
hVOS1 0.5 5–34 –
hVOS2 0.5 26 –
VSFP2.1 2–8 and 10–90 

(biphasic)
2–5 Ratiometric

Mermaid 5–20 ~ 5 Ratiometric
Arclight 10 and 50 (biphasic) 35 –
Chicken Arclight 
A173

4–9 9 –

ASAP1 2.1 and 71.5 
(biphasic)

17.5 –

Arch(WT) 0.6 40 +
QuasAr1 0.05 35 +
QuasAr2 0.3 and 3.2 (biphasic) 90 +
MacQ-mOrange2 3 and 115 (biphasic) 15 –
QuasAr2-mOrange2 2.4 and 22 (biphasic) 10 –
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4.3.2 � Having it Both Ways with hVOS

The shortcomings of the early, voltage-gated channel-based tools, along with a gen-
eral uncertainty about their biophysical mechanisms of action and resulting difficul-
ty in improving their design, led several authors to consider alternative strategies. 
A technique called hVOS (hybrid voltage sensor) combined genetically encoded 
and small-molecule-based approaches [65] (Fig.  4.3c). The synthetic probe dip-
icrylamine (DPA) has the useful properties of intercalating into cell membranes, 
translocating between the inner and outer leaflets in response to applied voltage, 
and quenching GFP fluorescence. By targeting GFP to one face of the cell surface 
and simultaneously bath-applying DPA, the authors were able to read out trans-
membrane potential through the variable quenching of the GFP signal. This ap-
proach gave very high fluorescence dynamic range, voltage sensitivity, and kinetics 
when measured in cultured, nonneuronal cells, but carried significant concerns of 
phototoxicity owing to the DPA. The capacitive load introduced by adding massive 
numbers of mobile charge carriers to the membrane was also substantial, and in 
some cases appears to be high enough to inhibit action potentials [24, 65, 66]. While 
this issue has not been experimentally addressed for the fluorophore-channel fusion 
class of GEVIs, it is worth noting that the problem of capacitive shunting is ex-
pected to be even greater for those indicators owing to an increased charge density 
and steeper dependence of charge movement on transmembrane potential [65, 66]. 
In all, the hVOS class of sensors has been the best understood from the mechanistic 
level, and efforts to improve on the basic design have accordingly been the most 
productive, with versions that now report up to 34 % fractional fluorescence inten-
sity changes over the voltage range of an action potential [66, 67] (Table 4.1) and 
some reports of their use in a physiologically relevant context [68].

4.3.3 � Ciona VSD-Based Indicators

A new direction in GEVI design was sparked by the discovery in 2005 of a lipid 
phosphatase, found in the sea squirt Ciona intestinalis, that possessed a voltage-
sensitive enzymatic activity [69]. The VSD of this protein is homologous to mo-
tifs from voltage-sensitive ion channels but generated interest as the basis for a 
new class of GEVIs, in part because the native protein was assumed to exist as 
a monomer and thus lacks the requirement for higher order interactions that re-
duce surface expression of channel-based indicators. The first implementation of a 
Ciona-based GEVI, called VSFP2.1, attached a CFP–YFP FRET pair to the VSD 
core and exhibited modest voltage sensitivity and response times in the order of tens 
of milliseconds [70] (Table 4.1; Fig. 4.3d, e). The use of a dual-wavelength FRET 
readout increased signal-detection probability somewhat by allowing ratiometric 
measurements (Fig. 4.3e). Subsequent iterations of this tool improved substantially 
on its sensitivity by using novel FRET donors and acceptors, by repositioning them 
relative to the VSD, and by altering the sensor core to shift the detection threshold 
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[71–74]. These efforts have produced indicators such as VSFP Butterfly 1.2, which 
shows ratiometric fluorescence changes that are very sensitive to transmembrane 
potential and have been used to read out population activity and even under specific 
conditions that allow multitrial averaging, spikes in single neurons [75].

4.4 � Recent Developments: Arch, Arclight, and ASAP1

A flurry of developments in the last few years has brought us to the cusp of fully 
realized optical voltage recordings in complex preprations. Three new indicator 
technologies motivated this leap forward, two of which were derived from the prin-
ciples behind FlaSh- and VSFP-class tools, and a third that relied on a novel voltage 
sensing mechanism that is intrinsic to rhodopsin family proteins.

4.4.1 � Rhodopsin-Based Sensors

The first significant improvement in GEVI design came unexpectedly from an aca-
demic subfield that has existed for nearly 140 years—the study of opsin biochemis-
try and photophysics. Franz Boll and Wilhelm Kuhne were the first to observe pho-
tochemical changes in isolated frog retina—namely, light-mediated bleaching and 
recovery of color—in the late 1800s [76]. The protein behind these effects turned 
out to be rhodopsin, and the discovery that the spectral properties of this photopig-
ment change in response to light proved to be foundational to our understanding 
of how such proteins work. While the number of identified rhodopsin-superfamily 
members has grown to include thousands of proteins that are found in all kingdoms 
of biology [77], all of them share a fundamentally similar photocycle that is inti-
mately linked to their function. Spectroscopic measurements on isolated rhodopsins 
have shown that, shortly after absorbing an excitation photon of the proper wave-
length, these proteins cycle rapidly through a series of discrete photophysical states, 
each of which is characterized by a shift in absorption spectrum, and each of which 
corresponds to a functional intermediate in the protein’s biochemical cycle [78].

Two essential features of the rhodopsin photocycle suggested that these proteins 
might be useful as the basis of a new class of GEVI. First, the spectral shifts in-
duced by photoactivation can be quite large, spanning a range of well over 100 nm, 
such that the protein varies tremendously in its ability to absorb any given wave-
length as it performs its biochemical function. Second, in many cases, spectral shifts 
are linked to the movement of charge within the protein (Fig. 4.4a). This makes 
sense given that all rhodopsins perform essentially the same biochemical function 
of transducing light energy into charge movement, whether pumping ions across 
the cell surface, as in the case of bacteriorhodopsin, or triggering conformational 
changes through the redistribution of charge, as in the case of the visual pigments. 
Together, these properties suggested a new means by which membrane potential 
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might be transduced into an optical signal. By repositioning charge within the 
transmembrane segments of an opsin, variations in membrane potential might lead 
to detectable spectral shifts—essentially running the opsin in reverse. There was 
an overlooked precedent for this phenomenon in the literature, as Kolodner et al. 
[79] had demonstrated that bacteriorhodopsin in isolated membrane films showed 
200  nm shifts in absorption wavelength when subjected to an applied electrical 
field, owing to charge movement in the vicinity of the retinal chromophore. The 
deep vein of biophysical research on these proteins also suggested a convenient 
mode of reading out such shifts, as studies from as early as the 1960s had observed 
fluorescence phenomena in purified visual pigments [80] that were later shown to 
occur in ion-pumping microbial opsins as well [81].

Fig. 4.4.   Rhodopsin-based, genetically encoded voltage indicators. a Archaerhodopsin-3’s photo-
physical properties are modulated by protonation of its retinal Schiff base. At a neutral pH (7.3), 
the chromophore is protonated and a solution of purified protein exhibits spectral properties that 
are distinct from those observed when it is deprotonated at pH 11.1. Because the Schiff base is 
accessible to solvent on the inside of the cell, membrane depolarization electrostatically increases 
the concentration of H+ in the vicinity of the chromophore and mimicks the neutral pH condition 
( left diagram). Negative membrane potentials decrease protonation and mimick the effects of 
high pH ( right diagram). b Fluorescence from wild-type Arch expressed in HEK cells is linearly 
responsive to voltage across a wide range. c When co-expressed with the blue-activated chan-
nelrhodopsin variant CheRiff, the red-shifted emission wavelength and improved voltage-sensing 
properties of the Arch-derivative QuasAr2 enable visualization of single-trial, optogenetically 
evoked spikes in brain slice culture. Blue trace, CheRiff stimulus; Green trace, QuasAr2 fluores-
cence. d In the FRET variant QuasAr2-mOrange2, quenching of an attached donor fluorophore 
(mOrange2) by the rhodopsin inverts the sign of the voltage response and allows imaging of the 
substantially brighter donor signal. Panels show single-trial mOrange2 fluorescence ( orange 
trace) and simultaneous patch-clamp recording from a dissociated hippocampal neuron. Panels a 
and b are reproduced from Kralj et al. [86]. Panel d is from Zou et al. [92]. Data in panel c courtesy 
of Daniel Hochbaum and Adam Cohen
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Intrinsic fluorescence was key, as a purely absorption-based measurement would 
suffer from the relatively low amounts of protein found in a cell membrane. While 
the intensity of fluorescence emitted from the rhodopsins was dim, having a quan-
tum yield that was measured to be approximately 1/1000 that of EGFP, it was also 
markedly red-shifted [80, 81]. This partially alleviated concerns about brightness 
because cellular autofluorescence sources are most significant in blue-green wave-
lengths, making a high SNR potentially achievable even with dim fluorophores.

The first direct proof-of-concept experiments for these indicators came within 
the unexpected context of the bacterial cell membrane. Kralj and colleagues [82] 
took as their starting material a prokaryotic opsin called green proteorhodopsin 
(GPR; [83]), which normally functions as an outward-biased proton pump in re-
sponse to green wavelengths of light. When expressed and imaged in E. coli, a mu-
tant of GPR referred to as proteorhodopsin optical proton sensor (PROPS) exhibited 
dim, far-red fluorescence (λem = 710 nm, quantum yield = 1 × 10−3) that was none-
theless readily detectable by widefield epifluorescence microscopy using strong 
laser illumination and a sensitive camera. Upon the application of an external elec-
tric field, fluorescence was modulated rapidly and reversibly, with a sensitivity of 
∆F/F = 150 % per 100 mV and a response time constant of 4.7 mV—a combination 
that was unmatched by previous indicators. Surprisingly, fluorescence in individual 
cells also showed spontaneous fluctuations indicating changes in transmembrane 
potential in the order of 100 mV. While the biological significance of these fluctua-
tions is not completely clear, they highlight the exploratory utility of voltage imag-
ing in contexts where electrode-based recordings are not feasible.

This initial success was followed by a set of unexpected difficulties in translating 
the indicators to a neuronal context. A human codon-optimized version of PROPS 
expressed at fairly high levels and exhibited fluorescence in mammalian (HEK) 
cells but was unfortunately mistargeted, with the vast majority of signal localizing 
to internal membranes and not the cell surface. Accordingly, PROPS-expressing 
cells showed no detectable fluorescence modulations in response to applied trans-
membrane potentials. While the addition of various membrane targeting motifs to 
certain archaeal rhodopsins has greatly improved their cell surface localization in 
eukaryotes [84], none of roughly 40 combinatorial permutations of such tags suc-
ceeded in redirecting PROPS to its appropriate location. It appears likely that certain 
prokaryotic membrane proteins are simply not well processed by eukaryotic cells.

As an alternative, the authors looked for similar opsins that were known to be 
trafficked appropriately in eukaryotic cells, and found one in the recently published 
optogenetic tool, archaerhodopsin-3 (Arch; [85]). Arch had been shown to be well 
tolerated by mammalian neurons and to mediate robust silencing when illuminated 
by green light, owing to its proton-pumping activity. Like PROPS, Arch was easily 
visualized in mammalian cells and showed voltage-dependent fluorescence, even 
when imaged in its unmodified state [86]. Arch was also extremely sensitive to 
voltage, exhibiting a fractional increase in fluorescence of 40 % over the range of 
an action potential (Fig. 4.4b), and quite fast, responding within 600 µs of an ap-
plied voltage change. Most compellingly, Arch was the first GEVI to robustly report 
single-trial action potentials in cultured neurons, without temporal filtering. Simple 



112 A. D. Douglass

spike-finding algorithms identified over 99 % of action potentials in single-trial 
fluorescence recordings, as verified against simultaneous patch measurements, and 
gave less than a 0.6 % false-positive rate.

While wild-type Arch established a new benchmark for voltage imaging, it left 
significant room for improvement. The initial paper on Arch as a GEVI established 
the potential for engineering the properties of opsin-based GEVIs by mutating a sin-
gle residue, Asp 95. Arch(D95N) showed dramatically increased voltage sensitivity 
and complete loss of light-activated proton pumping, at the cost of a significant 
reduction in speed. Subsequent work has used novel screening methods [87, 88] 
and directed engineering [89] to create a number of Arch variants with improved 
brightness and voltage sensitivities.

Despite these improvements, the most significant shortcoming of opsin-based 
GEVIs remains their relative dimness. While subsequent biophysical investiga-
tion showed that the fluorescence quantum yield of wild-type Arch is substantially 
higher than first appreciated, owing to a nonlinear fluorescence excitation process 
that had escaped notice [90], the brightness of this indicator under typical imaging 
conditions is still roughly 1/50 that of GFP. Even with the impressive progress in 
intensity, speed, and voltage sensitivity that was achieved in the recent “QuasAr” 
variants [87] (Fig. 4.4c), Arch’s dim fluorescence is an obvious target for further 
engineering. A recently proposed alternative is to employ a FRET imaging scheme. 
By attaching a spectrally matched donor to Arch or to the related opsin, Mac, two 
groups have independently demonstrated that voltage-triggered changes in the op-
sin’s absorption spectrum result in differential quenching of donor fluorescence via 
energy transfer [91, 92] (Fig.  4.4d). Since the donor fluorophores used in these 
probes are roughly as bright as EGFP, a loss of sensitivity when imaging the donor 
alone is compensated for by a significant increase in signal. This new class of de-
rivatives is extremely promising and has been used to image voltage transients in 
the cerebellar Purkinje cells of live mice by epifluorescence microscopy [91].

While this rapidly evolving class of probes has yet to produce a canonical “best” 
tool for neuronal imaging, it has already proven its usefulness in a wide variety of 
experimental settings, including bacteria [82], cultured cell lines and dissociated 
neurons [86], brain slices [87], zebrafish heart [127], and, in one case, living mice 
[91]. The knowledge base provided by years of research on rhodopsin biochemistry 
and photophysics has been an extremely useful source of insight into the mecha-
nisms of these indicators and should continue to produce useful reagents.

4.4.2 � Arclight

Following shortly after the first publications on opsin-based GEVIs, a new indi-
cator was derived from the Ciona VSD. Like VSFP-family indicators, this new 
tool, called Arclight, consists of the voltage-sensing domain from CiVSP fused to 
a fluorescent protein [93]. By linking the “ecliptic” form of a pH-sensitive GFP to 
the CiVSP voltage-sensing domain, the authors were able to achieve modest voltage 
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sensitivity, in the order of 1.3 % ∆F/F per 100 mV. While this level of sensitivity 
has been far surpassed by other indicators, a fortuitous mutation in a derived HEK 
cell line produced an amino acid substitution (A227D) that increased sensitivity 14-
fold. Subsequent permutations established that the same substitution in the “super-
ecliptic” pH-GFP performed even better, as did constructs in which the fluorophore 
was positioned closer to the juxtamembrane domain of the VSD. While the authors 
performed a rigorous mutation analysis as part of their attempts to improve the 
protein’s photophysical properties (Fig. 4.5a), it remains unclear exactly how pH 
sensitivity and the A227D mutation confer strong voltage-sensing properties upon 
these indicators. As with Arch, it is possible that local pH changes occurring within 
a Debye length or so of the intracellular membrane surface during depolarization 
directly affect protonation of a critical site within the fluorophore.

Fig. 4.5   Next-generation sensors based on the voltage-sensing domain of Ci-VSP. a Mutations at 
several sites on one side of the beta-barrel of a pH-sensitive GFP variant (“pHluorin”) affect volt-
age sensitivity in GEVIs based on a fusion of this protein to the Ciona VSD. The resulting indica-
tor, Arclight, robustly indicates single-trial action potentials. b Arclight enables accurate optical 
measurements of membrane potential, including spike identification, in whole-brain explants from 
Drosophila. Black traces show patch clamp records acquired simultaneously with the colored 
optical signals. Single neurons (colored ROIs) were imaged in sparsely labeled brains using epi-
fluorescence microscopy. c ASAP1 mechanism. A circularly permuted GFP attached to an extra-
cellular loop within the Ciona VSD undergoes conformational shifts in response to changes in 
transmembrane potential, decreasing its fluorescence during depolarization. d Epifluorescence 
imaging of ASAP1 in a layer 5 cortical neuron from an acute slice allows the identification of 
single spikes and subthreshold activity in single-trial data. The bottom panel shows the fluores-
cence record; top, simultaneous patch-clamp measurement. Panels a and b are reproduced from Jin 
et al. [93]. Panels c and d are from St-Pierre et al. [126]
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Despite such ambiguities, Arclight performs very well as a voltage indicator. 
It traffics well to the cell surface in neurons, is roughly as bright as EGFP, and 
readily reports action potentials and subthreshold depolarizations in single-trial 
data. It is relatively slow, having a biphasic voltage response with time constants of 
10 and 50 ms (Table 4.1), but appears well suited to resolving spikes at relatively 
low frequencies. Most impressively, a subsequent paper used Arclight to read out 
single spikes, subthreshold activity, and barrages of odor-evoked spiking in whole-
brain Drosophila explants and in living flies by epifluorescence microscopy [94] 
(Fig. 4.5b). The low-spatial resolution of this imaging technique precludes record-
ing from many cells in parallel under most in vivo circumstances, but it appears 
quite possible that Arclight or one of its recent derivatives [95] (Table  4.1) will 
work with one of the rapidly developing, optical sectioning microscopies that are 
discussed in Sect. 5.

4.4.3 � ASAP1

A third promising development has combined the principles behind VSD-based GE-
VIs and GCaMP-based calcium indicators. Termed Accelerated Sensor of Action 
Potentials 1 (ASAP1), this new indicator incorporates a cyclically permuted GFP 
(cpGFP). By engineering GFP to place the N and C termini near its chromophore, 
the creators of cpGFPs reasoned that differential movement at the termini might 
dramatically affect fluorescence [96]. This prediction has been well substantiated 
in the GCaMPs, where the cpGFP termini are fused to a calcium sensor that under-
goes a dramatic conformational change upon binding calcium. The conformational 
change is propagated to the attached cpGFP, leading to changes in fluorescence. The 
creators of ASAP1 drew on structural data describing voltage-induced changes in 
the conformation of the Ciona VSD [97] to identify promising sites for fusing the 
cpGFP to create a new voltage indicator [126]. Since an extracellular loop between 
transmembrane helices S3 and S4 in this VSD appears to undergo significant reor-
ganization upon depolarization, a cpGFP was attached in the corresponding region 
of the chicken VSD to create ASAP1 (Fig. 4.5c). The resulting probe was similar to 
Arclight in its sensitivity to voltage but was significantly faster, responding within 
2 ms to pulse onset and offset (Table 4.1). Such kinetics still caused a filtering ef-
fect at high frequencies, but single action potentials were readily resolved in several 
experimental situations (Fig. 4.5d).

This nascent class of indicators is extremely promising, both in terms of what 
might be done with the first generation of tools and in terms of how they might 
be improved. As with opsin-based GEVIs, the mechanism of voltage sensitivity 
in ASAP1 is fairly well understood. The sole paper on this indicator examined an 
impressive set of systematic variations on the core design and identified several key 
properties that might be varied or conserved in future engineering efforts.
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4.4.4 � Which GEVI is Best?

This is an exciting time for GEVI development, but the pace at which new, seem-
ingly useful tools are being created might be overwhelming for investigators who 
would just like to know which one to use in their experiments. We can certain-
ly compare the standard benchmarks for GEVI performance among the various 
ASAP1, Arclight, and opsin-based voltage indicators [Table 4.1]. It seems clear that 
Arclight’s relatively slow kinetics make it less well suited for resolving burst activ-
ity and that the low fluorescence intensity of the first generations of Arch-based 
indicators will limit their use with optically sectioning microscopies that collect 
photons from small subregions of a neuron. Other authors have presented detailed 
analyses of the SNR requirements for optically detecting single action potentials 
[24, 98]. However, there are several parameters that will significantly affect indica-
tor selection, but that are either unknown, difficult to quantify, or become more or 
less important under different experimental settings.

•	 Trafficking. A primary reason that earlier GEVIs never saw widespread use 
was their mistargeting to internal membranes instead of the cell surface [99]. 
Localization within the cell ensures that the probe fails to experience evoked 
transmembrane potentials, and provides an additional source of nonresponsive 
background fluorescence that decreases SNR. While all three current classes of 
GEVI appear to be reasonably well enriched at the cell surface, this can vary 
based on cell type and the particular indicator version used. More extensive at-
tempts to use each probe in a variety of biological contexts will clarify whether 
any of them suffers from trafficking defects.

•	 Background fluorescence. In general, cellular sources of autofluorescence emit 
green wavelengths of light, making red-shifted signals like those emitted intrin-
sically by opsin-class indicators potentially appealing. The decrease in noise in 
the far-red part of the spectrum is offset by the lower fluorescence intensity of 
these indicators. A direct comparison between Arclight and the recently devel-
oped “QuasAr” derivatives of Arch in HEK cells and neuronal cultures showed 
that the overall sensitivity, speed, and SNR of QuasAr imaging allowed more ro-
bust spike detection [87]. However, since the contribution of background signal 
will depend on experimental context, this might not be true in all applications.

•	 Sign of response. With the exception of intrinsic opsin fluorescence, all of the 
current indicators modulate their signals in inverse proportion to transmembrane 
potential. This is true for FRET-based donor fluorophore quenching in the re-
cently created MacQ-FP and QuasAr-FP fusions as well. While the fluorescence 
intensities of all of these indicators are similarly high, the fact that they respond 
to action potentials by becoming dimmer is not optimal from a signal detection 
perspective, since it reduces the separation of signal from noise when a cell is 
firing. It also requires substantially higher illumination intensity throughout the 
experiment to minimize such SNR considerations, which increase the chance of 
photobleaching and phototoxicity effects. The direct relationship between volt-
age and fluorescence intensity in the intrinsic opsin signal is further reason to 
consider using these tools.
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•	 Multiphoton excitability. All of these indicators are, in principle, excitable by 
a two-photon process and could be imaged by multiphoton microscopy as it is 
now commonly used in neuroscience. However, the efficiency of such excitation 
varies significantly for different fluorophores and can limit their practical use, 
as has been the case for several common red fluorescent proteins [100]. This 
consideration might be especially relevant for the opsin-based probes, which will 
presumably have longer 2P excitation wavelengths that might not be produced 
efficiently by currently available, femtosecond pulsed lasers.

•	 Toxicity. There is no such thing as a nonperturbative transgene, particularly if it 
is introduced using viral transduction methods. While none of these indicators 
are reported to be overtly toxic, it remains to be seen whether that is generally 
true across different model organisms, cell types, and expression systems.

The good news is that, from the figures of merit that we can measure, each of these 
indicator classes holds enormous promise for imaging in a variety of contexts. It 
simply remains to try.

4.5 � Making it Work in vivo: Choosing an Imaging Mode

To date, very few single-cell voltage recordings have been made in vivo, despite 
the recent surge in in vitro GEVI performance. Because the justification for voltage 
imaging versus electrode-based techniques from the beginning has been to study 
electrical activity within ensembles of cells, making the jump into intact, function-
ing brains is an important barrier to clear. The essential problem in doing so is that 
voltage recordings must be performed at very high rates, which reduces the number 
of fluorescence photons sampled at each image frame. In cell culture and certain 
brain slice preparations, this can easily be compensated for by using wide-field 
imaging techniques that excite large areas of the cell simultaneously. Except under 
circumstances of sparse labeling or low neuronal density [94], in vivo recordings 
require the use of optical sectioning microscopies to eliminate background from 
out-of-focus areas of the brain, which can reduce the amount of light collected per 
pixel by multiple orders of magnitude. Sectioning microscopies are also generally 
slower than wide-field imaging. Careful consideration of imaging mode is therefore 
a crucial step in designing voltage imaging experiments. Fortunately, several recent 
developments in instrumentation make it easier to optically section the brain with-
out discarding undue amounts of light, while achieving high sampling rates.

4.5.1 � Scanning Two-Photon Microscopy

Two-photon laser scanning microscopy (TPLSM) has revolutionized in vivo imag-
ing in complex, multicellular organisms. Where laser scanning confocal micros-
copy had achieved high spatial resolution and optical sectioning through the use of 
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conjugate sets of pinholes in the excitation and emission light paths, throwing out 
a large fraction of the fluorescence emitted by the sample, TPSLM relied instead 
on a nonlinear fluorescence excitation process to spatially restrict excitation to a 
small, subcellular volume, and collected all of the available fluorescent photons for 
routing to a PMT or other point detector [101, 102]. This advantage in its use of the 
available photon budget holds for GEVI imaging as well, as do its low phototoxic-
ity, ability to image deep within tissue, and the relative maturity of the technique.

However, TPLSM and other point-scanning microscopies hold some serious 
drawbacks for voltage imaging. First is the reduction in speed that results from 
having to physically scan the excitation beam across the sample. While the incor-
poration of resonant scanners into two-photon microscopes has allowed imaging 
of large brain areas above video rate (30 Hz; [103–105]), this benchmark still falls 
far short of the > 1 kHz rates needed to resolve single action potentials. The typical 
solution is to scan over a much smaller area, often a single line of pixels, but this 
greatly reduces the number of cells that can be recorded from simultaneously and 
so partly negates one of the key advantages of imaging. The second drawback is 
duty cycle. In scanning microscopies, a given pixel will be illuminated for only a 
small percentage of each frame acquisition period as the laser is moved across the 
sample, unlike in wide-field imaging, where all pixels are illuminated continuously. 
The result is an additional loss of photons in the case of TPLSM, which moves the 
measurement even closer to the noise floor.

Despite these disadvantages, several groups have used TPLSM to measure volt-
age in a variety of contexts. Akemann et al. [75] imaged both ensemble-averaged 
and single-cell electrical activities in mouse cortex by two-photon microscopy, using 
the VSFP variant Butterfly 1.2. Though they were not able to image fast enough to 
resolve single spikes, they did readily measure bursts of activity evoked by electrical 
stimulation or by sensory input. Another group exploited the second-harmonic gen-
eration (SHG) scattering signal generated by multiphoton illumination of an organic 
membrane dye to record rapid voltage transients in brain slices and cultured Aplysia 
neurons [106]. This method has not been used in vivo or with a GEVI, but is poten-
tially interesting because of its selective excitation of fluorophores within the plasma 
membrane. A third study used a two-component dye system similar in principle to 
hVOS to image single-trial APs and subthreshold activity in single neurons using 
fixed-point illumination [107]. Last, using random-access line scans and a hemicya-
nine dye, Yan et al. simultaneously recorded activity in several cerebellar Purkinje 
cells in brain slices (Fig. 4.2d; YAN REF). From this work, it is clear that, given an 
indicator with appropriate photophysical properties, TPLSM can be used to read out 
electrical activity in complex preps. However, imaging many cells in parallel will 
require dramatic improvements in both scan hardware and detector efficiency.

4.5.2 � Multifocal and WF-TeFo 2P Imaging

One way to increase the speed of point-scanning microscopies is to multiplex the il-
lumination light. Scanning with multiple beams in parallel reduces the time required 
to acquire an image frame by a factor equal to the number of beams used (Fig. 4.6a). 
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Permutations of this technique, referred to variously as multiline TPLSM, multifo-
cal multiphoton fluorescence microscopy, or DOE scanning microscopy, employ a 
variety of techniques to split a high-intensity pulsed laser beam into a number of 
lower-intensity beamlets. Early permutations used microlens arrays [108] or com-
binations of high-reflection mirrors and 50–50 beamsplitters [109, 110] to create 
these beamlets. More recently, diffractive optical elements (DOEs) and spatial light 
modulators (SLMs) have been used to accomplish the same thing [111, 112]. In 
all cases, a detector with multiple, spatially separated sensors—such as a camera 

Fig. 4.6   Microscopy techniques for voltage imaging. a In simple DOE-based multifocal multi-
photon illumination, the illumination source is split into multiple “beamlets” that are scanned in 
parallel at a fixed distance from one another. The resulting increase in sample coverage during a 
single scan decreases the time required to image a single frame. b In WF-TeFo, a diffraction grat-
ing is used to spatiotemporally disperse the chromatic components of a femtosecond pulsed laser 
beam in the illumination path. The pulses are recombined by the illumination objective only at the 
imaged focal plane, allowing optical sectioning with axial resolution similar to that of TPLSM. 
Colored traces at the bottom of the panel illustrate pulse dispersion at different points in the optical 
series. OPA, optical parametric amplifier; DC, dichroic mirror; Ti:Sa, titanium–sapphire oscillator. 
c In light-sheet microscopy, an illumination objective (ObjIll) creates a thin sheet of light (depicted 
from the side) that illuminates an entire field of view simultaneously. An orthogonally oriented 
imaging objective (ObjIm) collects fluorescence signals from every cell lying within that plane 
simultaneously. d The resulting images—in this case, of Arch fluorescence throughout the entire 
lateral extent of a larval zebrafish brain—can be acquired very quickly (here, 10 ms) with axial 
resolution comparable to that of TPLSM. Scale bar = 100 µm. Panel a is from Watson et al. [111]. 
Panel b is from Schrodel et al. [116]
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or photodiode array—must be used to measure light from different sample loca-
tions simultaneously, in contrast to the single-element PMTs and photodiodes that 
are traditionally used in TPLSM. The improvement of electron multiplying charge-
coupled device (EMCCD) and scientific complementary metal oxide semiconduc-
tor (sCMOS) cameras over the last decade has provided a number of options that are 
both fast and sensitive enough for voltage imaging [113]. Because the femtosecond 
lasers that are now common in multiphoton microscopy emit more than 100 × the 
amount of light needed to excite a typical voxel, the beam can be split significantly. 
In combination with resonant scanning galvo mirrors, it is easily conceivable that 
this technique could enable fast voltage imaging with 100–200 line resolution.

A related and recently developed technique uses spatial light SLMs as the basis 
of a form of “scanless” multiphoton microscopy. SLMs essentially act as a dynami-
cally shaped, two-dimensional diffraction grating, which allows one to sculpt the 
laser illumination source into arbitrary patterns that are then imaged onto the speci-
men without mechanical scanning. The elimination of scanning allows the acquisi-
tion rate to be determined entirely by the detector speed and the intensity of the fluo-
rescence signal, and the ability to illuminate arbitrary patterns allows recordings to 
target only the desired regions of the sample, without subjecting irrelevant areas to 
unnecessary light exposure. Light intensity considerations are more significant than 
with static DOE imaging because of the typically greater degree of beam diffrac-
tion, but the technique has been used to dramatic effect in imaging calcium dynam-
ics and precisely targeting multiple, spatially separated neurons for photoactivation 
in mouse brain slices [12, 114].

A second “scanless” form of multiphoton imaging, called wide-field temporal 
focusing (WF-TeFo), is based on the phenomenon of pulse dispersion. The lasers 
used in TPLSM emit light in discrete, high-frequency pulses of around 100 fs in 
duration, which are necessary to ensure a sufficiently high probability of individual 
fluorophores absorbing two photons simultaneously. These pulses can become tem-
porally broadened due to interactions with incident surfaces in the illumination path 
of the microscope. This phenomenon, called dispersion, is an unavoidable and usu-
ally undesirable artifact of real optical elements that microscope designers make 
explicit efforts to compensate for. However, in WF-TeFo, dispersion is exploited to 
eliminate the need for scanning in multiphoton microscopy (Fig. 4.6b). Reflecting 
the illumination light off of a diffraction grating at a plane conjugate to the sample 
laterally disperses the spectral components of the beam and reduces their temporal 
overlap [115]. A lens recollimates the diffracted beam and relays it to the back ap-
erture of the imaging objective. The spectral components are then recombined in 
space and time as they come to a focus at the sample plane. The resulting illumina-
tion pattern will have an approximately Gaussian profile with lateral dimensions 
that can be controlled by changing the initial beam size, and axial resolution similar 
to that of TPLSM. This technique has been used to rapidly image calcium signals 
throughout the entire C. elegans brain, employing a 60-µm-diameter illumination 
pattern and a fast camera [116]. In its published implementations, this technique has 
employed a regenerative amplifier and optical parametric amplifier to increase the 
peak pulse intensity and tune the illumination wavelength. It is not clear whether 
more conventional light sources would suffice.
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4.5.3 � Planar Illumination Microscopy

An imaging technique that has generated an enormous amount of recent interest is 
planar illumination microscopy. Variously referred to as single- or selective-plane 
illumination microscopy (SPIM), light-sheet microscopy, or by one of a host of ac-
ronyms denoting specialized implementations of the technique, the basic principles 
of this imaging modality are quite simple. In SPIM, the sample is illuminated using 
a thin sheet of light that is generated by an optical system oriented orthogonal to 
the microscope’s imaging axis (Fig. 4.6c). This sheet can be created virtually, by 
rapidly scanning an illumination beam back and forth across the Y-axis of the im-
age plane at several kilohertz or using cylindrical lenses. Its most important features 
are that it can be quite thin, in the order of a couple of microns at its waist, and that 
by illuminating an entire image plane simultaneously, the acquisition rate is again 
limited only photon budget and camera speed.

Planar illumination has been used most intensively in developmental biology ex-
periments where the goal is to image an entire, developing organism over time with 
cellular resolution [117, 118]. Samples larger than a few hundred microns require 
significant modifications of the basic technique to combat the effects of scattering 
of the illumination beam and of the emitted light. These include sequential illumina-
tion and imaging from multiple angles [119], use of an angular positioner to rotate 
the sample into different orientations, and the use of two-photon [120] and/or Bes-
sel beam [121] illumination. Bessel beam and Airy beam [122] illumination also 
extends the maximum field of view that can be imaged at one time. The images gen-
erated with these techniques are often spectacular and have deservedly prompted 
widespread adoption for fast, four-dimensional imaging in model organisms.

Neuroscience applications have included high-throughput morphological imaging 
of entire fixed and cleared mouse brains [123] and rapid calcium imaging in brain 
slices [124]. A recent paper used SPIM to record calcium dynamics in nearly every 
neuron in the larval zebrafish at the impressive rate of 0.8 Hz (i.e., for the entire brain; 
[125]). For spike-resolved voltage imaging, such volumetric recordings are clearly 
not achievable in the immediate future, but SPIM seems ideally suited to imaging 
high-speed electrical signals in single planes. We have built a SPIM microscope that 
applies both single-photon and 2P illumination to functional imaging in transgenic 
zebrafish, and we are optimistic about its potential to resolve single action potentials 
in cells throughout the brain (Fig. 4.6d). Unfortunately, it is not clear how useful this 
imaging method will be for in vivo mammalian experiments, where the presence of 
the skull and the large size of the brain make orthogonal illumination difficult.

4.6 � Conclusions—Why it is Worth the Effort

Voltage imaging techniques have clearly been the subject of an extreme amount of 
effort over the last several decades. For all that, it is worth reflecting on the reasons 
it has commanded such sustained interest, and why it is worth our collective energy 
to push these last few steps toward widespread adoption.
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For many practical reasons, calcium imaging will continue to be the de facto 
mode of optical activity recording in the immediate future. Some of this is due to 
simple inertia, as it takes time for new molecular reagents to be disseminated and 
utilized across the various subfields of neuroscience, and for microscope vendors 
to develop “turnkey” systems that allow users to avoid investing their time in in-
strumentation and technique development. It is also true that, unlike with calcium 
imaging, where the GCaMP family of reporters has become the undisputed standard 
set of reagents, we have yet to settle on a “best” voltage indicator. Many researchers 
are simply waiting to see which reagents gain widespread adoption before commit-
ting to a given method. A more fundamental issue, however, is that from an optical 
standpoint, calcium imaging is simply a better choice for most applications. The 
signals generated by the current generation of GCaMPs are much easier to detect 
than those of the latest Arch, Arclight, and ASAP-derived tools. For instance, the 
“slow” version of GCaMP6 exhibits a peak dF/F of nearly 30 % in response to a 
single spike in a cultured neuron, with temporally filtered kinetics that eliminate the 
need to image at high frame rates [15]. The response increases to nearly 500 % for 
a burst of 10 action potentials. Additionally, as variants of GFP, these indicators are 
readily compatible with all standard forms of fluorescence microscopy and require 
little in the way of instrumentation to employ on existing setups. If one’s biological 
interest is simply in whether or not a given neuron fires under certain conditions, 
chances are good that calcium imaging is the best approach to use.

While that level of analysis suffices for many areas of investigation, there are of 
course many questions that require more detail. Calcium flux is an imperfect proxy 
for electrical activity. Not all neurons exhibit measurable calcium transients during 
an action potential, and most forms of subthreshold activity do not result in measur-
able calcium influx. Calcium falls especially short in reporting inhibitory activity, 
as membrane hyperpolarization will only be apparent if it causes a reduction in 
spike rates on the timescale of the recording. Low baseline firing rates may make 
it impossible to detect such changes. Last, while indicator kinetics are still a major 
source of temporal filtering in calcium imaging, the nature of the calcium transient 
itself ensures that very high-speed information about neuronal spiking will never be 
captured well by calcium imaging [14].

If the experimental question requires information about activity that does not re-
sult in a calcium spike, or about a neuron’s fast electrical dynamics, then the meth-
odological choice is between voltage imaging and an electrode-based measurement. 
The parallelism enabled by imaging creates a number of intriguing possibilities as 
large-ensemble voltage recordings become a reality. First, it will allow us to study 
in great detail network oscillations and other fast, coordinated phenomena. Sec-
ond, it will allow direct measurement of temporally precise plasticity mechanisms 
such as spike-timing-dependent plasticity, and experimental evidence for how the 
large number of interacting neurons in a network work together to regulate such 
processes. Third, it will dramatically increase the precision with which connectiv-
ity can be inferred from population recordings, both from correlation analyses and 
in pump-probe experiments involving the simultaneous use of photoactivation and 
population imaging. And fourth, it will allow us to better define the physiology of 
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such interactions by learning whether they are excitatory, inhibitory, or modulatory 
in nature. Together, these types of measurements will fundamentally change the 
way we study the brain. Electrical activity might be just one facet of neuronal func-
tion, but it is certainly an important one.
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Abstract C hannelrhodopsins (ChR) have become important tools for neuroscien-
tific research, and part of an optogenetic toolbox used to excite genetically targeted 
neurons with light to investigate their functional and behavioral roles. As light is 
relatively noninvasive and light-induced excitation only occurs in neurons express-
ing ChR, this approach can be used to perform circuit mapping experiments and 
modulate behavior in awake animals in ways not possible using pharmacological 
agents or electrical stimulation. The majority of current ChR experiments utilize 
blue-light-activated variants and short blue light pulses (1–10 ms) for excitation. 
The recent discovery and reengineering of red-shifted ChR variants have permitted 
excitation of neurons with orange and red light (l > 600 nm). These developments 
have extended the utility of optogenetic experiments to permit novel, noninvasive 
behavioral screening and the investigation of complex neuronal circuit interactions. 
This chapter discusses recent developments and applications of red-shifted ChRs in 
neurobiological research and how these novel ChR variants are having an important 
impact on biological discovery.
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5.1 � Introduction

5.1.1 � Channelrhodopsin (ChR)-Based Optogenetics

The light-activated, nonselective cation channel channelrhodopsin (ChR) has 
become an important tool in neuroscience since its discovery in green algae [40, 
41]. The ectopic expression of these channels renders neurons responsive to pulsed 
light, which can be used to trigger action potentials on a millisecond time scale [10, 
40, 42]. This approach, along with other light-mediated tools for manipulating cel-
lular activities, has been labeled optogenetics [39]. Optogenetic approaches using 
ChRs have been applied extensively to the study of neuronal circuit analysis [9, 22, 
27, 32, 46, 65] and have also been adapted for the study of other electrically active 
biological systems [2, 11, 42].

The principal reason for the popularity of optogenetic strategies using ChRs is 
their relative simplicity. The general approach requires the expression of a single 
transgene that is under 1100 bps and produces a protein that is under 40 kDa (with-
out a fluorescent protein marker) [40, 41]. In rodent models, this permits expression 
using recombinant viruses without the need to generate transgenic animals, which 
dramatically reduces investments in time and labor. Furthermore, supra-threshold 
excitation of neurons by ChRs can be achieved in the millisecond time range, much 
faster than pharmacological approaches, permitting investigation of fast synaptic 
and behavioral events. In mammalian tissues, the chromophore required for ChRs, 
all-trans retinal, is endogenously present as a retinoid (vitamin A). Although all-
trans retinal may need to be introduced in Drosophila melanogaster [26] and C. 
elegans [42], this chromophore is commercially available at low cost. In compari-
son, the azobenzene-based MAG chromophore required for the alternative opto-
genetic excitatory LiGluR approach is not commercially available and needs to be 
synthesized for individual experiments [18, 52].

Although ChR technology is readily accessible, users need to be wary of 
important biophysical and photophysical properties of ChRs that will influence the 
outcome and appropriateness for any given experiment. Such properties include 
channel conductance, ion selectivity, channel kinetics, desensitization, and recov-
ery from the desensitization (i.e., loss of response after initial stimulation and the 
recovery of the lost response), light sensitivity, spectral response, membrane traf-
ficking, and expression [33]. Ideally, the ChR chosen for any given application 
has high conductance, specific ion selectivity, fast kinetics, high light sensitivity, a 
narrow and distinct spectral response, and good membrane trafficking and expres-
sion. Some of these properties are biophysically interrelated, and it may be difficult 
to select for one without compromising the others [33, 34]. While many of these 
properties are candidates for improvement, this chapter will focus on the recent 
discovery and development of unique spectral properties.
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5.2 � Performing Optogenetics with Blue Light

5.2.1 � The Development of Blue-Light-Activated 
Channelrhodopsins (ChR)

The first ChR used in a neuroscientific application was ChR2 from the algae Chlam-
ydomonas reinhardtii [40, 41]. The most common, engineered variant of ChR, 
denoted hChR2(HR) or hChR2(H134R), was subsequently generated by codon 
optimization and substitution of arginine for the histidine residue at position 134 
(Fig. 5.1a, b, c, and d). Human codon optimization increased the expression of this 
ChR2 in mammalian cells [19], and the H134R mutation increased the photocur-
rent by altering ion selectivity [42] and reduced desensitization [34, 42]. However, 
this point mutation also slowed down the kinetics of the channel compared to the 
original ChR2 [34]. At present, the hChR2(HR) variant remains widely used despite 
improvements introduced by more recently developed tools [7, 34, 37]. Although 
hChR2(HR) is sufficient for most applications, its widespread adoption is also due 
in part to the commercial availability of viruses carrying the hChR2(HR) transgene 
at several vector core services, as well as the existence of transgenic animals [68] 
and extensive practical information on its use.

In addition to hChR2(H134R), there are several alternative ChR variants that 
offer specific improvements [6, 21, 30]. The ChETA [21] and CatCh [30] vari-
ants exhibit small improvements in kinetics and ion selectivity, respectively, but 
these advantages come at the cost of reduced photocurrent amplitude (ChETA) and 
slowed channel kinetics (CatCh) [34]. These tools have not been widely adopted, 
due to limited commercial availability of viral systems for their delivery as well as 
the limited benefits they provide over the first-generation ChRs. Although many 
variants are based on point mutations in the hChR2 template, versions based on 
chimeras of Chlamydomonas ChR1 and ChR2 tend to result in more significant 
biophysical changes [34, 58, 61]. One such chimera, ChIEF [34], exhibits improved 
membrane trafficking, reduced desensitization, as well as faster kinetics compared 
to hChR2(H134R) [34, 35, 37] (Fig. 5.1a, b, c, d). The non-codon-optimized ChIEF 
expresses at lower levels in mammalian neurons, but subsequent mammalian codon 
optimization (denoted oChIEF) has improved mammalian expression [35]. Several 
groups have been able to take advantage of these properties to study synaptic events 
and responses to stimulation at various temporal intervals. Applications that require 
high temporal fidelity are particularly suited for ChIEF/oChIEF as the reduced de-
sensitization and fast kinetics of this channel yields consistent excitation in ex-
pressing terminals at different pulse intervals (Fig. 5.1a, b, d, e, f). Thus, observed 
synaptic facilitation or depression can be attributed to synaptic neurotransmitter 
release mechanisms rather than reduced excitation of presynaptic terminals due to 
desensitizing ChR responses. [5, 28, 59, 60, 63].

Spectrally, ChR variants based on ChR2 or ChR1/ChR2 chimeras respond to 
light with wavelengths below 550  nm, with optimal activation in the blue light 
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range (450–470 nm [33, 34]. A recently described variant, Chronos [29], has a red-
shifted spectral response that peaks at 510 nm but can still be strongly activated by 
470 nm light (Fig. 5.1a, b). The spectral range of blue- and green-light-excitable 
ChRs permits wavelengths above 550 nm to be reserved for other optical techniques 
such as calcium imaging [13, 16], activation of other opsin tools [23, 66], intrinsic 
signal optical imaging [20], and imaging with red-shifted voltage sensors [17, 31]. 
The spectral peaks of these blue/green-light-activated variants also permit the use 
of commonly available light emitting diode (LEDs) and lasers that have strong light 
outputs in 470–488 nm range.
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Fig. 5.1   Optimization of blue-light-activated channelrhodopsin ( ChR) variants. a Examples of 
photocurrents of hChR2( HR), ChIEF, and Chronos in response to 1 s of 590 nm or 470 nm light 
measured under voltage-clamp recordings of HEK293 cells. The period of light illumination is 
indicated by colored bars above the photocurrent traces. Downward inflection of the traces indi-
cates channel opening. Both hChR2( HR) and Chronos exhibit strong desensitization after the ini-
tial activation. b Summarized action spectra of hChR2( HR), ChIEF, and Chronos. “Maximum” 
values were measured when photocurrent amplitudes peaked in response to each wavelength, and 
“steady-state” responses were measured at 0.95—1 s after light onset. c Membrane expression 
of ChR2, ChIEF, and Chronos visualized with tethered fluorescent protein citrine in transfected 
primary cultured hippocampal neurons. In Chronos- and ChIEF-expressing cells, less cytosolic 
fluorescence signal is observed relative to membrane fluorescence, suggesting more efficient 
membrane trafficking of Chronos and ChIEF than ChR2 (see Lin et al. [35] for quantification). 
d Examples of light-evoked photocurrents of hChR2( HR) ( left) and ChIEF ( right) in response to 
3 ms pulses of blue light (470 nm) presented in 50 Hz pulse trains with constant light intensity 
( 20 mW/mm2). Evoked responses of ChIEF have faster decay times and are more consistent in 
amplitudes during the pulse train. e In cultured neurons transfected with oChIEF, 1 s blue ( 470 nm) 
light induces strong depolarization ( upward inflection in the trace) and action potential firing. f In 
cultured neuron expressing oChIEF, action potential firing can reliably follow 50 Hz pulse trains. 
(Figure modified from Lin et al. [34, 35])
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5.2.2 � Application of Blue-Light-Activated Channelrhodopsins 
(ChRs) in Neurobiology

The principal application of blue-light-activated ChRs has generally been the fast 
activation of genetically targeted neurons, or presynaptic terminals, in brain slice 
preparations or in the intact brain in vivo. When ChRs are used to excite neurons, 
the kinetics of light-induced membrane depolarization is determined not only by in-
trinsic ChR properties but also by protein expression levels, membrane trafficking, 
and light intensity. In brain slices, ChR-expressing neurons are readily excited as 
high-intensity blue light can be either focused onto the preparation through the mi-
croscope’s illumination path or delivered directly from a LED or optical fiber posi-
tioned in close proximity to the sample (Fig. 5.2a, b, c). When illuminating through 
the objective, it is possible to modulate the light spatially and achieve high light 
intensity at specific region of interests. To generate a spatially modulated illumina-
tion pattern, a digital mirror device (DMD) [48, 56] or computer-generated holog-
raphy (CGH) can be used [1, 44, 47] (Fig. 5.2d). Although a DMD does not require 
a laser light source, lasers provide a more intense and coherent output compared to 
an arc lamp or a LED. While a DMD can generate 2-dimensional illumination pat-
terns, a CGH approach with a spatial light modulator can generate a 3-dimensional 
illumination pattern [1, 44, 47]. The instrumentation for holography is, however, 
much more complex and costs are considerably higher. An alternative approach is 
to use galvanometric mirror-based laser scanning photostimulation (LSPS) where 
the laser beam is focused to a small point that sequentially scans an arbitrary path in 
the field of view [46] (Fig. 5.2e). LSPS illuminates with generally higher intensity 
as the laser light is focused onto a small point. Unlike DMDs, LSPS cannot simul-
taneously illuminate multiple regions of interest within the field of view, but with 
sufficiently fast galvanometric mirrors and laser pulse modulation, multiple regions 
can be illuminated with submillisecond delays. In experiments where a spatially 
defined illumination pattern is not required, excitation of ChR-expressing neurons 
can easily be achieved with light sources that are commonly used for epifluores-
cence imaging, such as arc lamps or LED light sources. Electronic shutter systems 
that can be externally controlled (mechanical shutters for arc lamps and externally 
modulated power supplies for LED) are preferred, as these permit precise temporal 
control of light illumination. If spatially modulated light patterns or uniform illu-
mination of the field of view is not required, then light sources or fiber optic cables 
can be placed in close proximity to the specimen to directly excite ChR-expressing 
neurons [12].

ChRs have been used to interrogate neural circuits in awake animals during the 
performance of behavioral tasks [25, 43]. A major obstacle for in vivo activation 
in mammalian brains is the delivery of sufficient light to ChR-expressing neurons 
embedded within the tissue. Blue light is strongly absorbed and scattered by bone, 
blood, and skin [54]. When ChR-expressing neurons are located in superficial brain 
areas, the same technologies used for stimulating neurons in brain slices can be ap-
plied after removing or thinning the intervening tissue. Still, the spatial resolution 
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might be considerably lower due to light scattering [3, 24, 25]. When ChR-express-
ing neurons are embedded in deeper tissues, small optical fibers (typically 200 or 
400 µm in diameter) can be acutely or chronically implanted to emit high-intensity 
light in close proximity to the expressing cells [51] (see also Fig. 5.4). These optical 
fibers are typically secured onto the skull of the animal and penetrate the tissues en 
route to the expressing neurons. Thus, simple optical fibers preclude using any kind 
of spatial modulation to target specific neurons.

5.3 � Performing Optogenetics with Red Light

5.3.1 � The Discovery and Development of Red-Light-
Excitable Channelrhodopsins (ChRs)

Compared to blue-light-activated ChR variants, the development of red-light-excit-
able ChRs has progressed at a slower rate. Few naturally occurring red-shifted ChRs 
have been identified in the sequenced genomes of different organisms. VChR1 is 
a red-shifted ChR from Volvox carteri that was reported after the demonstration of 

a b c

d e

Fig. 5.2   Approaches for optical excitation of channelrhodopsin ( ChR)-expressing neurons in 
brain slices. a Left panel schematic diagram showing brain slices ( gray) with ChR-expressing 
neurons placed under a microscope objective. The panel on the right shows the field of view under 
the objective where ChR-expressing neurons ( yellow) innervate the nonexpressing neuron of inter-
est ( orange). b ChR-expressing neurons and presynaptic terminals can be excited by a light source 
such as a LED or a laser/LED-coupled fiber placed near the brain slice. The neurons across the 
field of view are not illuminated uniformly. c ChR -expressing neurons and presynaptic terminals 
are excited by light guided through the microscope objective used for fluorescence imaging using 
an arc lamp, LED, or laser as a light source. In a system where the optical components are correctly 
aligned, the field of view can be uniformly illuminated. d A digital mirror device ( DMD) can be 
placed in the light path to selectively illuminate specific pixels within the field of view simultane-
ously. e A focused light beam, from a LED or laser source, can be used to selectively illuminate 
specific points within the field of view sequentially with the use of galvanometric mirror to direct 
the position of the light beam. Computer-generated holographic illumination with a spatial light 
modulator is not illustrated in this figure
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ChR2 in neurons [67]. VChR1 exhibits low expression levels and limited mem-
brane trafficking in mammalian cells, restricting its use as an optogenetic tool [33, 
35, 64]. Subsequent modification of VChR1 using a chimera approach generated 
the C1V1 and VCOMET variants [35, 64]. C1V1 and, particularly, VCOMET have 
improved membrane trafficking and higher expression levels compared to VChR1 
in the neurons of both rodents and Drosophila [35, 26]. The improved membrane 
trafficking of C1V1 and VCOMET is mediated by an N-terminal sequence trans-
ferred from ChIEF/ChR1, which contains a membrane-targeting signal peptide. 
VCOMET additionally incorporates a transmembrane domain from the homologous 
VChR2, which enhanced expression levels in mammalian systems [35]. ReaChR is 
a VCOMET-based variant [35], which contains an additional point mutation that 
prolongs the lifetime of its red-shifted photocycle state. ReaChR thus exhibits a 
strong photoresponse to orange and red light above 600 nm (Fig. 5.3a, b). Although 
the channel kinetics of ReaChR at these longer wavelengths are slower than those of 
most blue-light-activated variants, ReaChR is effective when high-frequency stimu-
lation (> 10 Hz) is not required and slower neuronal activation (> 3 ms) is acceptable 
[35].

Chrimson is a naturally occurring red-shifted ChR recently discovered in Chlam-
ydomonas noctigama. Chrimson has a more red-shifted spectral response and faster 
kinetics at long wavelengths (λ > 600 nm) compared to ReaChR [29] (Fig. 5.3a, b). 
Both ReaChR and Chrimson are efficiently excited by visible light (λ 400–650 nm) 
although the biophysical characteristics of the two proteins differ as a function of 
wavelength [29, 35] (Fig. 5.3a, b, c, d, e, f).

5.3.2 � Current and Future Applications of Red-Light-Activatable 
Channelrhodopsins (ChRs)

Although red-shifted ChRs have to date been applied in a limited number of studies, 
the recent progress in their discovery and engineering has circumvented prior limi-
tations that hindered the wider adoption of tools such as VChR1. Working with effi-
cient red-shifted ChRs, such as ReaChR or Chrimson, has some notable advantages. 
First, attenuation and scattering of light by biological tissues due to hemoglobin ab-
sorption and other processes is significantly reduced at wavelengths above 600 nm 
(orange/red) [54]. This allows orange/red light to penetrate neural tissue more read-
ily and higher light intensities to be delivered at greater depths. Neurons can also 
be stimulated noninvasively through intact tissue. The need for highly invasive and 
damaging optic fiber implants, as well as open or thin-skull craniotomies, can then 
be eliminated. We have previously demonstrated that ReaChR-expressing motor 
neurons in deep layers of the cortex and brainstem of mice can be activated in vivo 
by externally positioned red LEDs (617–655 nm). Illumination of the expressing 
cells is then achieved through interposed fur, skin, and bone (Fig.  5.4) [35]. By 
activating ReaChR-expressing neurons transcranially, action potentials can be gen-
erated with high temporal fidelity and precise behaviors evoked in the head-fixed, 
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awake mouse. With such transcranial light activation, high levels of light are typi-
cally needed to counteract attenuation arising from reflection off bone and the large 
distance between the light source and the ReaChR-expressing neurons (decrease 

a b

c
d e f

Fig. 5.3   Properties of the red-light-activatable ChR variants ReaChR and Chrimson. a Spectral 
response of red-shifted ChR variants ReaChR and Chrimson. Example photocurrent measure-
ments of ReaChR- and Chrimson-expressing HEK293 cells to 650, 630, 610, 590, and 470 nm 
light stimulation. Downward inflections in the traces indicate channel opening induced by light 
illumination. Chrimson exhibits faster responses to light above 600 nm, although photocurrent 
amplitudes are significantly smaller at all wavelengths compared to ReaChR. b Spectral responses 
of ReaChR and Chrimson. “Maximum” values are peak photocurrent amplitudes measured at each 
wavelength, and “steady-state” values are the photocurrent amplitude measured at 0.95—1 s after 
light onset. c Membrane trafficking of ReaChR and Chrimson in primary cortical cultured neurons 
as visualized with the fluorescence of the tethered fluorescent protein citrine. ReaChR has a stron-
ger, and more uniform, membrane expression throughout the cell soma and processes, whereas 
Chrimson–citrine fluorescence is strong in the cytoplasm but not on the membrane. d The mem-
brane voltage response of ReaChR-expressing cultured neurons to 1 s of continuous 627, 617, or 
470 nm light. Suprathreshold depolarization and light-induced spiking are observed at all three 
wavelengths. e Delay of light-induced spikes in ReaChR-expressing neurons at different illumina-
tion wavelengths and intensities. Faint lines indicate the results of individual neuron measure-
ments, and the darker lines represent mean values. f Short (1 ms) pulses of 617, 627, or 470 nm 
light in 10 Hz trains trigger temporally precise spikes in ReaChR-expressing cultured hippocampal 
neurons. The slow kinetics of ReaChR can result in depolarization block that reduces spike fidelity 
later in the pulse train in some cells at longer wavelengths. Extra spikes are also observed in some 
cases (as seen with 470 nm light). See also Fig. 5.5 in Lin et al. [35] for comparable in vivo results. 
(Figure modified from Lin et al. [35])
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in light intensity is inversely proportional to distance squared). Thus, ambient il-
lumination is not a concern. At present, it remains unclear whether a similar tran-
scranial approach will work in species such as rats, where the skull is much thicker 
and less transparent than in mice. The removal of skin or thinning of the bone may 
still be required to achieve sufficient light delivery [15]. Optical fibers may also be 
advantageous in some cases when target neurons are located in very deep nuclei or 
if light needs to be focused at depth (for instance when combined with another ChR 
in a different region). A likely application of red-light-activated ChRs would be in 
experiments where the placement of optical fibers is difficult or undesirable, such 
as the brainstem or spinal cord. Regardless, red-light-excitable ChRs will be crucial 
for the adoption of optogenetics for clinical applications in which transcranial and 
transvertebral stimulation may allow treatments of neurological disorders and neu-
roprosthetic control.

    Delivery strategies for introducing ectopic expression of red-shifted ChRs in 
mammalian neural tissue include targeted injections of lenti- and adeno-associated 
viruses to transduce local neurons. Transduction after such injections does not dis-
tinguish between subpopulations of similar neurons with different projection targets, 
which may be required for neural circuit analysis. Furthermore, local injections trig-
ger inflammatory and immune responses and cause direct damage to the injected 
tissue. An alternative approach involves retrograde viral delivery systems, such as 
glycoprotein-deleted rabies virus [44], rabies glycoprotein-pseudotyped lentivirus 
[14], or AAV6 [53]. These viral delivery systems can target neurons that project to 
the site of virus injection and thus isolate specific neural circuits for testing func-
tional connectivity between two regions. This approach potentially eliminates the 
need for craniotomies above areas where the expressing neurons are located since 
red light can be delivered transcranially, and combined with red-shifted ChRs, it 
will allow minimally invasive, optogenetic activation of long-distance circuits.

With red-shifted ChRs, it is also possible to stimulate central Drosophila neu-
rons expressing ReaChR through the intact cuticle using an LED placed near the 
experimental arena [26]. Many GAL4 driver lines are available in Drosophila, and 
red-shifted ChR variants can easily be expressed in genetically defined cell groups. 
With appropriate behavioral assays, it is possible to screen the functional effects 
of activating different neuronal cell types (Fig. 5.5). Although similar experiments 
can be conducted with the thermosensitive TrpA channel by raising the ambient 
temperature, ChRs provide a complementary approach whereby neurons can be 
activated with a higher temporal and spatial fidelity. This approach also minimizes 
neuronal adaptation effects that can arise when TrpA is used to tonically modulate 
neuronal activity [26].

When neurons are activated with ChRs, it is always important to control for the 
behavioral effects caused by visual stimulation, which occur at wavelengths as long 
as 720 nm in Drosophila [29]. For this reason, experimenters may want to confirm 
results with thermogenetics and appropriate controls to avoid false-positive find-
ings.
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a

b c d

e f g

Fig. 5.4   In vivo activation of ChR-expressing neurons in the rodent brain. a Schematic diagrams 
illustrate different approaches for activating ChR-expressing neurons in the rodent brain. Recom-
binant virus with a ChR transgene is injected into the rodent brain for expression. In A, top, a fiber 
optic cannula is chronically implanted into the brain 2–3 weeks after initial transduction. Dur-
ing behavioral experiments, the cannula is connected to a flexible fiber optic patch cable that is 
coupled to a LED or laser light source. In A, middle, a small LED mount is secured onto the skull. 
On the day of the experiment, the LED is connected electrically and light is delivered through the 
healed tissue or a cranial window. In A, bottom, an external LED is placed noninvasively outside 
the head on the day of behavioral testing to activate ChR-expressing neurons. b Photographs of a 
fiber optic cannula coupled to a patch cable. The same fiber optic cannula can be used to deliver 
different wavelengths of light ( blue/470  nm and orange-red/617  nm lights are shown here). c 
Photograph of custom-made small LED mounts that can be secured onto the skull of rodents 
to deliver light for neural activation. Electrical wires will be connected to the LED mount on 
the day of experiment. d Pictures of a LED attached to a metallic heat sink that can be used to 
deliver light externally for ChR activation, suitable for approach shown in A, bottom. The heat 
sink is often required due to the higher light levels and electrical currents required when LED 
illumination is provided externally. e Noninvasive activation of ReaChR-expressing neurons in the 
mouse brain (as in A, bottom) was used to trigger whisker movements with different wavelengths 
of light Lin et  al. [35]. An example of reproducible whisker movements triggered by exciting 
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5.3.3 � Parallel and Independent Excitation of Multiple 
Neuronal Groups Using Blue- and Red-Light-Activatable 
Channelrhodopsins (ChRs)

Since the first report of a red-shifted ChR, there have been several attempts to use 
blue and red light to independently activate spatially overlapping populations of 
neurons [29, 64, 67]. In principle, the approach is simple: light at one wavelength 
(e.g., blue) is used to activate one group and a second wavelength (e.g., red) is used 
to activate a second population, either simultaneously or sequentially. The ability to 
stimulate two spatially overlapping, but genetically distinct groups of neurons, will 
permit novel experiments to study the convergence of different neurotransmitter 

ReaChR-expressing motoneurons located in the brainstem of an anesthetized adult mouse. The 
bottom traces display angle displacements of the whiskers during light pulses of 617 or 470 nm 
light. Larger movements were observed with 617 nm light consistent with a lower light absorp-
tion and scattering at longer wavelengths. f Comparison of evoked whisker movement triggered 
in ReaChR-expressing cortical motor neurons and g motoneurons of the facial nucleus in the 
brainstem as a function of illumination wavelength. No movement was observed when motoneu-
rons in the brainstem expressed hChR2( HR). (Figure modified from Lin et al. [35])

a b1

b2

c

Fig. 5.5   Application of red-shifted ChR variant for screening of neural circuits controlling fly 
behavior. a Light transmission as a function of wavelength through Drosophila melanogaster 
cuticle ( 447.5, 470, 530, 590, and 627  nm). Light transmission through the cuticles increases 
dramatically above 500 nm. ( B, top) A simplified schematic diagram showing the video monitor-
ing system used for behavioral screening of ReaChR-expressing flies in Inangaki et al. 2014. The 
ChR-expressing fly was placed in a chamber with ambient illumination at 850 nm for video cap-
ture of behavior. A high-intensity LED was placed above the chamber to excite ChR-expressing 
neurons at distance. A video camera with a long-pass filter to block out LED light during ChR 
excitation was placed above the chamber. ( B, bottom) An example of 627 nm light-induced wing 
extension courtship behavior in the fly when ReaChR is expressed in Fru neurons. c Fraction of 
flies with wing extension behavior during light illumination at a wavelength indicated by horizon-
tal colored bars ( red: 627 nm, green: 53 nm, and blue: 470 nm). Only ReaChR-expressing, but not 
ChR2( HR)-, ChR2( C128T)-, or C1V1( TT)-expressing flies, exhibited detectable light-inducible 
wing extension behavior during light illumination. The thermogenetic dTRPA1 also induces wing 
extension when the temperature in the chamber is raised. dTRPA1 animals were used as a positive 
control, confirming that activation of Fru neurons can be mediated by ReaChR excitation. (Figure 
modified from Inangaki et al. [26])
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outputs onto common target neurons and circuits involved in the generation of be-
haviors.

Unfortunately, available tools do not readily permit such experiments due to sig-
nificant overlap in their action spectra [29, 35, 64, 67] (Fig. 5.1 and 5.3). Although 
red-light-excitable ChRs such as ReaChR and Chrimson can be activated at long 
wavelengths (λ > 570 nm) without concomitant activation of blue light ChRs [29, 
64, 67], blue light (λ 400–500 nm) will strongly activate both types of ChR [29, 
35, 64, 67]. The difficulty of achieving a two-color optogenetic system to excite 
two separate neuronal populations may be circumvented by careful calibration. For 
example, expression levels of the red-light-excitable ChRs may be attenuated such 
that the blue photoactivation pulse does not produce suprathreshold photocurrents 
in those cells [29, 67]. Similarly, the blue-light-activated ChRs may be expressed in 
the target population at high levels to increase sensitivity. Additional control can be 
achieved by careful tuning light pulse duration and intensity, as was recently dem-
onstrated with the blue- and red-light-excitable ChR variants Chronos and Chrim-
son [29]. This approach would require very delicate calibration, and expression 
levels of both opsins would need to be carefully controlled. Undue variability in 
expression levels between cells, or across experiments, could significantly disrupt 
experimental reproducibility.

For many practical purposes, however, current variants of spectrally separated 
ChRs could still prove useful for two-color activation of different target popula-
tions expressing comparable levels of ChR when the somas of the two populations 
are sufficiently spaced apart. When this is the case, a red-light-excitable ChR can 
be expressed in one group of neurons and a blue-light-excitable ChR in neurons 
with somas located in a different region. Excitation of the neurons expressing red-
light-activatable ChR with orange/red light will then not activate neurons or ter-
minals expressing blue-light-excitable ChRs, while somas of neurons expressing 
blue-light-excitable ChRs can be excited independently with blue light at sufficient 
distance apart from neurons expressing red-light-excitable ChR. This two-color ap-
proach does not require careful calibration of expression and trafficking levels and 
is relatively simple to achieve with a standard dual-viral delivery system. Activation 
of the two regions could be achieved in vivo by placing two fibers in the brain or 
by illuminating through open/thinned cranial windows with a focused LED or laser 
light.

5.4 � Future Development of Novel and Improved 
Channelrhodopsin (ChR) Variants

Despite significant advances in ChR development and engineering since the discov-
ery of ChR1 and ChR2 [40, 41], several outstanding issues with current ChR vari-
ants will need to be improved upon. Red-light-shifted variants such as ReaChR and 
Chrimson are still strongly activated by blue light. Chrimson additionally suffers 
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from relatively poor membrane trafficking in mammalian cells (Fig. 5.3c). Proven 
strategies exist that can improve membrane trafficking of ChR variants and micro-
bial opsin pumps [7, 37, 35], and it is therefore feasible to improve the membrane 
trafficking and expression of Chrimson as it has been done with other optogenetic 
tools. In order to attenuate blue light excitability, significant modification of the 
template proteins will be necessary, and complete elimination of this phenomenon 
might not be possible due to ChR’s complex photocycle states [4]. Alternative strat-
egies might also be worth exploring, such as co-expression of optogenetic tools that 
can inhibit synaptic release with blue light [36].

Current ChR variants are highly effective at depolarizing neurons. In compari-
son, optogenetic approaches for suppressing neuronal activities or synaptic releases 
are far less effective [36, 37]. Converting cation-selective ChRs into anion-selective 
or potassium-selective channels could generate optogenetic tools that are more ef-
ficient inhibitors of neuronal activities than existing opsin pumps such as NpHR/
halo, Arch, Mac, and ArchT [37, 65]. Two recent studies report the development of 
anion-conducting blue-light-activated ChR [8, 62]. However, these channels remain 
cation permeable and exhibit significantly reduced photocurrents compared to the 
cation-selective ChR variants they are based on. Additional engineering and modi-
fication of these proteins will be necessary to generate anion-selective ChR variants 
with high photocurrent conversion efficacy.

The discovery and development of novel ChR variants thus far has relied princi-
pally on three strategies. Most common is the generation of point mutations based 
on structural knowledge of microbial opsin pumps and ChR, as was the case for 
hChR2(HR), ChETA, step-function opsin, and CatCh [6, 10, 21, 30]. Second, novel 
ChRs such as ChEF, ChRGR, C1V1, and VCOMET were generated by chimeric 
fusion of related opsin variants [34, 35, 61, 64]. The chimeric approach exploits 
the modular nature of proteins and the fact that domain recombination can gener-
ate unique properties [55]. Third, genomic screening and testing of homologous 
proteins from a large number of species has accelerated the discovery and charac-
terization of new opsins, such as Chronos, Chrimson, VChR1, and MChR1 [29]. 
While each approach will independently continue to generate useful ChR vari-
ants, the most productive strategies will likely apply all three of them in tandem 
with high-throughput functional screening in order to select variants with desirable 
properties, as it has been done for the engineering of fluorescent proteins [49, 57]. 
Low-throughput screening and an emphasis on individual variants often generate 
limited improvements that are offset by undesirable changes. Worse, reengineering 
may generate proteins that fail to fold and mature correctly. Protein engineering 
techniques such as DNA shuffling in combination with structure-guided mutagen-
esis [38, 50] and microfluidic or cytometry screening would likely contribute to 
accelerating the progress of ChR development in the future by enabling –“protein 
engineers” to generate high numbers of variants and select for the ones with useful 
properties.
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5.5 � Summary

The development of novel neurophysiological tools in the last 40 years has resulted 
in exciting progress throughout the neuroscience community. The inventions of 
patch-clamp recording, calcium-sensitive dyes, fluorescent proteins, genetic ap-
proaches, and modern optical approaches have provided scientists with revolution-
ary tools to study and understand neural activities and interactions both in vitro 
and in vivo. The recent development of optogenetic tools has provided neurosci-
entists with exciting and accessible ways to explore neural function and permits 
experimental perturbations that were previously impossible. While many technical 
aspects of these optogenetic tools can still be improved, the potential of our cur-
rent reagents has not yet been fully exploited. The application of optogenetics in 
neuroscience will undoubtedly provide many intriguing insights in the years ahead.
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Abstract  The increasing popularity of the fruit fly, Drosophila melanogaster, in 
systems neuroscience can be attributed to the widespread availability of powerful 
genetic reagents that make efforts at understanding its numerically simple brain 
tractable, revealing the neural basis of a rich repertoire of behaviors. These tools 
allow exogenous labels, indicators, activators, and inhibitors of neural activity to 
be expressed in sparse sets of identified neurons in the brain, enabling specific, 
targeted neural recording and manipulation. In particular, thermogenetic reagents 
for activation and silencing, such as dTrpA1 and Shibirets1, have helped research-
ers identify circuits involved in a range of fly behaviors. However, temperature-
sensitive reagents are slow to activate, and induce complicated behavioral artifacts 
in ectothermic animals such as flies. Early optogenetic reagents, such as channel-
rhodopsin2 and halorhodopsin, enabled temporally precise neural perturbation and 
had an almost immediate impact on mammalian neuroscience. Their use in intact 
flies was, however, hindered by the fact that blue and green excitation light does 
not efficiently penetrate adult fly cuticle, and the use of high-intensity light intro-
duces artifacts, such as increased body temperature and photoreceptor-triggered 
behavioral responses. In this article, we discuss advances in the use of optogenetics 
in flies, with a special emphasis on recently developed bistable opsins and red-
activated channelrhodopsins, CsChrimson, and ReaChR. Using a combination of 
genetic tools and an appropriate light delivery strategy, these optogenetic reagents 
allow precise spatial and temporal manipulation of neural activity in the fly while 
minimizing thermally and visually induced artifacts. We also consider some appli-
cations of optogenetics in flies, including testing for the role of identified neurons 
in the brain of tethered and freely behaving flies and, in combination with geneti-
cally encoded calcium indicators, mapping coarse functional connectivity between 
specific neurons.
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6.1 � Introduction

Optogenetic tools such as channelrhodopsins and halorhodopsins [9, 54, 98, 110], 
are widely used to manipulate neural activity in the mammalian brain. Unfortunate-
ly, their application in the fruit fly, Drosophila melanogaster, has been limited. Blue 
light that is used to activate most opsins does not efficiently penetrate fly cuticle. 
As a result, optogenetic applications in the intact fly have usually been restricted 
to neurons near the body surface, such as peripheral chemosensory neurons in the 
proboscis [25, 42, 72] and antennae [24, 95], or to neurons in larvae, whose cuticle 
is less light-reflective than adult cuticle [5, 37, 40, 73, 82, 90, 101, 115]. Stimula-
tion of neurons in the brain through adult cuticle has been more challenging, though 
not impossible [17, 30]. Further, because fly photoreceptors are very sensitive to 
blue light, optogenetics has been successful only for behaviors that are unaffected 
by visual-system-mediated artifacts [106], in contexts in which blue light can be 
blocked from reaching the eyes [24, 30], or with blind flies [17].

Such shackles have been broken with the recent development of two red-shifted 
channelrhodopsin variants, ReaChR [43] and CsChrimson [48]. ReaChR is an engi-
neered variant of a widely used channelrhodopsin (ChR2) [56], whereas CsChrim-
son is a membrane-trafficking-enhanced version of a newly extracted microbial op-
sin, Chrimson [48]. Genetic effector lines of these reagents are both more sensitive 
and more suitable for behavioral studies than any previously available optogenetic 
reagents, because of the better cuticle penetrance of red light (Fig. 6.1, [43]) and 
also because of greatly improved genetic expression [78] and membrane traffick-
ing systems [26, 43, 48]. These reagents enable reliable activation of neurons in the 
central brain of intact flies with much weaker light than previously possible, making 
optogenetics truly usable for a wide array of applications in Drosophila.

There are already many genetic tools for flies of course, such as cell killers, 
inhibitors, and activators controlled by temperature or drugs (see [93, 100] for com-
prehensive reviews), which raises the question of why one might favor optogenetic 
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tools over such alternatives. The obvious answer is the temporal precision of neural 
circuit manipulation that optogenetics provides. The genetic perturbation methods 
that are used most commonly within the fly community take minutes to hours to af-
fect neural activity, whereas optogenetic tools act rapidly (milliseconds to seconds, 
at worst) and are quickly reversible. Further, with the Chrimson family of opsins 
(Chrimson, ChrimsonR, and CsChrimson), or ReaChR, thermally induced behav-
ioral artifacts can be minimized or even completely eliminated, allowing cleaner 
experimental designs and requiring fewer temperature controls than are needed for 
dTrpA1 and Shibirets.

Here, we provide guidelines for the use of optogenetic tools in adult Drosophila, 
focusing primarily on red-shifted channelrhodopsins, but all the information in this 
chapter should apply to larval experiments as well [37, 48, 82]. We will first review 
progress in the development of optogenetic tools for Drosophila. Then, we will 
briefly describe how to control spatial and temporal expression of opsins in the ner-
vous system. Light delivery methods and the mitigation of behavioral artifacts will 
be discussed next. Finally, we will provide examples of experimental applications 
and describe hardware setups that can be easily repurposed.

6.2 � Early Optogenetics in Drosophila

The earliest application of optogenetics in any intact behaving animal came in 
Drosophila [53]. In these experiments, photostimulation was used to uncage ATP, 
thereby opening P2X2, an ATP-gated channel [10, 99] that was expressed in a sub-
set of neurons including the escape-response-inducing giant fiber neuron. Although 
the imprecision and delay introduced by the injection and UV-uncaging of ATP to 
activate P2X2 has limited its use in behavioral studies, the basic scheme of using 
P2X2 with ATP stimulation has proved useful in physiological experiments [38, 39, 
103, 109].

6.3 � Microbial Opsins Available in Drosophila

In contrast to P2X2, which was first expressed and tested in Drosophila, subsequent 
optogenetic tools have first been developed in other species before being transferred 
to the fly. A major advance in the reliability, ease of use, and temporal precision of 
these tools came with the introduction of single-component reagents, such as ChR2 
[9], eNpHR [112], and VChR1 [114]. Among these, the original channelrhodop-
sin2 [9, 40] has been the most widely used reagent within the fly community (see 
Fig. 6.6 for references). Other variants, such as C1V1 [111] and ET/TC [7], have 
been injected into flies but have found limited use, with the notable exception of the 
H134R mutant [43, 63, 68, 82]. In addition, a bistable ChR2 (C128S mutant) has 
been used to circumvent visual-system-mediated behavioral artifacts [30]. Among 
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inhibitors, only the halorhodopsin, eNpHR, has been used in flies [41, 105]. How-
ever, as mentioned previously, all of these opsins are problematic to use in Drosoph-
ila due to limited cuticle penetrance at the activation wavelengths and induced be-
havioral artifacts. In addition, if the proteins are expressed in the membrane at low 
levels, neural activation or inhibition requires intense illumination. High-intensity 
light generates undesirable heat and thus requires a cooling system in the behavior 
chamber and a complicated lighting system (for example, see Fig. 6.7d [24] and 
6.7e [30]). Fortunately, ReaChR and CsChrimson address many of these concerns.

In this section, we briefly discuss the aforementioned opsins in Drosophila: 
ChR2, ChR2-H134R, ReaChR, CsChrimson, ChR2-C128S, and halorhodopsin 
(eNpHR). Much of the information provided here relies on both Drosophila experi-
ments and those carried out in mammalian cell culture and slice.

6.3.1 � Channelrhodopsin2 Variants: ChR2 and ChR2-H134R

ChR2 was the first channelrhodopsin successfully used to activate mammalian neu-
rons [9]. Since then, many variants have been engineered. Some, including the orig-
inal ChR2 and one of the variants, ChR2-H134R, have been injected in Drosophila 
and employed in many experiments. Figure 6.2a compares ChR2 and ChR2-H134R 
performance at the larval neuromuscular junction (NMJ) [82]. The opsins were ex-
pressed in motor neurons, and a 10 ms blue light pulse was delivered at different in-
tensities to activate them. Neurons with ChR2-H134R were more reliably activated 
at lower light levels than those expressing ChR2. Because of its enhanced efficiency 
relative to ChR2, ChR2-H134R has found wide use [43, 63, 68, 82].

6.3.2 � Red-Shifted Channelrhodopsins: ReaChR, CsChrimson, 
and ChrimsonR

ReaChR is a ChR2 engineered to be red-activatable [56]. ReaChR’s activation spec-
trum peaks at ~ 530 nm with short light pulses (unpublished), but longer light pulses 
further red-shift the peak to ~ 590 nm and even 650 nm light can activate the chan-
nel (Figs.  6.2b and 6.3a, [48, 56]). ReaChR has been used to stimulate neurons 
in the brain of intact behaving flies with normal high-power LEDs, and can elicit 
reproducible patterns of spikes at relatively low light intensities (Fig. 6.4, [43]).

Chrimson is an even further red shifted channelrhodopsin (Fig. 6.2c). Extracted 
from the algae Chlamydomonas noctigama [48], it has a peak activation wave-
length of ~ 590 nm (Fig. 6.3a). It is the first channelrhodopsin that can be driven by 
deep red light (720 nm, Fig. 6.5a, b). However, its off-kinetics are relatively slow 
(~ 21.4 ms, Fig. 6.3b).

Membrane trafficking of Chrimson is enhanced in the CsChrimson variant, 
which is a chimera between another activator, CsChR, and Chrimson (see [48] for 
more details). When combined with technical improvements in Drosophila genetics 
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that boost expression [78], CsChrimson enables very sensitive optogenetic stimula-
tion in flies (Fig. 6.5a, b).

A faster variant of Chrimson, ChrimsonR, also exists (K176R mutant, see [48] 
for more details). Although ChrimsonR proved less sensitive than CsChrimson when 
expressed in Drosophila, sweet taste receptor neurons for our proboscis extension re-
flex (PER) experiments (see caption of Fig. 6.5b for details), its off-kinetics are faster 
than CsChrimson (15.8 ± 0.4  ms versus 21.4 ± 1.1  ms, Fig.  6.3b, 6.5c, d, e, [48]), 
making it more attractive for applications where temporal precision is a high priority.
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Fig. 6.3   a Channelrhodopsin action spectra (Source: [48, 56]). b. Channelrhodopsin properties 
in cultured neurons. τoff: monoexponential fit of photocurrent decay (Source: [48]). See Fig. 6.5 
for Chrimson variants. c. Comparison of Chrimson and ReaChR activation spectra ( n = 5 cells; 
4.23 mW/mm2 for 470 nm, 3.66 mW/mm2 for 530 nm, 3.14 mW/mm2 for 625 nm). With a 5 ms 
pulse, Chrimson shows maximum current at 625 nm. ReaChR shows maximum current at 530 nm 
with a 5 ms pulse, but current increases dramatically with 100 ms pulse (Source: [48]). d. Pro-
boscis extension response (PER) of adult Drosophila expressing opsins in sweet taste receptor 
neurons (Gr64f.). Light pulses were presented with interstimulus intervals of 5 s. Light of a given 
intensity was presented five times, with a 1 min interval between presentations of different intensi-
ties. Tests started from the lowest possible intensities capable of driving the LED to avoid deac-
tivation. Required light intensities for PER were determined as the lowest intensity that evoked 
reliable PER for all five consecutive trials
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6.3.2.1 � Comparison Between ReaChR and CsChrimson

Both CsChrimson and ReaChR are red-shifted and can be effectively used in many 
applications, but they differ in their activation kinetics. ReaChR is maximally sensi-
tive to red (> 600 nm) light if the stimulation duration is long (~ 100 ms, Fig. 6.2b, 
6.3a, c) and to green (~ 530 nm) light if the stimulation duration is short (< 10 ms, 
Fig. 6.3c). Chrimson is maximally activated at red wavelengths (~ 600 nm, Fig. 6.3a, 
c) regardless of the stimulation pulse width [48]. Therefore, CsChrimson is likely 
to be more versatile than ReaChR for applications in which red light is preferred as 
an activation source, that is, for deep cuticle/brain penetrance and for minimization 
of visual system artifacts. However, currently available 20xUAS-CsChrimson ver-
sions are toxic with pan-neuronal Gal4 drivers (e.g., elav-gal4 or R57C10) unless 
all-trans-retinal is provided in the food (Karen Hibbard and Stefan Pulver, personal 
communication). Thus, if an application requires control experiments with pan-
neuronal opsin expression in the absence of all-trans-retinal supplements, ReaChR 
would be a safer option, at least until weaker-expressing UAS-CsChrimson fly lines 
are validated.
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Fig. 6.4   Behavioral (a) and electrophysiological (b) responses to stimulation of ReaChR in sweet 
taste receptor neurons (Gr5a). Red lines: 627 nm 1.1 mW/mm2. Black tick marks: PER responses 
(a) and spiking responses (b). Blue traces: fraction of flies showing PER (time bin = 1 s, n = 16). 
Red traces: spiking rates (time bin = 200 ms, n = 6). Grey traces: individual flies. Sustained stimu-
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100 ms pulses at 1 Hz ( right) produced reliable responses for over 30 s (Source: ([43]). Compare 
with Fig. 6.9b, and c, where light intensity was relatively low
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6.3.3 � Fast Channelrhodopsin: Chronos

Chronos is a fast new channelrhodopsin that is driven by blue and green light (peak 
sensitivity at ~ 500 nm, Fig. 6.3a). Our preliminary tests in Drosophila gustatory 
receptor neurons showed reliable PER with 530 nm light (Fig. 6.3d). The sensitiv-
ity of Chronos to green light (530 nm) was comparable to ReaChR or ChrimsonR 
(Fig.  6.3d). However, because it is not red-shifted (no activation at 617  nm, 
Fig.  6.3d), we expect significant visual-system-mediated behavioral artifacts, 
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Fig. 6.5   a Intracellular recordings from m2 muscles in 3rd-instar larvae expressing CsChrimson 
in motor neurons. Small horizontal dashes in each subpanel indicate –50 mV. Two milliseconds 
pulse of weak orange light or blue light was sufficient to drive motor neurons. Longer light pulse 
induces barrage of EPSPs. Neurons were also driven by deep red light (720 nm). b PER of flies 
expressing CsChrimson in sweet taste receptor neurons (Gr64f.). PER score was defined by the 
distance from the center of head capsule to the tip of proboscis, scaled by the distance from 
the neck connective to the root of antennae. c Representative on- and off-kinetics for Chrimson, 
ChrimsonR, and CsChrimson. d Comparison of wild-type Chrimson and ChrimsonR high-fre-
quency spiking in response to 625 nm light. e Population statistics: n = 10 for Chrimson, n = 4 for 
ChrimsonR, 40-pulse train, 2 ms pulse width, 5 mW/mm2. (Source: [48])
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unless a careful light delivery strategy is used, such as has been employed for ChR2 
(see Light Delivery section below). Nevertheless, Chronos is the fastest of all avail-
able opsins (2.3 ± 0.3 ms on-time, 3.6 ± 0.2 ms off-time) and may prove useful in 
experiments that require precise high-frequency stimulation and are not affected by 
visual-system-mediated artifacts.

6.3.4 � Bistable Channelrhodopsin: ChR2-C128S

ChR2 with a mutation at C128S [6] can be turned on with blue light (~ 450 nm) and 
turned off with yellow light (~ 550 nm). In Fig. 6.2d, ChR2-C128S was expressed 
in lobula plate tangential cells (LPTCs) of the horizontal system (HS), which re-
spond to optic flow stimuli typically experienced by the fly during yaw rotation. 
The study used intracellular recordings to show that 1 s of exposure to blue light 
(blue bar) induced a sustained positive depolarization (~ 5 mV) in these graded-
potential neurons, and three seconds of yellow light exposure reset the membrane 
potential. This feature of ChR2-C128S makes the opsin particularly useful when 
visual-system-mediated behavioral artifacts caused by optogenetic activation can 
critically impact the interpretation of experimental results. ChR2-C128S requires a 
very powerful LED or laser for activation, but an improved bistable opsin [3] may 
prove more sensitive.

6.3.5 � Halorhodopsin: eNpHr

While cation channels (ChR2 and its variants, CsChrimson and ReaChR) are used 
for gain-of-function experiments, halorhodopsin (eNpHr), a light-gated chloride 
pump, has been used to perform loss-of-function optogenetic experiments [26, 27, 
41, 105]. eNpHr has a yellow-shifted (540–580 nm) activation spectrum, allowing, 
to some degree, spectrally separated activation of ChR2 and eNpHr. However, it 
has not found widespread use in flies. In two studies, one demonstrating a sig-
nificant behavioral effect of halorhodopsin activation in larvae [41] and the other a 
weak effect in adults [105], the intensity of activation light used was extremely high 
(7 ~ 20 mW/mm2) when compared to the light intensity used in mammalian studies 
(~ 3.5 mW/mm2) (also see [57], in which eNpHr had no effect in olfactory receptor 
neurons). Two alternatives, archaerhodopsin, a yellow-shifted proton pump [15], 
and Jaws, a red-shifted cruxhalorhodopsin [16], may find broader use. Preliminary 
data in Drosophila larvae suggests that they are both activated with prolonged illu-
mination at a light intensity comparable to those used in mammalian studies (Stefan 
Pulver, personal communication).
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6.3.6 � Summary

A wide variety of opsins have been developed for the optogenetic tool kit. Figure. 6.6 
shows light intensities and light wavelengths used to stimulate each of these opsins. 
It is not based on controlled comparison experiments, but rather on a survey of light 
intensities reported in published Drosophila optogenetics studies. We only include 
studies that report both the light intensities used and the stimulation protocols. The 
top panel shows the peak instantaneous light intensity. The vertical span of each 
marker covers the intensity range used in each study. The bottom plot (adjusted for 
intensity per second), from which efficiency can be inferred, shows the boosted 
performance of CsChrimson, which is likely due to trafficking enhancements and 
stronger expression.

6.4 � Targeting Methods

While high sensitivity and specific functionality are essential to opsin performance, 
the ability to spatially and temporally target their expression broadens their useful-
ness. Below, we elaborate on techniques that allow for such targeting.

6.4.1 � Spatial Targeting

Any application of optogenetics requires appropriate strategies to deliver proteins to 
the membrane of a specific population of neurons. In mammals, viral injection is the 
most widely used method [110] (also see [21]), but it comes with challenges in con-
trolling expression levels. Transgenic animal lines can overcome such problems, 
but require considerable time, effort, and expense to generate and maintain (but see 
CRISPR/Cas9 system [88]). By comparison, the generation of transgenic lines in 
Drosophila is relatively fast, easy, and cheap. Furthermore, binary gene expression 
systems such as Gal4/UAS [11, 22] or LexA/Op [51, 96] allow for straightforward 
targeting of specific neurons [100]. In these binary systems, Gal4 or LexA driver or 
transactivator lines determine target cells. When the animal is crossed to a UAS or 
a LexAOp line, respectively, only the cells in the progeny targeted by Gal4 or LexA 
lines produce the desired proteins (reporter, activator, inhibitor, or some combina-
tion of those).

6.4.2 � Temporal Targeting

Some applications require the timing of opsin expression in target cells to be con-
trolled. There are three ways to achieve this goal. The simplest way is to exploit 
the all-trans-retinal deficiency in the Drosophila brain. In normal applications, all-
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trans-retinal must be supplied in the food to make opsins functional in the fly brain. 
Therefore, controlling the timing of all-trans-retinal supply effectively controls the 
timing of opsin activation. For CsChrimson, we observed maximum excitability 
after ~ 5 days of supplying retinal-containing food (0.2  mM all-trans-retinal). It 
is also possible to control the timing of expression using a temperature-sensitive 
Gal80 repressor [64]. At 18 °C, Gal4 activity is suppressed by Gal80, whereas at 
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30 °C, Gal80 activity is inhibited and thus Gal4 is activated to express opsins. A 
minor problem with this method is stochastically leaky expression of Gal4. How-
ever, in practice, leaky expression of opsin is likely to be low enough not to gen-
erate significant neural activity. Finally, specific drugs can be used to activate an 
inducible Gal4 system. This method guarantees that Gal4 would not be activated 
during development, but only when flies are fed appropriate drugs [32, 69, 74, 84]. 
However, this is not a convenient method because drug-inducible Gal4 lines need 
to be re-established, that is, the rich library of existing Gal4 lines cannot be used 
[35, 44, 49, 78].

As an aside, we note that it is also possible to link opsin expression to neuronal 
activity [47, 60]. However, such methods have not yet found a foothold in flies.

6.5 � Light Delivery

Just as expression of the opsins can be controlled in space and time, the delivery of 
light to activate them can also be manipulated in these regimes to control neural ac-
tivity. In this section, we will discuss practical issues of light delivery, including the 
choice of wavelength, power, and homogenization as well as spatial and temporal 
patterning of beams.

6.5.1 � Light Sources for Single Color Optogenetic Activation

The most commonly used light source for ChR2 excitation is a blue laser, which 
can deliver the high-intensity light required for opsin activation (typically more 
than 1 mW/mm2 at 470 nm). LEDs, which are safer and simpler to set up, provide 
light at intensities sufficient to activate CsChrimson (< 0.5 mW/mm2 at 617 nm) and 
ReaChR (< 1 mW/mm2 at 530 nm). If visual-system-mediated behavioral artifacts 
need to be controlled, light at wavelengths longer than 700 nm can be used with 
CsChrimson. Unfortunately, reliable excitation at such long wavelengths requires 
much stronger light (typically > 10x; see the controlling artifacts section and [48] 
for more details), and therefore, a red laser may be a better option.

6.5.2 � Two-Color Stimulation of Spatially Overlapping 
Populations

If two populations of neurons are functionally related and spatially overlapping, in-
dependent manipulation of each population can provide valuable information about 
how they interact. Independent stimulation can be achieved by using two opsins 
of sufficiently nonoverlapping excitation wavelengths. Methods using ChR2 and 
yellow-peaked opsins such as C1V1 are not free of cross-talk [19, 81, 110, 114], but 
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the recent characterization of Chronos and Chrimson variants provides a potentially 
more robust solution (Fig. 6.3a, ([48]). Unfortunately, no Drosophila application of 
two-color activation has been reported yet.

6.5.3 � Light Homogenization

For reliable and repeatable stimulation of channelrhodopsins, it is important to 
maintain light intensity at the same level across trials. This is challenging for ex-
periments in which flies need to be able to move around freely. Therefore, the light 
needs to be spatially homogenized. There are two methods to ensure a homogenous 
light profile: (1) collimation and (2) using a diffuser. Using a condenser lens, the 
light beam from a high power LED or a laser can be expanded and parallelized 
(Fig. 6.7a). This method is best used to illuminate a small nearby space (~ 1–2 cm2), 
because even the strongest LED in the market cannot illuminate a large area with 
high enough light intensity. If the illuminated area is large (such as an entire Fly-
bowl [12, 46]), using a diffuser with multiple LEDs presents a better option, as 
shown in Fig. 6.7b. This, however, may require a custom-designed LED array driv-
er (Fig. 6.7b, c).

6.5.4 � Spatially Nonhomogeneous Light

In some cases, it is desirable to stimulate a specific subset of opsin-expressing neu-
rons. To achieve this selectivity, a spatially nonhomogeneous light pattern is re-
quired. In most mammalian experiments, mechanical and optical tools can be made 
small enough relative to the neural structures of interest that careful positioning of 
a physical device can suffice to achieve local stimulation. However, the Drosophila 
brain is tiny compared to most such tools. Nevertheless, fiber optics have been used 
to limit the spread of light during stimulation in tethered flies to achieve asymmetric 
stimulation, as shown in Fig. 6.7d [24], and Fig. 6.7e [30], evoking turning behav-
iors. Additionally, macroscale illumination of different body part is also possible for 
freely behaving flies using the flyMAD system, as shown in Fig. 6.7f [4]. However, 
neither system addresses the problem of shaping emitted light for microscale spatial 
light control. To address this problem, the light pattern must be sculpted before 
delivery. Possibilities here include: (1) Digital micromirror devices (DMDs), which 
can be used to create high-resolution, custom light patterns [2, 20, 29, 52, 85], (2) 
mirrors driven by galvanometers or AODs to steer light from a one-photon laser to 
small regions [58], and (3) a similar approach using a two-photon laser to stimulate 
a highly focused region in 3D without much scattering [1, 59, 62, 66, 70, 71, 76, 
77, 80, 83, 108]
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6.5.5 � Temporal Patterning of Light Delivery

The major advantage of optogenetic tools over thermogenetic tools is their temporal 
precision. Accordingly, most optogenetic applications have focused on neural stim-
ulation on a millisecond time scale. For such stimulation, a relatively high-intensity 
light is typically delivered as a series of pulses of a few milliseconds (for example, 
see Fig. 6.3d and 6.4d). Note that, because of the slow off-kinetics of CsChrimson 
[48] and ReaChR [56], even a short-duration stimulation is likely to generate pro-
longed firing, as in the larval neuromuscular junction (Fig. 6.5a). In cases where 
such prolonged activation is undesirable, ChrimsonR may be preferable.

While fast stimulation provides millisecond-level precision, many fly experi-
ments require an increase in neural activity that lasts many seconds or even minutes. 
Many labs have used thermogenetic tools such as dTrpA1 for that purpose [93, 100]. 
However, they require an increase in temperature that induces behavioral artifacts. 
Also, direct body heating using a laser takes at least 500 ms [4] and heating the 
entire behavioral arena can take even longer (~ 2–5 s) [43]. Fortunately, CsChrim-
son and ReaChR can be activated with weak continuous light, as exemplified by 
Fig. 6.9b, c in the Application section, which demonstrates reliable light-driven CO2 
avoidance behavior and repeated wing-extension bouts driven by prolonged pIP10 
stimulation (compare with Fig. 6.4 where the light intensity was relatively high). 
However, it is important to find the right light intensity that reliably increases base-
line activity, yet does not deplete opsins nor increase the temperature of the body 
or the environment. If the level of CsChrimson or ReaChR expression in a given 
neuron is low, this strategy is challenging to use.

experimental setup (size of fly exaggerated). b Wide-field illumination with LED arrays. The LED 
array is placed underneath a circular arena with a layer of a white plastic diffuser. The LED array 
is divided into four quadrants (Q1 ~ Q4). See [48] and Applications (Fig. 6.9c) for more details. 
c Another wide-field illumination with LED arrays. Light is directed from above the arena. See 
[43] and Applications (Fig. 6.9b) for more details. d Small-field illumination with fiber optics. 
A prism was used to monitor the fly from both the front and the beneath. 50 μm bare fiber was 
used to deliver blue light to stimulate one antenna, while a foil shield was positioned between two 
antennae to block the light from reaching the other side. The fly stood on a spherical treadmill, 
and two fiber optic filaments were positioned laterally. The eyes and ocelli were painted black to 
avoid visual-system-mediated artifacts. See [24] and Applications (Fig. 6.9a) for more details. e 
Small-field illumination with focused light: 50 μm fiber optics and a focusing lens were used to 
stimulate spatially limited sets of neurons by focusing the light on a small area on the back of the 
head capsule. See [30] and Applications (Fig. 6.10) for more details. f Real-time fly position track-
ing and stimulation (FlyMAD): A fly is placed in a circular arena and allowed to move freely. A 
wide-field camera detects the rough position of the fly, and a high-magnification camera closely 
follows the fly using a through-the-mirror (TTM) tracking system, which also directs the stimula-
tion light to the center of imaging area to selectively activate reagents in different parts of the fly 
body. Sample views from the wide-field camera and the high-magnification camera are shown. 
Note that the change of body temperature by laser stimulation is slow. See [4] and Applications 
(Fig. 6.9d) for more details
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6.6 � Controlling Artifacts

Light for opsin stimulation can also activate photosensitive organs such as eyes 
and ocelli [87, 91, 104]. High-intensity light can induce tissue damage [79] or heat 
the cuticle, exciting thermoreceptors, and, if the heated areas release odors (e.g., 
cuticular hydrocarbons), potentially even odorant receptors [23, 31, 89]. Such unin-
tended activation of sensory organs can lead to behavioral responses that may affect 
the interpretation of an optogenetic experiment. In this section, we discuss visual-
system-mediated and thermal artifacts, as well as toxicity and depolarization block 
induced by stimulation.

The original channelrhodopsin, ChR2 [9, 113], required continuous blue light 
of very high-intensity (460 ~ 480 nm and up to 1 mW/mm2) for activation in Dro-
sophila (see Fig. 6.6), thereby inducing several undesired behavioral artifacts, as 
listed above. Such problems have largely limited the application of the original 
ChR2 in intact flies to those behaviors in which the artifacts did not significantly 
affect experimental interpretations.

CsChrimson and ReaChR solve many of these issues, because the low light in-
tensity required for activation does not significantly increase body temperature. The 
most likely heat source in the setup would be from the LED driver circuit, which 
can be easily cooled down with a basic fin shaped heat sink (Fig. 6.7b, c). Also, red 
light is much more efficient for cuticle penetrance (Fig. 6.1). Thus, the only artifact 
left to control is the visual-system-mediated behavior caused by weak red light.

Red light is outside the normal absorption spectra of fly visual pigments [86, 
107]. Although photoreceptor signal cascades induced by light longer than 700 nm 
have not been carefully characterized, a controlled startle assay in darkness showed 
that wild-type flies could easily detect up to 720 nm light [18, 33, 48]. The tail of 
the Rh1 photoreceptor light absorption spectrum extends to ~ 670 or 680 nm [86], 
but does not appear to go over 700 nm. The spectrum of the Rh6 photoreceptor 
might have an even longer tail because it is more sensitive to longer wavelengths 
than Rh1 [34, 107], but, once again, no activation has been observed when they are 
stimulated by light of wavelengths above 700 nm. However, spectroscopy of Rh1 
receptors suggests that they do absorb some energy from red light near 700 nm, 
which may well evoke stochastic activation [86], and Rh5 microspectrophotom-
etry shows a nonzero difference of spectra between rhodopsin and metarhodopsin 
above 700 nm [86]. Thus, we speculate that metarhodopsin, which is not supposed 
to contribute to the normal signaling pathway, may in fact have some contribu-
tion because its absorption spectra extends to at least 680 nm [65]. Regardless, we 
were unable to completely inhibit red-light-induced behavioral artifacts. Thus, none 
of the currently available optogenetic tools can entirely eliminate visual-system-
mediated behaviors.

Such caveats aside, flies are certainly less sensitive to red light than blue light. 
Indeed, dim wide-field blue light, such as that used to present visual stimuli, can 
be used to mask the flash of deep red light (720  nm, but not 617  nm) used for 
CsChrimson activation and entirely eliminates behavioral artifacts in the startle 



6  optogenetics in Drosophila melanogaster 163

assay. However, 720 nm is at the tail end of the CsChrimson activation spectrum 
and thus needs to be delivered at significantly higher intensity for reliable stimula-
tion (0.07 mW/mm2, 10 ms pulses vs. 0.015 mW/mm2, 4 ms pulses for 617 nm 
excitation, Fig. 6.8). Nevertheless, the intensity required is low enough to not build 
up any heat or cause photo-damage.

It should be noted that extended exposure to light can cause a reduction of activ-
ity [43, 82], or even unwanted inhibition of neural activity because of depolariza-
tion block [36, 61]. In many cases, slow opsins tend to saturate with high-frequency 
light stimulation and cannot follow fast modulation. The specific performance will 
depend on neuronal biophysics, expression level, and light protocol [36], underlin-
ing the importance of testing different light intensities and temporal profiles for any 
new set of neurons before finalizing the experimental procedure.

In summary, for deep red (720 nm) stimulation with CsChrimson, particularly if 
accompanied by blue-green visual stimuli, the only major concern is heat generated 
from LED driver circuits if they are physically close to flies. If neurons are stimu-
lated with orange (~ 617 nm, ~ 630 nm) or green (~ 530 nm) light with CsChrimson 
or ReaChR (i.e., when visually induced behavioral artifacts do not significantly 
affect the experiment), using minimal light intensity and simple passive cooling 
for the LEDs may suffice (Fig. 6.7b, c). If only a single LED is used to stimulate a 
single tethered fly (Fig. 6.7a) or light is delivered directly on neurons in an exposed 
brain (see Applications), the LED can be placed far from the fly (10 ~ 30 cm) and no 
careful cooling is necessary.
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6.7 � Applications

In this section, we introduce three applications. First, we describe behavioral assays 
in which CsChrimson and ReaChR present a higher-temporal-precision alternative 
to thermogenetic tools. Second, we highlight an application in which the minimiza-
tion of visual-system-mediated artifacts was crucial. Finally, we discuss how chan-
nelrhodopsins can be combined with calcium imaging and electrophysiology to 
map functional connectivity between neurons.

6.7.1 � Stimulating Neurons in the Central Brain of Freely 
Behaving Flies

The most commonly used genetic tool to activate neurons in the fly brain is dTrpA1, 
a temperature-sensitive channel, but its temporal precision is limited because of 
inherently slow dynamics of temperature manipulation [4, 43]. Furthermore, even 
small changes in temperature affect the behavior of flies, which are ectothermic [23, 
31, 89]. Highly sensitive optogenetic tools that can be activated at low light levels 
address both these concerns.

The original blue-light-activated ChR2 has been used effectively in situations 
that permit shielding of the light from photoreceptors. One study used the reagent 
to show that Drosophila can lateralize odors despite the fact that olfactory recep-
tor neurons (ORNs) in each of their antennae send axons bilaterally. The authors 
expressed ChR2 in a specific type of ORN and delivered light locally to individual 
antennae (Fig. 6.7d) to show that flies consistently turned in response to such uni-
lateral ORN stimulation (Fig. 6.9a). Importantly, light was delivered using optical 
fibers and was prevented from reaching either the other antenna or the fly’s photo-
receptors.

Red-shifted opsins permit behavioral experiments in which light can be delivered 
without such shielding. Figure 6.9b shows courtship behavior (wing-extension) in-
duced by stimulation of ReaChR expressing pIP10 neurons, descending neurons in 
the courtship pathway [4, 43, 102]. This experiment highlights the utility of ReaChR 
for prolonged neural activation: the duration of the light pulse (green rectangles) is 
30 s, and the wing-beat extension bout repeats during the whole stimulation period 
and quickly stops after the light is turned off.

In a different experiment depicted in Fig. 6.9c, flies moved freely in a circular 
arena (Fig. 6.7b). CsChrimson was expressed in a set of olfactory projection neu-
rons of the V glomerulus, which is known to be selectively responsive to CO2, an 
aversive odor stimulus for flies [45, 50, 55, 92, 94, 95]. A weak continuous 617 nm 
light was used to optogenetically evoke reliable avoidance behaviors (Fig. 6.9c). 
Control flies (i.e., those without CsChrimson) did not show any light-induced 
avoidance or attraction response.
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Figure 6.9d [4] shows a direct comparison between dTrpA1 and CsChrimson. 
Each activator was individually expressed in a set of neurons known to induce back-
ward walking if activated (a.k.a. moonwalker neurons VT50660-Gal4, [8]). These 
neurons in freely moving intact flies were optically stimulated using the flyMAD 
system (Fig. 6.7f). Note that CsChrimson required 2–3 orders of magnitude lower 
light intensity than dTrpA1 and induced behavioral responses almost immediately.
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Fig. 6.9   a Left: ChR2 was expressed in olfactory receptor neurons in DM1 glomeruli (DM1 
ORNs). Blue light stimulation induced robust responses in ChR2-expressing DM1 ORNs ( solid 
line) but not in other ORNs ( dashed line). Right: Time course of mean lateral velocity during acti-
vation of ChR2-expressing DM1 ORNs. (Source: [24]). b Activation of pIP10 neurons (VT40556/
UAS > mCherry > ReaChR(attP40);fru-FLP) with green light (530 nm, 0.47 mW/mm2). Top: raster 
plot representing wing extension bouts ( n = 8). Green shades: 30 s continuous photostimulation 
trials with 120 s intertrial intervals. Bottom: fraction of flies showing wing extension (time bin: 5 s, 
Source: ([43]). c Two opposing quadrants (Q1 and Q3, or Q2 and Q4) of the arena (Fig. 6.7b) were 
illuminated for 30 s (0.015 mW/mm2) and the illumination switched to the other two quadrants for 
the next 30 s. Switching protocol was repeated three times for a total video recording of 120 s. For 
each session (total of 9 sessions for each group), 10 ~ 20 flies were put in the arena. Top: Fraction 
of flies in Q1 and Q3 for the experimental group in which CsChrimson was expressed in CO2-
sensitive neurons in v-glomerulus. If Q1 and Q3 are illuminated, red square shade is drawn on the 
top half of the plot. Bottom: Result of a control group (Source: [48]). d Stimulation of Moonwalker 
neurons ( yellow shade) induced backward walking. Note that CsChrimson required lower light 
power and showed smaller response latency than dTrpA1. (Source: [4])
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The above results demonstrate that red-shifted channelrhodopsins can success-
fully replace thermogenetic activators for experiments in freely behaving flies. 
Likewise, it should also be possible to use red-shifted channelrhodopsins to stimu-
late other kinds of neurons, such as those involved in neuromodulation (e.g., DA, 
OA, and 5HT) to induce learning, or sensory neurons, such as sweet-taste receptors 
or bitter-taste receptors [67], as potential unconditioned stimuli for learning para-
digms.

6.7.2 � Optogenetic Stimulation in the Visual System

For obvious reasons, it is particularly important to minimize visual-system-medi-
ated behavioral artifacts when the neurons targeted for optogenetic stimulation are 
naturally responsive to visual stimuli.

Figure 6.10a demonstrates an application of CsChrimson to a visually driven 
behavior, showing the escape response of flies when two giant fiber neurons (GFs) 
are activated with CsChrimson [103]. When a looming stimulus is presented, flies 
try to escape either through a coordinated sequence of body posture changes (long 
escape) or by kicking away without such a preparatory motor sequence (short es-
cape). When GFs were activated using CsChrimson, flies showed the short escape 
phenotype, which, together with other results from silencing experiments, suggest-
ed exclusive GF involvement in the short escape mode.

The above example suggests that photoreceptor activation with red light does not 
present insurmountable problems for the use of CsChrimson, even in the context of 
visually driven behavior. But the problem can be entirely circumvented by using bi-
stable opsins, such as ChR2-C128S, which is activated by a short pulse of blue light 
(~ 470 nm), and deactivated by a short pulse of yellow light (~ 565 nm) [3, 6, 30].

When the ChR2-C128S was expressed in HS LPTCs, whole-cell recordings 
(Fig.  6.2d) showed robust depolarization of HS neurons (~ 2.5  mV) after 1  s of 
blue light excitation (470 nm, 0.1 mW/mm2), with the membrane potential falling 
back to baseline after 3 s of yellow light illumination (565 nm, 0.5 ~ 0.8 mW/mm2). 
Figure 6.7e shows the experiment setup, which allows monitoring of the behavior 
of tethered flies. The fly was placed in a visual arena and a fiber optic was used for 
light delivery. Light was focused on the back of the fly’s head capsule. The total 
light power (50 μm diameter) was 10 μW (~ 1.27 mW/mm2) for blue light and 6 μW 
(~ 0.76 mW/mm2) for yellow light. A protocol that involved 1 s of blue light excita-
tion of one side of the fly’s head induced significant head turning and wing beat bias 
in blind flies (Fig. 6.10b, [30]).

Although bistable opsin requires a relatively high level of light intensity com-
pared to CsChrimson or ReaChR, it is entirely free of visual-system-mediated arti-
facts outside the initial excitation/deactivation lighting periods. Improved versions 
have the potential to be applicable to an even broader range of experiments [3].
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6.7.3 � Mapping Coarse Functional Connectivity

A complete understanding of neural circuit function requires that we know how 
different circuit elements interact with each other. In mammals, viral synaptic trac-
ing techniques are a standard way of getting at structural connectivity [13, 75]. 
These tools, for unknown reasons, have not produced satisfying results in flies. 
Instead, alternative methods have been developed, trying to exploit the huge librar-
ies of genetic transformants. EM reconstruction combined with a characterization 
of the transmitter and receptor profiles of different neurons will ultimately provide 
a detailed structural connectome for the fly brain [97], but this requires enormous 
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time and effort and does not provide information about the strength of the individual 
synaptic connections or the way postsynaptic cells integrate their inputs.

Functionally connected pairs of cell classes can be more quickly discovered by 
expressing a neural activator in a potential presynaptic neuronal population while 
recording the activity of the hypothesized target neurons. One effector used in flies 
for that purpose is the P2X2 ATP receptor. As there are no endogenous ATP-gated 
conductances in the fly brain, expressing P2X2 receptors in a restricted set of neu-
rons renders this set specifically activatable upon ATP application. Functional con-
nectivity can then be quickly assessed by monitoring the candidate postsynaptic 
neurons with calcium indicators [109]. In their study, Yao et al. applied ATP through 
the saline, perfusing the entire brain (such experiments are more easily done in an 
isolated brain preparation). In our hands, more reliable results were obtained by 
puffing ATP directly on the presynaptic terminals through a glass pipette inserted 
inside the brain: the timing of ATP delivery is then faster, more local and more 
precise, and can be monitored if a red fluorophore is added to the ATP solution. An 
alternative that may provide still greater temporal precision is to use caged ATP and 
a UV laser to uncage it at the desired target [53].

Opsins have also been used for functional connectivity experiments [28, 63]. 
Gruntman et al. expressed ChR2 in a set of antennal lobe projection neurons (PNs) 
and stimulated them with blue light, while recording the activity of a Kenyon cell 
(KC) in the mushroom body using whole-cell patch-clamp. As shown in Fig. 6.11, 
KC activity was tightly locked to the blue light stimulation with very short latency, 
suggesting that it receives monosynaptic connections from the stimulated PNs. The 
experiment can be further simplified by monitoring postsynaptic calcium activity 
with indicators such as GCaMP6 [14]. In our experience, this was somewhat unreli-
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able when combined with ChR2 in the fly lines we have tried, but using CsChrim-
son as a presynaptic activator allowed us to reliably detect connected pairs. We 
found that for the strongest connections, a mere 2 ms pulse of 617 nm light with 
an intensity of 0.04 mW/mm2 was sufficient to drive the presynaptic neuron and 
reproducibly generated a measurable postsynaptic calcium response (unpublished). 
The combination of CsChrimson and GCaMP6 presents a number of advantages. 
First, stimulation of presynaptic neurons and recording of postsynaptic neurons are 
both optical, making the whole process easier than other methods, permitting tests 
of dose/response and the use of pharmacology on a single brain. Second, compared 
to puffing ATP in P2X2 experiments, in which the amount of ATP arriving at the 
presynaptic terminal cannot be carefully controlled, the light intensity/number of 
light pulses can potentially be adjusted to explore the properties of a connected pair. 
Finally, the orange light used for stimulation does not leak into the green fluores-
cence channel of the microscope. However, care must be taken to avoid imaging 
areas that include the CsChrimson-expressing pattern, because the 2-photon scan-
ning light may be sufficient to activate the opsin expressing neurons, albeit weakly 
(unpublished; also reported in [43]). For all methods that combine an activator with 
GCaMP, the main limitations are the same: (1) Monosynaptic connectivity cannot 
be proven; (2) An absence of responses does not rule out the existence of a weak 
connection; (3) Inhibitory connections can be difficult to detect. Nevertheless, the 
purpose here is to rapidly build coarse connectivity maps that can be refined via 
other techniques.

6.8 � Conclusion

The advantage of Drosophila melanogaster in neuroscience is that genetically iden-
tified individual neurons can be repeatedly studied across animals allowing interro-
gation of neural mechanisms underlying complex behaviors. However, previously 
available tools for neural manipulation were slow (thermogenetic tools), difficult to 
use (whole-cell recording), or suffered from a risk of producing artifacts (ChR2), 
making it challenging to control the fine temporal dynamics of neural circuits. In 
this chapter, we summarized recent development and applications of optogenetic 
tools that offer better spatiotemporal control of neural manipulation with fewer 
undesired artifacts. Combined with emerging and existing tools, these opsins are 
poised both to generate new questions in Drosophila neuroscience and to help an-
swer them.
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Abstract  Small animals such as the nematode C. elegans offer the possibility 
of understanding how an integrated nervous system in a live animal drives com-
plex behaviors. The last decade has seen rapid progress in fluorescent genetically 
encoded optical probes of neuronal activity. These now permit physiological analy-
sis of worm neural circuits using light microscopy, ideal for the small, transparent, 
genetically tractable nematode. C. elegans researchers can now dissect the activity 
patterns of virtually any cell in live animals. Here, we review progress on micros-
copy and instrumentation that allow one to use genetically encoded probes to con-
nect brain and behavior in C. elegans.

The nematode C. elegans has long been an ideal model system for light microscopy. 
Its optical transparency and small size (the adult is only ~ 1 mm long and ~ 0.1 mm 
in diameter) put every cell within the depth of field of ordinary microscope objec-
tives. These features allowed the complete cell lineage from fertilization to adult-
hood to be mapped using Nomarski differential interference contrast microscopy 
by visually following the division, migration, and death of every cell [54, 55]. The 
small size and stereotypy of the 302-neuron nervous system allow each neuron to be 
identified based on its position, and single cell laser ablation has long been used to 
evaluate the contribution of each neuron or group of neurons to nematode behaviors 
[4, 8, 16]. However, determining how the activity of each cell is related to behavior 
requires direct measurements or manipulations of cellular activity. Electrophysiol-
ogy of individual neurons and muscle cells in C. elegans is possible, but requires 
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rupturing the cuticle, precluding the use of this technique in intact, behaving ani-
mals [19, 49]. Optical methods were needed to begin the era of neurophysiology in 
C. elegans.

In the last decade, neurophysiology has been transformed by the development of 
genetically encoded probes for imaging the activity patterns of excitable cells [37]. 
These probes typically comprise green fluorescent protein (GFP)-based fluorescent 
probes fused to proteins that are directly responsive to physiological signals such as 
intracellular calcium or membrane potential. A more recent development is optoge-
netics, a set of genetically encoded light-activated channels and pumps that allow 
specific cells to be activated or inactivated upon exposure to light of specific wave-
lengths, as well as genetically encoded photosensitizers that allow light-induced 
killing of specific cells [6, 21, 48, 61, 63]. C. elegans has been an ideal platform 
to apply and develop these methods, as its powerful genetic toolkit enables rapid 
creation of transgenic lines that express any of these genetically encoded reagents 
in specific cells, allowing neurophysiology studies to complement well-established 
methods for genetic analysis, laser ablation, and behavioral quantification.

The utility of genetically encoded reagents to study neuronal activities has been 
greatly augmented by parallel advances in instrumentation. Other recent reviews 
take inventory of and discuss the growing toolbox of genetically encoded reagents 
themselves [15, 37]. Here, we will discuss the advances in methodology and in-
strumentation that have allowed genetically encoded reagents to be adapted to C. 
elegans neurophysiology.

7.1 � Calcium Imaging in Immobilized Worms

The invention of the genetically encoded calcium indicator cameleon opened the 
possibility of optical neurophysiology using C. elegans [42]. Cameleons are chime-
ric proteins composed of multiple domains: in the original probe these were cyan 
fluorescent protein (CFP), calmodulin, the M13 calmodulin binding domain, and 
yellow fluorescent protein (YFP) (Fig. 7.1a). When calmodulin binds free calcium, 
it also binds M13, bringing CFP and YFP into proximity for enhanced fluorescence 
resonance energy transfer from CFP to YFP. Thus, increases or decreases in the ratio 
between YFP and CFP fluorescence when excitation is fixed at a wavelength that 
efficiently excites CFP alone signify higher or lower levels of intracellular calcium, 
respectively. Ratiometric indicators such as cameleon are ideal for measurements in 
live animals like worms, as they are less sensitive to variations in total fluorescence 
intensity caused by movement, allowing the reliable detection of genuine calcium 
transients even with the low signal strengths of the earliest calcium reporters.

Cameleon was first used in C. elegans to reveal changes in intracellular calcium 
levels in spontaneously contracting pharyngeal muscles [31]. A number of studies 
rapidly followed, largely focusing on sensory encoding of various stimuli deliv-
ered through mechanical, thermal, and chemical modalities [7, 12, 23, 32, 56, 58]. 
The first technical challenge that had to be solved in conducting these studies was 
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restraining the worm, to eliminate motion artifacts arising from behavior or from 
stimulus artifacts. Cyanoacrylate glue, which was earlier used to immobilize worms 
for surgery for electrophysiology, worked well. Much of an adult worm could be 
attached to a hydrated agar pad, leaving segments of the worm open to sensory 
stimulation such as gentle touch applied by a moving glass rod, the flow of chemical 
attractants or repellants applied by perfusion from nearby pipettes, or variations in 
ambient temperature provided by underlying metal plates (Fig. 7.2b).

The imaging technology that characterized most early optical neurophysiology 
using cameleons (and which remains adequate for many studies) was wide-field 
fluorescence microscopy. To be used as a ratiometric indicator, cameleons require 
simultaneous imaging of both cyan and yellow emission. This can easily be done 
with a single CCD camera, using dichroic mirrors to split the cyan and yellow im-
age channels onto two halves of a CCD array, and using software to superimpose, 
align, and calculate the intensity ratios of the two signals (Fig. 7.1b). When single 
neurons can be labeled, using cell-specific promoters to drive cameleon expression, 
wide-field fluorescence microscopy may, in fact, be superior to more sophisticated 
and expensive techniques such as confocal or two-photon imaging. Improved opti-
cal sectioning along the z-axis becomes unnecessary when imaging one neuron at 
a time. Moreover, wide-field fluorescence microscopy effectively integrates signal 
along the z-axis, collecting more photons to improve signal-to-noise and reducing 
sensitivity to motion artifacts. In fact, going to the limits of low resolution, low-
magnification wide-field fluorescence microscopy, now possible because of the 
most recently improved and brightest calcium indicators, allows one to image neu-
ronal activity in freely moving worms with minimal motion artifacts (see below).

In most cases, calcium imaging using wide-field fluorescence microscopy mea-
sures fluorescence emission from the entire cell body of the targeted neuron. In 
this way, the neuronal activity patterns that characterize stimulation of numerous 

Fig. 7.1   Calcium imaging in immobilized worms, using cameleons as a calcium indicator. a Sche-
matic structures of cameleons. It shows how the ratiometic measurement between YFP and CFP 
can indicate the levels of intracellular calcium (Adapted from Miyawaki et  al. [43]). b Simul-
taneous recording of both cyan and yellow emission using dichroic mirrors to split the images 
(Adapted from Kerr et al. [31]). c Calcium activity in the AFD thermal sensory neuron. Worms 
grown at 20 °C were glued on an agar pad and subjected to sinusoidal temperature variations ( gray 
line). YFP and CFP emission were simultaneously monitored so the ratio can be calculated ( black 
line). It shows AFD responds to temperature variations near 21 °C (near or above the cultivation 
temperature), but not to temperature variations near 17 °C (below the cultivation temperature). For 
more details, see Clark et al. [12]
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sensory neurons—for example, the ASH polymodal neuron, mechanosensory neu-
rons, the AFD thermosensory neuron, AWC olfactory neuron, ASE chemosensory 
neurons—have been successfully characterized [7, 12, 23, 32, 57, 58]. However, the 
cell bodies of interneurons that are downstream of sensory neurons sometimes do 
not exhibit detectable calcium transients. For example, the AIY interneuron, a major 
downstream partner of both the AFD thermosensory neuron and the AWC olfactory 
neuron, has consistently failed to generate somatic calcium transients in response to 
thermal or olfactory cues when recorded with either cameleon or the single-wave-
length indicator GCaMP [5, 7, 12]. Calcium activity in the AIY interneuron can be 
reliably recorded along the axon, suggesting compartmentalized calcium dynamics 
[35]. Neurons whose calcium activities can only be recorded in their neuronal pro-
cesses, but not in their cell bodies, present a significant complication for functional 
imaging. Nerve fibers are small in diameter (< 0.1 μm) and tightly packed together, 
so that activity patterns will be below the resolution limit of light microscopy when 
several cells are labeled. Panneuronal imaging methods that are now being applied 
in C. elegans (see below) will thus not be able to resolve neuronal activity patterns 

Fig. 7.2   A dual-camera system to simultaneously monitor calcium activities and behavior in par-
tially glued worms. a Schematic diagram of the dual-camera system. The 63× objective and cal-
cium imaging camera monitor specific neurons in the nerve wring at high magnification. The 10× 
objective and behavior camera monitor the entire worm body at low magnification (Adapted from 
Faumont et al. [17]). b Sample image of a worm glued at its neck region, leaving the rest of the 
body free to move
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that are localized to densely labeled processes. Single-unit recording with cell-spe-
cific promoters will continue to be needed to characterize activity patterns in the 
axonal compartments of important interneurons like AIY.

7.2 � Calcium Imaging in Restrained Worms

The trouble with gluing an animal along its entire length is that it eliminates the pos-
sibility of correlating neuronal activity with locomotor behavior. The compactness of 
signaling in the worm nervous system—sensory neurons are separated from motor 
neurons by only ~ 2 layers of interneurons—means that sensory representations must 
be rapidly transformed into motor representations [28, 60]. To use optical neurophysi-
ology to characterize the neuronal correlates of complex behaviors beyond the first 
steps of sensory representation, it became necessary to develop new techniques.

The first technique to simultaneously monitor neuronal activity at high resolu-
tion and motile behavior at low resolution used a dual-camera system, imaging 
the animal from both top and bottom (Fig. 7.2a). An animal was glued at its neck, 
leaving the body and tail free to move [17]. One camera visualized the entire worm 
body at low magnification, such that periods of movement could be observed and 
quantified. A second camera, using wide-field fluorescence, recorded the nerve ring 
at high magnification, monitoring calcium dynamics in specific chemosensory neu-
rons. This approach allowed direct correlation of activity in ASH (which detects 
chemical repellants) and the triggering of backward movement.

While glue provides an effective restraint to fully or partially immobilize an 
animal for physiological analysis, it is difficult to use reproducibly in each experi-
ment. Glue also keeps parts of the worm from moving, thereby disrupting important 
feedback loops that might modulate neural circuit activities through proprioceptive 
or stretch-sensory feedback. Thus, the use of microfabrication techniques to create 
devices to restrain or manipulate the bodies of individual worms was a significant 
step forward [10]. These devices are typically constructed using soft lithography, 
molding silicone elastomer into two-dimensional fluid-filled geometries within 
which worms can be manipulated through liquid flow.

Microfluidic channels that are slightly larger in diameter than the worm body al-
low the animal to propagate undulatory waves without allowing it to advance or re-
treat, making it possible for neurons that represent forward and backward movement 
to be identified through correlation of their activity with the behavior (Fig. 7.3a). 
Using microfluidic chips with optimally designed channel parameters, the activity 
patterns of the AVA command motor neuron were shown to be correlated with back-
ward movement [10]. It had previously been shown that ablation of the AVA neuron 
caused defects in generating backward movement [8], but microfluidics combined 
with high-resolution imaging of AVA activity showed that this key command motor 
neuron is specifically active during the appropriate phase of behavior.

Worms do not regulate locomotion solely by transitioning between forward and 
backward states. Recent work in chemotaxis and thermotaxis has uncovered direct 
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steering mechanisms in worm navigation [3, 26, 29, 38, 39, 41]. In addition to 
regulating the frequency of reorientation maneuvers, sharp turns, and reversals, 
the worm also regulates the depth of head bending during periods of continuous 
forward movement to gradually orient itself toward favorable environments. Mi-
crofluidic environments that permit the observation of head bending in response to 
defined gradients of sensory input have allowed rigorous quantification of steering 
mechanisms (also called klinotaxis or weathervaning) [3, 41]. These devices allow 
worms to bend their heads into distinct fluid streams, permitting direct behavioral 
analysis of the klinotaxtic component of spatial orientation behavior.

Dissection of the neural regulation of head bending activity is enabled with mi-
crofluidic devices that allow the head to move freely while imaging specific neu-
rons. This approach has been used to help understand the complex role played by 
the RIA interneuron in head movement. RIA is a major hub of synaptic wiring in 
the C. elegans nervous system, which lies downstream of many sensory pathways 
and has many reciprocal connections to head motor neurons [60]. By monitoring 
calcium dynamics in the RIA during head bending, it was shown that compartmen-
talized activities in regions of the RIA axon encode the direction of head bend-
ing owing to cholinergic input from head motor neurons, representing an efference 
copy by which information about the motor output is relayed to higher layers of the 
worm nervous system [22]. This result has two major implications (and cautions) 
for functional imaging in C. elegans. First, it suggests that powerful feedback loops 

Fig. 7.3   Sample microfluidic devices for calcium imaging in restrained worms. a The behavior 
chip designed by Chronis et al. [10]. The top image shows the whole chip. Scale bar, 1 mm. The 
bottom image shows part of the channel with a trapped worm. Scale bar 100 μm. b The olfactory 
chip designed by Chronis et al. [10]. The top image shows the whole chip with four liquid chan-
nels for delivering odor and one worm channel for holding the worm. Scale bar 2 mm. The bot-
tom image shows a higher magnification photograph of the worm channel with a trapped animal. 
Scale bar 30 μm. c Schematic of the pneumatic microfluidic device designed by Wen et al. [59] 
for manipulating body curvature. The worm is trapped in a channel flanked by two chambers. The 
curvature of the trapped part can be controlled by pressurizing one chamber and vacuuming the 
other chamber
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continuously send information about motor state to upstream interneurons in the 
nerve ring, and thus the activity patterns of the nerve ring are unlikely to exhibit 
activity patterns that represent normal behavior unless normal movements are al-
lowed to occur. Second, it underscores and amplifies the point that activity patterns 
that reflect information processing in interneurons layers are likely to be restricted 
to compartmentalized portions of their nerve fibers.

Feedback loops between movement and neuronal activity also occur within the 
motor circuit itself. Dynamic microfluidic devices that trapped portions of the worm 
body and subjected them to user-controlled bending were used to investigate activ-
ity patterns in the motor circuit [59]. These devices allowed individual segments of 
the worm body to be subjected to imposed ventral and dorsal bends, while calcium 
dynamics in individual motor neurons within those segments were simultaneously 
monitored. The adult worm motor circuit has only three major types of cell: A-type 
excitatory cholinergic motor neurons that drive undulatory waves during backward 
movement, B-type excitatory cholinergic neurons that drive undulatory waves dur-
ing forward movement, and D-type inhibitory GABAergic neurons that allow mus-
cle cells to relax [52]. Pathways for sensory feedback that are ordinarily required to 
organize locomotor gait—for example, specific proprioceptive neurons and inter-
neurons that relay information about animal movement to motor neurons—are not 
suggested by the wiring of the motor circuit. However, by systematically imaging 
motor neurons during imposed bending, B-type motor neurons were discovered to 
have a direct proprioceptive role. Imposing a ventral bend activates B-type neurons 
that innervate the ventral muscles; imposing a dorsal vend activates B-type neurons 
that innervate the dorsal muscle. This positive feedback loop plays an essential 
role in propagating an undulatory wave that starts at the head along the body to the 
tail during forward movement. This discovery also has a major implication for the 
experimental measurement of neural dynamics and behavior in C. elegans: single 
neurons can contain entire sensorimotor loops, compressing the role of sensory neu-
ron, interneuron, and motor neuron into one.

7.3 � Calcium Imaging in Unrestrained Worms

Microfluidics, while a powerful tool for neurophysiological analysis, also limits 
what the worm can do. With the recent improvement in the signal-to-noise ratio of 
genetically encoded calcium indicators, it has become possible to perform func-
tional imaging without any restraint at all. For example, the YC3.60 version of cam-
eleon allowed activity patterns in the AFD thermosensory neuron to be recorded 
when unrestrained adult worms freely navigated spatial temperature gradients [13]. 
In this setup, a user monitoring the movements of the AFD neuron visualized on a 
CCD camera dynamically adjusted the stage position and focus to keep the neuron 
centered in the field of view. After the experiment, the trajectory of the navigating 
animal could be reconstructed from the history of stage movements combined with 
the centroid position of the imaged neuron in each video frame (Fig. 7.4a).
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Manually recentering the image of a neuron in the field of view using a motor-
ized stage can be difficult when neurons move quickly or when microscope objec-
tives with the highest magnifications and numerical apertures are used. To solve 
this problem, the first fully automated imaging system was developed by analyzing 
the positions of imaged neurons in each captured video frame, and using the mea-
sured position to continuously recenter the neuron through stage movements [13] 
(Fig.  7.4b). With this system, key gap-junction mediated signaling relationships 
between the command motor neurons for driving backward and forward move-
ment and the motor neurons that generate turning could be carefully dissected and 
resolved. A similar setup using image-based correction of stage position to keep 
specific neurons centered in the field of view was also used to dissect circuits that 
initiate spontaneous and nose-touch-mediated reversals [46] (Fig. 7.4c).

The feedback loop between image acquisition by CCD camera, image analysis, 
and stage control, limited by the frame rate of the camera and digital signal process-
ing, can be slow. This makes it difficult to track individual neurons using the high-
magnification, high-NA objectives that would provide the best resolving power. In 
a freely moving worm, individual neurons can move several micrometers between 
image captures of a standard video rate camera. To keep the neuron in the field of 
view, either lower magnification or faster feedback loops are needed. Much faster 
signal processing can be done without cameras. An image-free setup was shown 
to be effective for automated neuronal tracking by projecting the neuronal fluores-
cence signal onto the surface of a quadrant photomultiplier tube [18]. The relative 
activities from the four quadrants of the PMT provided a difference signal that was 
analyzed by analog signal processing to indicate the direction of movement at 2 ms 

Fig. 7.4   Calcium imaging in unrestrained worms at high magnification. a AFD neuronal activity 
in an unrestrained worm navigating a spatial thermal gradient starting from the black circle. The 
color represents the ratiometric emission signal. The worm’s head was imaged with a 20× objec-
tive and manually recentered with a joystick-controlled motorized stage. For more details, see 
Clark et al. [13]. b Schematic of an automatic imaging and tracking system developed by Kawano 
et al. [30]. In-house-developed software was used to do real-time image processing and automati-
cally recenter the target during recordings. c Schematic of another automatic system simultane-
ously images calcium dynamics and worm behavior developed by Piggott et al. [46]
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intervals. In principle, this allows fast, automated tracking in even much larger and 
faster animals such as Drosophila larva.

A solution at the other extreme for tracking neuronal activity in freely moving 
animals is to use such low magnifications that the whole animal never leaves the 
field of view, making any stage positioning unnecessary [35]. This is now possible 
because of parallel improvements in the signals emitted by new GCaMP indica-
tors as well as high signal-to-noise EMCCD and scientific CMOS cameras. These 
advances make it possible to image neuronal activities in single or sparsely labeled 
neurons (> 20 microns apart) in a freely behaving worm with low magnification 
and low numerical aperture objectives (2×—5×, NA = 0.1–0.28). Under low mag-
nification, recentering a worm within the field of view becomes much easier, and 
by restricting the animals’ movement to a defined area, high-throughput calcium 
imaging of neuronal activities from multiple worms can also be achieved. More-
over, low numerical aperture objectives have high depths of field (~ 50 micron at 
NA = 0.1) and thus can effectively collect fluorescence signals from within the en-
tire body volume and reduce imaging artifacts arising from movement along the 
z-axis (Fig. 7.5). Indeed, a low NA objective is more effective for imaging calcium 
transients emitted from thin axons and dendrites (< 1 micron in diameter) in a freely 
behaving worm [35], whereas imaging neuronal processes with a high NA objective 
is more susceptible to focal drift and motion artifact.

At low NA and low magnification, excitation light intensity is significantly lower 
and when coupled with rapid illumination pulses, this method reduces photo-toxici-
ty and allows continuous neural recordings for hours. The ability to sample chronic 
neural responses from a large population of animals to a large number of stimuli 
becomes important when studying stochastic or variable processes, which include 
externally stimulated responses by most interneurons and some sensory neurons.

7.4 � Multineuronal Imaging

Calcium imaging of single neurons with wide-field fluorescence microscopy can 
effectively probe the dynamic encoding of external sensory stimuli and correlations 
between single neuron activity and worm behavior. However, each neuron is only 
one component embedded in a network. Understanding the operating principles of a 
neural circuit, in particular, in cases where any stochasticity or variability is evident 
in single neuron responses, requires measuring the dynamics of several neurons at 
once. The compactness of the C. elegans nervous system offers both advantages and 
challenges for multineuron imaging in an intact and behaving animal.

In C. elegans, roughly two-third of its 302 neurons are packed in a small volume 
(50 μm × 100 μm × 50 μm) that can be imaged within the field of view of a high NA 
objective. The brightest genetically encoded calcium indicator (i.e., GCaMP6) can 
be expressed in all C. elegans neurons, and this opens the door for “whole-brain” 
imaging of neuronal activities with single-cell resolution. However, the small size 
of individual cell bodies and the compact spatial arrangement of neuropil in the 
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head ganglion impose challenges for measuring neuronal activities in nearby neu-
rons. This problem can be simplified by using nuclear-localized genetically encod-
ed calcium indicators [50]. When this is done, fluorescence signals emitted from 
neighboring neurons are separated by distances larger than the diffraction limit and 
can be resolved. However, nuclear calcium dynamics must be interpreted with cau-
tion. A lack of nuclear calcium signal does not necessarily suggest the absence of 
electrical activities in a neuron: several C. elegans neurons have been shown to 
exhibit distinct compartmentalized calcium activities within axons and/or dendrites, 
signals that will not be detected from nucleus calcium imaging.

Fig. 7.5   Wide-field calcium imaging in freely moving worms at low magnification. a Schematic 
of the automated wide-field imaging system with microfluidic chemical stimulation. No motor-
ized stage is needed with low-magnification objectives (Adapted from Larsch et al. [35]). b Image 
of the microfluidic arena with three worms moving freely in the channels ( gray areas) around 
the microposts ( white circles). Scale bar 1 mm. c Full-frame image of a freely behaving worm 
expressing GCaMP2.2b in the AWA neurons. Scale bar 1 mm. d Magnified view of the grey box 
in C. Scale bar 50 μm
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Laser scanning methods such as confocal or two-photon microscopy are the 
workhorses of optical neurophysiology, providing deep penetration and high reso-
lution of image volumes. However, because traditional setups typically use single 
channel photon detectors (photomultiplier tubes or photodiodes), LSM is slowed by 
the need to move a single focal point throughout the regions of interest in an image 
volume. The speed of LSM setups can be enhanced by strategies such as random-
access 2PLSM to more rapidly move the beam to only selected regions of interest, 
or multiplexing several beams to interrogate several regions of the sample at once.

The advent of cameras with ultrahigh quantum efficiency, such that individual 
pixels can be recorded with the sensitivity of the best single channel photon detec-
tors, has created many new alternatives to capture image volumes at high resolution 
without sacrificing speed. One such alternative is planar illumination microscopy. 
Here, optical sectioning is achieved by illuminating an entire focal plane with a 
sheet of light, using a cylindrical lens that delivers light orthogonal to the micro-
scope objective itself. Thus, an entire focal plane can be imaged at once. Planar 
illumination microscopy has proved to be an effective strategy for imaging large 
volumes, for example in tissue slices or brainwide imaging in zebrafish [2, 24]. Pla-
nar illumination microscopy has been used in C. elegans to image neuronal devel-
opment at unprecedented temporal and spatial resolution, and, in principle, could be 
used for functional imaging of neural activity with immobilized worms [62]. How-
ever, planar illumination microscopes would be challenging to apply to freely mov-
ing worms, as the constantly changing shape of the animal would be likely to cause 
significant aberrations of the illumination beam from image volume to volume.

Illumination of an entire focal plane can be achieved through the microscope 
objective itself, for example with a spinning disk confocal microscope. Here, a series 
of pinholes in a spinning disk is used to scan an entire focal plane, achieving the sub-
micrometer resolution of a confocal microscope but at the video-rate speed enabled 
by using a high-speed/high-sensitivity camera to simultaneously record all pixels in 
the field of view. A new technique called wide-field temporal focusing (WF-TeFo) 
enables two-photon excitation of an entire ~ 0.1 mm diameter field of view by spa-
tially and temporally sculpting a femtosecond-pulsed laser beam, capturing the emit-
ted photons with a high-speed/high-sensitivity camera [50] (Fig. 7.6). Volumetric 
imaging is performed in either spinning disk confocal microscopy or WF-TeFo by 
scanning in the axial direction using a piezo-driven microscope objective. WF-TeFo 
was recently used to record neuronal activity patterns in the head ganglion of an 
immobilized worm at 6 Hz with a lateral spatial resolution of ~ 0.3 μm and axial 
resolution of ~ 2 μm. Similar imaging acquisition rate and resolution could also be 
achieved by using a commercial spinning-disk confocal microscope.

Methods to illuminate single focal planes, while much faster than point scanning 
methods, are ultimately limited by the need to move the focal plane through a sample 
to capture an image volume. Two new multifocus methods recently applied to the 
C. elegans nervous system—aberration-corrected multifocus microscopy (MFM) 
[1] and light-field microscopy (LFM) (2014)–now allow truly simultaneous image 
capture at different depths in an image volume. Both methods introduce excitation 
light into the entire volume of a sample via conventional wide-field illumination, 
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but sort the emitted photons using customized optics on the basis of the focal plane 
from which they originate.

MFM produces an instant stack of 2D images at different focal planes simulta-
neously displayed on different portions of a single camera [1]. So far, nine focus-
shifted images at up to 2 μm axial separation have been shown to be generated 
using custom diffraction gratings. By carefully designing the grating and by adding 
chromatic correction grating and prism, it is possible to significantly reduce the 
depth-induced aberration and chromatic dispersion, enabling simultaneous multi-
color imaging of multiple focal planes with a lateral spatial resolution comparable 
with that of a conventional wide-field microscopy. In principle, many more than 
nine focal planes can be achieved with this strategy. The region of the camera that 
can be devoted to each image plane is inversely proportional to the total number of 
focal planes that will be imaged. However, this trade-off can be partially offset by 
using high-pixel density cameras.

The LFM uses a microlens array between the sample and camera to effectively 
allow sensor pixels to encode both the 2D location and 2D angle of incident light 
[47]. After collecting all of the information across the sensor array, a three-dimen-
sional image can be computationally reconstructed using deconvolution [47]. An 
LFM setup and associated deconvolution algorithms have been demonstrated to 
capture activity patterns throughout the nervous system of C. elegans and larval 
zebrafish with 1–2 μm lateral spatial resolution and rates up to 20 Hz. Unlike the 
MFM technique, which instantaneously delivers focused images at multiple planes, 
the high spatial resolution of the LFM requires substantial postprocessing that can 
take several minutes per frame. However, the LFM technique does not have the 

Fig. 7.6   Multineuron calcium imaging techniques. a Schematic of the two-photon light-sculpting 
microscope. The pulses at the bottom show the geometric dispersion in temporal focusing. The 
worm trapped in the microfluidic sample holder was subjected to change of environmental oxygen 
concentration ( bottom right). Two neuron classes URX and BAG ( pink dots in top right) showed 
response (Adapted from Schrodel et al. [50]). b Wide-field temporal focusing imaging of the head 
region of a worm expressing NLS-GCaMP driven by the unc-31 promoter ( top) and schematic of 
the left anterior head ganglia ( bottom)
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same trade-off between xy resolution and z resolution that occurs with the MFM 
technique, where different focal planes are separately tiled on distinct portions of 
the sensory pixel array.

7.5 � Optogenetics

In addition to genetically encoded calcium indicators, genetically encoded, light-
activated channels and pumps have provided a rich optogenetic toolbox for inter-
rogation of the nervous system in an intact and behaving animal. The first uses of 
channelrhodopsin-2 (ChR2), a light-gated ion channel that depolarizes neurons, and 
halorhodopsin (NpHR), a light-gated chloride (Cl−) pump that hyperpolarizes neu-
rons, in a freely behaving animal were actually performed in C. elegans [6, 21, 45, 
63]. In the presence of all-trans retinal, blue (for ChR2) or green (for NpHR) illu-
mination will trigger the activity of these molecules to modulate membrane voltage. 
In C. elegans, light-gated ion channels were first expressed in cells by which light 
illumination could induce robust and readily observable behavioral changes. Using 
the mec-4 promoter, ChR2 was expressed in six “gentle-touch” mechanosensory 
neurons. Blue light illumination of these cells induced rapid escape responses by 
which worms reversed direction and reoriented their movement [45]. By expressing 
ChR2 and/or NpHR in muscle cells or motor neurons, blue or yellow light illumina-
tion has also been used to induce rapid paralysis [45, 63].

Several new optogenetic proteins for activation and inhibition have since been 
reported—for example, archaerhodopsin (ArchT), a green light-gated proton pump 
for inactivating cells [9]; ReaChR, Chronos, and Chrimson, red-shifted channelrho-
dopsin variants [27, 33]; and Jaws, a red-shifted microbial rhodopsin variant for 
inactivating cells [11]. Additional probes for light-activated perturbation of neural 
circuits include KillerRed [61] and miniSog [48], ablative proteins that cause cells to 
rapidly deteriorate upon exposure to intense red or green light, respectively. In prin-
ciple, the broadening palette of optogenetic proteins makes it possible to simultane-
ously manipulate and measure different aspects of neuronal activity using different 
parts of the spectrum, but care must be taken to avoid problems with spectral overlap.

The simplest hardware configuration for optogenetic manipulation in C. ele-
gans is achieved by whole field illumination of an entire worm with high-intensity 
(~ 1 mW/mm2) mercury or LED light sources. For many neurons in C. elegans, par-
ticularly sensory neurons and some interneurons, cell-specific promoters are avail-
able to restrict optogenetic activation to specific cells during whole animal illumi-
nation. New genetic techniques including DNA recombinase systems (Flp-FRT and 
Cre-LoxP) provide new ways to regulate the expression of engineered transgenes 
by manipulating regulatory elements [14, 40]. Recently, the Q system, a repressible 
binary expression system invented in Drosophila, has been shown to control trans-
genes in C. elegans with high spatial and temporal resolution.

In cases where light-activated proteins are broadly expressed within the nervous 
system—for example, in the motor circuit where the proximity of many neurons 
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of a given class is unlikely to allow spatially distinguishable gene expression pat-
terns—many groups have developed spatially targeted illumination methods. A 
common approach is to use a digital micromirror device (DMD) to achieve spatial 
specificity for optogenetic manipulation (Fig.  7.7a). DMDs, which contain hun-
dreds of thousands of independently controllable micromirrors, have been widely 
used in digital projectors to generate arbitrary patterns of light. LCD projectors 
provide an alternative way of delivering structured illumination that is easier to 
use and far less expensive, although with less spatial and temporal resolution than 
can be achieved with the DMD approach [25]. Patterned illumination was first ap-
plied to activate a ChR2-expressing nociceptive neuron (ASH) in an immobilized 
worm [20]. Nociceptive stimuli normally induce avoidance responses. Whereas 
light-evoked behavioral output could not be observed in this preparation due to the 
animal’s immobilization, it was inferred from simultaneous calcium imaging of a 
downstream command interneuron AVA, which controls backward locomotion.

Several closed-loop systems have been developed for targeted optogenetic stim-
ulation in freely behaving worms. One of these, called COLBERT (Controlling Lo-
comotion and Behavior in Real Time), uses online machine vision algorithms to 

Fig. 7.7   Targeted optogenetic illumination of freely behaving worms. a Schematic of a closed-
loop system for single-neuron stimulation developed by Kocabas et  al. [34]. b Schematic of a 
closed-loop system for high-resolution optogenetic control of freely moving worms developed by 
Leifer et al. [36]. c A strategy for closed-loop optogenetic control using a video projector devel-
oped by Stirman et al. [53]
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accurately measure the worm’s outline and posture. This anatomical information 
can then be used to track the animal’s movement, to generate illumination patterns 
for targeting defined body regions, and to quantify worm’s locomotor behaviors 
(Fig. 7.7b). Because the relative position of a targeted neuron is invariant within the 
body, it is possible to quickly update (< 10 ms delay) the illumination pattern based 
on the worm’s posture. A similar approach using feedback-controlled DMD-based 
illumination patterns used direct measurement of the fluorescence signal emitted 
from the targeted neuron [34].

In a more recent development, by integrating DMD-based illumination with cal-
cium imaging, it is now possible to optically stimulate, inhibit, and image spatially 
separated (> 20 microns) neurons in a freely behaving C. elegans [51]. The illumi-
nation pattern generated by the DMD can be independently tuned to activate light-
gated ion channels expressed in some neurons and to excite genetically encoded 
calcium indicators in others. For example, using this setup, one can optogenetically 
activate the mechanosensory neuron ALM while simultaneously performing cal-
cium imaging in a downstream interneuron AVA that controls reversal during the 
escape response.

7.6 � Outlook

C. elegans researchers often cite the small size and known wiring diagram of their 
animal’s nervous system as motivations for its study. We think that models of this 
nervous system that span entire circuits, from sensory input to motor output, might 
be possible. For decades, this conviction was little more than an expression of faith, 
especially as the resolution and extent of neurophysiology in C. elegans signifi-
cantly lagged that of other model systems. Optical neurophysiology is now allow-
ing our field to catch up. To do this, hardware—new microscopes and other optical 
tools—is being engineered and adapted to the unique features of the C. elegans 
nervous system and its body plan. What might be called “systems neuroscience” in 
C. elegans is still in its early stages, but nevertheless circuit-level understanding of 
behavior has become a reality. And, when combined with unique strengths in our 
understanding of C. elegans genetics, molecular biology, and development, optical 
neurophysiology will create opportunities for mechanistic understanding of animal 
behavior that will be hard to match anytime soon in larger animals.
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Abstract  Sensorimotor behaviors are by definition “closed-loop” processes in 
which sensory feedback modulates behavioral output. Sensory feedback can be 
provided by visual, auditory, and vestibular inputs or direct proprioceptive inputs 
from muscle contraction. Although sensory feedback is not necessary for oscillation 
underlying locomotion to occur, there is evidence in the cat that sensory feedback 
can initiate locomotion [128] or reset the rhythm [183]. The contribution of sensory 
feedback to active locomotion is however difficult to estimate for technical reasons. 
Indeed, most physiological studies of genetically identified cells in spinal circuits 
involved in sensorimotor integration rely on preparations where mechano-muscles 
are paralyzed or dissected out, and are therefore deprived of sensory feedback.

In this chapter, we will first explain closed-loop processes, and we will review 
the precious information obtained using “open-loop” experimental paradigms on 
how spinal neurons generate the neural rhythms that are at the basis of locomotion 
[82]. Optical and genetics techniques offer today alternatives to electrophysiology 
for monitoring neuronal activity from genetically defined populations of spinal neu-
rons. We will then discuss how innovative tools for monitoring and manipulating 
neural activity, together with conducting sophisticated behavioral analysis, have 
provided exciting opportunities for “closing the loop” in genetically accessible 
model organisms with a special emphasis on zebrafish.
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8.1 � A Closed-Loop Approach to Sensorimotor Behaviors

8.1.1 � Defining Sensorimotor Behaviors

8.1.1.1 � Eliciting Sensory Input

A fly approaching a fruit odor is a rich example of sensorimotor integration [188]: 
the fly must first detect the odor [32], extract information regarding its environmen-
tal relevance, and adapt its course to approach the fruit. All those steps have to be 
achieved while the animal is moving, thus adjusting its locomotor output to changing 
visual, olfactory, and mechanosensory feedback [67]. Combining multiple sensory 
modalities and their closed-loop feedbacks is critical to adapt to a noisy sensory en-
vironment and enhances the robustness of the behavioral output [67]. Multisensory 
processing relies on interdependent sensory signals, allowing for increased efficien-
cy during sensorimotor tasks compared to unimodal sensory stimuli [127].

In mammals, it has long been clear that “high-level” cortical areas, such as 
parietal and prefrontal cortices, are able to integrate multiple sensory modalities. 
However, increasing evidence suggests that multisensory integration also occurs 
in “low-level” cortices that were previously thought to be unisensory [71, 185]. 
Studying sensorimotor integration, even at a relatively low level, thus requires one 
to reproduce a behaviorally relevant multisensory environment. However, practical 
considerations often make this difficult.

One solution proposed by the field of neuroethology [49] is to consider that neural 
circuits can be experimentally understood in the context of the animal’s natural be-
havior. By focusing on innate behaviors in which the animal extracts critical sensory 
inputs to produce a behaviorally meaningful locomotor output, neuroethology has 
provided important models for sensorimotor integration. For instance, escape behav-
iors, by which an animal escapes from its predator, are a perfect example of a senso-
rimotor task that is crucial for the animal’s survival. Escape responses can be found 
in many species, including Drosophila [36], C. elegans [160], and several fish spe-
cies [186], allowing for comparative studies of sensorimotor integration across taxa.

Determining which sensory stimulus to control experimentally is a critical step 
of sensorimotor studies. We cannot reproduce the highly variable and multidimen-
sional sensory inputs from the animal’s natural environment, but we should at least 
choose a stimulus that replicates the minimum set of sensory cues necessary to elicit 
a behaviorally relevant and consistent motor output [39]. We also need to reliably 
record and quantify the locomotor output elicited by this sensory input.

8.1.1.2 � Measuring Motor Output

The behavioral output of a sensorimotor transformation can be measured at dif-
ferent spatial and temporal scales, from the migration of an entire population of 
animals over several days to the analysis of single muscle fibers at millisecond 
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timescale [39]. Choosing the right scale for addressing the sensorimotor process of 
interest is not trivial.

At one extreme of this scale, “taxis” behaviors, such as chemotaxis in Drosophi-
la [69] or rheotaxis in zebrafish [195], examine the cumulative change in spatial po-
sition of a group of animals over a relatively long period of time. It is also possible 
to look at the level of the individual in order to identify sequences of stereotyped 
behaviors such as mating in C. elegans [125]. Sequential analyses of canonical be-
haviors can allow the description of the complete locomotor repertoire for a given 
species, such as zebrafish [31]. Lastly, a more detailed kinematics analysis could 
measure the movements of individual joints and couple this analysis with muscle 
activity recordings, as has been done in rodents [41].

With the refinement of locomotor analysis, and the increasing set of kinematic 
parameters that can be measured simultaneously, automated tracking programs have 
become crucial to reliably quantify behavior. Such programs have been successfully 
applied to track individuals and classify behaviors in C. elegans [12], Drosophila 
[66], and zebrafish [141]. Automated tracking programs have also been used to 
identify interactions between populations of multiple animals [26, 141], character-
ize mutant behaviors and build behavioral phenotypes databases [210], and might 
be applied to high-throughput drug screening [141].

Analyzing complex datasets with multiple kinematic parameters per animal and 
several animals interacting simultaneously raises important technical challenges. 
Reducing the dimensionality of the behavioral dataset can be achieved either by 
arbitrarily focusing on a restricted number of kinematic parameters or though statis-
tical dimensionality reduction as in principal component analysis (PCA) [145]. The 
main issue with dataset reduction is to determine and preserve the behavioral output 
related to the sensory stimulus of interest. This can be achieved by computing the 
level of prediction or correlation between the sensory input and motor output [28].

Although sensory input and motor output are the two ends and most accessible 
parts of a sensorimotor circuit, they are not sufficient to infer sensorimotor neural 
computation. Modulating inputs from “top-down” afferents or “bottom-up” feed-
back also heavily influence sensorimotor processing.

8.1.2 � Modulating Sensorimotor Behaviors

8.1.2.1 � Sensory Feedback

In the real world, sensorimotor integration is a dynamic process where the animal 
constantly updates its sensory inputs according to its behavioral output: as the fly 
approaches the fruit, olfactory and visual stimuli change continuously. By tracking 
these changes, the fly can adjust its flight to reach the target [67]. In an experimental 
setting, the animal must often be restrained or paralyzed to allow recording of neu-
ronal activity. Such preparations are called “open-loop” because the motor output 
does not influence subsequent sensory input. But one might hypothesize that neuro-
nal activity is not the same in the absence of sensory feedback.
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“Closed loop” experiments, where new sensory information is acquired as the 
motor output is produced, can be obtained mainly through two complementary ap-
proaches: by attaching a miniaturized device onto a free moving animal interact-
ing with a controlled environment or by providing simulated sensory inputs to a 
restrained animal. The developing field of brain-machine interfaces has provided 
key examples of how to go about this, for example in studies where cortical activity 
is recorded through chronically implanted electrode arrays and decoded in real time 
to control a motor effector, such as prosthetic limb [37]. It has also been possible 
to restore tactile sensation using a “brain-machine-brain interface,” by providing a 
way to produce a virtual motor output and to generate the corresponding sensory 
feedback [157, 197].

Such tools make it possible to monitor neuronal activity while the animal is 
freely behaving, but they do not provide precise control over its sensory inputs. 
Virtual reality environments [50] reproduce a simulated sensory environment that 
is continuously updated based on the animal’s behavior. Besides providing a better-
controlled sensory input, virtual environments most importantly enable simultane-
ous neural recording by allowing the animal to perform a closed loop sensorimotor 
task while being physically restrained.

Combined with electrophysiology or genetically encoded calcium imaging, vir-
tual environments have been applied in mice [87], Drosophila [190], and zebrafish 
[2, 161]. Notably, the zebrafish studies have shown that larvae were able to quickly 
modify their motor output in response to unexpected visual feedback (Fig. 8.1a) 
[161] and that this adaptive behavior correlated with state-dependent neural activity 
in a subset of brain areas identified using brain-wide calcium imaging [2].

8.1.2.2 � Neuromodulation

State-dependent sensorimotor processing, in which the activity of a given popula-
tion of neurons differs according to the behavioral state of the animal, is investi-
gated within the larger framework of neuromodulation.

The core hypothesis underlying the concept of “multifunctional circuits” is that 
a given neural circuit should not be considered as a hard-wired diagram, activated 
during discrete states, but rather as a distributed network that is able to switch con-
tinuously between a variety of dynamical states to produce different patterns of 
activity, and eventually different behaviors [27]. In a multifunctional sensorimotor 
circuit, a given neuron can be active during multiple locomotor behaviors [179], 
producing different patterns of activity based on its modulatory inputs [27]. Exter-
nal parameters, such as modulatory neurotransmitters [129] or synaptic input, for 
example from sensory afferents [116], can control the transitions between these 
different phases.

The neuromodulatory functions of monoaminergic substances have been exten-
sively studied in invertebrate sensorimotor models such as the crustacean somato-
gastric ganglion (STG) [130]. These central pattern generator (CPG) circuits can 
generate fictive locomotor patterns and are modulated by numerous substances, 
from neurotransmitters released locally by projecting sensory neurons to diffuse 
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hormones released at distance by secretory structures [20]. In rats with induced 
spinal cord injuries, the role of monoaminergic (in particular serotoninergic and 
dopaminergic) substances in modulating spinal locomotor circuits has been well 
documented [145]. Pharmacological manipulation, together with electrical spinal 
cord stimulation, could restore some locomotion independently of supraspinal in-
put regeneration [42]. Such neuromodulatory-mediated functional recovery is also 
phase specific, that is, the observed recovery depends on the phase of the locomo-
tor cycle during which it occurs, suggesting that different interventions facilitate 
distinct phases of the locomotor pattern [59]. This observation is in line with a 
multifunctional framework for the spinal sensorimotor circuits driving locomotion 
in spinal cord injured rats.

Intrinsic sensory states, that is neural dynamics that are not directly affected 
by an external physical stimulus, can also modulate multifunctional sensorimotor 
networks. One interesting example is the dual role of the gravimetric organ of the 
mollusk Clione limacina, which can switch between two very different rhythmic 
patterns, and associated behavioral outputs, depending on whether the animal is 
under control of a “hunting neuron” [116]. Another example of intrinsic sensory 
modulation is the feeding behavior of the Aplysia californica, where the same neu-
rons drive both ingestion and rejection of food, but are differentially modulated by 
the coupling between the mouth muscles [209].

8.1.3 � Modeling Sensorimotor Behaviors

8.1.3.1 � Behavioral Computations

Analyzing sensorimotor transformations is more complicated than just correlating 
an observed motor output with an experimentally elicited sensory input. Computa-
tional models for sensorimotor integration have proven more and more helpful as 
the number of measured variables increased with the improvement of experimental 
techniques.

For any sensorimotor task, the underlying computation is complex and can be 
modeled on a coarse behavioral scale, or on a more refined neuronal scale. These 
approaches are complementary but have so far mostly been developed indepen-
dently. The long-term objective is to map one onto the other.

One major issue when dealing with sensorimotor computation is that our mo-
tor system is highly nonlinear [65]. In a linear system, one can easily predict the 
behavioral response to a multisensory stimulus by calculating the sum of the motor 
outputs for each individual sensory stimulus. However, the force developed by a 
muscle in response to its nervous input largely depends on other variables such as 
muscle length, velocity, tendons, and joint positions, among others [211]. Similarly, 
multiple sensory inputs create combined representations that are more than merely 
the sum of the individual modalities [78].

Besides nonlinearity, many other issues increase the complexity of sensorimotor 
computations. For instance, noise limits our ability to perceive sensory inputs (e.g., 
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A closed-loop sensorimotor behavior

An open-loop access to spinal circuitry

Control  + Strychnine (10 min) + Strychnine (20 min)

a1

a2

a3 a4

a5 a6

b1 b2

b3

b4

Fig. 8.1   Open loop and closed loop paradigms illustrated in zebrafish. A. A visual closed-loop 
virtual reality paradigm in the zebrafish larva. A moving visual stimulus is showed to a head-
embedded larva (aged 6–7 days post-fertilization) while its behavior is monitored and its speed 
(red arrow) is modified by the swimming speed of the larva (A1). In this virtual visual closed-loop 
environment, a “gain” is used as a constant factor to adjust the grating speed to the larval swim-
ming speed (A2). For three different gains, several kinematics parameters of the larvae locomotor 
output are modified consistently: bout duration (A3), interbout interval (A4), number of bouts 
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for our approaching fly, estimating the location of the fruit on the table) and to pro-
duce motor outputs precisely (e.g., adjusting speed by modifying wing movements 
to reach the target) [172]. Other issues include redundancy, that is the fact that mul-
tiple combinations of motor sequences can achieve the same behavioral task; non-
stationarity, that is the fact that sensory and motor systems are modified throughout 
development and aging; sensory ambiguity, partial information; and even multiple 
and variable delays, whether due to sensory or motor processing [65].

One approach to resolve such complex sensorimotor computations is Bayesian 
decision theory [207]. Bayesian decision theory aims to produce, using a probabi-
listic reasoning, optimal inferences based on uncertain inputs by combining prior 
beliefs and multiple sensory modalities. Based on these inferences, decision theory 
is subsequently used to decide which action is more likely to achieve the task objec-
tives [65]. In a Bayesian system, the probability of a sensory state being true (called 
the “posterior”) is produced by combining the probability of receiving a set of sen-
sory information if that state were true (the “likelihood”) with the prior probability 
of that state (the “prior”) [114].

Such Bayesian sensorimotor computation can be easily tested using a simple 
task where a subject is asked to reach a cursor in a virtual-reality environment. A 
discrepancy is introduced between the subject’s actual and displayed hand positions 
[113]. The “prior” distribution can be experimentally set by varying the discrep-
ancy, while the sensory feedback “likelihood” is adjusted by varying the degree of 
visual blur controls. Using this approach, the authors showed that subjects com-
bined prior statistical distribution with sensory feedback likelihood in a Bayesian 
manner to optimize their performance during sensorimotor learning.

8.1.3.2 � Circuit Computations

Mapping behavioral sensorimotor computations onto identified neural circuits re-
quires knowing how those circuits process sensory inputs to produce a motor output 
at a cellular scale.

One important challenge for computing sensorimotor transformations, whether 
on a behavioral or cellular scale, is that they are mostly nonlinear. Geometrically, 
this means that modeling any neural network underlying a sensorimotor process 
requires at least a three-layered transformation, with an intermediate layer (referred 

(A5) and latency (A6). Adapted from Portugues et al. 2011. B. An open-loop experimental fictive 
preparation for investigating with electrophysiology the role of spinal cells in the absence of mech-
anosensory feedback. To record from spinal neurons in a juvenile zebrafish (aged 8–15 weeks), the 
skin and muscles are dissected out to expose the isolated spinal cord (B1), and a stimulating elec-
trode (1s, 40Hz) is placed at the junction with brainstem to elicit episodes of “fictive” swimming, 
while the motor output can be recorded from the ventral nerve root or from patched-clamp spinal 
neurons (B2). Bath application of pharmacological substances, such as the glycinergic antagonist 
strychnine, is used to modify the fictive motor output on the ventral nerve root recordings (B3). 
Short (10 minutes) application of strychnine results in increased swimming burst frequency, while 
longer application (20 minutes) leads to a decreased duration of the swimming episode as well as 
disruption of the left-right alternation (B4). Adapted from Kyriakatos et al. 2011.
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to as the “hidden layer”) used to recode sensory inputs before they are transformed 
into motor output. Such nonlinear transformations can be approximated using a lin-
ear combination of “basis functions” (such as sine and cosine functions in a Fourier 
transform) as the intermediate layer: this is a called the “basis function approach” 
[164].This basis function approach is particularly relevant in the context of senso-
rimotor transformations. For instance, if a subject wants to reach toward a visual 
target as in the previously described experiment, the motor command can be ap-
proximated by the weighted sum of several nonlinear basis functions of the visual 
and postural inputs [163]. On a cellular scale, this “intermediate layer” would be 
constituted by neurons whose firing properties, or “tuning curve,” can be described 
as a basis function for both visual and postural sensory inputs. Such neurons whose 
gain is modulated by visual and postural inputs can actually be found in the parietal 
[6], occipital [202], and prefrontal [23] cortices.

Besides nonlinearity, another major concern when looking at sensorimotor trans-
formations is variability. Most experiments, whether looking at sensorimotor pro-
cesses or not, rely on mean statistics calculated from populations. However, it has 
been repeatedly shown that multiple physiological solutions can produce similar cir-
cuit outputs [129]. Even the most stereotyped motor behaviors such as rhythms gen-
erated by CPGs can be highly variable across animals [131]. The variability of the be-
havioral outputs evoked by similar sensory inputs is well known, although not always 
documented. Most studies describe the “typical” behavior of the system by a single 
model. One attempt to take into account variability in sensorimotor circuits models 
would be to construct of population of models reproducing the actual behavioral data 
rather than trying to use a single model to reproduce the generic behavior [131].

8.2 � An Open-Loop Access to Sensorimotor Circuits 
in the Spinal Cord Across Vertebrates

In the particular case of spinal sensorimotor circuits, a great wealth of anatomical and 
electrophysiological data has been accumulated over the years. However, being able 
to elaborate broader models in order to fit those data onto observed behaviors still 
remains a challenge, largely due to the fact that available techniques have prevented 
us from monitoring sensory inputs concomitantly with motor outputs until recently.

8.2.1 � Extrinsic Inputs to Spinal Sensorimotor Circuits

8.2.1.1 � Descending Motor Control

Located in the periphery of the spinal cord, white matter tracts comprise both as-
cending fibers, mainly located dorsally and laterally, carrying sensory information, 
and descending axons, mainly located ventrolaterally and laterally, carrying motor 
information (Fig. 8.2a).
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Descending motor tracts mainly include corticospinal tracts, which forms mono-
synaptic connections between motoneurons located in the primary motor cortex and 
spinal motoneurons located in the anterior horn of the grey matter at each segment. 
Eighty to ninety percent of the corticospinal axons decussate to the contralateral 
side at the pyramid level in the medulla oblongata (hence the name “pyramidal 
tracts”) and travel in the dorsolateral funiculus [83]. Corticospinal tracts are mostly 
involved in voluntary skilled movements.

Other descending motor tracts originate mainly in subcortical nuclei in the brain-
stem, and particularly in the reticular formation, and are called “extra-pyramidal 
tracts.” Extra-pyramidal tracts are composed of the rubrospinal (located along the 

a b1

b2

b3

Fig. 8.2   Descending and ascending inputs to spinal circuits involved in sensorimotor 
reflexes. A. Motor and sensory inputs to spinal neurons and sites for sensorimotor integration. 
Descending motor control from the corticospinal and rubrospinal tracts in the dorsolateral funicu-
lus) and reticulospinal and vestibulospinal tracts (in the the ventrolateral funiculus are integrated 
with ascending sensory inputs from proprioceptive afferents Ia and II from muscle spindles and 
Ib from Golgi tendon organs at various premotor locations. Adapted from Rossignol et al. 2006. 
B. Some spinal sensorimotor reflexes and underlying interneuronal networks. Presynaptic inhibi-
tion of sensory afferents by GABAergic premotor interneurons in the intermediate laminae of 
the spinal cord is a common control mechanism for filtering sensory inputs (B1). Reciprocal Ia 
inhibition by glycinergic interneurons allows for antagonist muscles inhibition during a flexion 
movement (B2). Non-reciprocal Ib inhibition facilitates synergist muscle contraction though poly-
synaptic pathways (B3).
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corticospinal tract in the dorsolateral funiculus), vestibulospinal, tectospinal, and 
reticulospinal tracts (all three located in the ventrolateral funiculus) [19, 174].

Those descending inputs are mainly involved in autonomic functions, postural 
control, and locomotion. More specifically, they facilitate contralateral upper limb 
flexion (rubrospinal tract), neck and head motor control (tectospinal tract), auto-
nomic functions (reticulospinal tract), and regulate ipsilateral extensors and anti-
gravity muscles to control tone and posture (vestibulospinal tract) [83]. Extra-pyra-
midal tracts project mainly on premotor lamina (lamina VI–VIII) of the spinal cord 
grey matter at each segment [19].

The role of reticulospinal pathways originating from the brainstem in the initia-
tion and control of locomotion has been extensively studied, leading to the concept 
that, while the spinal CPG produces the basic locomotor rhythm (see Sect. 8.2.2.1), 
brainstem structures are necessary to activate and regulate this structure [98, 205].

Numerous studies, mainly using decerebrate cat preparations, have identified 
several areas within the brainstem that can lead to the production of locomotion 
when activated, whether chemically or electrically. The mesencephalic locomotor 
region (MLR), first identified by Shik et al. [191], receives inputs from both the 
basal ganglia, the limbic system and the frontal cortex, and projects to neurons of 
the medial medullary reticular formation (MRF), and then on to interneurons in 
the spinal cord [205]. When stimulated electrically in decerebrate cats, the MLR 
can generate different gait patterns (walking, trotting, galloping) depending on the 
strength of the electrical stimulus [176]. Interestingly, after its initial description in 
cats, areas homologous to the MLR have been described in many vertebrate species, 
including the rat [70], lamprey [136], and monkey [60].

Other areas in the midbrain, such as the medial MLR, the pontomedullary lo-
comotor strip (PLS) or areas in the subthalamic nucleus (subthalamic locomotor 
region), have been shown to be involved in the control of locomotion by projecting 
onto spinal circuits through reticulospinal pathways in rodents [205]. More recent-
ly, isolated spinal cord preparations from neonatal rats and mice have allowed the 
identification of various neurotransmitters (N-methyl-D-aspartate, 5-hydroxytryp-
tamine, dopamine, noradrenaline) that can elicit locomotor rhythmic activity by 
stimulating the spinal CPG through descending reticulospinal pathways [99].

In nonmammalian vertebrates, the descending control of locomotion has been 
particularly well documented in the lamprey [52]. Trigeminal relay cells activate 
reticulospinal neurons in a “all-or-nothing” fashion to elicit escape responses in 
response to a mechanical cutaneous stimulus [203]. In contrast, MLR inputs to re-
ticulospinal neurons initiate locomotion in a graded fashion through monosynaptic 
cholinergic and glutamatergic inputs, with the middle rhombencephalic reticular 
nucleus (RRN) being activated for low intensity stimulation, and the posterior RRN 
being activated as the stimulation strength increases [204] (Fig. 8.3a). Lastly, recent 
investigations in zebrafish larvae have demonstrated the role of descending reticu-
lospinal neurons in the nucleus of the medial longitudinal fasciculus (nMLF) in the 
modulation of swimming speed [189] and swim posture [200].
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Fig. 8.3   Neural substrates of spinal sensorimotor integration across vertebrates. A. Descend-
ing motor control. In the lamprey, a mechanical stimulation to the head activates reticulospinal 
neurons through the trigeminal nerve, eliciting escapes reponses in an all-or-nothing fashion (A1 
left). Swimming episodes can also be elicited by stimulating the Mesencephalic Locomotor Region 
(MLR), which projects onto reticulospinal neurons in the middle and posterior rhombencephalic 
reticular nuclei with a graded synaptic input (A1, right) Adapted from Dubuc et al. 2008. In mam-
malian vertebrates, forebrain regions such as the primary motor cortex can initiate locomotion by 
projection on the MLR, which in turn activate descending motor pathways that modulate the spi-
nal circuitry (A2). Adapted from Goulding, 2009. B. Intraspinal circuitry. Based on this molecular 
homology, similar neuronal cell types can be identified in the zebrafish (B1) and mouse (B2) spinal 
cords, as indicated by the same color in the schematic. Zebrafish homologs of the mouse inter-
neurons are: CoSA/MCoD (V0), CiA (V1), CiD (V2a), VeLD (V2b), UCoD/VeMe (V3). Adapted 
from Goulding, 2009. C. Ascending sensory feedback. In the lamprey, intraspinal stretch receptors 
called the “edge cells” are activated upon mechanical bending of the spinal cord and could serve 
as mechanoreceptor during swimming (C1, top. Adapted from Grillner et al. 1984 and Di Prisco 
et al. 1990). In the zebrafish, the lateral line can be used to sense the water flow and provide feed-
back for rheotaxis behavior. Ablation of the lateral line neuromasts results in the inability for the 
fish to successfully escape a suction source (percentage of larvae holding against the water flow in 
black) (C1, bottom. Adapted from Olszewski et al. 2012). In mammalian vertebrates, cutaneous and 
proprioceptive muscle receptors provide sensory feedback to the spinal circuitry and can modulate 
the motor output in a phase and state-dependent manner (C2. Adapted from Rossignol et al. 2006).
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8.2.1.2 � Ascending Sensory Feedback

While descending inputs schematically provide the motor command to spinal sen-
sorimotor circuits, ascending afferents to the spinal cord mainly provide sensory 
information. In mammals, ascending sensory afferents include proprioceptive in-
puts (group Ia and II afferents from, respectively, primary and secondary endings of 
muscles spindles, and Ib afferents from Golgi tendon organs) and cutaneous inputs 
(chemosensitive group III/Aδ and group IV/C fibers from nociceptive receptors). 
These have been extensively studied in the context of local spinal reflex pathways 
[108, 176] (Fig. 8.2b).

The simplest, and fastest, somatic reflex is mediated by the monosynaptic path-
way between primary sensory afferents from primary muscle spindles (Ia) and hom-
onymous alpha motoneurons in the ventral horn of the corresponding segment grey 
matter. This drives the basic myotatic reflex that is elicited by a muscle stretch due 
to a tendon tap, but it is also involved in tonus and postural adjustments [83]. The 
experimental analog of the Ia reflex, the Hoffman reflex (H-reflex), where the me-
chanical stretch is replaced by a subthreshold electrical stimulation of the afferent 
nerve, has been extensively used to investigate spinal sensorimotor circuits, and in 
particular presynaptic and reciprocal inhibition [95, 108], see (Sect. 8.2.2.1).

Golgi tendon organs are force-sensitive receptors located at the muscle-tendon 
junction, which are activated by passive and active muscle force. The Ib reflex 
arc, also known as the “inverse myotatic reflex,” is a disynaptic pathway by which 
group Ib sensory afferents from Golgi tendon organs inhibit alpha-motoneurons. 
This is the reflex arc responsible for the abrupt termination of the myotatic reflex, 
the well-known “clasp-knife” phenomenon [93]. Although stimulating the Golgi 
tendon organs at rest cannot induce any movement, the Ib reflex has been suggested 
to be important for regulating muscle stiffness [108].

While group Ib afferents from Golgi tendon organs provide information about 
the tension developed during muscle contraction, and group Ia afferents from 
primary muscle spindles inform spinal circuits about the dynamic of changes in 
muscle length, group II afferents from muscle spindle secondary endings provide 
information of muscle length itself [96]. Group Ia, Ib, and II muscle afferents taken 
together constitute what is generally termed the “proprioception” input. Together 
with cutaneous afferents from nociceptors (Aδ and C fibers) and other muscle af-
ferents (thinly myelinated group III and unmyelinated group IV fibers), group II 
muscle afferents constitute the flexion reflex afferents (FRA) involved in the with-
drawal reflex, by which a painful stimulus leads to withdrawal of the limb through 
ipsilateral flexion and contralateral extension [55]. This sensorimotor reflex, more 
sophisticated than the “myotatic” and “inverse myotatic” reflexes, involves at least 
to two interneurons that either activate or inhibit the ipsilateral flexor or extensor 
alpha-motoneurons over several spinal segments [83].

Sensory feedback pathways in nonmammalian vertebrates still remain unclear. 
Indeed, there is no clear equivalent to mammalian peripheral proprioceptive recep-
tors in swimming vertebrates. However, in the lamprey, intraspinal mechanosensitive 
receptors called the “edge cells” [81] might provide movement-related sensory 
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feedback [48]. Interestingly, it has recently been proposed that edge cells could be 
modulated by GABAergic cerebrospinal fluid contacting neurons (CSF-cNs) [94]. 
Similar CSF-cNs, called “Kolmer-Agduhr” cells, have been described in the ze-
brafish and were able to modulate slow swimming upon optical activation [208]. 
Another sensory feedback pathway in larvae and adult zebrafish is the lateral line 
system [72]. Mechanosensory hair cells in the lateral line neuromasts provide infor-
mation about the water flow, contributing to orientating the fish against the water, a 
behavior called “rheotaxis” [154] (Fig. 8.3c).

8.2.2 � Intrinsic Spinal Sensorimotor Circuitry

8.2.2.1 � Sensorimotor Interneuronal Networks

Presynaptic Inhibition A s we have seen, spinal circuits are continuously provided 
with multiple ascending sensory inputs from various sources. This sensory feed-
back needs to be controlled to allow for the proper execution of a motor task [108]. 
One way to control this sensory input is through presynaptic inhibition of muscle 
afferents on alpha-motoneurons through GABAergic axo-axonal synapses [178] 
(Fig. 8.2b). A similar control can be achieved through primary afferent depolariza-
tion (PAD), and the two phenomena are now actually considered to be mediated by 
the same interneurons [95].

Initially described in relation to group Ia afferents from primary endings of mus-
cle spindles [64], presynaptic inhibition through GABAergic interneurons has more 
recently also been described for group Ib and group II muscle afferents, as well as 
cutaneous and articular afferents [177]. Although it has traditionally been thought 
that different subgroups of interneurons mediate PAD of distinct muscle sensory 
afferents [95], it has also been demonstrated that the same interneurons, located 
within Rexed’s laminae VI–VII of the spinal cord grey matter ( intermediate zone), 
could be coexcited by group Ia and group Ib afferents [62]. More surprisingly, even 
group Ib and group II inputs can be integrated by a common pool of interneurons, 
located within laminae V–VII [14]. These results led some authors to consider that 
all those subpopulations of interneurons (groups Ia, Ib and II) may actually operate 
as a single functional population with multisensory inputs from both several types 
of afferents and several muscles [96]. (Fig. 8.2b)

Reciprocal Ia Inhibition C onsidering that the same Ia muscle afferents innervate 
motoneurons belonging to many different motor pools, it has long been postulated 
that a neural pathway involving Ia afferents allowed for inhibition of alpha-moto-
neurons controlling antagonist muscles. The reciprocal Ia inhibition is mediated by 
a single glycinergic inhibitory interneuron activated by Ia afferents from a given 
flexor muscle, which in turn inhibits alpha-motoneurons controlling the antago-
nistic extensor muscle [58, 95]. As for PAD interneurons, it has later been showed 
that these reciprocal Ia inhibitory interneurons, located dorsomedially to the motor 
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nuclei in the ventral horn, actually also receive convergent inputs, both excitatory 
and inhibitory, from multiple descending and ascending sources, including Ren-
shaw cells (see below) [92] (Fig. 8.2b).

Nonreciprocal Ib Inhibition G roup Ib sensory afferents from Golgi tendon organs 
inhibit motoneurons projecting to synergist muscles and facilitate motoneurons pro-
jecting to antagonist muscles through di- or tri-synaptic pathways involving respec-
tively one or two inhibitory glycinergic interneurons [57, 95]. As for Ia interneurons 
mediating reciprocal inhibition, Ib inhibitory interneurons exhibit a wide conver-
gence of inputs from both descending inputs (excitatory corticospinal, rubrospinal, 
and inhibitory reticulospinal afferents) and ascending inputs (excitatory group Ia 
and Ib muscle afferents, as well as cutaneous and joint afferents) [92] (Fig. 8.2b).

Recurrent Inhibition L astly, another sensorimotor interneuronal pathway involving 
an inhibitory interneuron is the one formed by Renshaw cells, located in the ventral 
horn (next to Ia reciprocal inhibitory interneurons) [166]. Renshaw cells are excited 
by cholinergic axonal collaterals from alpha-motoneurons and provide glycinergic 
recurrent inhibition to the same or synergistic muscles [56]. Again, as for other 
sensorimotor interneurons, Renshaw cells also receive inputs from other afferents, 
including ipsilateral group II and III muscle afferents, cutaneous afferents, and 
descending motor afferents, and project themselves not only to alpha-motoneurons 
but also to gamma-motoneurons, Ia reciprocal inhibitory interneurons, and other 
Renshaw cells within the same spinal segment [206].

8.2.2.2 � Spinal Central Pattern Generator (CPG) Across Vertebrates

Along with this complex interplay between sensory afferents and sensorimotor in-
terneuronal networks, a large amount of work has converged toward the identifica-
tion of a spinal network able to generate the elementary patterns and rhythms of 
locomotion: the spinal CPG. First postulated from studies of decerebrated cats more 
than a century ago [29], extensive research in nonmammalian vertebrate species 
such as the lamprey [80] and the Xenopus tadpole [169] has provided many insights 
into the swimming CPG and its cellular mechanisms, leading to rapid advances in 
the understanding of the mammalian walking CPG [102].

Homology Across Vertebrates I nterestingly, new insights into the genetic profiles 
of spinal interneurons have allowed direct comparison between different classes 
of interneurons across all vertebrates [76]. Based on the dynamic expression pat-
tern of transcription factors, five major subclasses of spinal ventral interneurons 
have been described, called “V0, V1, V2, V3, and Hb9 interneurons” (Fig. 8.3). 
Each class being characterized by a specific transcription factor, such as “molecular 
code” opens the way for functional investigation of genetically targeted, rather than 
morphologically or electrophysiologically identified, spinal interneurons within the 
CPG (Fig. 8.3b).

Excitatory Rhythm-Generating Circuits  Several lines of evidence suggest that the 
rhythmogenic neurons of the CPG are glutamatergic excitatory neurons projecting 
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ipsilaterally onto inhibitory left–right and flexor–extensor coordinating cells at each 
spinal segment [104]. Indeed, blocking inhibitory commissural or ipsilateral inter-
neurons does not prevent rhythm generation, whether in the lamprey [35], rodent 
[22] or cat [100], therefore discarding the “half-center model” for CPG rhythm 
generation [102]. Various putative candidates for the role of “pacemakers” neurons 
have been recently investigated [103]. Among them, Hb9 [199] and V2a-Chx10 
expressing interneurons [88] have been shown to have rhythmogenic properties in 
neonatal mouse models. Morphological homologs in the lamprey [80] and tadpole 
[123], and molecular homologs in zebrafish [139] support the hypothesis of a gluta-
matergic ipsilateral drive to the spinal CPG.

Flexor–Extensor Coordination I psilateral-projecting glycinergic inhibitory inter-
neurons are known to be involved in alternation of extensor and flexor muscles 
activation, since flexor–extensor coordination is suppressed when glycinergic trans-
mission is blocked but can persist in hemisected spinal preparations [22]. Putative 
candidate interneurons include Ia inhibitory interneurons and Renshaw cells (see 
Sect. 2.2.1), as both have been shown to fire rhythmically during locomotion and in 
opposing phases with respect to their flexor/extensor afferents [138].

However, a recent study challenged this assumption [74]. V1-derived interneu-
rons expressing the transcription factor Engrailed-1 (En1) are inhibitory ipsilater-
ally projecting interneurons that give rise to Renshaw cells and Ia inhibitory inter-
neurons. Genetic knockout of En1-expressing neurons induced slower locomotor 
activity and increased step cycle, but did not suppress flexor–extensor coordination. 
This suggests the existence of other ipsilateral inhibitory interneurons, which might 
be specific to mammalian locomotor CPG [102].

Left–Right Coordination C oordination of left–right activity during locomotion is 
mainly achieved through commissural interneurons that cross the midline via the 
ventral commissure [102]. Experiments in mice have revealed a dual system for 
left/right coordination: (1) during alternative walking, inhibition of contralateral 
motoneurons is achieved either through mixed glycinergic and GABAergic inhibi-
tory commissural interneurons that project monosynaptically to contralateral moto-
neurons, or excitatory commissural interneurons that project onto contralateral 
inhibitory premotor interneurons; (2) during synchronous “hopping,” contralateral 
motoneurons are excited by glutamatergic commissural interneurons [165].

Candidate commissural interneurons for this dual model are derived from Dbx1 
positive cells from the V0 transcription domain [115], in which about one-third of 
commissural interneurons are glutamatergic (Evx-1-positive, V0V interneurons) and 
two-thirds are inhibitory (Evx1-negative, V0D interneurons) [143]. A recent study 
[198] confirmed and further refined this hypothesis by showing that V0-ablated 
mice exhibited a hopping gait at all frequencies. Selective ablation of inhibitory V0 
interneurons (V0D) led to a lack of left–right alternation only at low frequencies, 
whereas selective ablation of excitatory V0 interneurons (V0V) led to similar hop-
ping gait but only at medium and high frequencies.

Neurons participating in the left–right alternation spinal network have also been 
identified in nonmammalian vertebrates. In the Xenopus tadpole, inhibitory gly-
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cinergic commissural interneurons are responsible for mid-cycle reciprocal inhibi-
tion and are driven by descending glutamatergic interneurons [169]. In the lamprey, 
both inhibitory and excitatory commissural interneurons have been described with 
a left–right alternating pattern of activity [80]. Lastly, similar glycinergic inhibitory 
and glutamatergic excitatory commissural interneurons have been identified in the 
zebrafish, sharing molecular markers with the mouse V0 neurons, although the de-
tails of their network functions have not yet been worked out [61].

8.2.3 � Dynamic Spinal Sensorimotor Interactions

8.2.3.1 � Modulation of Spinal Circuitry from Extrinsic Inputs

Both descending motor inputs and ascending sensory feedback can modulate the 
activity of the spinal CPG. Dynamic sensorimotor interactions with both supraspi-
nal and peripheral inputs continuously modulate CPG-generated activity patterns to 
achieve a flexible adaptation to the environment. Such interactions take place in a 
phase-dependent (swing/stance) and state-dependent (forward/backward) manner, 
such that extrinsic inputs will result in different modulations depending on the on-
going phase of the locomotor cycle [176].

As discussed in Sect. 2.1.1, supraspinal pathways, such as the MLR and its pro-
jections through the reticulospinal tract, can induce locomotion in “fictive prepara-
tions” such as isolated spinal cord or decerebrated adult cat. However, descending 
pathways, whether carrying sensory or motor information, can also modulate ongo-
ing locomotion. This can be achieved either though modulation of brainstem com-
mand circuitry or through the direct modulation of spinal circuitry [137].

Vestibular inputs (relaying information about balance and posture) phasically 
modulate the activity of reticulospinal neurons during fictive locomotion in lam-
preys, thereby avoiding a counteractive drive from reticulospinal neurons during 
ongoing locomotion [34]. A recent study in zebrafish larvae suggested that vestibu-
lar inputs are able to differentially recruit dorsal and ventral premotor spinal micro-
circuits during postural correction, possibly prefiguring the mammalian modular 
organization of spinal flexor/extensor microcircuits [13]. The influence of visual 
feedback on the control of locomotion can be experienced on a daily basis when one 
needs to anticipate and adjust his gait to avoid an obstacle [173]. New experimental 
paradigms, such as the optomotor response in zebrafish [155], have started to shed 
light on the neural circuitry responsible for visually induced locomotion.

Besides descending inputs, ascending sensory feedback, from either propriocep-
tive or cutaneous inputs, can also modulate the activity of the spinal CPG. Cutaneous 
inputs (C and A fibers, see Sect. 2.1.2) are mainly involved in correcting the steps 
in response to external perturbations, such as an uneven floor, during the different 
phases of the step cycle [137, 176]. Interestingly, the same cutaneous stimulus can 
lead to responses in flexor or extensor muscles depending on the initial position of 
the limb, thereby exciting a given muscle group in one locomotor phase, and the 
antagonist muscles in the opposite phase, a phenomenon termed “reversal” [175].
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Proprioceptive feedback also has an important role in modulating ongoing lo-
comotion, in particular by adjusting the duration of, and facilitating the switch 
between, the different phases of the step cycle, therefore setting the frequency of 
locomotion [176]. In decerebrate cat preparations, stimulation of group Ib afferents 
from the Golgi tendon organs of extensor muscles can reset the locomotor cycle by 
abruptly terminating the ongoing fictive flexor activity and initiating a new burst 
in the extensor recording [40]. Similarly, stretch-evoked Ia inputs can increase the 
duration of the stance phase, but only when stimulated during flexor activity [84].

In all, patterns of fictive locomotion produced by the spinal CPG should not be 
considered the fixed output of a hard-wired circuit, but should be viewed rather as 
a dynamic multimodal process whose output is dramatically modulated by sensory 
experience.

8.2.3.2 � Implications for Plasticity After Spinal Cord Injury

The emerging concept that intrinsic spinal circuits can produce adaptive locomotion 
through modulation by sensory feedback, and do so independently, at least to some 
extent, from supraspinal inputs, bears important consequences for new neuroreha-
bilitative strategies after spinal cord injury.

Experimental paradigms with adult cats walking on a treadmill have demon-
strated that neither bilateral lesion of the dorsolateral spinal cord (interrupting 
cortico- and rubrospinal tracts) [97] nor bilateral lesion of the ventrolateral spi-
nal cord (interrupting vestibulo- and reticulospinal tracts) [30] could permanently 
suppress quadrupedal locomotion. However, after unilateral complete hemisection 
at the lower thoracic (T13) level, interrupting both dorsal and ventral descending 
pathways, cats showed a complete paralysis of the ipsilateral hindlimb during the 
first 3 days, followed by a progressive recovery over the following 3 weeks [174]. 
Interestingly, this recovery was accompanied by a modification of the step cycle, 
forelimb/hindlimb, and left/right coordination [135]. These results suggest that the 
intrinsic spinal circuitry is able to produce locomotion even after removal of all 
supraspinal inputs and that this recovery is underpinned by extensive reorganization 
of the spinal sensorimotor network [134]. They also suggest that treadmill-induced 
locomotor training, by providing sensory feedback, is crucial to drive the reorgani-
zation of spinal circuits [174].

To test this hypothesis of a plastic spinal CPG, Rossignol et al. designed a dual-
lesion paradigm in which a first hemisection performed at the T10/T11 spinal level 
is followed, after several weeks of locomotor training and complete recovery, by a 
complete spinal transection at the T13 level [15, 134]. The major finding was that 
cats regained full locomotor performance after only 24 h, without any training of 
pharmacological intervention [15], therefore indicating that intrinsic changes with-
in the spinal CPG had indeed occurred during the rehabilitation period, and could 
be retained after the complete removal of supraspinal inputs.

Similar results have been obtained recently in rodents [59], in which recovery 
of coordinated hindlimbs locomotion on a treadmill could be achieved only 1 week 
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after complete thoracic (T7) spinal transection when combined lumbosacral electri-
cal epidural stimulation (EES) and systemic application of serotoninergic agonists 
were applied [41]. Interestingly, removing peripheral sensory inputs by unilateral 
dorsal rhizotomy prevented EES-facilitated locomotor recovery after complete spi-
nal transection, but only on the deafferented side, thereby confirming the hypothesis 
that sensory feedback drives the reorganization of intrinsic spinal circuitry [117].

However, those results only concerned treadmill-induced “automatic” locomo-
tion. To what extent can we exploit the plasticity of spinal sensorimotor circuits 
to induce restoration of voluntary locomotion? This question was investigated by 
a recent study [25], in which the authors used a simultaneous dual hemisection 
paradigm in adult rats together with a so-called electrochemical neuroprosthesis 
(i.e., the combination of lumbosacral epidural electrical stimulation together with 
systematic administration of a cocktail of monoaminergic agonists). They observed 
that rats trained with a robotic postural interface encouraging supraspinally medi-
ated locomotion could regain voluntary control through remodeling of corticospinal 
projections. A similar approach has even been used successfully in a paraplegic hu-
man subject, who could regain some voluntary control of one of his lower extremi-
ties after intensive rehabilitation and electrical epidural stimulation, although this 
recovery was very limited and observed in few individuals [7, 86].

These results have raised hopes that clinically significant locomotor recovery 
can be achieved through reorganization of intrinsic sensorimotor circuitry, facili-
tated by intensive training and electrical and/or chemical manipulation. However, 
one major issue of such studies is that they can probe changes in spinal circuitry 
only in a very indirect manner.

Indeed, until now, one had to choose whether to access spinal circuitry in open-
loop “fictive” preparations, discarding sensory feedback in favor of identifying and 
recording from neurons within the spinal cord, or to preserve active locomotion and 
sensory feedback at the cost of having only limited and indirect access to spinal cir-
cuits. New tools and animal models might change this conundrum in a near future.

8.3 � Closing the Loop? Optogenetic Manipulation 
of Spinal Sensorimotor Circuits in Zebrafish

8.3.1 � Genetic Targeting of Spinal Sensorimotor Circuits 
in Zebrafish

8.3.1.1 � Identified Sensorimotor Neurons in the Zebrafish Spinal Cord

“Closing the loop” in sensorimotor studies should involve the ability to easily 
target neuronal populations of interest and monitoring their activity in vivo while 
the sensorimotor integration actually occurs. Over the last 10 years, zebrafish has 
become an increasingly popular model organism for such studies, thanks to its 
genetic accessibility with numerous transgenic lines targeting specific subsets of 
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neurons being shared among the community [180, 187], its optical transparency al-
lowing the use of the always expanding palette of optogenetic actuators and report-
ers [2, 51, 90, 208], and its relatively simple and stereotyped behavioral repertoire 
[31, 139, 141].

As in other vertebrates, neurons in the zebrafish spinal cord can be broadly clas-
sified as motoneurons, sensory neurons, and interneurons [119]. The recent devel-
opment of genetic tools allowing specific targeting of subtypes of neurons has al-
lowed marked progress in our understanding of their functional roles, and has led 
to a refined classification.

Sensory neurons within the spinal cord comprised mainly mechanosensitive 
Rohon-Beard cells, of which homologs can be found in most anamniotic verte-
brates, such as Xenopus tadpoles and lampreys [167]. Rohon-Beard neurons are 
derived from the same neural plate domain that generates neural crest cells, and die 
during development to be replaced by dorsal root ganglion cells in adult zebrafish 
[119]. When stimulated optically, Rohon-Beard neurons are able to trigger escape 
responses [51, 208], through either direct excitation of reticulospinal cells [51] or 
activation of CoPA interneurons [159].

In larvae, both primary and secondary motoneurons (together with oligodendro-
cytes) are derived from the pMN transcription domain in the ventral spinal cord, are 
positive for olig2 expression, and persist through adulthood [105, 119]. Primary mo-
toneurons are located more dorsally (with subtypes according to their position from 
caudal to rostral: CaP, MiP, RoP), innervate fast muscles, and mediate fast swimming 
and the startle response, while secondary motoneurons are located more ventrally, in-
nervate both slow and fast muscles, and are involved in slow swimming [119].

To explore the differences between slow swimming and escape spinal networks, 
Ritter et  al. [168] used a head-embedded preparation in which they could elicit 
either slow swim by illuminating the head with a fiber optic, or escapes by tap-
ping the head with a piezoelectric actuator. They simultaneously monitored the 
activity of morphologically identified interneurons in the embedded part of the 
tail using calcium imaging and recorded the movements of the caudal tail using 
a high-speed camera. They showed that “circumferential ipsilateral descending” 
(CiDs) interneurons were activated during escapes but not during slow swim 
movements, while excitatory glutamatergic “multipolar commissural and descend-
ing” (MCoDs) interneurons were, on the contrary, activated during swimming but 
not during escapes [168].

A subsequent study from the same group [18] combining calcium imaging and 
paired patch recording confirmed that CiDs were responsible for motoneuron ex-
citation during escapes and showed that stronger escapes elicited by a head tap 
were associated with the recruitment of a larger number of CiDs than delayed es-
capes elicited by a tail tap, although the effect of the descending control from the 
hindbrain seems subject of debate [18, 126]. Interestingly, the same authors also 
demonstrated that reinnervation of CiDs by regenerating Mauthner axon, following 
injection of cAMP, was associated with improved locomotor performances [17].

Using isolated spinal cord from larval zebrafish, a “topographic map” of recruit-
ment for motoneurons and premotor interneurons has been documented [139, 140]. 
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MCoDs interneurons, located in the ventral spinal cord, provide a phasic drive to a 
subset of ventral contralateral motoneurons during slow swimming patterns. When 
the swimming frequency was increased, MCoDs were inhibited through glycinergic 
synapses, while CiDs interneurons became progressively activated along a dorso-
ventral gradient [140]. Of interest is the fact that CiDs interneurons are the fish 
homologs of the mouse V2a interneurons [5, 13, 106, 107] (see Sect. 2.2.2).

It has also been shown in adult zebrafish that different motoneuron pools ex-
hibit different patterns of recruitment, with slow, intermediate, and fast second-
ary motoneurons being recruited progressively as the fictive locomotion frequency 
increased, while fast primary motoneurons were recruited only during presumed 
escapes. Moreover, the distribution of these different motoneurons pools also fol-
lowed a ventro-dorsal gradient, from slow secondary motoneurons to fast primary 
motoneurons [5, 68].

Apart from premotor interneurons, other populations of interneurons are also 
rhythmically activated during fictive locomotion. Glycinergic “circumferential as-
cending (CiA) interneurons,” that are Engrailed-1 positive interneurons derived 
from the V0 transcription domain, monosynaptically inhibit “commissural primary 
ascending” (CoPA) interneurons during swimming [91]. Remarkably, CoPA inter-
neurons are glutamatergic and relay excitation from Rohon-Beard sensory neurons, 
providing a connectivity pattern that would be consistent with a homologous senso-
rimotor gating pathway to that observed in the Xenopus tadpole [120, 121].

“Commissural local” (CoLo) interneurons are inhibitory glycinergic interneu-
rons driven by gap junctional inputs from reticulospinal cells (Mauthner cells, see 
Sect. 3.3) that have been shown to exert monosynaptic inhibition on contralateral 
primary motoneurons during fast swimming, thereby enhancing the efficiency of 
the escape responses [180]. Lastly, Kolmer-Agduhr interneurons, which are GA-
BAergic cells located next to the central canal and have cilia extending into the 
cerebrospinal fluid, have been shown to trigger slow swimming when optically 
stimulated [208].

Many other subtypes of spinal interneurons have been identified and classified, 
mainly according to their morphology and neurotransmitter phenotype [85, 181], 
but their involvement in sensorimotor circuits remains to be elucidated.

8.3.1.2 � A Genetic Toolbox for Targeting Populations of Neurons

Considering the large number of cells involved in spinal sensorimotor circuits, even 
in a simple vertebrate such as the zebrafish, one crucial requirement for investigat-
ing their functional roles is to be able to specifically target the neural subpopulation 
of interest. Rather than relying on morphological cues, identification of specific 
promoters and new tools to efficiently generate and screen transgenic lines has re-
cently allowed researchers to take full advantage of the optical and genetic acces-
sibility of the zebrafish model.

The most straightforward approach to target a given neuronal population is to 
identify a specific gene with selective expression in the population of interest and 
generate a bacterial artificial chromosome (BAC) incorporating a reporter such as 
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green fluorescent protein (GFP) into the gene’s genomic locus. Alternatively, if a 
minimal enhancer sequence can be identified, it can be subcloned into a smaller, 
plasmid-based expression system. The engineered construct is then microinjected 
into embryos at the single-cell stage to allow integration into the genome. Injected 
fish larvae are subsequently raised to adulthood and their offspring screened for 
fluorescence in order to establish the transgenic line [11]. Such an approach has 
been successfully used to produce transgenic lines labeling cranial motoneurons or 
trigeminal/Rohon-Beard sensory neurons with the Islet-1 promoter [89]. Animals 
that transiently expressed channelrhodopsin-2 were also used to investigate the role 
of Rohon-Beard and trigeminal neurons in the sensorimotor escape circuitry [51].

This approach can be combined with the bipartite Gal4/UAS system, widely used 
in drosophila, which relies on the specific expression of the yeast Gal4 transcrip-
tional activator to drive the expression of a reporter gene placed under the control of 
repetitive Gal4-responsive upstream activator sequences (UAS) [9, 44]. Enhanced 
reporter expression can be obtained using Gal4-VP16 [112] or Gal4FF [9] fusion 
sequences and multiple (14X) repeats of the UAS. Stable zebrafish transgenic lines 
using the Gal4/UAS system have been created using Tol2-mediated transposition. 
A plasmid carrying the Tol2 transposon is injected in zebrafish embryos along with 
the Tol2 transposase mRNA, generating insertions throughout the zebrafish genome 
[10, 101]. Tol2-mediated Gal4-UAS transgenesis has been used to successfully per-
form enhancer-trap screens, leading to identification of a large number of stable 
transgenic lines selectively labeling subsets of spinal neurons [1, 9, 181, 187].

Another recent approach for genetic targeting of neurons in zebrafish is to com-
bine viral gene delivery, using for instance rabies of sindbis viruses, together with 
the Tet system [214]. The Tet system works in a similar fashion to the Gal4/UAS 
system, with the transactivator (itTA) binding to the tTA-responder element (Ptet) 
to drive transcription of the downstream gene [75]. However, the Tet system has 
the advantage of being regulated by exogenously administered doxycycline, which 
binds to tTA and dramatically reduces its affinity to Ptet, turning off the expression 
of the gene of interest [214]. Interestingly, such silencing can also be used to gener-
ate sparse labeling in pan-neuronal HuC transgenic lines [214]. Combing the Tet 
and Gal4 systems provide exciting opportunities for combinatorial gene targeting 
of several neuronal populations of interest in zebrafish.

8.3.2 � Optogenetic Tools for Monitoring and Breaking 
Neural Circuits

8.3.2.1 � Reporters: Monitoring Neural Circuits

Monitoring neural activity can be indirectly achieved by measuring the intracellular 
calcium levels, since action potentials typically lead to a calcium influx through 
voltage dependent calcium channels [79]. This strategy has led to the elaboration 
of a number of chemical and genetically encoded calcium indicators (GECIs) that 
have been successfully used in many different animal models [149, 201] (Fig. 8.4a). 
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Fig. 8.4   Monitoring and manipulating neural circuits with genetically encoded reporters 
and actuators. A. Calcium indicators. Genetically encoded calcium indicators (GECIs) allows 
for monitoring neural activity through changes in intracellular calcium concentration. In a Förster 
resonance energy transfer (FRET)-based GECI (A1), such as Cameleon, a conformational change 
occurs after calcium ions binding between the two fluorescent proteins, leading to FRET, with 
a decrease in the 480 nm fluorescence and an increase in the 530 nm fluorescence. In a single-
fluorophore GECI (A2), such as GCaMP, conformational modification upon calcium binding 
is intra-molecular, leading to an increase in the emitted fluorescence (515 nm). Bioluminescent 
GECIs, such as Aequorin, binding of calcium ions leads to oxidation of coelenterazine. Chemi-
luminescence resonance energy transfer (CRET) between aequorin and GFP is responsible for 
the emission of a green photon. Adapted from Grienberger et al., 2012. B. Optogenetic actuators. 
Following illumination with blue light (470 nm, blue pulses in B3), channelrhodopsin-2 allows the 
entry of cations into the cell (B1), triggering action potentials in whole-cell current-clamp (B3). 
Following illumination with yellow light (580 nm, yellow line in B3), halorhodopsin pumps chlo-
ride anions in the cell (B2), leading to hyperpolarisation and silencing of neuronal activity (B3).  
Adapted from Zhang et al. 2007.
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GECIs consist of engineered fluorescent proteins having two key features: their 
emission properties are modified depending upon the intracellular level of calcium, 
and their pattern of expression can be restricted genetically. They include either 
permutated single fluorescent proteins whose fluorescence properties are modi-
fied when calcium is bound to an attached Ca2+ recognition element—as with the 
GCaMP family of indicators [147]—or pairs of fluorescent proteins in which con-
formational changes induced by calcium binding lead to FRET (Förster Resonance 
Energy Transfer)-mediated modulation of fluorescence [142].

The transparency of the zebrafish larva and its genetic accessibility make it an 
ideal model to use such optical tools for monitoring neural activity. In the first ze-
brafish study using a GECI ( cameleon), expressed under the islet-1 promoter [89] 
(see Sect. 3.1.2), calcium transients could be observed within the spinal cord, in 
Rohon-Beard neurons activated by electrical cutaneous stimulation, and in moto-
neurons and CiD interneurons during escapes triggered by a mechanical head tap 
[90]. Since this first study, GECIs have been extensively used in zebrafish to moni-
tor neural activity in various behavioral paradigms, including investigating the role 
of the optic tectum in prey capture [46], performing brain-wide monitoring of neu-
ral dynamics in a sensorimotor virtual environment [2] or testing neural coding of 
odors by the olfactory bulb [21]. Targeted mutagenesis and high-throughput screen-
ing have led to the continuous improvement of GECIs by optimizing their calcium 
affinity, kinetics, and dynamic range [3, 146, 149, 201]. From the first GCaMP 
[149] to the current GCaMP6 [38], and including the new generation of multicolor 
variants [4], the always improving GECI arsenal allows one to monitoring of neural 
activity under a wide range of conditions.

One major limitation of GECIs with particular relevance to the investigation of 
closed-loop sensorimotor behaviors in vivo is the need to provide focal excitation to 
the fluorescent proteins. This limitation implies constraining the neurons of interest 
(and therefore the animal itself) to a given location, either by partially embedding 
and/or paralyzing the animal. One alternative approach is to use the bioluminescent 
protein aequorin-GFP, derived from the jellyfish Aequorea victoria [192]. ApoAe-
quorin, the naturally occurring complex of aequorin with GFP, binds to its substrate 
coelenterazine, which is then oxidized in the presence of calcium leading to the 
emission of a green photon by the GFP through chemiluminescence resonance en-
ergy transfer (CRET) [16]. Bioluminescence assays based on aequorin-GFP have 
been used not only for noninvasive monitoring of neural activity in vitro [170], but 
also in restrained flies [133] and freely behaving mice [171].

Taking advantage of this bioluminescence approach, neural activity in freely 
behaving zebrafish larvae has been monitored by genetically targeting the expres-
sion of aequorin-GFP to a specific subset of neurons and simultaneously counting 
the number of photons emitted over time while imaging locomotor activity [151]. 
Remarkably, the authors could monitor the activity of a small group of hypocretin-
positive neurons in the hypothalamus over several days or combine a gated photo-
multiplier tube with stroboscopic illumination to record visually evoked behaviors 
[151]. While aequorin allows for noninvasive monitoring of an entire population of 
neurons in a moving animal, it does not provide any spatial information, thus mak-
ing the specificity of genetic targeting a crucial limitation.
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8.3.2.2 � Actuators: Breaking Neural Circuits

Besides monitoring neural activity, the optical and genetic accessibility of the zebraf-
ish larva also constitute an optimal playground for optogenetic actuators, making it 
possible to selectively activate or inhibit genetically targeted neurons [45, 162, 212] 
(Fig. 8.4b). Channelrhodopsin-2 (ChR2) is a light-gated channel derived from the 
unicellular alga Chlamydomonas reinhardtii that allows nonspecific influx of cations 
when illuminated with blue light [122, 148]. ChR2 can therefore be used to control a 
genetically targeted neuronal population with millisecond precision in a dynamic and 
reversible manner [24]. First tested in zebrafish to trigger escape responses by photo-
activating Rohon-Beard neurons [51], ChR2 has subsequently been used to investi-
gate diverse behaviors such as the optokinetic response [184] and modulation of odor 
responses [33]. Synthetic excitatory actuators that combine a chemical ligand with an 
ion channel, such as the light-gated ionotropic glutamate receptor (LiGluR, [73, 196]) 
and the light-gated metabotropic glutamate receptor (LimGluR2, [118]), have been 
successfully used to trigger neural activity in zebrafish. For instance, the potential 
role of Kolmer-Agduhr interneurons in modulating slow locomotion was investigated 
by combining LiGluR activation and Gal4/UAS enhancer-trap transgenics [208].

Optogenetics has also been used to selectively silence genetically targeted neu-
rons in zebrafish, using the light-gated chloride pump halorhodopsin (NpHR), de-
rived from the archaebacterium Natronomonas pharaonis [182, 194]. NpHR hy-
perpolarizes neurons by pumping chloride ions upon activation with yellow light, 
leading to optical silencing. Optical silencing with NpHR, and its improved variant 
eNpHR [77], can be combined with ChR2-mediated photoactivation to provide a 
versatile optogenetic toolbox to dissect circuits within the same animal [213].

Such a combined strategy has been successfully used in zebrafish to identify 
neurons in the hindbrain able to initiate locomotion through a rebound activity after 
eNpHR silencing [8], and for dissecting the mechanism of eye saccades during the 
optokinetic response [184]. In those two studies, light was delivered using optical 
fibers to achieve a high spatial selectivity in photoactivation. However, new micro-
scopic techniques relying on light patterning with multimirror devices [21, 132] or 
temporal focusing of two-photon excitation [158] should allow for more complex 
2D stimulation patterns. Lastly, 3D optical stimulation with a high spatiotemporal 
resolution could be achieved by combining digital holography and temporal focus-
ing [156], opening the way for simultaneous imaging and neural manipulation in 
multiple planes in vivo [162].

8.3.3 � The Escape Response as a Model for Sensorimotor 
Integration

8.3.3.1 � The Escape Response and its Supraspinal Control

The “escape response” is a stereotyped sensorimotor behavior whereby an animal 
aims to avoid an approaching predator, which has been extensively described not 
only in many teleost fish species, including the goldfish and zebrafish [53], but also 
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in other anamniotic vertebrates such as the lamprey [43] and the Xenopus tadpole 
[169]. Escape responses in zebrafish can be elicited by several types of sensory stim-
uli, such as touch to the head or the tail [18], a water jet to the otic vesicle [110] or an 
auditory-vestibular stimulus produced by a sound vibration [180]. In zebrafish larvae 
aged 6–9 days post-fertilization (dpf), the escape behavior typically consists of an 
initial, fast “C-shaped” bend, followed by a counter-bend in the opposite direction, 
and lastly a burst swim [31]. Typical kinematics parameters for escapes in zebrafish 
larvae are a mean angular velocity of 21.2°/ms, a mean duration until completion of 
the first bend of 10.4 ms, and a mean counter-bend angle of 125.1 [31].

The roles played by reticulospinal neurons, and in particular the “Mauthner cell” 
(M-cell), in the initiation of escape responses have been extensively document-
ed, initially in the goldfish [54, 111]. The M-cell and its homologs MiD2 cm and 
MiD3 cm are paired reticulospinal neurons, located respectively in hindbrain rhom-
bomeres 4 and 6, sending their descending axons to the contralateral spinal cord. 
The M-cells receive excitatory inputs from the auditory and vestibular branches of 
the VIIIth nerve, the posterior lateral line, and the optic tectum [150].

In head-embedded zebrafish larvae, monitoring of neural activity in reticulo-
spinal cells by calcium imaging has demonstrated that, while M-cells are activated 
by mechanical stimulation of both the head and tail, its homologs MiD2 cm and 
MiD3 cm are only activated by head taps [153]. Ablation studies confirmed this 
result, showing that destruction of all three cell types delayed the escape responses 
elicited by both head and tail stimulation, while ablation of the M-cell alone specifi-
cally increased the latency of tail-induced escapes [126]. These results demonstrate 
significant functional overlap among the neurons that drive escape behavior.

Recent studies by the group of Oda [109, 110, 150] further refined our under-
standing of the descending control of this multimodal sensorimotor behavior. Us-
ing simultaneous calcium imaging of reticulospinal neurons and high-speed video 
recording of actual escapes elicited by a water jet to the otic vesicle, the authors 
demonstrated that activation of the Mauthner cell led to fast-onset (4–8 ms) escapes 
while activity in the MiD3 cm homolog gave rise to delayed escapes (8–12 ms), 
and that activation of these cells was mutually exclusive [109]. The authors sub-
sequently showed that (1) before 75 h post-fertilization (hpf), suppression of au-
ditory-vestibular inputs by selective ablation of the otic vesicle did not increase 
escape latency, whereas ablating the trigeminal ganglia responsible for relaying 
tactile input did; (2) after 90 hpf, eliminating auditory-vestibular inputs increased 
escape latency, whereas suppressing tactile input did not. These results therefore 
suggest a dual control of the escape behavior, switching during development from a 
preferentially touch-driven, long-latency, M-independent escape to a preferentially 
auditory-vestibular driven, short-latency, M-dependent pathway [110].

8.3.3.2 � Monitoring Spinal Neurons During Active Locomotion

The ability to simultaneously record active locomotor behavior and monitor neural 
activity in partially restrained zebrafish has proven very valuable in dissecting the 
descending motor and sensory control of escape responses. Similar head-embed-



222 c. Wyart and S. Knafo

ded experimental paradigms have also been used to investigate the recruitment of 
spinal interneurons during active locomotion [18, 168] (see Sect. 3.1.1). Although 
studies based on calcium imaging of either hindbrain or spinal neurons in partially 
restrained animals have been an important step forward in the study of sensorimotor 
behaviors such as the escape response, they cannot provide information about neu-
ral activity in the moving tail of the fish and so fail to account for sensory feedback 
arising from locomotion itself.

New techniques such as aequorin-based bioluminescence recording (see 
Sect. 8.3.2.1) will allow monitoring of specific neurons in actively moving animals, 
whether head-restrained or freely swimming. Using an experimental setup adapted 
from Naumann et al. [151] in which escape responses are elicited in head-embedded 
zebrafish larvae either by a water jet to the otic vesicle or by an auditory-vestibular 
sound stimulus, we can simultaneously record detailed kinematic parameters and 
count photons emitted by the aequorin-GFP. Taking advantage of the Gal4/UAS 
system to restrict the expression of aequorin-GFP to motoneurons, we obtain bio-
luminescence signals that report the recruitment of spinal motoneurons (Fig. 8.5, 
Knafo et al. unpublished) during behavior. This approach could prove particularly 
useful in investigating the recruitment of sensory spinal neurons during active lo-
comotion and determining how sensory feedback from the moving part of the tail 
modulates the recruitment of motoneurons.
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Fig. 8.5   Monitoring the activity of spinal neurons during active escape responses in zebraf-
ish larva. A. A setup for simultaneously recording active locomotion using a high-speed camera. 
B. A custom tracking software detects the animal body movement while a PMT is counting pho-
tons emitted by spinal motoneurons during escape responses in the transgenic line s1020t:gal4/
UAS:GFP-Aequorin. C. Signals of bioluminescence and tail angle are plotted simultaneously: in 
blue: tail angle (in degree) between the first and last points of the tail over time, superimposed with 
the bioluminescent signal in green (number of photons emitted /10 ms).
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8.4 � Conclusion

The ability to monitor active behaviors in vivo with precise kinematics also pro-
vides a new framework in which results obtained from fictive recordings could 
be validated to confirm their environmental relevance. Moreover, the variability 
observed in real-world locomotor behaviors also questions whether “hard-wired” 
connectivity diagrams are actually the most suitable mean of modeling sensorimo-
tor integration [131]. The emergence of multifunctional neuronal populations, that 
is. neurons that are recruited during multiple behaviors [124], as opposed to special-
ized neurons that are only active for a given motor output [180], will also benefit 
from in vivo studies involving active locomotion, in which multiple behaviors can 
be tested within the same animal [27].

The advances in genetic targeting and the identification of molecular markers to 
classify homologous populations of spinal neurons have allowed bringing together 
results obtained across animal models. However, the extent to which the walking 
CPG of mammalian vertebrates (such as rodents and cats) and the swimming CPG 
of nonmammalian vertebrates (such lampreys, zebrafish or tadpoles) can mutually 
inform each other remains unclear. In this regard, amphibian metamorphosis, dur-
ing which the swimming CPG of a tadpole is transformed into a frog walking CPG, 
could provide an intriguing and unique model [193].

Sensorimotor behaviors are inherently a closed-loop process, where sensory 
feedback heavily influences the motor output. Although spinal networks do inte-
grate this sensory information to modulate locomotion, detailed access to spinal 
sensorimotor circuitry has so far been only possible in open-loop preparations, 
where sensory feedback was not taken into account. New tools, such as optogenetic 
reporters and actuators, combined with genetically accessible animal models like 
zebrafish, should provide bright opportunities for monitoring targeted spinal senso-
rimotor neurons in actively moving animals and, possibly, closing the loop.
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Abstract  Photostimulation has been instrumental in the past two decades for 
studying the structural synaptic plasticity and functional connectivity of neuronal 
circuits. With the advent of optogenetic strategies, this approach has been further 
expanded and used to identify the neuronal substrates of behavior via monitoring 
and modulating the activity of specific neuronal types in vivo. To date, however, 
photostimulation has been mainly implemented via full-field illumination and laser 
scanning protocols, which suffer from limited selectivity and stop short of generat-
ing asynchronous and spatially distributed neuronal firing patterns, characteristic 
for brain activity.

In this chapter, we discuss advances in using novel light patterning techniques 
which allow shaping illumination to create flexible spatiotemporal photostimula-
tion profiles over large ensembles of neurons, as well as onto subcellular com-
partments. Specifically, we describe two light patterning strategies implemented 
through intensity and phase modulation, respectively. We illustrate the underlying 
physical principles, their applications to date, and the scope and limitations of each 
method, in an attempt to bridge the gap between the development of optical tech-
niques and their use for neuroscience experiments.

9.1 � Introduction

A central goal of systems neuroscience is to describe behaviors in terms of the 
neuronal circuits that control them. This is particularly challenging in the mam-
malian brain because behaviors are thought to rely on widely distributed neuro-
nal representations that are technically difficult to monitor at large scales, or to 
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manipulate at cellular resolution. Understanding the function of neuronal circuits 
requires monitoring large populations of neurons in the intact brain, while simulta-
neously perturbing specific circuit elements. This is a hard problem since functional 
imaging and electrophysiology studies have revealed that neuronal representations 
of sensory-motor information in many brain regions are spatially distributed and 
asynchronous. In addition, the spatial and temporal scales of physiological phenom-
ena vary widely. Depending upon the question of interest, one may need to probe 
neuronal activity at micrometric scale, at the network level, or across brain regions, 
over milliseconds to several days.

In the past two decades, due to its noninvasive nature, light has been used as a 
tool to monitor the structure and activity of neuronal systems [1]. The flexibility in 
design of functional imaging setups, together with the diversity of available chemi-
cal and genetically encoded calcium [2–4] and voltage [5–7] indicators, have al-
lowed researchers to address a wide range of issues ranging from structural synaptic 
plasticity [8, 9], dendritic integration [10–14], and functional connectivity [15–18] 
to circuit dynamics and the neuronal substrates of behavior [19–21].

As a complement to functional imaging, photostimulation techniques can be 
used to probe brain circuits by specifically manipulating neuronal activity. In par-
ticular, the advent of optogenetic actuators, allowing bidirectional control of neu-
ronal firing [22–24], has made it feasible to map functional connectivity across the 
brain and assess the roles of genetically identified neuronal types in network com-
putations [25]. Furthermore, this approach has advanced our understanding of brain 
architecture and function by relating anatomical structures to their roles in behavior. 
Commonly used photostimulation techniques have the advantage of simplicity, as 
they rely on genetic targeting to determine the specificity of stimulation and on the 
use of full-field illumination (mostly through optical fibers) to deliver light into 
brain preparations [26, 27]. Technical accessibility has, indeed, been an important 
factor in ensuring the fast spread and success of optogenetic manipulations.

However, of late scientists have started investigating the potential of more so-
phisticated optical techniques to overcome some limitations of full-field light stimu-
lation [28, 29]. We describe in this chapter, two innovative optical methods referred 
to as light patterning techniques that enable simultaneous stimulation of multiple 
neuronal targets by flexibly shaping the illumination. Patterned illumination strate-
gies allow the generation of flexible spatial and temporal photostimulation profiles, 
which, in combination with multiphoton imaging of neuronal activity, electrophysi-
ological recordings, and optogenetic manipulations, provide an ideal framework 
toward achieving optical control of neuronal activity.

9.1.1 � Why Do We Need Light Patterning?

Until recently, targeted photostimulation and imaging of multiple neuronal structures 
have been almost exclusively performed by sequential scanning. In this approach, a 
collimated laser beam is either focused by an objective lens in a diffraction-limited 
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volume or sent into the sample as a pencil of parallel light and steered through the 
field of stimulation by galvanometric mirrors. Laser scanning photostimulation has 
been successfully used in conjunction with uncaging of neurotransmitters [30–35] 
and in optogenetic experiments that map functional connectivity in [36–38]. The 
major limitation of this approach lies in the need to sequentially stimulate multiple 
targets. Although recent techniques such as resonant scanning [39, 40] and acousto-
optical deflectors (AODs) [41–44] have allowed scanning at high frequencies (hun-
dreds of Hz to KHz), the actual number of targets that can be stimulated within a 
physiologically relevant time window (a few milliseconds) remains constrained by 
the dwell time at each site. In turn, the dwell time is determined by the specifics 
of the excitation process and the photochemical properties of light-sensitive com-
pounds. In the case of optogenetic actuators (opsins), these also include activation 
time and single-channel conductance [45, 46]. Thus, sequential approaches become 
unfavorable in experiments where a large number of sites needs to be probed and 
when the necessary dwell time is on the order of a millisecond or longer [47]. Under 
these conditions, patterned illumination techniques that shape the stimulation light 
in order to target multiple structures simultaneously provide a valuable alternative.

9.1.2 � General Principles of Light Patterning

A simple example of light patterning is a configuration where the sample is illumi-
nated by an array of micro-LEDs (Fig. 9.1a). The illumination light path in the mi-
croscope can be set up such that an image of the array is formed at the focal plane of 
the objective lens (Sect. 9.2.1). In this case, by switching ON and OFF any micro-
LED in the array, the user can gate the illumination within corresponding regions 
in the sample (Fig. 9.1a). This principle of operation is general in light patterning 
techniques, where the illumination of the sample is shaped by an array of discrete 
actuators, generally referred to as spatial light modulator (SLM), placed in a remote 
location, but optically coupled to the focal plane of the microscope objective.

To understand the physical principles behind different types of light patterning 
strategies, it is convenient to introduce a formal notation, which describes light as 
an oscillating electromagnetic field. The light electromagnetic field, as any other 
propagating wave (Box 1), is a function of both space and time (imagine ripples in 
a pond). However, in the context of light patterning, the temporal dimension can be 
discarded, as if taking a snapshot at a particular moment, and light can be described 
as an electromagnetic field oscillating in space. Along the same lines, it is sufficient 
to represent light as an oscillating electric field:

� (9.1)

where ( )A r
�  is the maximum amplitude of the oscillation in a given location r�  and 

( )rψ �  is its phase, that is the angle within the oscillation cycle (Box 1).

( )( ) ( ) i rE r A r e ψ=
�� �
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BOX 1: Wave Propagation

The amplitude of a wave propagating in one dimension (x) can be repre-
sented as a periodic function described in terms of sines and/or cosines. For 
example:

� (9.14)

where, A is the maximum amplitude of the oscillation and k
�

 is the wave vec-
tor of magnitude 2π/λ, whose direction corresponds to the propagation direc-
tion. To describe a propagating wave with velocity �v , Eq. (9.14) is modified 
to include a constant ( )a  ( ω, angular velocity) denoting how much the wave 
has travelled in a time interval, t.

� (9.15)

The argument of the cosine term (ψ) denotes the relative position within the 
oscillation cycle, also known as phase.

The above equation can be rewritten in terms of exponentials using the 
Euler’s formula:

� (9.16)

where

� (9.17)

For mathematical convenience, usually the imaginary part is also included in 
the equation which can be written in an exponential form:

� (9.18)

( ) ( )cos , ,E kx A k x=
� �� �

( ) ( )( ) ( ), cos · cos · cosE x t A k x vt A k x t Aω ψ= − = − =
� �� � � �

cos sin ,iAe A iAψ ψ ψ= +

( ) AcosiReal Ae ψ ψ=

( , ) cos sin iE x t i Ae ψψ ψ= + =
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In order to perform light patterning, the amplitude of the light electric field at 
the sample ( )( )E r

�  needs to be modulated. This is implemented by modifying ei-
ther the intensity ( )2( ) ( )I r r∝� �

 or the phase ( )( )rψ �  of the light electric field at a 
remote location using an SLM. One very convenient remote location is a plane 
conjugated to the front focal plane of the microscope objective. An SLM placed 
at this particular location will be imaged at the sample (the front focal plane of the 
objective, Fig. 9.1a). If the maximum amplitude of the light electric field ( )( )A r

�  
is modulated at the SLM plane, the same modulation will apply to all conjugated 
planes, one of which is the sample plane. This strategy is extensively used in “in-
tensity-modulation” light patterning techniques, described in Sect. 9.2. However, 

a b

Fig. 9.1   Light patterning. Cartoon schematics illustrating the general principle of intensity (a) and 
phase (b) modulation. a Intensity modulation is obtained by placing a digital micromirror devices 
(DMD) or an LED array in a plane conjugated with the sample plane, such that the intensity pattern 
generated by the DMD/LED is imaged into the sample. b Phase modulation is obtained by placing 
an SLM in a plane conjugated with the back focal plane of the microscope objective. The phase 
profiles generated by the SLM are transformed by the objective lens into the desired intensity pat-
tern at the sample
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this is not the only option. Another possibility is to modulate the phase of the light 
electric field ( )( )rψ �  in order to create specific interference patterns that generate 
the desired light intensity pattern at the sample (Fig. 9.1b). This strategy is adopted 
in “phase-modulation” light patterning techniques, such as digital holography de-
scribed in Sect. 9.3.

As defined above, the term SLM applies to any device used for either intensity 
or phase-modulation light patterning techniques. However, numerous studies in the 
field use it to refer specifically to phase-modulation devices, as we will also do 
throughout this chapter.

9.2 � Light Patterning by Intensity Modulation

9.2.1 � General Principle

A simple way of achieving light patterning is by using a light source composed of 
discrete actuators that can be individually turned ON and OFF. If such a source is 
imaged onto the sample (Fig. 9.1a), this results in a 2D pixelated illumination pro-
file, which can be flexibly shaped. A common way of implementing this idea is to 
place a micro-LED array at a plane conjugated to the objective plane. LED arrays 
are cheap and illumination patterns can be modified at kHz rate [48]. In biological 
applications to date, the maximum available power is limited [48], and the number 
of mini-actuators used is generally small (64 × 64) [48], restraining the number of 
possible light patterns. However, new developments in microfabrication technolo-
gies allow the construction of more powerful high-density micro-LED arrays [49].

Alternatively, digital light processing (DLP) technology can be used as a means 
of generating and displaying precise spatiotemporal light patterns. DLP was in-
vented by Larry Hornbeck at Texas Instruments in 1987. This is the basis of all the 
digital projector systems, including those used today to screen motion pictures in 
the USA. At the heart of this technology lies a digital micromirror device (DMD) 
which consists of a large number of independently controllable micrometer-scale 
mirrors (e.g., 1024 × 768), each one representing one pixel at the sample. A CMOS 
chip placed underneath each micromirror stores one bit of information (1 or 0) 
translated into the ON/OFF position. When the DMD chip is illuminated by an ex-
ternal source, the light reflected by each micromirror in the ON position is directed 
toward the optical path, whereas the light reflected by micromirrors in the OFF 
position is physically blocked. Each micromirror can be independently switched 
ON/OFF at microsecond timescale to create arbitrary light patterns. A DMD device 
can be used to project not only binary patterns, but also graded ones. The brightness 
of any pixel at the sample can be modulated by the duty cycle (ratio of ON vs. OFF 
states per unit time) of the corresponding micromirror. For example, in an 8-bit 
system, one can achieve 255 shades of grey [50].
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9.2.2 � Optical Configurations

The LED array/DMD is imaged onto the sample using a pair of lenses (a telescope). 
Generally, the lens closest to the sample is the objective, while the other one is 
called the “tube” lens (TL—because traditionally it was placed in a tubular holder) 
(Fig.  9.2a). A convenient configuration consists in placing the LED array/DMD 
at the focal plane of the tube lens (i.e., at a distance equal to the tube lens focal 
length, f1), while ensuring that the distance between the tube lens and the objective 

a c

b

Fig. 9.2   Light patterning by intensity modulation—optical configurations. a An LED array is 
imaged into the sample using a telescope formed by the tube lens ( TL) and the microscope objec-
tive. b A beam expander formed by lenses L1-L2 magnifies a laser beam to illuminate the DMD 
chip. The light reflected by the DMD is projected into the sample via a TL and the microscope 
objective, resulting in a pencil of parallel light carrying the desired pattern. c The output of a DLP 
projector is imaged onto an intermediate plane using an SLR lens. This intermediate pattern is fur-
ther imaged into the sample with a telescope formed by the TL and the objective. In all configura-
tions, a dichroic mirror ( DM) is placed above the objective to rotate the illumination beam so that 
it impinges perpendicularly onto the back aperture of the objective
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is the sum of their focal lengths (f1 + f2). What determines the choice of the lenses? 
The ratio of the focal lengths (f2/f1) is the demagnification ratio and sets the size 
of the field of stimulation (FoS). Depending upon the desired FoS size and given 
the focal length of the objective, the required focal length of the tube lens can be 
calculated using Eq. 9.2:

�
(9.2)

In case of DMD chips, an additional telescope (called the beam expander) is used 
to bring the LASER/LED light to the DMD and to expand it to match the size of 
the chip (Fig. 9.2b). Since the intensity of light from extended sources such as arc 
lamps/LED decreases steeply with distance, it is desirable to place the light source 
as close as possible to the DMD. This is not necessary if the light source is a col-
limated laser beam.

Another possible configuration involves a commercial projector, which comes 
with its own DMD chip along with an internal light source and an output lens 
(Fig. 9.2c). Since the projector output beam is tilted with respect to the optical axis 
(~ 10–20°), the projector should be placed on a stage such as to compensate for this 
angular displacement and ensure that light comes out parallel to the optical axis. A 
second lens is further needed to collimate (as much as possible) the beam. Since 
the projector output beam is highly divergent, it is advisable to place this lens as 
close as possible to the projector to minimize power loss. Single light reflex (SLR) 
camera lenses have wide acceptance angles and are therefore ideally suited for such 
high-divergence conditions. In addition, they are corrected for coma and spherical 
aberrations, which can otherwise significantly distort the projected patterns. The 
SLR lens creates an image of the DMD chip at an intermediate position which can 
be further treated as a new object to be imaged at the sample using a tube lens and an 
objective as described above (Fig. 9.2c). Within this configuration, it is important 
to choose the tube lens with a short focal length to minimize light loss due to high 
divergence. Note that usage of a short focal length tube lens also increases the size 
of the FoS for a fixed objective. Therefore, a trade-off must be reached between the 
desired size of FoS and the focal length of the tube lens. To achieve a large FoS, a 
typical microscope objective can also be replaced with an SLR lens. The temporal 
resolution is limited by the refresh rate of the projector, usually in the range of 
60–360 Hz. In single-chip projectors, rapidly spinning a color wheel to combine ap-
propriate RGB components for each pixel creates the illusion of color to the human 
eye. To utilize the full refresh rate of single-chip projectors, it is therefore useful 
to remove the color wheel from the optical path (complete disconnect usually has 
undesired effects). The output color can be modified for a variety of optogenetic 
actuators by placing excitation filters in the optical path.

Examples of light patterns obtained with a DMD setup similar to the one de-
scribed in Fig. 9.2b are shown in Fig. 9.3.

2

1

 
f

FoS size Object size
f

=
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9.2.3 � Choice of the Light Source

The choice of light source is critical and has important consequences for photostim-
ulation experiments. A simple and cheap solution is to use LEDs (a noncoherent 
source), which come in different colors and have high luminance for effective op-
togenetic manipulations. Since noncoherent light cannot be perfectly collimated, 
the effective power decreases steeply with distance from the light source, imposing 
constraints in the ability to stimulate opsins [26].

Other noncoherent light sources, including the arc lamps found inside projec-
tors, have generally high power and a wide wavelength spectrum, thus permitting 
multicolor excitation.

If power is still limiting (for example, when photostimulating multiple large re-
gions), lasers can be used as light sources for a DMD. Laser light is coherent and 
propagates through space with minimal power loss, which makes it possible to place 
the light source farther from the DMD. Additionally, the photostimulation pattern 
at the sample has higher contrast between its ON and OFF pixels compared to non-
coherent sources. This is due to the fact that it is impossible to focus noncoherent 

c

a b

Fig. 9.3   Example DMD patterns. a DMD spots reproducing the shape of glomeruli in the olfac-
tory bulb, projected onto a thin (1 μm) fluorescent layer and imaged with a CCD camera. b Left: 
image of a 20-μm-diameter spot projected with a DMD. Right: Lateral intensity profile for the spot 
shown on the left. c (1–2) Three DMD spots were targeted into the glomerular layer of a sagit-
tal olfactory bulb slice, from a transgenic mouse expressing ChR2-YFP in the olfactory sensory 
neurons. (3) Wide-field images of the emitted florescence from regions in the sample illuminated 
by the DMD spots. (4) Two-photon image of the same slice: photobleached regions indicate the 
location of the DMD spots previously shown. Note the precise spatial correspondence between the 
desired and actual location of the projected photostimulation patterns
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light from an extended source (such as a lamp or an LED) to a diffraction-limited 
spot or equivalently to create sharp edges in the pattern. The disadvantage is that 
laser light will produce higher-order diffraction replicas of the pattern ( ghosts) from 
the physical edges of the micromirrors. To get rid of the ghost patterns, a variable 
aperture diaphragm can be placed in the optical path.

9.2.4 � Trade-off Between Field of Stimulation Size and Resolution

The use of a telescope to image the DMD or LED array into the sample determines 
the size of the FoS, as well as of individual excitation spots (pixels). The latter is 
defined as the theoretical resolution of the photostimulation system. The size of 
individual pixels and of the FoS is determined by the ratio of the focal lengths of 
the objective and the tube lens (demagnification, Eq. 9.2). There is, thus, a trade-off 
between the maximum size of the FoS and the resolution. For example, let us con-
sider a gallium arsenide LED array (64 × 64, 20 µm diameter, 50 µm spacing) [48] 
imaged onto the sample with a 1:1 size ratio (using same focal length lenses). This 
results in an FoS of ~ 3 × 3 mm2. The theoretical resolution in this case is simply the 
size of an individual LED (~ 20 µm). To obtain a better resolution (e.g., ~ 2 µm), the 
entire LED array needs to be demagnified 10 times at the sample using appropriate 
lenses, which also results in 10 times smaller size of the FoS (~ 0.3 × 0.3 mm2). For 
the same reasons, in case of a DMD, the size of an individual pixel at the sample 
and the size of the FoS are inversely related. Since DMD devices have large number 
of micromirrors, it is theoretically possible to have a much smaller excitation spot 
(~ 1 µm) at a reasonable FoS size (~ 1 mm) (Table 9.1). However, in practice, this is 
a lower bound, since the actual photostimulation resolution is constrained by scat-
tering in the sample.

9.2.5 � Applications

Over the past decade, DMDs have been used not only as projection systems, but 
also in a wide variety of other applications. In epifluorescence microscopes, DMDs 
have been placed in the illumination path to shape the excitation beam. DMDs have 
also been integrated in confocal microscopes to achieve spatial discrimination in the 
absence of a pinhole [51].

Patterned illumination strategies using DMDs for optogenetic stimulation are 
becoming increasingly popular. Initially, such approaches were successfully used 
to stimulate light-sensitive ionotrophic glutamate receptors in cultured neurons [52] 
and ChR2-expressing ganglion cells in retinal explants [53]. DMD technology has 
been used to deliver light to select regions of the spinal cord in zebrafish [54, 55] 
and in immobilized C-elegans [56]. Recently, behavioral tracking of locomoting C-
elegans was combined with DMD technology to illuminate target sites in a closed-
loop design [57, 58].
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DMD-based optogenetic stimulation has been effectively combined with neuro-
nal readout methods, such as extracellular or patch clamp recordings. A commercial 
projector system was used to excite input nodes called glomeruli (one at a time) in 
the olfactory bulb (OB) of genetically engineered mice that express ChR2 in the 
terminals of olfactory sensory neurons (OSNs) [59, 60]. Simultaneous extracellular 
recordings from pairs of output neurons (mitral/tufted cells) enabled the investiga-
tion of the interplay between common input and lateral local signals within the cir-
cuit [59] and temporal integration rules in different brain regions [60]. In zebrafish, 
DMD technology coupled to optogenetic activation was used to excite ensembles 
of mitral cells [61], as well as genetically targeted interneurons in the OB [62]. 
Varying the distribution of pixels in the ON vs. OFF states (at a carrier frequency 
of 20 Hz) allowed the manipulation of the synchrony of neuronal ensemble activa-
tion. Simultaneous intracellular recordings in a cortical target region allowed them 
to investigate the role of input synchrony in determining the firing rate/spike timing 
of target cells [61].

Further, DMD stimulation can be coupled with two photon microscopy to read 
out activity patterns from a large number of cells as opposed to one or a few cells 
accessed by electrical recordings (Sect. 9.3.11).

All these studies demonstrate the effectiveness and the potential of using DMD-
based approaches for optogenetic manipulation of neuronal ensembles coupled to 
various readout methods for studying neuronal circuit dynamics.

9.2.6 � Limitations

Light propagating deep into biological tissues is subjected to scattering. This is an 
important constraint for one-photon light patterning techniques (Table 9.1), since 
scattering deteriorates the spatial precision of stimulation and causes ballistic power 
loss (that is loss of nonscattered photons). For example, the mean free path in brain 
slices for light of 405 nm is 25 μm [63]. This corresponds to a residual power of 
< 2 % at a depth of 100 μm from the surface of the slice. Because of the use of longer 
excitation wavelengths and its nonlinear nature, two-photon illumination is more 
resistant to scattering and thus the technique of choice to image and photostimulate 
deeper in the brain [64, 65]. Unfortunately, two-photon stimulation requires high 
power exactly due to nonlinear absorption processes. This approach is not com-
patible with intensity-modulation techniques since light patterning is obtained by 
blocking the illumination light in pixels corresponding to off-target locations at the 
sample, which results in substantial power loss. Within these constraints, a more ef-
ficient strategy is shaping the illumination such that all available light is redirected 
toward the targets in the sample. In phase-modulation light patterning techniques, 
this is achieved by modifying the phase of the illumination light using an SLM de-
vice as described in Sect. 9.3.
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9.3 � Light Patterning by Phase Modulation

9.3.1 � General Principle

The phase of a wave can be defined as the fraction of the oscillation cycle that the 
wave has travelled at a particular time point. Referring back to Eq. (9.1), describ-
ing the electric field oscillating in space at a given time, the phase is given by the 
angle ψ:

� (9.1)

It is helpful to introduce the concept of wavefront, as the spatial envelope of all 
points where the light electric field has the same phase at a given time. For example, 
a collimated laser beam has a planar wavefront, since the light electric field at all the 
points in any plane perpendicular to the direction of propagation has the same phase 
(Fig. 9.4a). Modulating the phase of a light beam can thus be thought of as changing 
the shape of its wavefront. This is a recurring event in any optical setup. For ex-
ample, a lens focusing a collimated laser beam into a point is an SLM that changes 
a planar wavefront into a spherical one (Fig. 9.4a), while a diffraction grating is 
an SLM that produces a phase gradient equivalent to a tilted wavefront (Fig. 9.4b). 
The shape of the wavefront impinging on a lens (e.g., on the microscope objective) 
determines the light distribution beyond that lens. For example, a collimated laser 
beam (planar wavefront) will be focused at the focal point of the objective. How-
ever, a divergent laser beam (convex wavefront) will be focused beyond the focal 
plane, and a convergent beam (concave wavefront) will be focused before the focal 
plane (Fig. 9.4c). Introducing a tilt in the wavefront at the back aperture of the ob-
jective displaces the focused point laterally in the front focal plane of the objective: 
the larger the tilt, the bigger the lateral displacement (Fig. 9.4d).

Thus, through simple modifications (curvature, tip, or tilt) of the wavefront 
shape at the back focal plane of the microscope objective, the intensity distribution 
can be altered at the sample and the focused laser point can be displaced in 3D. 
By implementing more elaborate modulations of the wavefront, arbitrary intensity 
patterns can be obtained, including multiple spots in 2D and 3D, as well as light 

( )( ) ( ) i rE r A r e ψ=
�� �

Table 9.1   Comparison of intensity and phase based patterned illumination techniques
Intensity modulation techniques Phase-modulation techniques

Size of FoS ~ several mm2 < 400 x 400 x 400 µm3 (2p)
Spatial resolution x-y ~ 1–10 µm; z ~ 1–100 µm Superior, x-y and z ~ 1 µm (2p)
Tissue axial penetrance Poor, < 100 µm Superior, < 500 µm (2p)
Temporal resolution 60 Hz–5 KHz Nematic LC-SLM, 60–200 Hz
Number of targets Tens-hundreds Few tens (2p)
Coupling to imaging/
ephys readout methods

Easy to implement Easy to implement
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profiles reproducing the shape of biological objects (i.e., cell bodies, dendritic or 
axonal branches). This principle constitutes the basis of phase-modulation light pat-
terning techniques such as digital holography [66–68], described in this section.

9.3.2 � Optical Configuration

In digital holography, light patterning at the sample is obtained by modulating the 
phase of a collimated laser beam at the back focal plane of the microscope objec-
tive. Since the back focal plane of the objective is not physically accessible, phase 
modulation is implemented by placing an SLM in a conjugated plane. The SLM is 
composed of a 2D matrix of ~ 500,000 liquid crystals, hence its name—liquid crys-
tal spatial light modulator (LC-SLM, Box 2). Each LC-pixel can be independently 
controlled to introduce a desired phase delay to the incident light. The overall wave-
front modulation is the envelope of the individual LC-pixel contributions.

a b

c d

Fig. 9.4   Wavefronts. a A planar wavefront propagating parallel to the optical axis is transformed 
by a lens into a spherical wavefront. The light is focused into a diffraction-limited spot at the focal 
point of the lens. b The propagation direction of a planar wavefront is changed by a diffraction 
grating. Note that, for simplicity, only the + 1 diffraction order is represented. c Examples of con-
cave ( left) and convex ( right) wavefronts impinging onto the back aperture of a microscope objec-
tive. Light is focused by the objective in a point above and below the focal plane, respectively. 
d Example of tilted wavefronts impinging onto the back aperture of a microscope objective. Light 
is focused into a diffraction-limited spot laterally displaced from the focal point of the objective. A 
steeper tilt ( right) causes larger displacement
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Box 2: Technical Specification of DMD and LC-SLM Chips

Digital Micromirror Device

The digital micromirror device (DMD), as the name suggests, is an array 
of aluminium micromirrors manufactured by Texas Instruments. It comes 
in various array sizes such as extended graphics array (XGA, 1024 × 768), 
super-extended graphics array (SXGA + , 1400 × 1050), etc, each micromirror 
dimension being either 13.7 or 10.8 µm. The reflectivity is usually high for a 
broad range of visible wavelengths (400–700 nm). Each micromirror can be 
tilted at an angle of − 12° or + 12°, with respect to the normal (perpendicular 
to the DMD plane), by a hinge that runs diagonally. Each mirror is electroni-
cally controlled to switch between ON (+ 12°) or OFF (− 12°) positions inde-
pendently. A CMOS static random access memory (SRAM) cell underneath 
each mirror determines the direction of the tilt by electrostatically pulling 
either of its two free corners. The process of loading the memory cell with 
a 1 or a 0 is decoupled from the physical movement of the micromirrors, 
which is synchronized to a separate clock signal. This signal can be applied 
to specific sectors, or to the whole chip all at once. The optomechanics are 
robust enough to avoid hysteresis in the movement of the micromirrors. Un-
der normal operation, the mirrors must sit at either of the two tilts and can 
only return to rest (0°) when the array is set into the “parked” mode. The time 
it takes for the entire array to refresh is ~ 150 µs, making it ideal for fast and 
precise temporal control. Basic functions to operate the DMD via control 
boards can be implemented in software available from the manufacturers in 
conjunction with LABVIEW or C/C++.

Liquid Crystal Spatial Light Modulator

Each pixel in a liquid crystal spatial light modulator (LC-SLM) chip is com-
posed of a layer of liquid crystals (LC) sandwiched between the two poles 
of a transparent electrode. LC are birefringent materials characterized by a 
molecular anisotropy, resulting in perpendicular axes of symmetry with dif-
ferent associated refractive indices (ordinary and extraordinary): The actual 
refractive index experienced by light travelling through the LC depends on 
the relative orientation between these axes and the polarization plane of the 
incident laser beam [72]. A change in the applied voltage causes the LC mol-
ecules to reorient, triggering a change in refractive index.

Since the amount of phase delay experienced by light in a medium is pro-
portional to the refractive index, spatial phase modulation can be achieved by 
varying the voltage applied within each pixel of the SLM. The relationship 
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A schematic of a typical setup for digital holography is represented in Fig. 9.5. 
A collimated laser beam is used as the illumination source, to ensure that a planar 
wavefront impinges onto the SLM plane. The beam is first magnified by a beam 
expander (L1-L2 in the figure), in order to fully illuminate the LC-SLM chip. The 
beam is then reflected by the LC-SLM onto a second telescope (L3-L4) that pro-
duces an image of the LC-SLM chip in the back focal plane of the microscope 
objective. This telescope must be aligned in a 4 f configuration, meaning that its 
composing elements (LC-SLM, L3, L4, objective back aperture) are at focal dis-
tances from one another (Fig. 9.5). This configuration is convenient, since it allows 
access to two fundamental planes of the optical system: a plane conjugated to the 
back focal plane of the objective (Fig. 9.5, blue), where the LC-SLM chip sits and 
where the phase modulation occurs, and a plane conjugated to the front focal plane 
of the objective (the sample plane, Fig. 9.5, green). Within this configuration, a real 
magnified image of the actual pattern projected into the sample is formed around 
the L3 front focal plane, allowing rapid visual inspection.

9.3.3 � Algorithms for Digital Holography

The main goal of digital holography is to establish what phase distribution at the 
back focal plane of the microscope objective (and hence at the LC-SLM) will result 
in the desired light intensity distribution into the sample. The back focal plane of the 
objective (also called pupil plane) sits inside the lens and is not directly accessible, 
but, for practical purposes, it can be approximated by the back aperture. Determin-

between the applied voltage and the resulting phase modulation (lookup ta-
ble, LUT) is typical of each instrument and generally provided by the manu-
facturer. Often, instead of the actual voltage value, the LUT is specified in 
terms of number of bits (which express the grey levels) sent to the computer 
interface performing the digital-to-analog (D/A) conversion.

The velocity of re-orientating the LC molecules within each pixel depends 
on the LC material, on the thickness of the LC layer, and on the type of volt-
age signal applied to the electrode [72]. These parameters, together with the 
choice of the D/A interface, determine the maximum refresh rate of the LC-
SLM (Sect. 9.3.6).

In reflective LC-SLMs, a dielectric mirror is mounted behind the LC layer. 
In order to minimize light loss, the reflectivity of the mirror needs to be high 
(> 90 %) for the wavelength of interest. This requires the mirror to be appro-
priately coated. It is possible to coat the mirror with multiple layers in order 
to achieve high reflectivity for a wider range of wavelengths at the expense of 
potentially compromising the flatness of the mirror, a key parameter to assure 
uniform phase modulation across the LC-SLM chip.
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ing the phase profile at the back focal plane can be solved computationally, and 
many algorithms have been developed to generate phase profiles (masks) that result 
in 2d or 3d light patterns of choice. a complete review of these algorithms [69–72] 
is beyond the scope of this chapter. however, it is important to illustrate some basic 
strategies which may help the reader understand the physical principles underlying 
digital holography.

Generating a 3D Distribution of Diffraction-Limited Spots  one can place a dif-
fraction-limited spot in 3d by creating an appropriate phase profile at the back 
aperture of the objective. in order to analytically determine this phase profile, the 
phase ( )ψ  at each point of the back aperture needs to be expressed as a function of 
the spot position in the sample space r r r( (x ,y ,z ))r

�
. By describing the phase at the 

back aperture in polar coordinates, φ (azimuth angle) and ρ (normalized radius), the 
phase profile generating the target spot can be written as follows (for derivation, see 
Botcherby et al. [73]):

�
(9.3)

where λ  is the wavelength of the light and sin*n α  is the numerical aperture (Na) 
of the objective. The lateral displacement of the target spot is controlled by the first 

( ) ( )2 22
, , sin cos sin sin 1 sin ,p p p pr n x y z

πψ ρ φ ρ α φ ρ α φ ρ α
λ

≈ + + −�

Fig. 9.5   digital holography—optical configuration. a beam expander formed by lenses l1-l2 
magnifies a laser beam to illuminate the lc-SlM chip. a telescope formed by lenses l3-l4 
images the LC-SLM chip onto the back aperture ( back focal plane) of the microscope objective. 
The objective transforms the phase profile implemented by the lc-SlM into the desired intensity 
pattern at the sample. Note that a magnified replica of this pattern is formed at the front focal plane 
of l3. a dichroic mirror (dM) placed above the objective rotates the illumination beam, so that it 
impinges perpendicularly onto the back aperture of the objective
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two terms of the equation, which depend on φ  and describe a tip (x displacement) 
and tilt (y displacement) in the phase. The axial (z) displacement (lens effect) of the 
target spot is controlled by the last term in the equation. The electric field generat-
ing the target spot can then be obtained by substituting the phase ψ into Eq. (9.1):

�
(9.4)

The principle of superposition of waves allows one to calculate the total electric 
field resulting in a 3D distribution of multiple spots by simply summing the electric 
fields corresponding to each independent spot:

�
(9.5)

To reconstruct exactly ETOT at the back aperture of the microscope objective, modu-
lation of both the phase and the amplitude of the electric field is required (Eq. 9.5). 
However, 3D spot patterns can still be generated by modulating only the phase. An 
easy way is to calculate ETOT, but consider only the resulting phase modulation as 
the LC-SLM mask, discarding the intensity component ( superposition of prisms 
and lenses) [74]. This algorithm is fast and directs light to the target spots rather 
efficiently [69]. However, since the algorithm neglects the intensity component, the 
light distribution among different spots is not uniform, especially if the desired pho-
tostimulation pattern contains symmetrical arrangements of spots. Adding a random 
term to the phase of individual spots improves the uniformity of the intensity pattern 
in the sample ( random superposition) [75]:

�
(9.6)

Neuronal targets are often not symmetric, in which case the random superposition 
algorithm might be good enough for practical purposes. Efficiency and uniformity 
can be further improved using iterative algorithms, such as Gerchber-Saxton [76] 
and weighted Gerchber-Saxton [69, 77], at the expense of computational load.

Generating Arbitrary 2D Patterns  When aiming at photostimulating neuronal cell 
bodies and projections, one needs to generate extended 2D patterns, shaped on the 
target structures. Creating these patterns by placing multiple individual spots next 
to each other is computationally expensive [72]. A shortcut has been used for cal-
culating extended patterns in the front focal plane of the microscope objective. This 
strategy exploits a fundamental property of light diffraction, namely the fact that 
the light electric field at the back focal plane of a lens is the Fourier transform (FT) 
of the light electric field at its front focal plane [78]. Knowing the desired intensity 
distribution at the front focal plane of the microscope objective, it is then possible to 
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derive the corresponding electric field at the back focal plane by simply taking the 
FT. Importantly, an exact solution of the FT requires modulation of both intensity 
and phase. One way around this problem is, again, to discard the intensity modu-
lation of the light electric field at the back focal plane of the objective and use an 
iterative algorithm to generate an optimized phase mask.

An example is the iterative Fourier transform algorithm [66, 79], based on the 
Gerchber-Saxton routine [76] (Fig. 9.6). Briefly, an initial electric field is calculated 
at the front focal plane of the objective, combining the desired amplitude distribu-
tion with a random phase:

� (9.7)

A first iteration is performed by:

a.	 calculating the FT of E0, which corresponds to the electric field at the back focal 
plane of the objective (as if virtually propagating E0(x, y) from the front to the 
back focal plane of the objective):

� (9.8)

where x’, y’ are the coordinates for a given point in the back focal plane;

b.	 discarding the amplitude of G0 and substituting it with the amplitude profile of 
the laser beam impinging on the LC-SLM (generally a 2D Gaussian):

� (9.9)

0 )
0

( ,( ) ), ,( i x y random
DE x y A x y e ψ=
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FT FT-1

?

similar enough?YES
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FT FT-1
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FT FT-TT 1

IntensityPhase

Fig. 9.6   Iterative Fourier transform algorithm ( IFTA). Schematic of the IFTA algorithm used to 
generate 2D holographic patterns, as described in Sect. 9.3.3
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c.	 applying an inverse FT (FT−1) to G1, thus obtaining an updated value for the 
desired electric field at the front focal plane of the objective (as if virtually prop-
agating G1(x’, y’) from the back to the front focal plane of the objective):

� (9.10)

The intensity distribution at the sample is calculated as the squared amplitude of 
E1(x, y) and then compared with the desired intensity pattern. If the two are suf-
ficiently similar (least square minimization), the algorithm ends here. If further im-
provement is required, the amplitude of E1(x, y) is discarded and substituted with 
the desired amplitude distribution, while the phase is conserved:

� (9.11)

A second iteration cycle begins. The algorithm rapidly converges to an optimal 
solution, after ~ 8 iterations [66].

Examples of 2D and 3D patterns obtained by the algorithms described above and 
imaged on a thin fluorescent cover slip are shown in Fig. 9.7.

9.3.4 � Resolution and Precision of Stimulation

In intensity modulation techniques, theoretical resolution is determined by the size 
of the micromirror in a DMD, or miniaturized light source in an LED array im-

E x y FT G x y1
1

1( , ) ( , )= − ′ ′

1( , )
2 ( , ) ( , ) i x y

DE x y A x y e ψ=

a b

c

Fig. 9.7   Example holographic patterns. a Holographic spots were targeted onto CA1 neurons 
in a hippocampal slice ( top). Images of the holographic patterns projected onto a thin (1  μm) 
fluorescent layer ( bottom) (Adapted from Zahid et al. [82]). b Top: two-photon fluorescent image 
of a dendrite of a pyramidal neuron in a mouse cortical slice. Red dots indicate desired positions 
for the photostimulation spots. Bottom: Image of the photostimulation spots generated by digital 
holography (Adapted from Nikolenko et al. [67]). c 3D distribution of holographic spots ( top: y–z 
projection; bottom: x–y projection) (Adapted from Yang et al. [77])
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aged at the sample. This one-to-one correspondence between SLM actuators and 
illumination pixels in the sample is lost in digital holography, where the LC-SLM is 
placed in a plane conjugated to the back focal plane of the microscope objective. As 
a result, the light diffracted by every actuator (pixel) of the LC-SLM contributes to 
all points of the pattern in the sample.

The theoretical resolution of a digital holography system is generally defined as 
the size of the smallest diffraction-limited spot generated at the front focal plane 
of the microscope objective. This, in turn, is determined by the numerical aperture 
(NA) of the objective. Specifically, if the back aperture of the objective is complete-
ly filled by the holographic beam, the resolution is equal to the objective resolution 
(Abbe limit) at the chosen illumination wavelength, just as in imaging systems:

�
(9.12)

where λ  is the wavelength of the illumination light, NA  is the numerical aperture 
of the microscope objective, and n is the refractive index. In experimental configura-
tions where the back aperture of the objective is underfilled, the resolution depends 
on the actual numerical aperture ( /objNA f r= , where fobj  is the focal length of the 
objective and r  is the radius of the holographic beam at the back aperture).

To maintain maximum resolution when placing spots in 3D, it is important to 
take into account spherical aberration. Indeed, microscope objectives perform as 
ideal (aberration free) imaging systems only at the focal plane (sine configuration), 
while the image (in this case the holographic pattern) is rapidly degraded by spheri-
cal aberration as it is displaced away from the focal plane [73]. Luckily, it is pos-
sible to use the LC-SLM to compensate for spherical aberration [77, 80].

Note that in digital holography, extended spots are generated by shaping the illu-
mination wavefront (iterative Fourier transform algorithm), without underfilling the 
back aperture of the microscope objective. This results in an improvement of both 
lateral and axial precisions with respect to spots of the same size obtained by under-
filling the back aperture of the objective with a Gaussian beam (Fig. 9.8) [66]. For 
example, for a 0.8 NA objective, the axial resolution (measured as full-width half 
maximum of the light intensity profile) of a holographic spot scales as 2× the diam-
eter of the spot (as opposed to the square of the diameter for Gaussian spots) [66]. 
The precision further improves in two-photon photostimulation (Sect. 9.3.7), due to 
nonlinear effects and the axial resolution (for similar NA objective) is comparable 
to the spot diameter [81]. For currently available opsins and caged compounds, a 
single-cell body can be efficiently stimulated with a spot of 10–15 µm diameter 
[66, 82–84], which corresponds to an axial precision of 20–30 µm or 10–15 μm for 
one-photon and two-photon digital holography, respectively. In many cases, this 
precision is sufficient for simulation of single cells, when working at a minimum 
(but reliable) light power regime [66, 82].
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9.3.5 � Trade-off Between FoS Size and Resolution

In digital holography, the FoS cannot be thought of simply as a scaled version of 
the LC-SLM chip. However, a relationship between the size and number of the 
LC-SLM pixels and the extent of the FoS can be derived following the laws of dif-
fraction.

For determining the 2D FoS, one can exploit, once again, the fact that the front 
and back focal planes of the objective are related by an FT. A first step is to calcu-
late the actual electric field at the back focal plane, which is the electric field at the 
LC-SLM, spatially magnified by a telescope (L3-L4 in Fig. 9.5). This electric field 
can be described as the continuous holographic profile broken up into discrete units, 
each corresponding to individual pixels of the LC-SLM (Fig. 9.9a). Mathematically, 
the LC-SLM chip imaged in the back aperture of the objective is represented as 
the convolution of a comb function with periodicity equal to the interpixel distance 
and a rectangular (rect) function representing the shape of individual pixels. These 
functions, when multiplied by the electric field corresponding to the holographic 
phase profile, give the actual electric field at the back focal plane of the objective.

The second step consists in propagating the discretized electric field thus calcu-
lated to the front focal plane by inverse FT. The result is illustrated in Fig. 9.9b: note 
how FT converts multiplications into convolutions and vice versa. Importantly, the 
resulting light pattern at the front focal plane of the objective is filtered (convolved) 

a b

c

d

Fig. 9.8   z-profile of holographic spots. Images of a holographic (a, b) and a Gaussian spot (c, d) 
of the same diameter. Lateral (b, c) and axial projections are compared (Adapted from Lutz et al. 
[66])
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by a sinc function arising as the inverse FT of the pixel rect function. This trans-
formation results in an inhomogeneous, bell-shaped lateral intensity profile of the 
following form [71, 77]:

�

(9.13)

(Ispot: intensity of a holographic spot at any location in the focal plane of the objec-
tive; I0: intensity of a spot at the focal point of the objective; a: size of the image 
of one pixel of the LC-SLM at the back aperture of the objective; fobj: focal length 
of the objective; x y, : coordinates at the sample plane).

The ratio ( I Ispot / 0) is referred to as relative diffraction efficiency of the system. 
Most of the available power (> 90 %) is contained in the first order of the sinc func-
tion, whose first zero values at 0 0 /objx y f aλ= =  define the accessible FoS. In 
many applications, the FoS is further limited to the region where relative diffraction 
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Fig. 9.9   Inverse Fourier transform of the light electric field between the back and the front focal 
plane of the objective in digital holography. a Back focal plane: The image of the LC-SLM at the 
back focal plane of the objective is the convolution of a comb function with periodicity equal to 
the interpixel distance, and a rect function representing the shape of an individual pixel. This func-
tion is multiplied by the electric field corresponding to the holographic phase profile. b Front focal 
plane: The inverse Fourier transform ( FT−1) performed by the objective converts convolution into 
multiplication and vice versa. As a consequence, the desired holographic intensity pattern is con-
volved by the product of a comb function with a sinc function ( FT−1 of the LC-SLM comb function 
and the pixel rect function, respectively). SLMψ : phase profile at the LC-SLM/back focal plane; 
a : pixel size at the back focal plane; λ : wavelength of the illumination light; fobj : focal length 
of the microscope objective
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efficiency is ≥ 50 %, which ensures higher uniformity of intensity and avoids ghost 
spots (Sect. 9.3.8).

Note that the extent of the illumination field is inversely proportional to the size 
of the LC-SLM pixel imaged at the back focal plane of the objective. As a conse-
quence, the resolution and extent of the FoS are not independent. In fact, maximal 
resolution requires that the image of the LC-SLM chip fills the back aperture of the 
objective. For a given number of pixels in the chip of the LC-SLM, this sets the size 
of the pixel imaged at the back aperture ( )a  and thus the extent of the FoS. Larger 
FoS can be obtained by underfilling the back aperture (smaller a), at the expense 
of resolution.

In the axial direction, the relative diffraction efficiency also decreases as the 
stimulation point is moved away from the focal plane of the objective [71, 77]. 
Indeed, the LC-SLM behaves as a diffraction grating of periodicity equal to the 
interpixel distance. Light diffracted from a single LC-SLM pixel propagates from 
the pupil of the objective to the sample within a cone of half angle θ = λ/2a. This 
limits the extent of the axial region illuminated by LC-SLM pixels imaged at the 
border of the objective back aperture and causes a decrease in relative diffraction ef-
ficiency for points farther away from the focal plane [77]. The maximal achievable 
axial displacement of a holographic point is limited by the numerical aperture of 
the microscope objective to ~ / 2objnf aNAλ  [72, 77]. The bell-shaped profile of the 
relative diffraction efficiency can be computed numerically, by adding the contribu-
tion of all LC-SLM pixels to a stimulation point in the sample at different positions 
along the optical (z-) axis [77].

As an example, for an illumination wavelength of 1060  nm, consider-
ing a typical pixel size at the back focal plane of the objective of ~ 20 μm and a 
20 ×, 1.0 NA objective with focal length 9 mm, the 3D FoS of digital holography is 
~ 400 × 400 × 400 μm3 (Table 9.1).

9.3.6 � Dynamical Alternation of Patterns

Different phase profiles can be sequentially displayed by LC-SLMs, resulting in 
dynamical alternation of light patterns at the sample. However, the refresh rate is 
limited by the response time of the liquid crystals (LC), the properties of the elec-
tronic circuit driving the chip, and the type of interface between the LC-SLM and 
the computer.

Different types of LC have specific response times. Ferroelectric LCs can alter-
nate phase profiles at KHz rates, but they are limited to a binary phase modulation 
[85]. This greatly reduces diffraction efficiency (to a theoretical upper limit of 40 % 
and often a lower actual value) [71].

Nematic LCs are more commonly used to build LC-SLMs for digital hologra-
phy, since they allow finer phase modulation (typically 8-bit, 256 values for a full 
2π phase modulation) and better diffraction efficiency (> 85 %, for a diffraction-
limited point near the center of the FoS) [85, 86]. However, their increased viscosity 
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reduces the response time by an order of magnitude. Moreover, both the response 
time and the maximum amount of phase delay introduced by a nematic LC-SLM 
are proportional to the thickness of the LC layer. Reflective LC-SLMs, where inci-
dent light travels twice through the LC layer, are almost always preferred to trans-
mission ones, since they allow a better compromise between the maximum phase 
delay and the refresh rate [70]. Nematic LC-SLM models available on the market 
(Hamamatsu, Boulder) have refresh rates on the order of 60 Hz, if coupled to a DVI 
computer interface, and > 100 Hz (Table 9.1) with a PCIe interface. Phase profiles 
can generally be pre-calculated and loaded into the interface, while the timing of 
presentation is controlled by an internal clock.

9.3.7 � Two-Photon Digital Holography

The basic alignment of a digital holography setup does not change between one-
photon and two-photon systems, apart from the need for specific reflective coat-
ings on the LC-SLM and the other optical elements (lenses, mirrors), which should 
match the appropriate wavelength range.

Effects of scattering on two-photon excitation of a small diffraction limited spot 
have been extensively characterized in the framework of two-photon imaging [65, 
87, 88] and are mostly limited to loss of ballistic power. Recent work also explored 
the propagation of holographic patterns deep into brain tissue. Experimental data 
and computer simulations showed that holographic patterns are more robust to scat-
tering than Gaussian spots of comparable size and maintain their x–y spatial coher-
ence, as well as z-confinement up to a depth of ~ 250 µm (λ = 800 nm) [84, 89]. The 
robustness to scattering is due to the much broader angular spectrum (i.e., spatial 
frequency) content of a holographic beam compared to a low-NA, Gaussian beam, 
which must underfill the back aperture of the objective in order to generate a spot 
of comparable size. The broad angular content makes the holographic beam less 
sensitive to small perturbations in spatial frequency induced by scattering in the tis-
sue, allowing nearly undistorted propagation of the holographic pattern. The depth 
penetrance of holographic beams can be further increased (up to 500 µm, Table 9.1) 
by coupling digital holography with temporal focusing [81, 84, 90, 91].

Temporal focusing [90, 91] utilizes a diffraction grating to disperse the spectral 
components of the laser pulse, thereby widening the temporal profile of the illu-
mination beam. The separated frequencies travel different paths through the tissue 
and recombine only in the front focal plane of the objective. As a result, the laser 
pulse reaches its minimum duration only in the focal plane allowing maximal prob-
ability for two-photon absorption. This confines the two-photon excitation to a few 
micrometers (~ 5 µm) [81] above and below the focal plane, significantly improving 
the z-confinement of the holographic pattern. Temporal focusing also improves the 
spatial homogeneity of the holographic pattern when propagating through scatter-
ing samples [84, 89]. Importantly, while temporal focusing allows deeper penetra-
tion, it is associated with power loss at the diffraction grating (~ 20 %). Therefore, 
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when implementing this strategy, power loss due to the combined effects of optics 
and scattering must be first characterized in order to estimate the number of targets 
that can be modulated optically in the deep layers.

One disadvantage of two-photon versus one-photon excitation is the higher 
power requirement, due to the dependence of two-photon absorption probability 
on the squared intensity of the illumination light. This limits the number of targets 
that can be stimulated simultaneously by two-photon digital holography. In digital 
holography, the available power is split among the illuminated spots, proportion-
ally to their area. Thus, for a constant illumination power, the intensity in a circular 
area of radius R will be about fourfold lower than that in a spot of radius R/2, and 
the two-photon absorption probability will decrease by 16-fold. On the other hand, 
larger spots are often more efficient at stimulating neurons. Opsins such as Chan-
nelrhodopsin 2 (ChR2) have a relatively large two-photon cross-section, but a low 
single-channel conductance [45]. Thus, a neuron expressing ChR2 is optimally ac-
tivated by a low-intensity (> 0.2 mW/μm2) spot, covering the entire cell body [83, 
84]. 2D extended patterns can be used to activate multiple neurons simultaneously, 
with stimulation pulses of a few milliseconds [84, 89, 92].

An alternative solution is to rapidly scan a small diffraction-limited two-photon 
excitation spot across a neuronal cell body, recruiting multiple opsin molecules se-
quentially [45]. This approach is particularly efficient for ChR variants with in-
creased single-channel conductances and longer off-time kinetics [93, 94]. In one 
implementation of this strategy, a 3D distribution of diffraction-limited holographic 
spots is generated to target multiple neuronal cell bodies. The holographic beam is 
then scanned by galvanometric mirrors, such that all the spots are simultaneously 
steered through the target cell bodies. This approach has the potential to allow si-
multaneous activation of a larger number of cells, at the expense of longer simula-
tion times (tens of milliseconds, with the currently available ChR variants) [93].

To date, a study assessing the maximum number of neurons that can be activated 
simultaneously by two-photon digital holography is still lacking. Given currently 
available laser technology, opsin variants, and constraints imposed by tissue photo-
damage, a reasonable estimate for the number of neurons that can be simultaneously 
modulated using two-photon digital holography is in the range of a few tens [47, 
84, 93].

9.3.8 � Caveats

Zeroth Diffraction Order and Ghost Spots  The LC-SLM behaves as a diffraction 
grating. As such, it modulates a fraction of the incident light to form a first diffrac-
tion order (the desired spot pattern). However, an important fraction of incident 
light, corresponding to the constant component of the electric field (zeroth diffrac-
tion order), remains unmodulated and is focused into a diffraction-limited spot at 
the sample. Yet another fraction of the incident light is lost as ghost spots, fainter 
replicas of the desired spot pattern.
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There are two sources of ghost spots. One set of ghosts is generated by the phase-
only modulation algorithm, as higher harmonics (higher diffraction orders) of the 
basic frequency in the LC-SLM diffraction grating. Another set of ghosts results 
from the pixelated nature of the LC-SLM (Fig. 9.9). At the front focal plane of the 
objective, a replica of the spot pattern is generated periodically due to the convolu-
tion of the spot pattern with the comb function arising from the pixelated nature of 
the LC-SLM. The period of these ghost spots is given by /objf aλ  (a, SLM pixel 
size imaged at the back aperture of the objective) and is equal to the half-width of 
the bell-shaped relative diffraction efficiency profile (Sect. 9.3.5, Eq. 9.13). Hence, 
by reducing the effective FoS ( 2 / )objFoS f aλ=  by half, these ghosts spots can be 
prevented from reaching the sample [71]. This can be easily achieved by placing 
a variable aperture diaphragm in a plane conjugated with the sample plane (e.g., 
focal plane of L3, Fig. 9.5). In the same plane, it is convenient to insert a small 
block (as simple as a black-painted aluminium foil glued on a glass cover slip) 
to mask the focused zeroth-order component [66]. If blocking part of the field of 
view to eliminate the zeroth-order and the undesired diffraction components is not 
feasible, alternative strategies can achieve the same effect [71, 82, 95]. Finally, an 
appropriate choice of the LC-SLM helps reduce the amount of light directed into 
the zeroth-order and ghost spots (Sect. 9.3.9). Corrections to the basic digital holog-
raphy algorithms discussed in Sect. 9.3.3 also improve efficiency in directing light 
toward the desired spots [69, 70, 86].

High Frequency Spatial Intensity Inhomogeneities  Figures  9.7 and 9.8 show 
examples of extended 2D holographic patterns, imaged on a thin fluorescent layer. 
It is immediately apparent that the intensity of the patterns is not homogeneous, 
but rather characterized by high-frequency inhomogeneities (speckles). The ori-
gin of speckles is the IFTA algorithm used to generate the holographic patterns 
(Sect. 9.3.3), since the phase at the front focal plane of the objective is treated as a 
free parameter. As a consequence, overlapping points in the pattern can have com-
pletely different phases, interacting constructively (bright speckles) or destructively 
(dark speckles) [96]. The effect is particularly evident for two-photon excitation, 
given that the quadratic dependence of the emitted fluorescence on the light inten-
sity accentuates the brightness differences between neighboring speckles.

Speckle patterns are generally only a minor problem for photostimulation ex-
periments, because diffusion of the active molecules in the extracellular and intra-
cellular space (caged compounds), or horizontal diffusion in the cellular membrane 
(optogenetic actuators), even out any inhomogeneities in the illumination profile. 
Smoother patterns may however be desirable for targeting smaller structures (aver-
age dendrite width is comparable to the diameter of a single speckle) and in cases 
when light patterning by phase modulation is used for optical imaging experiments. 
Indeed, smoother patterns can be achieved using modified digital holography meth-
ods [79, 96–99] or other phase-modulation techniques such as generalized phase 
contrast [100, 101].
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9.3.9 � Tips for Practical Implementation

Choice of the Light Source  Unlike intensity modulation, phase-modulation light 
patterning techniques require the use of coherent light sources (laser illumination), 
which generate a planar wavefront, allowing effective phase modulation unattain-
able via incoherent light sources. For the same reason, phase-modulation techniques 
cannot be coupled with light guides that do not preserve phase information (such as 
many optical fibers).

For one-photon stimulation, relatively cheap lasers producing a 50–100 mW con-
tinuous output can be used. In two-photon digital holography, femtosecond oscilla-
tors should be used. The probability of two-photon absorption is proportional to the 
peak light intensity [64], so this parameter (together with photodamage) ultimately 
determines the maximum number of targets that can be stimulated simultaneously. 
Titanium–sapphire lasers have been effectively used for multipoint photo-uncaging 
[67], but their power decreases steeply at wavelengths > 950 nm. For red-shifted 
optogenetic actuators, single-line femtosecond oscillators [93] and regenerative 
amplifiers [102] are more powerful choices.

Choice and Alignment of the LC-SLM  The choice of the LC-SLM, as well as its 
characterization and alignment, is critical to a successful implemention of digital 
holography.

One important characteristic of the LC-SLM is the diffraction efficiency, calcu-
lated as the percentage of the incident light that is redirected to the first diffraction 
order (useful signal). For fine phase modulation, it is key to achieve good diffrac-
tion efficiency. In this respect, nematic LCs allowing multilevel phase modulation 
are preferable to binary ferroelectric LCs (Sect. 9.3.6). In addition, the actual num-
ber of achievable phase levels depends on the type of digital–analog interface (8-bit 
or 16-bit). The shape of the lookup table (LUT, Box 2) also influences the degree 
of phase modulation, a linear LUT being preferable to a nonlinear one. Another 
important parameter is the fill factor of the LC-SLM chip, accounting for the space 
between the LC pixels, where no phase modulation occurs.

If high diffraction efficiency is critical for the success of an experiment, more 
advanced characterization of the LC-SLM may be required. Measuring a regional 
LUT (within different sectors of the LC-SLM) can help compensate for inhomoge-
neous phase modulation across the LC-chip [85]. Furthermore, it is convenient to 
use a wavefront analyzer to measure the actual phase of the holographic beam when 
a flat phase profile is applied to the LC-SLM. If any distortion of the wavefront is 
observed, a compensatory mask can be applied to the LC-SLM [82]. Finally, dif-
fraction efficiency can be improved by compensating for the electrical crosstalk 
between adjacent pixels [86].

For experiments targeting multiple neurons in a circuit, a large FoS is conve-
nient. In this scenario, LC-SLMs with a larger number of pixels allow for a better 
compromise between the extent of the FoS and the resolution (Sect. 9.3.5).
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Choice of the Lenses I n digital holography, the choice of lenses focal length deter-
mines the performance of the setup in terms of available power at the sample, 
quality of resolution, and extent of the FoS. A first telescope (L1-L2 in Fig. 9.5) 
is used to expand the laser beam impinging on the LC-SLM. The best configura-
tion for uniform illumination is to choose the telescope magnification such that the 
beam slightly overfills the longer dimension of the LC-SLM chip. The choice of 
the second telescope, imaging the LC-SLM into the back aperture of the micro-
scope objective, is more critical, since it sets the trade-off between resolution and 
FoS (Sect. 9.3.5): Overfilling the back aperture assures maximum resolution, while 
underfilling it allows for a larger FoS.

Integrating Digital Holography Setup in Commercial Systems D igital holography 
can be assembled in a custom-made setup, but is also easily coupled into commer-
cial microscopes. For this purpose, it is convenient to mount the holographic setup 
(Fig. 9.5) horizontally on a breadboard, at a height slightly above the back aperture 
of the objective. A dichroic mirror can be used to rotate the horizontal holographic 
beam by 45°, so that it impinges vertically on the back aperture of the objective. In 
upright microscopes, a dichroic module can be mounted right below the epifluo-
rescence arm [66]. Alternatively, the imaging tube lens of the microscope can be 
used as the last lens of the holographic setup (L4). This imposes some additional 
constraints on the choice of focal lengths for the other lenses in the setup. Moreover, 
the user should make sure that the tube lens is placed at a distance from the back 
aperture of the objective equal to the focal length of the tube lens itself (which is not 
always the case in commercial systems).

Combining Digital Holography and Imaging  The easiest configuration is to imple-
ment 2D digital holography and imaging in the same plane [82, 103]. This is 
achieved by coupling both the imaging and the photostimulation light paths onto 
the same microscope objective. The two paths can use different light wavelengths, 
which can be combined with a dichroic mirror above the microscope objective. 
Alternatively, if the absorption spectra of photosensitive actuators are compatible 
and the available power is sufficient, the same laser source can also be split between 
the imaging and digital holography paths. For example, polarizing beam splitters 
can be used for both separating and recombining the two illumination lines.

In neuronal circuits where the input and the output layers are well defined, it is 
possible to use digital holography to stimulate in one layer, while imaging in anoth-
er layer [47]. Generally, the imaging plane is defined by the axial position of the mi-
croscope objective through focusing (moving the objective) and coincides with the 
focal plane of the objective itself. In order to displace the photostimulation pattern 
to a different plane, a curvature can be introduced in the phase pattern at the LC-
SLM to compensate for the axial movement of the objective [104]. If an LC-SLM 
is introduced in the imaging laser path, the same method can be used to displace the 
imaging plane, without changing the axial position of the objective [105, 106]. Thus 
temporally, this approach is not limited by the inertia of the objective, but only by 
the refresh rate of the LC-SLM (> 100 Hz). Moreover, the use of a LC-SLM allows 
compensating for spherical aberration that would otherwise deteriorate the image 
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quality. Remote focusing [73, 80, 107] is an alternative aberration-free method that 
can be used to modify the imaging plane (by axial shift or tilt) without moving the 
principal microscope objective.

Introducing a variable wavefront curvature selectively in the imaging path could 
potentially be also achieved using a deformable mirror [108], a variable focus lens 
[109, 110], or acousto-optical deflectors [31, 44, 111].

Note that these methods are also compatible with intensity modulation tech-
niques (Sect. 9.2).

9.3.10 � Applications

Digital holography was first used in biology in the context of optical tweezers [68, 
112]. Here the electric field generated by focused light beams is used to “trap” and 
manipulate microscopic particles and microspheres, as well as viral particles and 
bacteria. The first implementation of digital holography created multisite 3D light 
traps [68, 112]. Later, the technique was used in neuroscience, where simultane-
ous illumination of extended 2D patterns or multiple spots in 3D allowed multisite 
neurotransmitter uncaging [66, 67]. The ability of digital holography to generate 
extended 2D light patterns was exploited to target individual [66] and multiple [82, 
103] neurons simultaneously in brain cell cultures and slices, as well as neuronal 
compartments, such as dendritic branches [66]. Fast holographic illumination was 
also applied to photostimulate retinal ganglion cells in genetically or pharmacologi-
cally blind retinas [113]. Recently, focal 3D multipoint uncaging was used to study 
dendritic integration and neuronal signal propagation [80, 114, 115].

Importantly, almost from the start, digital holography was extended to two-pho-
ton illumination allowing patterned photostimulation in scattering brain samples 
[67, 81]. Preliminary studies on two-photon stimulation of ChR-expressing neurons 
in brain slices [84, 93] open exciting venues for future in vivo applications. Finally, 
digital holography is not limited to photostimulation experiments, but it has also 
been successfully implemented for multiplexed two-photon imaging [67, 103, 105, 
116, 117].

Despite these exciting developments, the potential of light patterning by inten-
sity or phase modulation in neuroscience remains vastly unexplored. Further devel-
opments will benefit from reducing the gap between developers and endusers and 
from pursuing a systematic approach to iteratively test, adapt, and optimize these 
novel techniques by going back and forth between the optical bench and “real-life” 
experiments in slice preparations, anesthetized and awake behaving animals.
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Glossary

  1.	 4f configuration: an optical configuration involving two lenses of focal length 
‘f’. The object is placed at focal length distance from the first lens and the dis-
tance between the two lenses is 2f. This configuration ensures that the distance 
between the object and its image is 4f. Even when two lenses of different focal 
lengths are used (f1 and f2), the configuration is still commonly referred to as a 
4f. system.

  2.	 Absorption cross-section: a proportionality constant that determines the prob-
ability of a photon being absorbed by an absorber molecule. It has the units of 
area, which is why it is known as cross-section and can be imagined to be a 
perfectly absorbing disk of that area.

  3.	 Collimated beam: a beam of light with near-zero divergence that propagates 
through a given medium. Lasers are highly collimated, but light from extended 
sources like lamps and LEDs is not.

  4.	 Comb function: a periodic function composed of individual delta functions 
repeated at a particular interval. Also known as impulse train or sampling func-
tion in engineering. The Fourier transform of the comb function is another 
comb function with different periodicity.

  5.	 Conjugate plane: if all points residing in a given plane P are imaged onto 
another plane P’ by a lens, then P and P’ are said to be conjugate planes of each 
other. In an optical system with more than one lens, changes in the amplitude or 
phase at any given plane propagate to all other conjugated planes.

  6.	 Diffraction grating: an optical component with periodic variation of phase 
across the surface that causes constructive/destructive interference to produce 
characteristic diffraction patterns.

  7.	 Diffraction-limited spot: the theoretical minimum spot size that can be achieved 
after focusing a coherent light beam using a lens. The size of the spot at the 
focal plane is proportional to the wavelength of light and inversely proportional 
to the numerical aperture of the lens. The function that describes the intensity 
distribution of a diffraction-limited spot in 3D is known as the point-spread 
function.

  8.	 Focal plane: the point where rays parallel to the optical axis converge after 
passing through a lens is called the focus. The plane perpendicular to the optical 
axis containing the focus is called the focal plane (technically the front focal 
plane). Back focal plane refers to the image plane of an object placed at infinity 
and is located at a focal distance from the center of the lens, but symmetrically 
opposite from the front focal plane.

  9.	 Gaussian spot: a spot generated by a Gaussian beam when focused, whose 
intensity profile can be fitted with 2D Gaussian function in the lateral plane.

10.	 Ghost-replicas: the higher-order diffraction patterns (low-intensity repeats) of 
a light mask when using a coherent light source.
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11.	 LED (Light-emitting diodes): a small semiconductor device made up of a pn-
junction diode that emits photons (whose energy correspond to the band gap) 
when an electric potential is applied.

12.	 Mean free path: the average distance travelled by light (photons) between suc-
cessive collisions (scattering) in the propagating medium.

13.	 Rectangular (rect) function: a step function of a particular duration. Its Fourier 
transform is a sinc function, whose un-normalized form matches the diffracting 
pattern from a single-slit (rect function) experiment.

14.	 Temporal coherence: two waves are coherent if they have a constant phase 
difference between them. For light sources, it is a condition where all the indi-
vidual light emitters (electron transitions in atoms at the source) have a constant 
phase difference between themselves, as is the case of LASERs.

15.	 Wavefront: the spatial envelope of all the points in a wave that have the same 
phase.
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Abstract  Neuroscientists want to know which neurons mediate which behaviors. 
Electrical microstimulation has a rich history of localizing behavioral functions to 
particular brain regions. Optogenetics has advanced this cause by enabling micro-
stimulation that is cell type specific and less invasive. But localization does not 
complete our understanding. We also want to know how functionally relevant neu-
rons communicate with each other—How do they encode and decode information? 
Electrophysiology and imaging can provide correlative evidence for neural coding 
hypotheses, but how can we know whether the brain reads its activity in the same 
way we do? To test whether a given pattern of neural activity is causally related to 
perception and behavior, we use optogenetics in the mouse olfactory system. The 
activity of olfactory sensory neurons (OSN) is patterned in space, amplitude, and 
time. We have dissected these cues and presented them in isolation in the context of 
an operant behavioral task. We show that mice can perceive all three of these olfac-
tory coding features. This may enable mice to efficiently smell in natural olfactory 
scenes. Questions remaining to be answered include, what do these cues encode, in 
other words, what do they mean for perception? Further, how important are these 
cues to perception? In this chapter, we describe our previous findings and consider 
how ongoing technical innovations might allow us to progress beyond our current 
level of understanding.

10.1 � Introduction

Microstimulation has long been a powerful technique for localization of function. 
Throughout the history of neuroscience, electrical microstimulation has provided 
causal evidence for the involvement of various brain areas in perception and be-
havior. In pioneering work, Penfield electrically stimulated somatosensory and 
motor cortex in awake neurological patients [53]. By carefully mapping which 
cortical stimuli evoked sensations or movements in specific parts of the body, he 
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demonstrated a topographic relationship between cortical position and somatic lo-
cation. He named this cortical map of the body the homunculus.

In more recent work, Newsome and colleagues applied microstimulation to cor-
tical area MT (middle temporal) in behaving monkeys [60]. MT contains a topo-
graphic map of visual space, and neuronal responses are tuned to visual motion 
direction. Motion direction tuning is also mapped in MT, with nearby neurons pre-
ferring similar directions of motion. Salzmann et al. found that when they applied 
electrical microstimulation to a localized region of MT, they could bias the mon-
keys’ perceptual reports toward the stimulated region’s direction preference, but 
only in the region of visual space to which that area of MT was sensitive. These 
findings provided evidence that the position and motion direction maps in MT are 
causally related to motion perception.

These and many other studies demonstrate that electrical microstimulation is a 
powerful technique. However, electrical microstimulation has a fatal flaw: It indis-
criminately activates all neurons within a localized region, as well as en passant 
axons. The neuronal populations within a given region are highly heterogeneous, 
with cell types of different function intermingled with each other. For example, 
inhibitory and excitatory neurons are neighbors in most regions of brain. Stimulat-
ing both populations simultaneously is unnatural and may give rise to unexpected 
effects. This indiscriminateness limits the interpretability of electrical microstimu-
lation experiments.

Optogenetic techniques enable us to overcome this limitation. With optogenet-
ics, microstimulation can be performed with unprecedented cell type specificity, 
which has revolutionized our ability to localize functions to neuronal subpopula-
tions within a brain region of interest. For example, in a study of the hypothalamic 
control of feeding, Aponte et al. [4] investigated the effects of stimulating two in-
termingled neuronal populations, one defined by expression of the agouti-related 
peptide (AGRP) and the other by pro-opiomelanocortin (POMC). They found that 
stimulation of AGRP neurons instigated voracious feeding, while POMC neuron 
activation reduced feeding. Localizing these feeding functions to specific cell types 
interspersed within the same structure has only now become possible.

Thanks to optogenetics, we are gaining a finer and finer-grained understanding 
of which neurons do what jobs. Localizing a behavioral function to a population of 
neurons is an essential step in understanding that function’s neural basis, but once 
this is accomplished, there remains further work to be done. To really understand 
how a group of neurons mediate a particular function, we must also decipher how 
these neurons communicate with the rest of the brain. How do neurons encode in-
formation and what aspects of their activity are decoded by their synaptic partners?

Neural coding can be defined as “the representation and transformation of infor-
mation in the nervous system” [54]. As much as our understanding of neural coding 
has advanced [11, 37, 56], the vast majority of studies operate at the level of correla-
tion. For example, one approach in this area is to compare neuronal responses with 
behavioral performance [7]. I would argue that the next step is to ask what response 
features are read out by downstream neurons and which manifest themselves in 
perception and behavior. We took advantage of the cell type specificity and high 
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temporal resolution of optogenetics to dissect and isolate putative neural coding 
features and test their behavioral relevance.

10.2 � Olfactory Coding

10.2.1 � Spatial Properties

Coding in the olfactory system has several interesting features. The spatial structure 
of olfactory representations is set by the projection pattern of olfactory sensory 
neurons (OSNs) onto the olfactory bulb (OB), the first olfactory processing center 
of the brain [47, 49]. Each OSN expresses one out of over 1000 odorant receptor 
(OR) genes. All OSNs expressing a given OR project their axons to one glomerulus, 
which is a spherical structure in which OSN axons form synapses with interneurons 
and projection neurons of the OB. This arrangement of axonal projections gives rise 
to a map of receptor activation in the glomerular layer of the OB.

How is this glomerular map organized functionally? There is some rough organi-
zation of odorant ligand preference, corresponding to the axonal projection patterns 
of OSNs expressing different classes of OR gene [6, 36]. There are three known 
classes of OR gene, and each prefers a different kind of ligand [36, 52]. What about 
at a finer scale of organization? Early imaging studies suggested that neighboring 
glomeruli might have similar odorant preferences, giving rise to a chemotopic map 
[48, 59]. However, more recent work using more sensitive imaging techniques and a 
larger number of stimuli gives a different answer. These studies indicate that the odor 
tuning of neighboring glomeruli is uncorrelated and is equally correlated with distant 
glomeruli [67]. Thus, there may be no fine-scale place code for odor space. Rather, 
the spatial coding of odor stimuli consists of a combinatorial population code.

10.2.2 � Temporal Properties

In addition to this spatial organization, it has long been recognized that the brain’s 
responses to odor are temporally structured at a finer timescale than are odor stimuli 
[2]. (Adrian 1953). This temporal patterning seems to be evolutionarily conserved, 
having been demonstrated across a broad range of animal phyla [22, 24, 32, 39]. 
In mammalian olfactory responses, a particularly conspicuous temporal feature is 
the phase of the response relative to the sniff cycle. Sniffing parses olfactory scenes 
into discrete samples every few hundred milliseconds. Despite this slow sampling 
rate, responses in olfactory receptor neurons [68] and bulb [15, 18, 43, 62] contain 
odor-specific temporal structure at a finer timescale, on the order of tens of millisec-
onds. The temporal microstructure of spike timing relative to sniff onset has been 
proposed to contribute to olfactory perception [8, 28, 44]. Such coding by time rela-
tive to sampling behavior has been hypothesized in other sensory modalities [72], 
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including vision [23, 25, 55], somatosensation [19, 31], and electrosensation [27, 
70]. Away from the sensory periphery, timing relative to internally generated oscil-
lations has been proposed as a coding feature in higher-level brain regions involved 
in navigation [10, 30, 51] and working memory [63]. The similarity of these obser-
vations across diverse neural systems hints that phase coding may be a powerful and 
flexible representational strategy useful in various neural computations [28, 54].

10.3 � Using Optogenetics to Determine the Importance 
of Phase Coding

As is true of most of these “phase coding” schemes, the hypothesis that sniff phase 
contributes to odor coding had been supported only by correlative evidence. Thus, 
sniff phase structure may be superfluous for odor coding, merely an epiphenom-
enon that conveys no information higher up in the olfactory pathway [41]. How-
ever much information may be contained in fast temporal patterning of olfactory 
responses, it can only enter olfactory perception if downstream neurons possess 
mechanisms to read it. To test whether the mouse’s brain has such mechanisms, we 
have used optogenetics [64].

We sought to dissect and isolate the sniff phase cue and ask whether mice can 
discriminate spatially identical olfactory activation patterns applied at different 
phases of the sniff cycle. To decouple olfactory stimulation from nasal airflow, 
which might not be possible with odorant stimuli, we made a mouse line with light-
sensitive OSNs.

10.3.1 � Experimental Setup

To do this, we knocked in the coding sequence for ChR2 fused to the yellow fluores-
cent protein (ChR2-YFP) at the olfactory marker protein (OMP) locus (Fig. 10.1a). 
OMP is expressed in all OSNs and is thought to function in odor transduction [9, 
33]. In OMP-ChR2 mice, ChR2-YFP is expressed in all mature OSNs and glom-
eruli of the OB (Fig. 10.1b). ChR2 replaces the OMP sequence in OMP-ChR2 mice, 
and OMP null mice are known to have physiological and behavioral phenotypes [9, 
40], so all experiments were conducted in heterozygous animals. Preliminary elec-
trophysiological recordings from OMP-ChR2 mice confirmed that light responses 
could be evoked in neurons in the olfactory epithelium and bulb.

We surgically prepared OMP-ChR2 mice for light stimulation, sniff measure-
ment, and head-fixed behavior (Fig. 10.1c). Our goal for light stimulation was to 
activate the same OSNs on every trial. To do this, we implanted an optical fiber 
stub into the nasal cavity, where OSN somata and axons could be illuminated. The 
optical fiber was cemented in place in order to stimulate a fixed set of OSNs. The 
fiber stub was coupled to another fiber from which photostimuli from a laser could 
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Fig. 10.1   Stimulating the olfactory system optogenetically. a Schematic of the gene knock-in 
strategy. The ChR2-YFP sequence ( yellow box) is knocked into the olfactory marker protein 
( OMP) locus. ( gray box). b Whole mount from olfactory epithelium ( OE) and olfactory bulb ( OB) 
in OMP-ChR2 mice. ChR2-YFP labels OSNs and their axons in OB. c Diagram of experimental 
setup. Mice were implanted with a nasal optical fiber stub ( OFS) to photostimulate the OE with 
light. An acousto-optic modulator gated a laser to deliver light stimuli. A nasal pressure cannula 
( PC) and a pressure sensor ( P) were used to monitor sniffing. Intranasal pressure signal at top left. 
d Behavioral trial structure. Each trial is composed of a stimulus interval ( yellow shading) and a 
response interval ( green). e, Performance of OMP-ChR2 mice ( pink circles; n = 12) and +/+ litter-
mate controls ( black circles; n = 4) in odor detection sessions ( yellow shading), followed by light 
detection sessions ( blue shading). ([64] with permission from Nature Publishing Group)
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be delivered. Contralateral to the optic fiber stub, we implanted a stainless steel can-
nula in the nasal cavity for sniff measurement. During experiments, the cannula was 
connected via a polyethylene tube to a pressure sensor. The pressure sensor gives a 
fast, faithful reading of the mouse’s respiration. Lastly, a headbar was affixed to the 
skull so that the mouse could be tested in a head-fixed behavioral paradigm.

10.3.2 � Initial Training

Mice were then trained to report their perception in a go/no-go task. After recover-
ing from surgery, the mice were first given two daily sessions in which they received 
water while head-fixed. This served to acclimate the mice to being head-fixed in the 
behavioral setup. We then began training in the go/no-go paradigm (Fig. 10.1d). Go/
no-go sessions were broken into trials, each consisting of a 500-ms stimulus period 
and a 500 -ms response period. During the stimulus period, a stimulus or a blank 
would be presented. The mice respond during the response period by licking or not 
licking. Licking is the correct response on go trials, while withholding licking is the 
correct response on no-go trials. In the first go/no-go sessions, the mice performed 
an odor detection task, with an odor stimulus presented on go trials and a blank 
presented on no-go trials. Mice learn to lick appropriately in this task very quickly, 
always achieving well above chance performance (50 %) in the first session, fol-
lowed by near-perfect performance in subsequent sessions. Mice were given two to 
four of these odor detection sessions (Fig. 10.1e). This initial training with odor was 
intended to familiarize the mice with the rules of the go/no-go task.

10.3.3 � Light Detection

After they performed the odor detection task, we next trained the mice at light de-
tection (Fig. 10.1e). Mice were to lick when a light stimulus was presented and to 
not lick when no light was presented. Pilot experiments determined a light intensity 
range in which wild-type mice, implanted with optical fibers identically to OMP-
ChR2 mice, did not detect the light stimulus. Based on these initial experiments, the 
light stimulus power was set at 5 mW, measured at the ferrule that coupled to the 
ferrule implanted on the mouse, and the stimulus duration was 1 ms. To counter the 
possibility that the mice would see the light stimulus and base behavioral perfor-
mance on this, we set up a masking light. Two bright blue LEDs, positioned on both 
sides of the mouse’s face, were activated throughout the stimulus period (500 ms) 
in every trial. In this paradigm, OMP-ChR2 mice detected the stimulus quite well, 
achieving performance well above chance in the first session and near-perfect per-
formance in subsequent sessions (Fig. 10.1e). By contrast, wild-type mice, which 
had previously performed well on the odor detection task, were unable to detect the 
light, with performance at 50 % correct (Fig. 10.1e). Taken together, these results 
demonstrate that ChR2 is required for behavioral detection of nasal light stimuli and 
that the animals are not detecting the stimulus via vision or thermosensation.
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10.3.4 � Sniff Phase Perception

Having established that we can stimulate OSNs with light in OMP-ChR2 mice, 
we were able to ask whether the mouse olfactory system reads a temporal coding 
cue. To do this, we triggered light stimuli using the sniff signal recorded from the 
intranasal cannula (Fig. 10.2a, Top). The pressure sensor signal reads negative when 
the mice are inhaling and positive when the mice are exhaling. By convention, we 
display the signal with the sign reversed. Therefore, the onset of inhalation occurs 
at a positive-going zero-crossing, while exhalation begins at a negative-going zero-
crossing. We thus used the sniff signal to test whether the mice could discriminate 
light stimuli delivered at inhalation onset from stimuli delivered at exhalation onset. 
On go trials, light stimuli were triggered by inhalation, and on no-go trials, stimuli 
were triggered by exhalation (Fig. 10.2a, Top). Mice were trained to perform this 
discrimination after they had reached a high performance level at light detection. 
We found that all mice attained above-chance performance by the second day of 
training and gave high performance on subsequent days (Fig. 10.2a, Bottom). We 

Fig. 10.2   OMP-ChR2 mice perceive sniff phase. a Top, schematic of the sniff phase discrimi-
nation task. Laser pulses shown relative to a sniff waveform. Inhalation is shaded green, and 
exhalation is shaded orange. Light was delivered 32 ms after inhalation onset ( red arrow) in “go” 
trials or 32 ms after exhalation onset ( blue arrow) in “no-go” trials. Bottom, performance of OMP-
ChR2 mice ( pink circles; n = 8) for their last light detection session, followed by phase discrimi-
nation sessions. Black lines show click detection ( gray shading) and click phase discrimination 
performance for OMP-ChR2 ( black circles, n = 2) and wild type ( black asterisks, n = 2). Phase dis-
crimination performance for light ( pink; n = 30 sessions) and click ( black; n = 19 sessions) stimuli 
( Horizontal dashes; mean s.d.) b Fraction correct as a function of latency difference. Top, as a. 
Bottom, Performance of individual OMP-ChR2 mice ( black circles) and mean ± s.d. ( green line 
and shaded region; n = 5). ([64] with permission from Nature Publishing Group)
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performed a control experiment to determine to what extent this ability to perceive 
the timing of a stimulus relative to sniff was unique to the olfactory system. We at-
tempted to train mice to discriminate clicks based on their timing in the sniff cycle. 
Mice that had previously acquired the sniff phase discrimination task were given 
click stimuli that occurred at inhalation (go) or exhalation (no-go). Unlike OSN 
stimulation, mice were unable to discriminate click timings based on timing relative 
to sniff (Fig. 10.2a, Bottom). This indicates that the ability to time stimuli relative to 
sniff might be unique to olfaction.

These results demonstrate that the mouse’s brain can read a temporal coding cue: 
the sniff phase of OSN activation. We next asked how acute this sense of timing is. 
To do this, we triggered from inhalation onset and delivered stimuli with different 
latencies (Fig. 10.2b, Bottom). We measured the animal’s behavioral accuracy as a 
function of latency difference. The mice maintained high performance down to a 
latency difference of 25 ms and performed above chance for a latency difference of 
10 ms. Thus, mice can sense very small temporal differences.

This observation is in striking agreement with other work from the Rinberg labo-
ratory, in which we recorded odor responses in the OB of awake mice [62]. In this 
study, we reported that excitatory odor responses are highly precise: The standard 
deviation of onset times relative to inhalation onset was on average 10 ms, in the 
same range as the temporal acuity we found in our optogenetic work. In summary, 
olfactory neuronal responses have precise temporal structure, and our work sug-
gests that the olfactory system decodes temporal structure at this precise scale.

10.3.5 � Sniff Phase Encoding in the OB

To mediate the behavioral performance we observe the olfactory system must have 
the following properties. First, it must be able to precisely follow and faithfully 
preserve the timing of the light stimulus. Second, the timing of the stimulus must 
be compared to an internal representation of the sniff. To ask whether the olfactory 
system meets these requirements, we performed electrophysiological recordings in 
the OB. We implanted OMP-ChR2 mice chronically with 32-channel silicon probe 
microelectrode arrays. We stimulated mice that were awake but not performing a 
task. In these recording sessions, we delivered stimuli at six latencies relative to 
sniffing: 32, 62, and 92 ms after inhalation onset and 32, 62, and 92 ms after exhala-
tion onset (Fig. 10.3a). We recorded from 86 putative mitral and tufted cells (MT 
cells), the projection neurons of the OB. Of these cells, 26 gave excitatory spiking 
responses and 23 gave inhibitory responses.

Excitatory responses to light stimuli were brief and tightly locked to stimulus 
onset (Fig. 10.3a). To quantify the temporal precision of these responses, we fit a 
Gaussian to the peristimulus time histogram of each cell’s responses and took the 
width (σ) and latency (τ) of this Gaussian as our measure of temporal precision. The 
values of both parameters were tightly distributed around short values of response 
duration and onset jitter (Fig. 10.3b, c). The distributions of these temporal param-
eters demonstrate that the responses of OB neurons faithfully transmit the timing 
of light stimuli.
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Fig. 10.3   Light-evoked responses of olfactory bulb ( OB) cells. a Top, timing of light applica-
tion relative to sniff. Middle and bottom, raster plots ±  peristimulus time histogram ( PSTH) for 
two cells’ responses ( cell 1, top; cell 2, bottom) to light at three latencies ( 32 ms, left; 62 ms 
middle; 92 ms, right) after inhalation onset. PSTHs for light responses ( colored lines) and spon-
taneous activity ( thick gray lines). Gaussian fit of the difference between PSTHs for stimulated 
and unstimulated sniffs ( thin black lines). The fit parameters give values for response width 
( σ), latency ( τ), and amplitude ( A). b Distribution of response widths ( σ, top) and latencies ( τ, 
bottom). Gray bars, data; thick black line, mean. c Response amplitudes ( A) from individual 
cells ( connected filled circles; red and orange dots show respectively cells 1 and 2), with the 
across-cell mean ( blue line). d Classification performance for the neuronal population response  
( mean ± s.d. across repeated permutations) discriminating between 32- and 62-ms and between 
32- and 92-ms light stimulation latencies. Responses were aligned to the stimulus onset ( yellow) 
or inhalation onset ( green). ([64] with permission from Nature Publishing Group)
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As stated above, the olfactory system must compare the precise timing of the 
light stimulus with an internal representation of the sniff. We wondered whether we 
could find evidence of such a comparison in the responses of OB neurons. Indeed, 
we found that many OB neurons gave different amplitudes of light responses as a 
function when in the sniff cycle they were stimulated (Fig. 10.3d). In other words, 
the sniff phase cue of the stimulus is partly transformed into a spike rate cue, which 
itself carries information about stimulus timing.

Thus, neurons downstream of the OB have two potential cues with which to dis-
criminate stimulus timings: the precise timing of the response relative to sniff and 
the amplitude of the spike rate response. We evaluated the amount of information 
these cues carry using a classification algorithm (Fig. 10.3e). Basically, this algo-
rithm compares each individual trial’s response to the across-trial mean response 
for two stimulus conditions. For a given trial, the algorithm determines to which 
stimulus condition’s mean the given trial’s response is more similar and assigns 
each trial to one stimulus condition or the other. The fraction of correct assignments 
gives a measure of how much information the neuronal response cues contain. In 
our case, the classifier attempts to discriminate different stimulus latencies (in our 
case, 32-ms latency to 62 or 92 ms latency). To estimate the relative contribution of 
the two cues, timing and amplitude, we ran the classification with the data aligned 
in two different ways. If we align to inhalation onset, both the sniff timing and the 
amplitude cue are available. If instead we align to stimulus onset, the sniff timing 
cue is omitted, and the classifier must discriminate solely on the basis of response 
amplitudes. When the data are aligned to inhalation onset, the classifier discrimi-
nates at a rate of over 90 % correct (Fig.  10.3e). When alignment is to stimulus 
onset, the classifier performs worse, but still well above chance (about 70 % for a 
60-ms latency difference; about 60 % for a 30-ms latency difference). These results 
imply that both timing and amplitude cues carry information that the mouse’s brain 
may use to discriminate stimulus timings.

10.3.6 � Sniff Phase Coding: Possible Meanings and Mechanisms

Stimulus-dependent phase or latency patterns are present in a functionally and phy-
logenetically broad range of neural correlates. Whether this rhythmic patterning en-
ters perception has seldom been tested directly. To our knowledge, the only example 
comes from mormyrid electric fish, whose electroreceptors encode current ampli-
tudes with first-spike latency [70]. In a psychophysical assay using fictive electric 
organ discharge [27], these fish could detect differences in latency relative to motor 
command. While the necessary degree of temporal stimulus control inheres in stud-
ies of electrosensation, odor stimuli are notoriously sluggish and difficult to control. 
Optogenetics allowed us to circumvent this obstacle and control the underlying cir-
cuit activity with a high degree of temporal precision.

We show that mice perceive the sniff phase of olfactory input, but what might this 
cue “mean” to the animal? According to an appealingly simple theory, sniff latency 
encodes the intensity of receptor activation [8, 28, 45]. Similar relationships between 
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intensity and latency have been observed in vision [55] and electrosensation [70]. 
The intensity of a receptor neuron’s activation depends on the concentration of the 
odorant and its affinity for the olfactory receptor protein expressed by the OSN. 
Concentration-to-time coding, in which raising odor concentration shifts activation 
to earlier times in the sniff cycle, has been observed in OSNs [68] and MT cells [12, 
44]. Further, an affinity-to-time coding scheme, where a neuron’s response latency 
is proportional to its affinity for an odorant, can explain the odor specificity of sniff 
phase coding [28, 34, 45]. An inherent benefit of such an intensity-to-time represen-
tation is speed [28, 61, 72]. Psychophysical studies demonstrate that rodent olfaction 
is indeed fast: A single sniff can suffice for odor discrimination [1, 57, 71, 73].

The mechanism for these intensity-to-time transformations may reside in the 
transduction kinetics of OSNs, which predict that response latency shortens for a 
stronger stimulus [50, 58]. This shift in latency would be propagated to downstream 
neurons in the OB. At the level of MT cells, timing may also be shaped by sniff-
locked oscillations [12, 44], which can transform intensity into timing by modulat-
ing excitability [28]. Whether encoded by these or other mechanisms, the resultant 
mapping of intensity onto time can be decoded by timing-sensitive mechanisms in 
downstream neurons [14, 46]. Sniffs may be represented by broadly patterned activ-
ity in the OB. Many OSN terminals [13] and MT cells [16, 62] modulate their activ-
ity with the sniff cycle in the absence of overt odor stimulation. This modulation 
may originate from responses of OSNs to airflow or background odor in the nose 
[26, 66], or from an efferent source, for example, if respiratory motor commands 
are copied to the bulb.

Finally, our results exclude the possibility that differences in the spatial input 
patterns at the receptor level are necessary for stimulus discrimination, which has 
been suggested previously [21, 41]. That said, our results in no way contradict the 
well-established importance of spatial coding in olfaction. Coding by spatial pat-
terns of glomerular activation and coding by sniff phase are not mutually exclusive. 
Instead, spatial and temporal coding, working in concert, may optimize olfactory 
processing in any number of ways.

10.4 � Using Optogenetics to Probe the Signaling Capacity 
of a Single Glomerulus

10.4.1 � Are Glomeruli Binary?

For our next studies, we investigated the signaling capacity of a single glomerulus 
[65]. As stated above, mice have over a thousand OR genes and consequently over 
a thousand types of glomerulus [49]. This endows the olfactory system with an 
enormous coding capacity—even if glomeruli are binary, signaling in an all-or-none 
fashion, such a combinatorial code could represent an astronomical number of odor 
states: 2^1000 [38]. Can the mouse’s brain exploit the capacity of this combinatorial 
code? Is it fully available to perception?
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Furthermore, are glomeruli indeed binary, or do they have dynamic range? From 
imaging studies, we know that glomeruli can give different amplitudes of response 
depending on odor identity and concentration [5], and as discussed above, glom-
eruli and the postsynaptic neurons to which they are connected fire at different 
times in the sniff cycle, again as a function of odor identity and concentration [69]. 
Can the mouse’s brain read different signals from a single glomerulus and use them 
to guide behavior?

10.4.2 � Experimental Strategy

We could not pursue these questions using odor stimuli, because odors typically 
activate many glomeruli. Instead, we turned again to optogenetics, in this case to 
deliver stimuli to a genetically defined glomerulus. We generated a mouse line in 
which ChR2 expression is limited to a single-glomerulus type: the M72 glomerulus. 
M72 is an OR gene for which we know the ligand specificity (see below). To drive 
expression in M72-positive cells, we engineered a transgene consisting of the M72 
ORF followed by the ChR2 sequence. In between the two genes, an internal ribo-
somal entry site (IRES) was interposed, which enables two transcripts to be gener-
ated from a single gene locus (Fig. 10.4a). In this way, M72-expressing sensory 
neurons would retain their normal ligand preferences, while adding light sensitivity. 
This transgene was knocked into the M72 locus, expression from which faithfully 
recapitulates the normal M72 distribution pattern. The axons of M72- and ChR2-
positive OSNs form 4 glomeruli (one medial and one lateral glomerulus on each 
hemisphere of the OB) in the normal locations in the OB (Fig. 10.4b). Importantly, 
the lateral glomeruli in each bulb are conveniently located on the dorsal surface of 
the bulb, where light can be delivered relatively easily.

As in the study described above, we surgically prepared these mice for light 
stimulation, sniff measurement, and head-fixed behavior. To deliver light stimuli 
to the M72-ChR2 glomerulus, we again used optical fiber stubs, but in this case 
the fiber was affixed directly above the glomerulus in question. We thinned the 
bone overlying a M72-ChR2 glomerulus (always the lateral glomerulus in the right 
hemisphere of the OB) and glued the tip of the optical fiber to the overlying bone 
(Fig. 10.4b). As a control, we affixed another fiber to thinned bone posterior to the 
OB, above frontal cortex (Fig.  10.4b). The fiber stubs were then stabilized with 
dental cement. Sniff cannulae and headbars were implanted as above.

10.4.3 � Light Detection Through a Single Glomerulus

These mice were then trained on the go/no-go task as above, first training on the 
simple odor detection task. After high performance was achieved in this task, we 
began to train the mice at light detection. Almost all mice (10 of 11) were able to 
report detection of the light stimulus (Fig. 10.4c). The mice that were able to detect 
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the stimulus reached high performance quickly, after 2–5 sessions. In contrast, when 
we stimulated the same mice on their control fiber, they were unable to detect the 
stimulus. This demonstrates that mice can detect activation of a single glomerulus.

We next asked how detection performance varies as a function of the power of 
the light stimulus. Importantly, we found a range of stimulus powers that elicited a 
high, asymptotic level of detection success, a range of powers that evoked interme-
diate performance (~ 75 %), and a power at which the mice were unable to detect 
the stimulus (Fig. 10.4d).

Fig. 10.4   Light stimulating an olfactory glomerulus. a Diagram of the gene-targeting strategy. 
An internal ribosome entry site ( IRES, green box) was appended to the sequence for the odorant 
receptor ( OR) M72 just after the unmodified receptor coding sequence. The IRES was followed by 
the coding sequence for ChR2-YFP ( yellow box). b Convergence of M72 axons into single glom-
erulus. The overlaid diagram shows the optical fiber placement. c Performance of M72-ChR2 
mice in one odor detection session, followed by light detection sessions ( blue symbols, n = 10 
mice) and control stimulation sessions ( black circles, n = 5 mice). Symbols at far right represent 
across-mouse mean ± s.d. d Different stimulus powers evoke varying levels of detection success. 
Performance of individual M72-ChR2 mice ( black symbols), and mean ± s.d. for all mice ( green 
line and shaded area n = 9) is shown. ([64] with permission from Nature Publishing Group)
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10.4.4 � Detecting One Glomerulus in the Presence of Other 
Activated Glomeruli

At this point, we had shown that mice can detect stimulation of a single glomerulus 
in isolation. But this is an unnatural condition—odors typically activate many glom-
eruli. To better approximate a natural stimulus, we next presented odor and light 
stimuli simultaneously. In a previous study, the Bozza laboratory had performed 
electrophysiology on isolated M72-expressing OSNs while stimulating them with 
a large panel of odorants [74]. From this work, we knew which odorants were M72 
ligands and which were not. We reasoned that M72 ligands should be able to mask 
light stimuli, rendering them less detectable, while non-M72 ligands should leave 
light detection unaffected (Fig. 10.5a).

Fig. 10.5   Detecting single-glomerulus stimulation in the presence of odor. a Diagram of the glo-
merular array’s ( circles) responses to paired odor and light stimulation. The M72-ChR2 glom-
erulus is colored yellow, and the blue dot indicates photostimulation. M72 ligands activate many 
glomeruli, including the M72 glomerulus ( orange-filled circles). Non-M72 ligands stimulate other 
glomeruli ( green-filled circles), but not the M72-ChR glomerulus. b Light detection performance 
in the presence of odors—for individual mice ( black symbols) and across-mouse mean ± s.d. 
( bars ± error bars). Colors indicate the presence of no odor ( gray), M72 ligands ( orange) and M72 
non-ligands ( green). (Smear et al. 2013 with permission from Nature Publishing Group)
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To test this prediction, we tested the mice in an odor + light condition. In odor 
sessions, an odor was presented on each trial, and whether that trial was a go or a 
no-go was determined by the presence or absence of the light stimulus. The light 
stimulus power we used for these experiments was adjusted to evoke ~ 75 % perfor-
mance in the absence of odor. We used 6 odors totally, 3 M72 ligands (ethyl tiglate, 
methyl salicylate, and methyl benzoate) and 3 M72 non-ligands (carvone, hexanal, 
and octanoic acid). In each odor session, only one of these odors was used. Daily 
odor sessions alternated with no-odor sessions, so the sequence was (1) ligand odor 
session, (2) no-odor session, (3) non-ligand odor session, and (4) no-odor session. 
By repeating this sequence, we cycled through all 6 odors.

We found that the presence of M72 ligands reduced detection of light stimuli to 
chance or near-chance levels (Fig. 10.5b). In contrast, the non-M72 ligands had no 
effect on light detection performance. Taken together, the odor specificity of these 
results further supports the assertion that our light stimuli are detected via ChR2 ex-
pressed in M72-positive OSNs. Furthermore, activation of a single glomerulus can 
be detected on a background of many odor-activated glomeruli. Thus, the smallest 
possible change in the ensemble of activated glomeruli is perceptible.

10.4.5 � Amplitude Discrimination

We next investigated whether glomeruli are binary. Can different amplitudes of 
glomerular stimulation be discriminated? To answer this question, we referred to 
the power detection function I discussed above. Specifically, we worked within 
the laser power range in which detection performance of the mice was high and 
asymptotic, and we tested whether mice could discriminate among intensities in this 
range (Fig. 10.6a, Top). Since we know that even the lowest power of stimulation 
was easily perceptible, we ensure that we are not merely using subthreshold stimuli 
for the low intensity. In other words, we know that the mice must be performing a 
discrimination and not a detection task. We found that mice could indeed discrimi-
nate among light powers down to a twofold difference (Fig. 10.6b, Bottom). Thus, 
an individual glomerulus’ contribution to perception is not binary in the amplitude 
domain. Amplitude-of-activation coding can drive olfactory perception.

10.4.6 � Sniff Phase Discrimination

Another variable for which a single glomerulus’ perceptual contribution may not be 
binary is in the time domain, specifically in sniff phase. Previously we had shown 
that mice can discriminate different sniff phases of activation when many OSNs are 
activated. Can mice discriminate sniff phases when only one glomerulus is activat-
ed? To test this, we repeated the sniff phase discrimination paradigm we had used 
with OMP-ChR2 mice: A stimulus early in the sniff cycle defines a go trial, while 
the stimulation occurs later in the sniff cycle in no-go trials (Fig. 10.6b, Top). We 
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found that even with only one glomerulus, mice are able to discriminate different 
timings in the sniff cycle, down to a 25-ms latency difference (Fig. 10.6b, Bottom). 
This is not as small a latency difference as is discriminable by OMP-ChR2 mice 
(10 ms), but still quite acute. This demonstrates that another coding variable, sniff 
phase, is not binary, but can signal through different discriminable timings.

10.4.7 � Multiple Perceptible Signals Through One Glomerulus

Our results demonstrate that a single glomerulus can send multiple signals to per-
ception. The large size of the OR gene family and the concomitantly large number 
of glomeruli in the OB endow a glomerular identity code with an enormous combi-

Fig. 10.6   Amplitude and timing differences discriminated through a single glomerulus. a Ampli-
tude discrimination. Mice discriminated a high stimulus power ( dark blue, go stimulus) from lower 
stimulus powers ( light blue, no-go stimulus). Performance of individual mice as a function of the 
ratio between high and low powers ( black symbols), and mean ± s.d. ( thick black line and shaded 
region; n = 5 mice) are shown. b Latency discrimination. The diagram shows light timing relative 
to the sniff cycle. Inhalation ( pink) and exhalation ( orange) are indicated. Mice discriminated laser 
pulses delivered early in the sniff cycle ( go) from pulses that occurred later ( no-go). Performance 
of individual mice ( black symbols; n = 4 mice) and mean ± s.d. ( thick black line and shaded region). 
(Smear et al. 2013 with permission from Nature Publishing Group)
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natorial capacity. Our results in the odor + light experiments strongly pertain to this 
point, especially the lack of masking we observed in the experiments in which non-
M72 ligand odors were combined with photostimulation. We showed that a large 
array of active glomeruli can be discriminated solely on the basis of the presence 
or absence of activity in one glomerulus. Mice can perceive the smallest possible 
change in the glomerular identity code, which indicates that circuits downstream of 
the glomeruli can use the full combinatorial capacity of the glomerular array.

We also have shown that a glomerulus can signal more than its identity—its sig-
naling capacity is more than all or nothing. It has long been known that glomeruli 
can activate with different amplitudes [5, 59] and timings [13, 68] depending on 
stimulus properties. Our demonstration, that mice can discriminate different am-
plitudes and timings, guarantees that circuits in the bulb and beyond can read these 
neural coding parameters.

These results raise a perplexing question: when there are so many glomeruli, 
why should one be so powerful? We can only speculate here, but the answer likely 
lies in the fact that natural olfactory scenes are complex. In a single sniff, a mouse 
may take in hundreds of volatile molecules emitted by several environmental sourc-
es. Furthermore, the temporal structure with which different odors hit the nose is 
complex, since odor propagation depends on convection and turbulent flow.

An olfactory function for which high-capacity glomeruli would be especially 
useful is the “olfactory cocktail party problem,” the challenge of parsing the dif-
ferent molecules entering the nose simultaneously into distinct odor sources [29]. 
One example of this problem is detecting a faint odor in the presence of multiple 
background odors. If even one glomerulus can make a perceptual contribution, then 
it will be less likely for background odors to “occlude” a less concentrated odor of 
interest. Furthermore, having graded signaling capacity in individual glomeruli may 
improve the animal’s ability to navigate to an odor source. To navigate, the animal 
needs to be able to discern concentration differences at different points in space and 
time. Sensing concentration differences may be, at least in part, mediated by graded 
signaling in single glomerulus [28, 45]. If so, an animal could track an odor source 
even when very few glomeruli are uniquely activated by the odor of interest.

Neural activity in the olfactory system and the rest of the brain is structured in 
space and time. By analyzing different features of this spatiotemporal structure, 
researchers can infer what that activity represents. Such inferences are inherently 
limited. How can we know that the brain decodes neuronal activity the same way 
that we do? Here I have demonstrated one approach to this question. We have used 
optogenetics to dissect the activity patterns of OSNs into putative coding variables 
(identity, amplitude, and sniff phase) and asked whether an animal can perceive 
these features in isolation. Our demonstration that each of these cues is perceptible 
shows that circuits downstream of the OSNs possess mechanisms to preserve the 
information they encode and ultimately to transform this information into a percep-
tual report.
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10.5 � Dissecting Neural Codes Outside the Olfactory 
System

This strategy should be generalizable to other neural structures or systems. For ex-
ample, our approach could enable testing of various other phase/latency coding 
hypotheses [72], especially in sensory systems where the timing of neuronal activity 
relative to sampling behavior might be relevant, as in vibrissal somatosensation [17, 
20] or visual latency coding [23, 25, 55]. Beyond the sensory periphery, our strategy 
may also help dissect putative temporal cues in central systems, for example, in the 
phase precession of hippocampal place cells [10, 30, 51].

10.5.1 � Neural code Dissection—Extensions of the Strategy

Can our approach “solve” a neural code? Not on its own. There are two major 
limitations in interpreting this type of experiment. The first pertains to the choice 
of behavioral tasks. Using operant behavior in detection or discrimination tasks can 
tell us that an animal can discern some coding cue, but tells us nothing about what 
the cue “means” to the animal. To close this gap, we could attempt to mimic one 
of these cues as the animal performs some natural behavior. For example, when 
activity is advanced earlier in the sniff cycle, what changes in the animal’s percep-
tion? Above, I presented evidence in favor of the idea that sniff phase encodes the 
intensity of receptor activation [28, 61, 72]. This would therefore be a candidate 
mechanism through which the animal encodes the concentration of incoming odor 
stimuli. Olfactory navigation, a natural behavior, is based on measurement of con-
centration differences across space (in this case, a difference across the nostrils) and 
time (through differences across consecutive sniffs). We could therefore attempt to 
create fictive navigation, in which we mimic the sniff phase cue, giving stimuli at 
progressively earlier sniff phase as the animal gets closer to a fictive odor source. If 
we can guide an animal to such a fictive odor source solely with phase coding, this 
would be strong evidence that sniff phase indeed encodes the intensity of receptor 
activation.

The second limitation to this type of experiment is that it is essentially a suf-
ficiency test. We can show that the animal can perceive an experimentally manipu-
lated coding feature. Whether that feature is actually used in perceiving natural 
stimuli remains an open question. What is needed to complement our strategy is a 
necessity test: selectively take away some aspects of the code and characterize the 
extent to which behavioral performance suffers in its absence. For example, in the 
case of sniff phase coding in the olfactory system, we would want to selectively 
disrupt the temporal pattern of activity, while preserving the amount and spatial pat-
tern of that activity. We would examine the effect of this disruption on performance 
in some olfactory behavioral task. Such a manipulation would be very difficult, 
but perhaps possible now that red-shifted opsins are becoming available [35, 42]. 
Simultaneously expressing spectrally separated optogenetic actuators and inhibitors 
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may enable us to insert and remove spikes from a given neuronal population. This 
could provide the necessity test that neural code dissection needs.
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