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Abstract Swarm based techniques have huge application domain covering multiple
disciplines, which include power system, fuzzy system, forecasting, bio-medicine,
sociological analysis, image processing, sound processing, signal processing, data
analysis, process modeling, process controlling etc. In last two decades numerous
techniques and their variations have been developed. Despite many variations are
being carried out, main skeleton of these techniques remain same. With diverse
application domains, most of these techniques have been modified to fit into a
particular application. These changes undergo mostly in perspective of encoding
scheme, parameter tuning and search strategy. Sources of real world problems are
different, but their nature sometimes found similar to other problems. Hence, swarm
based techniques utilized for one of these problems can be applied to others as well.
As sources of these problems are different, applicability of such techniques are very
much dependent on the problem. Same encoding scheme may not be suitable for the
other similar kind of problems, which has led to development of problem specific
encoding schemes. Sometimes found that, even though encoding scheme is com-
patible to a problem, parameters used in the technique does not utilized in favor of
the problem. So, parameter tuning approaches are incorporated into the swarm based
techniques. Similarly, search strategy utilized in swarm based techniques are also
vary with the application domain. In this chapter we will study those problem
specific adaptive nature of swarm based techniques. Essence of this study is to find
pros and cons of such adaptation. Our study also aims to draw some aspects of such
problem specific variations through which it can be predicted that what kind of
adaptation is more convenient for any real world problem.
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1 Introduction

Advancement of technology has led real world problems to become complex and
more challenging. To acquire requisite quality of such advanced technology,
associated problems needed to solve intelligently and efficiently. In these days
intelligent techniques become very popular for solving such technology oriented
problems. There are variety of ways to solve a single problem, so it is very crucial
to decide exactly which cases an intelligent technique needs to be adopted. There
are few aspects of such decision. Firstly, the problem in hand has to be feasible for
an intelligent technique. There has to be a plug point in the problem where such
techniques are to be plugged in. Secondly, even if problem is found suitable for
intelligent techniques, the best possible technique has to choose from the archive of
numerous techniques available. Lastly, which of the multiple versions of selected
technique will be most suited for the problem has to be decided.

Before considering any intelligent technique, feasibility analysis of the problem
as well as available techniques have to be carried out. Once suitable technique is
found, arises another key issue in implementation of the technique with respect to
the problem. As far as swarm intelligence techniques are concerned, mostly were
developed for solving optimization problems. Again when we say optimization
problem, it covers huge domain. There are different types of optimization problems
and have special characteristics of each. Very basic notion of optimization is to find
best possible solution from a set of solutions (referred as solution space) to any
problem. Corresponding problem with solution space can be summarized with
some functions, generally referred as objective function or fitness function. Some
problems require constraints along with the functions to define solution space, that
case problem is referred as constrained optimization problem. If problem is defined
with linear objective functions and constraints, problem is called linear optimization
problem, otherwise it is termed as nonlinear. Hence, optimization problems can be
categorized as linear or nonlinear on the basis of linearity in the problem definition.
Objective functions can be continuous or discrete, accordingly problems are
referred as continuous and combinatorial optimization problem respectively. Most
of the real world problems experience several constraints, sometime those con-
straints are defined with nonlinear functions. Often such problems require multiple
objective functions to optimize with necessary constraints, referred as multi-
objective optimization problem. Solution space may have several preferred solu-
tions, each of them represents best solution and cannot be dominated by other. In
this case we have best solution set instead of one best solution, such problems are
referred as multi-modal optimization problems. Determination of possibles best
solution set is very important to engineering problems, but due to constraints
present in the problem, best solutions may not always be realized. Both single and
multi-objective problem experiences such hurdles along with diverse constraints
and linearity. Todays technology oriented problems become more complex with
these issues associated with the problem.
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Each kind of optimization problem can be solved very efficiently with some
specific techniques. These techniques include mathematical approaches such as
linear programming (Matoušek and Gäartner 2007; Todd 2002; Wiki 2014), non-
linear programming (Borwein and Lewis 2010; Ruszczynski 2006) and iterative
techniques (Wiki 2014) as well as numerous heuristic approaches such as Evolu-
tionary Algorithms (Rechenberg 1994; Schwefel 1994; Yan et al. 2005), Genetic
Algorithms (Deb et al. 2002; Holland 1975), Swarm Intelligence (Dorigo 1992;
Karaboga 2005; Kennedy and Eberhart 1995; Rashedi et al. 2009; Shah-Hosseini
2008, 2009) and other nature inspired methods. In these days heuristic approaches
have gained popularity specially Genetic Algorithms and Swarm Intelligence
techniques. Applications of almost all fields utilize swarm intelligence techniques in
their specific problems. As mentioned above, swarm intelligent techniques are uti-
lized mainly for solving optimization problem. These techniques are inspired from
chemical, biological and physical phenomenon of nature. Extensively used
approaches in various applications include Particle Swarm Optimization (PSO)
(Kennedy and Eberhart 1995), Ant Colony Optimization (ACO) (Dorigo 1992),
Artificial Bee Colony (ABC) (Karaboga 2005), Gravitational Search Algorithm
(GSA) (Rashedi et al. 2009) and Intelligent Water Drop (IWD) (Shah-Hosseini
2008, 2009). In this chapter we will try to cover these popular swarm based tech-
niques in perspective of their applicability to numerous problems. These techniques
have undergone several changes. We will study those changes with respect to their
applications and try to draw key issues behind such changes. Variety of applications
of different domains as well as frequent variation within the technique create chaos.
Induced several confusions regarding selection of suitable technique for the appli-
cation. We will try to address those issues and summarize them in a generalized
manner for all the applications. We will also try to generalize issues regarding
variations of techniques and their applicability throughout the chapter.

Rest of the chapter is organized as follows: Section 2 surveys various works
which presents applications of swarm based techniques and extrapolates trade off
between applications and swarm based techniques. Section 3 provides brief intro-
duction to popular swarm based approaches and generalize these techniques into
common framework. Section 4 addresses issues related objectives behind incor-
poration of swarm based approaches, probable plug points in any application and
suitable problem types. Considering these constraints a generalized framework is
presented for any application and such techniques. Section 5 presents various
encoding schemes of applications to fit swarm based techniques and encoding
related changes in techniques. Section 6 explains strategic changes of swarm based
techniques. Section 7 illustrates parameter tuning related issues of swarm based
techniques. Section 8 discusses various application related problems, advantages
and difficulties. Finally, concluded in Sect. 9.
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2 Related Work

Several application centric studies on Swarm Intelligent (SI) techniques have been
done. Main focus of this brief survey is to cover the kind of works related to
the application have been done rather than covering those works and draw application
related issues. Numerous studies have been done related to application and SI tech-
niques. Most of those studies were specific to a particular approach (Al Rashidi and
El-Hawary 2009; Borwein and Lewis 2010; Chandrasekhar and Naga 2011; Janacik
et al. 2013; Kameyama 2009; Kothari et al. 2012; Kulkarni and Venayagamoorthy
2011). Some studies are even more specific to single problem of one particular
application domain (Al Rashidi and El-Hawary 2009; Chandrasekhar andNaga 2011;
Kulkarni and Venayagamoorthy 2011). There are several applications in single
domain which have utilized SI techniques (Al Rashidi and El-Hawary 2009; Kulkarni
and Venayagamoorthy 2011).

Several surveys on various applications of SI techniques covering multiple
domain have been done (Chandra Mohan and Baskaran 2012; Monteiro et al.
2012). Such studies are often done by considering a single variant of any SI
technique such as multi-objective (Reyes-Sierra and Coello 2006), parallel versions
(Chu et al. 2003; Schutte et al. 2004; Vanneschi et al. 2012) and so on to different
application domains. With these studies one can have an intuitive idea about
problems of various domains which could absorb such approach. Problem specific
study, associated issues of the problem and study of solution to that problem which
covers numerous techniques including SI techniques have often done (Al Rashidi
and El-Hawary 2009; Kulkarni and Venayagamoorthy 2011). Such study gives an
overall idea of various techniques to solve that problem, but internal matters of
those techniques remain unclear, which is the source of confusion regarding which
one of the available techniques will be better for the problem.

Generalized studies that covers all application domains where intelligence tech-
niques are utilized, have not been done yet. Studies done earlier also not based on
applicability. No clear idea has been come out from previous studies about the way
which would be better for incorporating any intelligent techniques into an applica-
tion. Numerous studies about applications and swarm techniques (Al Rashidi and
El-Hawary 2009; Chandra Mohan and Baskaran 2012; Chandrasekhar and Naga
2011; Eslami et al. 2012; Kameyama 2009) have been done. But, study related to
usability of any intelligent technique in an application, like what points have to be
taken care of, which changes have to be done in application in order to fit the
technique in hand has not been done yet. At present, a single approach have several
variants and each variant has specific characteristics (Chandra Mohan and Baskaran
2012; Kameyama 2009; Monteiro et al. 2012). Suitable variants of any SI technique
for any particular application has not been done yet. Problems faced (Yang et al.
2007) during implementation of SI techniques into an application and solutions to
those problems are given. Whether those problems can be arise in other application
or if arises whether same solution can be suitable for that application, such issues
have not been surveyed yet. Off course, different variants of SI techniques proposed,
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addition of new parameters and tuning of various parameters have often been sur-
veyed (Kameyama 2009), sometime such study extended to various applications.

Intuition behind introduction of a new technique to solve any problem is to apply
in real life problems and solve associated problems more efficiently. Hence, gen-
eralized study would be more realistic and helpful to the society of diverse appli-
cation domain rather than any particular application specific study. SI techniques in
particular covers huge application domain. In this case, generalized study with
comparative analogy to the applications of multiple domain will be more helpful.
Implementer of any domain can have an intuitive idea about applicability of such
techniques into the specific applications of any domain.

3 Swarm Intelligences

Swarm intelligent (SI) techniques are heuristic stochastic search processes. SI
approaches can be generalized as follows: all approaches are initiated with a set of
solutions called population, then in successive steps each candidate of the set learns
collectively from other candidates and adapts itself in accordance to the solution
space. Strategy incorporated and learning mechanism of these techniques mostly
mimic the natural facts and phenomena. Such nature inspired mathematical models
can be plugged into one framework. In this section we will brief popular SI tech-
niques and try to wrap up in one generalized framework.

3.1 Particle Swarm Optimization

Particle Swarm Optimization (PSO) originally introduced by Kennedy and Eberhart
in 1995 (Kennedy and Eberhart 1995). Basic intuition behind PSO was simulation
of cooperative learning mechanism of bird’s flocking. Flying birds in flock show
learning through individual’s experience and follow other. One of them leading the
flock and other follows that leader. Once leader changes, immediately all other
individual including previous leader begin following it. This process continues until
reach their destination. Kennedy and Eberhart formulated this process into a
mathematical model with two very simple equations. One of those equations was
analogous to the position and other one was analogous to the velocity of bird or
particle. Experience of individual particle was conserved as personal best i.e. any
particle experienced best position so far. Experience of flock or swarm or popu-
lation was conserved as global best i.e. the best position experienced by the swarm
so far. These experiences were used to learn and control velocity of particle.
Finally, particles moved to new position with learned velocity. So each particle in
solution space are associated with position and velocity. Velocity and position
equation proposed by Kennedy and Eberhart in original PSO are shown below:

Swarm Intelligence Techniques … 257



Viðt þ 1Þ ¼ ViðtÞ þ C1R1½XpbðtÞ � XiðtÞ� þ C2R2½XgbðtÞ � XiðtÞ� ð1Þ

Xiðt þ 1Þ ¼ XiðtÞ þ Viðt þ 1Þ ð2Þ

Here, t denotes discrete time steps, XiðtÞ denotes the position vector of particle i and
ViðtÞ denotes the velocity vector of a particle in the solution space at time step t,
XpbðtÞ be the position vector of particle i’s personal best position so far and XgbðtÞ be
the position vector of global best particle so far. R1 and R2 are the vectors of uniform
random values in range (0, 1). Parameters C1 and C2 are the cognitive acceleration
coefficient and social acceleration coefficient respectively. Xiðt þ 1Þ and Viðt þ 1Þ
denote new position and velocity vector at time step t þ 1 respectively.

This strategy can be easily fitted into the generalized SI process as shown in
Fig. 1. Only requirement is to represent particle set as vectors of position and
velocity. Once we have initial velocity and position of each individual particle, we
can update iteratively with strategic Eqs. (1) and (2) until the attain desired
approximated position. Actual strategy behind the PSO lies in these two equations.
This basic version of PSO has been modified significantly over the years to improve
performance, those have been studied in coming sections in perspective of
applications.

Fig. 1 Generalized flow diagram of swarm intelligence technique. Strategy of any SI technique can
be inserted into the generalized process once population is initialized in accordance of the strategy
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3.2 Ant Colony Optimization

Ant colony optimization (ACO) is inspired by foraging behavior of ants. Ants
deposit pheromone to mark the favorable path and that path is followed by other
member of the colony to collect foods. Over the time pheromone evaporates and
hence, relative attraction to that specific path decreases. As much time an ant takes
to travel to and fro from source to destination, proportionate amount of pheromone
evaporates by that time. Summarily smaller path takes less time, which implies less
evaporation, so density of pheromone becomes higher. Therefore, if one ant finds a
good (i.e., short) path from the source to destination, other ants are more likely to
follow that path. Artificial ant system has to do two main tasks: updating phero-
mone and selection of path with maximum pheromone densities to reach destina-
tion. To acquire ACO method, solution space is represented with graph. The
pheromone τij, associated with the edge joining nodes i and j, is updated as follows:

sij  ð1� qÞ � sij þ
Xm
k¼1

Dsij ð3Þ

where, ρ is the evaporation rate, m is the number of ants, and Dsij is the quantity of
pheromone deposited on edge (i, j) by ant k. Dsij is measured with a ratio Q=Lk if
ant k used edge (i, j) in its tour, if not considered 0 value, where Q is a constant, and
Lk is the cost of the tour constructed by ant k.

ACO adopts probabilistic approach to select path. This probability depends on
priori desirability represented by attractiveness ηij of the move and posteriori τij of
the move, indicating how desirable it has been in the past to make that particular
move. When an ant k is at node i then the probability of going to node j is given by
the equation below:

pkij ¼
saij � sbijP

j2allowedj s
a
ij � gbij

ð4Þ

Here, τij is the amount of pheromone deposited for moving from node i to j, α is a
parameter to control the influence of τij which takes greater than equal to 0 value, β
is another parameter to control the influence of ηij which takes value greater than
equal to 1. ηij is the attractiveness of edge (i, j) which is considered as inverse of
cost of the edge (i, j).

In each iteration ants add new transition to construct final solution and update
pheromone level in the path. Once solutions are represented with graph and ini-
tialize ants accordingly, ACO can be fitted in general framework.
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3.3 Artificial Bee Colony

Karaboga introduced Artificial Bee Colony (ABC) (Karaboga 2005) algorithm by
modeling foraging behavior of bee. Artificial bee colony have groups of three kind
of bees employed bee, onlooker bee and scout bee. Employed bee and onlooker bee
are responsible for determining amount of food present in the food source. One
employed bee is assigned for every source of food. Employed bee become scout if
food source assigned to it is exhausted.

Basic strategy of ABC consists three steps: (1) move the employed and onlooker
bees onto the food sources to determine food amounts, (2) determine scout bees
from employed bees, and (3) direct scout bees to search new food source. Position
of food source found by scout bees represents a possible solution to the problem
that has to be optimized. Onlooker bees are placed probabilistically to each food
source. As the quality of food source increases, the probability with which the food
source chosen by onlooker bees is also increases. Natural scout bees have no
guidance for exploring new food sources, but artificial bee can explore solution
space as a task to find new food sources strategically. This has led to fast discovery
of feasible solution that are represented by food sources. If within the predetermined
number of trials a solution representing a food source does not improved, then that
food source is abandoned by associated employed bee and converted to a scout.

This strategy can be incorporated into generalized SI framework by interpreting
group of solutions as artificial bees. Divide population into three groups as men-
tioned above and perform task accordingly.

3.4 Gravitational Search Algorithm

Main inspiration of Gravitational search algorithm (GSA) was taken from Newton’s
law of universal gravitation and laws of motion. Every point in solution space is
considered as a searching agent having mass. Searching agents of GSA are con-
sidered as objects and their performance is measured by their masses. Due to
gravitational force each object attracts other objects. Object with lower masses
will be attracted towards the object with heavier mass. Heavy masses represent
comparatively better solution and moves slowly. Another fact of physics is also
considered, according to which objects in space do not feel uniform gravitational
force due to varying gravitational constant. Actual value of gravitational constant G
depends on the age of the universe. So gravitational constant G(t) at time t can be
computed as follows:

GðtÞ ¼ Gðt0Þ � t0
t

� �b
; b\1 ð5Þ
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Here, G(t0) is the value of the gravitational constant at the first cosmic quantum-
interval of time t0. This varying G(t) is used to compute total force Fd

i exerted on
agent i from direction d in the space. Due to this force agents are accelerated
towards each other. Acceleration of any agent i having mass Mi at time t in direction
d is computed with the equation presented below:

adi ðtÞ ¼
Fd
i ðtÞ

MiðtÞ ð6Þ

The position velocity of each agent is updated with laws of motion as follows:

vdi ðt þ 1Þ ¼ R� vdi ðtÞ þ adi ðtÞ ð7Þ

xdi ðt þ 1Þ ¼ xdi ðtÞ þ vdi ðt þ 1Þ ð8Þ

Here, xdi ðt þ 1Þ and vdi ðt þ 1Þ are the position and velocity of agent i in direction
d at time t þ 1. R is an uniformly distributed random variable within range ð0; 1�.
This strategy can be fitted into generalized framework of SI by considering pop-
ulation as set of searching agents.

3.5 Intelligent Water Drop

Intelligent Water Drops (IWD) algorithm was introduced by Shah-Hosseini (2008).
IWD simulates flow of river water. It seems that natural river often follows
favorable paths among lots of possible different paths on the ways from the source
to destination. Paths through which water flows in rivers may have several twists
and turns, but always chose best possible path. Intelligence behind those twists and
turns are the key inspiration of the IWD algorithm. Those approximate best paths
are resulted by the actions and reactions, which occur among the water drops and
the water drops with the soil. Considering these aspects IWDs are created with two
properties soil and velocity. Solution space is represented with a graph. IWDs are
distributed over the graph and starts moving through edges. An IWD flows from a
source to a destination. Initially IWDs have velocity but zero soil. During move-
ment from one node to another, removes soil from the path and gain speed.
Increment in velocity of an IWD is non-linearly and inversely proportional to the
soil present in the path. Therefore, the IWD become faster in a path with less soil.

Three things happening during movement of IWDs in graphically represented
solution space. Firstly, IWDs gain velocity and gather soil from the path they
moved through. Secondly, proportionate amount of soil is removed from the path of
the graph through which they move. Time factor is used during removal and
addition of soil. Less the time to pass IWD through a path can remove larger
amount of soil. The time is proportional to the velocity of the IWD and inversely
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proportional to the distance between the two nodes. Lastly, IWD needs to chose
path to next node from the multiple paths. Mechanism to chose path is that the IWD
prefers path with less soil. Hence, paths with less soil have higher chance to get
chosen by an IWD.

The strategy looks very similar to ACO. Pheromones are deposited through the
path an ant moves and with the time pheromone decreases as it evaporates. In case
of IWD, soil is removed from the path when an IWD moves through it. Only
difference is changes to the path is constant in case of ACO, whereas in case of
IWD these change are dependent on velocity and soil gained by an IWD. This
strategy can be fitted to the generalized SI framework once we have initial soil and
velocity. In coming sections application and variation related issues with SI tech-
niques explained above are addressed, and also extended to other remaining SI
techniques in a generalized form.

4 Applicability of SI Techniques

An application is a composition of several sub-applications or modules. Each
module may be an explicit and working application. Considering the feature
selection problem of pattern recognition, it has several applications such as Medical
disease diagnosis (Selvaraj and Janakiraman 2013), salient object detection (Singh
et al. 2014) etc. Salient object detection can be used in surveillance systems (Graefe
and Efenberger 1996), image retrieval (Amit 2002; Gonzalez and Woods 2002),
advertising a design (Itti 2000) etc. All these abstract level applications in back-
ground require feature selection. Often intelligent techniques are used for feature
selection (Selvaraj and Janakiraman 2013; Singh et al. 2014). Similarly, several real
world applications at different level of abstraction require intelligent techniques in
background to solve associated problems. Sometime, intelligent techniques are
hybridized with classical methods (Ranaee et al. 2010). Hence, even if an appli-
cation in hand not directly incorporate intelligent techniques in it, alternatively can
be hybridized with classical approaches to improve efficiency.

Application systems may have several control parameters that decide overall
behavior of the system. Behavior of any system can be depicted as function of control
parameters of that system. To optimize such functions optimization techniques are
utilized. Intuitively there may have two kinds of objectives behind using any opti-
mization technique. First one is about finding optimal values of the function for the
system. Second one is to find optimal settings of control parameters for the system.
Both objectives are interrelated, as optimal value of the function implies optimal
settings of control parameters. Normally it looks both are inseparable, but depending
on how the application will going to be benefited with the optimization techniques,
one can get clear indication about the notion of objective behind incorporation of such
techniques. Both kind of objectives can be understood with very general application
such as Traveling Salesman Problem (TSP) (Dorigo et al. 2006; Shah-Hosseini 2009).
Normally, main aim of TSP is to find shortest route to visit all cities. It is clear that
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salesman would be benefited with shortest route obtained through any optimization
technique. If a vendor gives salary to the salesman depending on the distance, then the
route obtained is irreverent to the vendor. In this case simply the minimum distance
matters, no matter what route salesman have followed. TSP fitness function is con-
sidered as sum of distances among all cities, here distance between any two cities acts
as control parameter to the system. To utilize optimization technique, both vendor and
salesman will consider same function as both needed minimum distance to cover all
cities. But at the end, salesman uses the route obtained with minimum distance i.e. the
control parameters and vendor uses minimum distance i.e. the function value.

Concept of background objective for incorporating SI techniques can be
understood with other examples. Equalizer plays very important role in digital
transmission system. Das et al. (2014) used Artificial Neural Network (ANN) for
channel and co-channel equalizer. ANN has three main components i.e. weight,
network topology and transfer function. ANN with specific topology and transfer
function, performs well when weights are suitable. ANNs are trained to obtain
suitable weight and this application used PSO to do so. This application is of
second kind as it grasps trained ANN to equalizer not the fitness value. Similarly,
application to feature selection mostly used features corresponding to the best
accuracy (Ranaee et al. 2010; Selvaraj and Janakiraman 2013; Singh et al. 2014).

Whatever may be the intuition behind utilization of SI techniques finally
the technique has to be plugged in somewhere in the application. Implementer has to
detect such plug points in the application. Indication to those plug point can be
obtained by analyzing problems of application. Those plug points may be unclear or
dissimilar to the considered SI technique, in those cases encoding mechanism
(described in Sect. 5) is used to unite. A generalized model to incorporate of SI
technique in any application is presented in Fig. 2. SI techniques are very suitable for
NP-hard problems. Those complex problems suffer exponential worst case

Fig. 2 View of an application with swarm intelligence technique
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complexity. Hence, these problems require approximated solution which is relatively
good. SI techniques resulted high quality solution to those problem (Dorigo et al.
2006; Shah-Hosseini 2009). Real life application often experiences such problem. In
power system applications, problems such as optimal power flow is a NP-hard
problem (Alzalg et al. 2011). As explained above, an application have several
modules. Those modules may be of different kind of problems. Some of those
problems may be of NP-hard category. Summarily, one can get an indication to adopt
SI techniques to solve those problems. For example clustering is a NP-hard problem
(Kulkarni and Venayagamoorthy 2011). Many application of various domains
such as social network analysis (Honghao et al. 2013; Kumar and Jayaraman 2013),
image processing (Hancer et al. 2012), wireless sensor network (Kulkarni and
Venayagamoorthy 2011) used clustering for their respective problems. This is
notable that all these applications adopt SI techniques related to clustering. Hence,
detection of problem complexity can be used as good indicator to decide whether
associated application needed to grasp SI technique to solve the problem. Objective
behind such grasping may vary with problem to problem and can be decided on the
basis of problem. As mentioned above, clear objective and problem complexity of
associated problem can be handy to decide on applicability of SI techniques.

5 Encoding Schemes

SI techniques act as black box to the application and to implementers act as white
box. These techniques take control parameters and fitness function of an application
as input and gives optimal solutions as output. Irrespective of the application,
optimization techniques will result solution to any input. Those results may be
suitable for the application or may not be. It is the implementer who can judge and
manipulate the inputs with respect to the considered technique. Results are very
much dependent on representative inputs of the application to the SI technique.
Hence, representation of control parameters of an application in terms of input to
any SI technique is very important. Decision on such issues are very sensitive to the
application.

SI techniques use inputs to evaluate fitness or objective function that effects
control parameters of application and this function has to be optimized. Generally SI
techniques use Boolean or Decimal values to evaluate fitness function. If applica-
tion’s control parameters are not in the same form as the considered technique, then
control parameters have to be encoded so that it become required kind of values that
are to be used by the technique. Otherwise, application control parameters can be used
directly as input to the SI technique. The generalized mechanism of encoding scheme
is presented in Fig. 3 with suitable examples. When application control parameter
values are Boolean, actually in this case value of any control parameter indicates its
selection if value is 1 and deselection if value is 0. During encoding into Decimal,
control parameter values are taken together as Boolean string. All control parameter
values can be considered at once to represent a single Boolean string or grouped into
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different strings. In part (b) of Fig. 3 shows a single string to encode into Decimal
value.When application control parameter values are Decimal, they are either defined
as continuous or discrete values within some range. Each individual value of control
parameter is encoded into Boolean value of predefined bit size. In part (c) of Fig. 3
shows encoding into Boolean value of bit size 3. Each Boolean string is considered as
different input to multi-dimensional objective function of SI technique or considered
as single Boolean string for uni-dimensional objective function.

Despite of different encoding schemes, it is better to consider such a SI technique
which uses similar values as control parameters of application to avoid possible
pitfalls. Though such decisions are constraint to the application. Most of the SI
techniques including PSO, ACO and GSA use Decimal representation. Even if
encoding is not needed when inputs of SI technique and application control param-
eters are similar, results obtained may not be good. Hence, strategic changes (dis-
cussed in Sect. 6) to existing technique is adopted. In some cases require both kinds of
encoding schemes. For example feature selection problem uses both Boolean and
Decimal representation. Boolean representations are done by representing 1 if par-
ticular feature is selected and 0 otherwise. String of these binary values represented as
individual particles or solutions to the SI techniques (Chakraborty and Chakraborty

Fig. 3 Encoding mechanism of control parameters of any module of an application corresponding
to the inputs of SI technique. Encoding of Boolean to Decimal or Decimal to Boolean is presented
in (a), b shows Boolean to decimal encoding where SI technique uses decimal inputs to evaluate
objective function, and c shows decimal to Boolean encoding where SI technique uses Boolean
inputs to evaluate objective function

Swarm Intelligence Techniques … 265



2013; Selvaraj and Janakiraman 2013).However, assigning of weights to each feature
is done through Decimal representation (Singh et al. 2014). Features in the vector
indicatewhether they are selected or notwith predefined threshold values. Each vector
represents a solution. Another example is in (Das et al. 2014), particles are considered
as individual network, which comprises links and weights of these links between two
neurons and transfer function. Presence and absence of link can be represented as
Boolean, weights can be represented as Decimal and transfer function may give
Boolean values. Hence author used both kinds of encoding to represent particles.

Improperly detected control parameters may not be suitable for the application and
may show unexpected results. Even if suitable control parameters are indentified, it is
a matter of judgment whether to encode as Decimal or Boolean. Sometimes, appli-
cations may have control parameters that can not be represented either as Decimal or
Boolean. In such cases needed some functions to transform them either to Decimal or
to Boolean. Moreover, some applications don’t even have clear control parameters.
Implementer needs to be identified suitable control parameters from the application in
those cases.

6 Strategic Changes

Over the decades SI techniques have been undergone several strategic changes to
improve efficiency, reliability, scalability and solution quality. Those changes were
carried out irrespective of applications. Often used benchmark functions to test
those techniques. But, when those improved variants are applied to some real life
problems, found that they are not comply with the problem. It seems that they
perform better on some specific problems. Even though performed well on
benchmark functions, it cannot be generalize that same technique will perform
better in all problems as stated in no free lunch (NFL) theorem (Wolpert and
Macready 1997). Same method may show best result on some problem or even on
standard benchmark functions but may show worst result in other problems. Hence,
problem specific improvements were done to suit real life problem, but always have
exceptions. For example PSO often found better to feature selection when
hybridized with other approaches, but on the contrary hybridized ACO shows
degraded results on the same problem (Kothari et al. 2012).

Introduction of new strategy to the existing technique have added extra overhead
to the technique. Though shows better results than previous actual techniques, they
become more complex. Implementer has to look over more constraints in order to
realize actual variant of the technique. If we take a look at strategic changes of PSO,
it has undergone several modifications to the PSO originally introduced by Ken-
nedy and Eberhart (1995). Following the original version of PSO discrete variant
was also introduced by Kennedy and Eberhart (1997). Concept of constriction
factor was introduced by Cleric and Kennedy (2002). Fully informed PSO (FIPS)
was proposed by Mendes (2004), where every particle is informed about others
experience. This requires too high computation time. Linearly varying coefficients
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along with linearly varying weight introduced in Ratnaweera et al. (2004).
Implantation of linear variation requires two parameters to define upper and lower
limit. Hence, to perceive this concept requires six additional parameters, two for
each of three core parameters. Similar parameter related issues can be noted in
hybridized versions with Chemical Reaction Optimization (CRO) (Nguyen et al.
2014), which requires eight parameter to maintain, five for CRO and three for PSO.
Orthogonal learning approach proposed by Zhan and his colleague (Zhan et al.
2011), where used concept of orthogonal experiment design (OED). Factor analysis
part of this strategy consumes much computation time as compared to PSO without
OED. However, this version have resulted high quality solutions. Recently,
Ganapathy and his colleague proposed ortho-cyclic circle concept (Ganapathy et al.
2014) to PSO, which considers two level particles. Particles are identified as
belonging to a group referred as circles. These circles are also considered as high
level particles. Maintenance of two level particle and identification of circles has
added extra burden and make concept little bit complex. Similar problem can be
noted in case of ACO. Min-Max ant system (MMAX) (Stützle and Hoos 2000)
added bound on pheromone deposit, which required to maintain two extra
parameters. In rank-based ant system (ASrank) (Bullnheimer et al. 1997), solutions
are ranked in accordance of their cost. Ants are allowed to deposit pheromones
proportional to their derived solution cost. Ranking of ants based on the solution
cost is a time consuming process.

Advancement of strategy of a technique implies accumulation of new concept,
which may be complex in real sense. Basic and original version of SI techniques
found to be simpler than advanced versions of the same method. Hence, instead of
made strategic changes sometime parameters of existing SI technique are tuned to
improve results. Parameter tuning schemes on various SI techniques are explained in
Sect. 7. Moreover, Complex advance version cannot fit into the applications easily.
Hence, basic versions are used enormously even though results are comparatively
degraded than advanced versions. Methodology of SI technique (it may be advanced
version or basic version) often found to be incompatible with applications, those
cases the strategy has to be modified so that it comply with that application.

7 Parameter Tuning

SI techniques have specific parameters to perceive their strategic needs by tuning
those parameters. Collective aim of such tuning is to improve efficiency, raise
effectiveness, increase applicability of these techniques to practical problems. In
perspective of applications, parameters of SI techniques are tuned to comply with
application environment. Every application has its own environment and needs to
solve associated problems with respect to those environment. Techniques incor-
porated (including SI techniques) to solve such problems have to be practised in
terms of application environment. So, parameter values of any SI technique has to
be tuned in accordance of environment of the application. Some application may
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have constraints for those cases require additional parameters to fit the technique in
it. Hence, such application specific parameter tunings cannot be generalized for
other applications.

To account maximum application domains for any SI technique, require gen-
eralized parameters settings which can be used in any application and also needs to
ensure that those setting will result better. So, most of such tunings are carried out
with benchmark functions to test tuned parameter. Benchmark function based
parameter adjustments can be considered as generalized settings for applications of
different domain.

Generalized parameter tuning can be of two kinds, constant value based tuning
and strategic tuning. Universally used PSO have three parameters C1, C2, x. Initial
version of PSO had only two parameters C1 and C2. Later on suggested one more
parameter because, uncontrolled velocity often led to move particles much ahead of
optimal solution as expected, which implies divergence of particles from the
objective, resulting slow convergence of the process to the optimal solution. Shi and
Eberhart (1998a) has observed that velocity of particle has to be controlled in order
to control search scope of particle. To overcome this problem they introduced new
parameter inertia weight to control velocity of particle. Cleric and Kennedy has
done similar control by introducing constriction factor c instead of inertia weight
(Clerc and Kennedy 2002). They showed values of two coefficient have to be
1.4962, while inertia weight has to be 0.7968. Kennedy and his colleague (Kennedy
et al. 2001) shows value of C1 and C2 has to be 2. Apart from these constant value
based tuning, parameters of PSO also tuned strategically to act more friendly to the
applications of different domains. Shi and Eberhart (1999) has varied inertia weight
x linearly. Sometime added new parameters which might be for realization of
strategic tuning. For example, to vary x of PSO there has to be upper bound xup

and lower bound xlow. These newly introduced parameter also has to be tuned to
obtain better range of x for varying linearly. Shi and Eberhart (1998b) showed
values of xup and xlow are 0.9 and 0.4 respectively. Hence, tuning of parameters not
only done as constant value based or strategic tuning, but also can be done both
simultaneously. Parameter values obtained through constant value based tuning
may not suit some application, but strategic tuning can fit all application which
utilizes SI technique.

8 Discussion

Adaptation have to be done both from application side as well as SI techniques to
comply with each other. In order to fit SI techniques into diverse applications of
different domains have to be generalized. Such generalization has to be done in SI
techniques with respect to any application or benchmark problems. Generally,
control parameters of application varies with different application domain and the
environment of the application. SI techniques’ parameters and strategies have to be
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adjusted in accordance of control parameters of any application. Hence, parameters
and strategy of an SI technique have to be tuned in such a way so that it can be
grasped in any application without too many alternations both in SI techniques as
well as application control parameters.

Structure of most SI techniques are very similar and can be generalized in single
framework. Most of SI techniques treat solutions in similar way, only difference is
in their strategy. Generally, SI techniques represent solutions in Boolean string or
Decimal string. Some of the SI techniques consider multi level solution represen-
tation. Hence, to incase SI techniques in a generalized framework, solution repre-
sentation has to be done in perspective of strategy incorporated into the approach.
Once presentation of initial swarm is done with respect to strategy, swarm can be
updated strategically in a common loop by absorbing strategy of corresponding
approach.

SI techniques always have to go hand in hand with its application to solve
common problems. In order to mastery any of the SI techniques in applicability to
applications of various domains, compatibility of its strategy with the application
has to be increased. Applicability of any SI technique can be increased if its
parameters and strategy are generalized. Major issues observed for generalization of
SI techniques in perspective of applications can be stated as below:

• Diversity of applications.
• Numerous techniques available creating confusion.
• Constraints in applications.
• Encoding of application.
• Multiple variants of single technique.

Issues related to applicability of SI techniques to any application:

• Selection of suitable technique for an application is very important task and
always have confusions. Generally, simpler and effective techniques are the
good criterion for selection of SI technique.

• Normally have two objectives behind the utilization of any SI technique, either
it is the objective function value or the control parameters.

• Application associated problems have to be encoded in perspective of the
selected technique to realize problem in that technique.

• Problem characteristics have be similar to problems where selected technique
performs comparatively better.

• During implementation may face confusion regarding which one to adapt, is it
the application or technique.

• Adaptation of application in terms of technique selected will be the better
option, but of course selected technique has to be good one.

• Parameters of selected technique have to be tuned with respect to application to
get good quality solution.
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Advantages of incorporation of SI techniques into applications:

• Concept of some techniques such as PSO are very simple and competitive to
other approaches.

• Simpler techniques just need to identify application problem’s control param-
eters in order to consume strategy of the technique.

• Techniques with less parameters and simple strategy can easily fit into variety of
applications of different domain.

• Generally SI techniques requires only a few steps i.e. initialize swarm and iterate
with corresponding strategy.

• SI provides framework to solve collective or distributed problems through a
global view model with decentralized control.

• Can easily solve non-linear complex problems.
• Can easily solve hard problems such as NP-hard and NP-complete problems,

shows high quality approximated solution.
• Problem can be solved without any guidance through local shared information

and cooperative learning of SI technique.

Disadvantages of SI techniques in perspective of applications:

• Application complexity creates problems during absorption of SI techniques.
• Some advanced variants show very high quality solutions but technique become

complex and difficult to implement.
• SI techniques always give approximated result and have no grantee of good

solution.
• Most of the SI techniques have parameters which have to be tuned in order to

get better result.

9 Conclusion

Swarm based techniques have been applied enormously in real life problems. Most
of these techniques are inspired by nature and have a common aim to optimize.
Technology advances have led to solve problems more efficiently and more
effectively. To deal with the requirements of such advanced technology, associated
problem has to solve intelligently. SI techniques have been one of the repository for
such intelligence. To align with current technology, SI techniques have also been
improved. Though these advanced variations shown improvement in quality of
solutions, in parallel increases complexity of the approach and time requirement.
Also, creates confusion regarding selection of one from these too many techniques
along with their variants. Such application and SI techniques related issues have
been addressed in this chapter. Generalization of SI techniques can be one of the
solution to such issues, but due to constraints present at variety of applications this
solution can not be materialized fully. Another solution being noticed to this
problem is the utilization of simpler and relatively effective variant to applications,
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which not only meets quality requirements but also can easily deal with imple-
mentation related issues. Despite of numerous difficulties SI techniques gaining
popularity and also consuming enormously in various applications.
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