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Abstract In recent years, applications of internet and computers are growing
extremely used by many people all over the globe—so is the susceptibility of the
network. In contrast, network intrusion and information security problems are
consequence of internet application. The increasing network intrusions have placed
people and organizations to a great extent at peril of many kinds of loss. With the aim
to produce effectiveness and state-of-the-art concern, the majority organizations put
their applications and service things on internet. The organizations are even
investing huge money to care for their susceptible data from diverse attacks that they
face. Intrusion detection system is a significant constituent to protect such infor-
mation systems. A state-of-the-art review of the applications of neural network to
Intrusion Detection System has been presented that reveals the positive trend
towards applications of artificial neural network. Various other parameters have been
selected to explore for a theoretical construct and identifying trends of ANN
applications to IDS. The research also proposed an architecture based onMulti Layer
Perceptron (MLP) neural network to develop IDS applied on KDD99 data set. Based
on the identified patterns, the architecture recognized attacks in the datasets using the
back propagation neural network algorithm. The proposed MLP neural network has
been found to be superior when compared with Recurrent and PCA neural network
based on the common measures of performance. The proposed neural network
approach has resulted with higher detection rate (99.10 %), accuracy rate (98.89 %)
and a reduced amount of execution time (11.969 s) and outperforms the benchmark
results of six approaches from literature. Thus the analysis based on experimental
outcomes of the MLP approach has established the robustness, effectiveness in
detecting intrusion that can further improve the performance by reducing the com-
putational cost without obvious deterioration of detection performances.
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1 Introduction

In recent years, intrusion detection system (IDS) has attracted a great deal of
concern and attention. The webopedia English Dictionary (http://www.webopedia.
com/) defines intrusion detection system as “An intrusion detection system (IDS)
inspects all inbound and outbound network activity and identifies suspicious pat-
terns that may indicate a network or system attack from someone attempting to
break into or compromise a system.” (Heady et al. 1990). Heady et al. (1990)
describe intrusion as “any set of actions that attempt to compromise the integrity,
confidentiality or availability of a resource”. Even after adopting various intrusion
prevention techniques it is nearly impossible for an operational system to be
completely secure (Lee et al. 1999). Therefore IDS are imperative to provide extra
protection for being characterized as normal or legitimate behaviour of resources,
models and techniques rather than to identify as abnormal or intrusive. The IDS has
been formalized during the 1980s as a potential model (Denning 1987) to prevent
the incident of unauthorized access to data (Eskin et al. 2002). During the last two
decades has been categorized accepted definition of financial fraud, Wang et al.
(2006) define it as “a deliberate act that is contrary to law, rule, or policy with intent
to obtain unauthorized financial benefit.”

Therefore due to the immense expansion of computer networks usage and the
enormous increase in the number of applications running on top of it, network
security is becoming more and more significant. As network attacks have increased
in number and severity over the past few years, consequently Intrusion Detection
Systems (IDSs) is becoming more important to detect anomalies and attacks in the
network. Therefore, even with the most advanced protected environment, computer
systems are still not 100 % secure.

In the domain of intrusion detection, there is a growing interest of the application
and development of Artificial Intelligence (AI) based approach is (Laskov et al.
2005). AI and machine learning techniques were used to discover the underlying
models from a set of training data. Commonly used methods were rule-based
induction, classification and data clustering (Wu and Bunzhaf 2010). AI is a huge
and sophisticated field still growing and certainly not optimized for network
security. Definite effort will be required in AI to help its application to IDSs.
Development on that face will take place more rapidly if the opportunity of using
AI techniques in IDSs motivates more attention to the AI community. AI is a
collection of approaches, which endeavors to make use of tolerance for imprecision,
uncertainty and partial truth to achieve tractability, robustness and low solution
cost. As AI techniques can also be used for computational intelligence, different
computational intelligence approaches have been used for intrusion detection
(Fuzzy Logic, Artificial Neural Networks, Genetic Algorithms) (Yao et al. 2005;
Gong et al. 2005; Chittur 2001; Pan et al. 2003), but their potentials are still
underutilized. Researcher are also using a term computational intelligence that deals
with only numerical data to recognize patterns unlike that of artificial intelligence it
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has potential to computational adaptive, fault tolerant, maximizing speed, mini-
mizing error rates corresponding to human performance (Bezdek 1994).

Wu and Banzhaf (2010) commented that the popular domain of AI is different
from the CI. However there is neither full conformity on the exact nature of
computational intelligence nor there is any far and wide established vision on which
domain belong to CI: artificial neural networks, fuzzy sets, evolutionary compu-
tation, artificial immune systems, swarm intelligence, and soft computing. Majority
of these approaches are able to process the information using either supervised or
unsupervised learning algorithm. Supervised learning frequently constructs classi-
fiers known as a function mapping data observations to matching class labels for
misuse discovery from class-labeled training datasets. Classifiers are basically
viewed. On the other hand, unsupervised learning is different from supervised
learning due to non-availability of class-labeled data during the training stage and it
works on based on similarities of data points. Therefore it becomes a more suitable
approach to deal with anomaly detection.

Artificial Intelligence (AI) has recently been attracted significantly in the
development of Intrusion Detection System (IDS) for anomaly detection, data
reduction from the research community. Due to large trend of internet usage in the
last decade in a more complex and un-trusted global internet environment, the
information systems are inescapably uncovered to the growing threats. Intrusion
Detection System is an approach use to respond to such threats. Diverse IDS
techniques have been proposed, which identify and alarm for such threats or
attacks. The Intrusion Detection System (IDS) generates huge amounts of alerts that
are mostly false positives. The abundance of false positive alerts makes it difficult
for the security analyst to identify successful attacks and to take remedial actions.
Many of artificial intelligence approach have been used for classification, but they
alone are incapable of dealing with new types of attack which are evolving due to
the advent of real time data. To address with these new problems of networks,
artificial intelligence based IDS are opening new research avenues. Artificial
intelligence offers a vast range of techniques to classify these attacks. So to assist in
categorizing the degree of the threat, different artificial intelligence techniques are
used to classify the alerts, our research work will be based on analyzing the existing
techniques and in the process identifying the best algorithm for the development of
an efficient intrusion detection system.

The fundamental objectives of our contribution will be to explore for an optimal
intrusion detection system model based on Artificial Intelligence techniques and
evaluation perspective for performance of such predictive classification system.
Therefore, the objective is basically to provide solutions in developing a complex
system model. The principal chapter objectives of this research work can be
summarized as:

1. Undertake detailed study on anomaly based intrusion detection systems.
2. Exploring the research trend for security challenges of ID based on anomaly

detection after critical appraisal of the existing methodologies for intrusion
detection system.
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3. Propose a suitable methodology for anomaly detection using KDD99Cup
Dataset. Specifically, the research work focuses on the followings:

(a) To extract the data, normalize it and categorization of the attack based on
numerical value

(b) to develop an optimal neural network architecture of the anomaly detection
for increase rate of correct classification of anomaly

(c) to calculate the performance measure of the anomaly in IDSs result
obtained after applying proposed supervised learning approach

(d) to assess the predictive ability of the proposed neural network architecture

In the present research the intrusion detection has been considered as a binary
classification problem and thus it is necessitated to highlight the back ground on the
types of intrusion detection system in the next section.

1.1 Intrusion Detection

Intrusion detection mechanism can be divided into two broad categories (Anderson
1995; Tiwari 2002) (i) Misuse detection system (ii) Anomaly based detection.

The systems are described as below:

(i) Misuse detection system

It is perhaps the oldest and most frequent method and applies well-known
knowledge of identified attack patterns to search for signatures, observe state
transitions or employed at a mining system to classify potential attacks (Faysel and
Haque 2010). The familiar attacks can be identified efficiently with a very low false
alarm rate for which it is broadly applied in most of the commercial systems. As the
attacks are frequently polymorph, and changed regularly therefore, misuse detection
become unsuccessful due to unfamiliar attacks. This problem may be resolved by
regularly updated knowledge base either through time consuming and laborious
manual method or through automatic updating using supervised learning methods.
However this becomes too costly to set up to perform labeling of each occurrence in
the dataset as normal or a type of attack. Differently to deal with this problem is to
apply the anomaly detection method as proposed by Denning (1987).

(ii) Anomaly based detection

Anomaly detection systems recognize difference from normal behaviour and
alert to possible unknown or novel attacks lacking any past knowledge of them. It
theorized that anomalous behavior is rare and dissimilar from normal behavior.
Thus it is orthogonal to misuse detection (Wu and Banzhaf 2010). Anomaly
detection can be of two types (Chebrolu et al. 2005): static and dynamic anomaly
detection. In the first one it is assumed that the observed attack behavior is constant
and the second one extracts pattern occasionally known as profiles from behavioral
routine of end users, or usage history of networks/hosts.
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Therefore, anomaly detection has the potential of identifying latest kind of
attacks, and only necessitates normal data during generation of profiles. Though,
the main intricacy involves in determining borders among normal and abnormal
behaviors, as a result of the lack of abnormal examples during the learning stage.
An additional complexity is to familiarizing itself to continually varying normal
behavior, particularly for dynamic anomaly detection.

Additionally there are other features used to classify intrusion detection system
approach, as shown in Fig. 1 (Wu and Banzhaf 2010).

One frequent method applied to identify intrusion detection is by classification
defined as dividing the samples into distinct partition. The purpose of the classifier
is not to investigate the data to determine interesting partition but also to settle on
how new data will be classified. In intrusion detection, classification grouped the
data records in a encoded classes applied as features to label each sample, dis-
criminating elements fitting to anomaly or normal attack classes. However the
classification has to be used with fine tuning approaches to decrease false positive
rates. Thus intrusion detection is considered as a binary categorization problem
(Liao and Vemuri 2002).

Artificial neural network is relatively new and emerging approach to easily deal
with complex classification with much better precision and output and the con-
ceptual background of different types of artificial neural network with diverse
application domains explored in literature are discussed in the next section.

1.2 Artificial Neural Network

Artificial intelligence (AI) is an interdisciplinary domain exhibits human-like
intelligence and demonstrated by hardware or software. The term AI was coined by
McCarthy et al. (1955) and defined it as “the science and engineering of making
intelligent machines” (McCarthy 2007). Artificial Neural Network (ANN) is mas-
sively parallel interconnections of simple neurons that act as a collective system
(Haykin 2005). The ANNs mimic the human brain so as to perform intelligently.
The major benefits include high computation rate due to their massive parallelism

Intrusion Detection System
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Fig. 1 Classification scheme of intrusion detection system taken from Wu and Banzhaf (2010)
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for which real time computation of large data sets become possible using proper
hardware. The information is determined on connection weights between the layers.
A processing unit consists of a learning rule and an activation function. The
learning rule resolves the actual input of the node by mapping the output of all
direct antecedent and extra external inputs onto a single input value. The activation
function is then applied on the actual input and determines the output of the node.
The output of the processing unit is also described as activation. In the Fig. 2 the
two input nodes are shown in input layer, one output nodes is shown in output
layer. Organizing the nodes in layers resulted in a layered network and the Fig. 2
shows in between input and output layers there are two hidden layers. The inputs to
hidden and hidden to output nodes are connected by weight values that is initialized
during the start of the training and a net input is calculated on which the activation
function is applied to calculate the output. The multilayer perceptron has additional
L ≥ 1 hidden layers. The lth hidden layer consists of h(l) hidden units. MLP is
applied to solve wide varieties of interdisciplinary problems like credit scoring
(Khashei et al. 2013), medical (Peláez et al. 2014), food classification (Dębska and
Guzowska-Świder 2011), forecasting (Valero et al. 2012), mechanical engineering
(Hwang et al. 2010), production (Kuo et al. 2010) etc.

The next section will discuss specifically the various neural network approaches
applied in the development of intrusion detection system.

Fig. 2 ANN architecture
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2 Survey on the AI Based Techniques Used for Intrusion
Detection

Artificial neural network based intrusion detection system development is an
important research trend in intrusion detection domain (Yang et al. 2013). Artificial
Neural Network (ANN) has been used in the classification process of the system.
The inputs of ANN are obtained from the features of packet headers, such as port
number and IP number. The implemented embedded IDS has been first trained with
training data. Then, packet classification has been performed in the real time and
finally time of determining packet classes have been obtained (Tuncer and Tatar
2012). ANN has been shown to increase efficiency, by reducing the fault positive,
and detection capabilities by allowing detection with partial available information
on the network status (El Kadhi et al. 2012).

Different sizes of feed forward neural networks are compared for their evaluation
performance using MSE. The generalization capacity of the trained network shows
potential and the network is competent to predict number of zombies involved in a
DDoS attack with very less test error (Gupta et al. 2012). Genetic Algorithm has
successfully applied on NSL-KDD data set (Aziz et al. 2014). Research has
revealed high accuracy and good detection rates but with moderate false alarm on
novel attacks by the implementing Genetic Algorithms, Support Vector Machines,
Neural Networks etc. (Abdel-Aziz et al. 2013; Zainaddin et al. 2013). In a research
it is established that PSO outperforms GA both in population size and number of
evolutions and can converge faster. Comparing PSO with some other machine
learning algorithm it was found that PSO perform better in terms of detection rate,
false alarm rate, and cost per example (Sheikhan and Sharifi 2013).

IDS development using Self Organization Map (SOM) neural network, has been
successfully detected anomalies (Xiang et al. 2013). Comparative result analysis of
SOM implementation based on several performance metrics revealed that detection
rate for KDD 99 dataset was 92.37 %, while detection rate for NSL-KDD dataset
was 75.49 % (Ibrahim et al. 2013).

ART2 neural network experiments with IDS demonstrated that the model
effectively improved detection accuracy and decreased false alarm rate compared
with the static learning intrusion detection method based on SVM (Liu 2013).
Fuzzy adaptive resonance theory-based neural network (ARTMAP) has been used
as a misuse detector (Sheikhan and Sharifi 2011).

In majority of the research ANNs has improved the performance of intrusion
detection systems (IDS) when evaluated with traditional approaches. However for
ANN-based IDS, detection precision, especially for low-frequent attacks, and
detection stability are still required to be improved. FC-ANN approach, based on
ANN and fuzzy clustering, has demonstrated to solve IDS that achieved higher
detection rate, less false positive rate and stronger stability. Experimental outcomes
on the KDD CUP 1999 dataset showed that FC-ANN approach outperforms BPNN
and other well-known approaches like decision tree, the naive Bayes in terms of
detection precision and detection stability (Wang et al. 2010).
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Recurrent Neural Network out-performs Feed-forward Neural Network, and
Elman Network for detecting attacks in a communication network (Anyanwu et al.
2011).

Theory and experiment show that Radial basis function network (RBFN)
algorithm has better ability in intrusion detection, and can be used to improve the
efficiency of intrusion detection, and reduce the false alarm rate (Peng et al. 2014).
Binary Genetic Algorithm (BGA) as a feature extractor provide input for the
classification task to a standard Multi-layer Perceptron (MLP) classifier that resulted
with very high classification accuracy and low false positive rate with the lowest
CPU time (Behjat et al. 2014).

Using k-means clustering, Naive Bayes feature selection and C4.5 decision tree
classification for pinpointing cyber attacks resulted with a high degree of accuracy
(Louvieris et al. 2013). Comparing the traditional BP networks and the IPSO-
BPNN algorithm to simulate results of the KDD99 CUP data set with the intrusion
detection system has demonstrated the BPN resulted with less time, better recog-
nition rate and detection rate (Zhao et al. 2013).

Feizollah et al. (2014) evaluated five machine learning classifiers, namely Naive
Bayes, k-nearest neighbour, decision tree, multi-layer perceptron, and support
vector machine in wireless sensor network (WSN). A critical study has been made
using genetic algorithm, artificial immune, and artificial neural network (ANN)
based IDSs approaches (Yang et al. 2013).

A network IDS applied discretization with genetic algorithm (GA) as a feature
selection to assess it’s performance several classifiers algorithms like rules based
classifiers (Ridor, Decision table), trees classifiers (REPTree, C 4.5, Random
Forest) and Naïve bays classifier have been used on the NSL-KDD dataset (Aziz
et al. 2012; Eid et al. 2013). Research revealed that discretization has a positive
impact on the time to classify the test instances and is found to be an important
factor for developing a real time network IDS.

Therefore only a detail analytical view on applications of neural network based
intrusion detection system can quantitatively enlighten on the trend of kind of
diverse research based on neural network as explored in literature.

2.1 Analysis of IDS Research Based on the Neural Network
Algorithm

This paper provides a state-of-the-art review of the applications of neural network
to IDS. The following query string has been searched using scopus search engine:
(TITLE-ABS-KEY (intrusion detection system) AND SUBJAREA (mult OR ceng
OR CHEM OR comp OR eart OR ener OR engi OR envi OR mate OR math OR
phys) AND PUBYEAR > 1999) AND (neural network). It resulted with 2,185
articles and only the relevant information has been collected to interpret the sig-
nificance of IDS research using neural network during the period 2000–2014.
Figures 3, 4, 5, 6 and 7 organizes this review of the literature.
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Figures 3, 4, 5 and 6, dissects and organizes this review of the literature. For the
classification of literature Fig. 3 shows the articles published by researcher from
their affiliated country. It is shown in that China is leading (32 %) followed by USA
(16 %) and India (9 %) as highest articles published by affiliated country.

The conference papers (65 %) are the major type of research documents fol-
lowed by articles (30 %) as revealed by Fig. 4.

The Fig. 5 has not considered around 329 articles published in rest 141 journals
having less than 7 articles published due to interpretability of this huge in formation

Fig. 3 Articles on neural network applied intrusion detection system development published by
researcher from their affiliated country

Fig. 4 Type of research documents published on neural network applied intrusion detection
system development
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in a single graph. The figure depicts that Lecture Notes in Computer Science is the
major journal publishing 25 articles on IDS based on neural network (11 %) fol-
lowed by 24 articles in Computers and Security and 20 articles in Expert Systems
with Applications (9 %) journals.

For more than 9 articles published in a domain are shown in the Fig. 6 to get
information of different domains in which neural network based IDS articles are
found. It is shown that computer science (49 %) is the major domain publishing 509

Fig. 5 Major journals published articles related to neural network applied intrusion detection
system development
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Fig. 6 Publication of neural network applied intrusion detection system development related
articles in various domains
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articles followed by 273 articles in engineering (26 %) and 108 articles in mathe-
matics (10 %).

In Fig. 7 the research trend based on the number of articles published between
the years 2000–2013 has been shown to be increasing with R-squared value equals
0.9433 which is a good fit. The trend line in Fig. 7 for 2000–2014 is also increasing
where the search on articles has been performed in February, 2014.

The next section has discussed the description of the data set applied in the
development of the model for intrusion detection system.

3 KDD-99 Dataset

Mostly all the experiments on intrusion detection are done on KDDCUP’99 dataset,
which is a subset of the 1998 DARPA Intrusion Detection Evaluation data set, and
is processed, extracting 41 features from the raw data of DARPA 98 data set Stolfo
et al. (2000) defined higher-level features that help in distinguishing between good
normal connections from bad connections (attacks). This data can be used to test
both host based and network based systems, and both signature and anomaly
detection systems. A connection is a sequence of Transmission Control Protocol
(TCP) packets starting and ending with well defined times, between which data
flows from a source IP address to a target IP address under some well defined
protocol. Each connection is labeled as normal, or as an attack, with exactly one
specific attack type. Each connection record consists of about 100 bytes (https://
kdd.ics.uci.edu/databases/kddcup99/kddcup99.html).

The data to be used in the model is organized and prepared to be used in the form
of binary classification model. However the classification model needs to be
evaluated based on certain metrics from their output results and discussed in the
next section.
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3.1 Evaluation Metrics

An elementary concern in the development of classification models is the evalua-
tion of predictive accuracy (Guisan and Thuiller 2005; Barry and Elith 2006). The
quantitative evaluation of the model is important as it helps in determining the
ability of the model tom provide better solution for a specific problem and also
assist in exploring the areas of model improvement. In the domain of binary pre-
dictions of anomaly and normal attacks, a confusion matrix (Table 1) known as
contingency table or error matrix (Swets 1988) that represents the performance
visualization of the predictive models of IDS that consists of two rows showing the
actual class and two columns showing the predicted class. The aim is to check
whether the system is confusing both classes. The IDSs are primarily distinguished
binary classes: anomaly class (malicious, threats or abnormal data) and normal class
(normal data points). Therefore, the proposed models generating normal-anomaly
predictions of intrusion detection system are typically assessed in Table 1 through
comparison of the predictions and developing a confusion matrix to predict the
number of true positive (TP), false positive (FP), false negative (FN) and true
negative (TN) cases. TP/TP+FN, is used as detection rate (DR) or sensitivity. It is
also termed as recall in information retrieval Overall accuracy is a simple measure
of accuracy that can be derived from the confusion matrix by calculating the
proportion of correct prediction. Sensitivity is the proportion of observed normal
attacks that are predicted as such, and therefore quantifies omission errors. Speci-
ficity is the proportion of observed anomaly attacks that are predicted as such, and
therefore quantifies commission errors. Sensitivity and Specificity are independent
of each other when compared across models. The most popular measure for the
accuracy of yes–no predictions is Cohen’s kappa (Shao and Halpin 1995; Segurado
and Araujo 2004) which corrects the overall accuracy of model predictions by the
expected random accuracy. The kappa statistic ranges from 0 to 1, where 1 indicates
perfect agreement and values of zero indicate a performance no better than random
(Cohen 1960). The principle benefits of kappa are for its simplicity and the reason
that both commission and omission errors are accounted for in one parameter. In
this paper we also introduced another measure known as the true skill statistic
(TSS) for the performance of normal–anomaly classifier models, that still preserves
the advantages of kappa.

In the next section a detail experiment and analysis demonstrated the efficacy of
the proposed MLP in the development of IDS system based on the above discussed
classification evaluation metrics.

Table 1 Confusion matrix
Predicted class

Actual class Anomaly Normal

Anomaly TP FN

Normal FP TN
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4 Experiment and Analysis of Intrusion Detection System
Based on MLP Algorithm

MLP is conceivably the most popular network architecture currently in use amongst
the ANNs (Saftoiu et al. 2012). There are three layers of units: input layer, a hidden
layer and an output layer in the architecture of MLP with feed-forward supervised
learning. The proposed ANN architecture was implemented using the SPSS neural
networks program using SPSS 16.0 (http://www-01.ibm.com/software/in/analytics/
spss/downloads.html) in Windows XP environment. Neural Networks are nonlinear
statistical data modeling approaches. ANNs can explore and extract nonlinear
interactions among parameters to expose formerly unidentified associations among
given input parameters and outcomes (Sall et al. 2007).

The Fig. 8 shows a feed forward architecture of the neural network because the
connections in the network flow forward from the input layer to the output layer
without any feedback loops. In this Fig. 8 the input layer contains the 39 predictors;
one hidden layer contains unobservable nodes, or units. Based on some function of

Fig. 8 Feedforward architecture with one hidden layer
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the predictors represents the value of each hidden unit; that depends partly on the
network type and on user-controllable condition. Anomaly and Normal from
intrusion detection modeling point of view are being represented by the output layer
as dependent variables. Since the class of response is a categorical variable with two
classes, it is recoded as binary class variables. Each output node is some function of
the hidden node that is also partly on the network type and on user-controllable
condition. The proposed Multilayer Perceptron (MLP) model generates a predictive
architecture for one dependent (target) variable to classify whether the attack class
is anomaly or normal one.

In Table 2 the summary of case processing shows that 17,723 cases were
assigned to the training sample and 7,468 to the testing sample.

Table 3 displays information on the neural network and is helpful for making sure
that the specifications are accurate. The number of nodes in the input layer is 39 and
similarly binary class out is represented by the two output units in output layer. The
applied KDDCUP-99 dataset has 39 independent variables representing the input
layer of the proposed model (duration, protocol_type, service, flag, src_bytes,
dst_bytes, land, wrong_fragment, urgent, hot, num_failed_logins, logged_in,
num_compromised, root_shell, su_attempted, num_root, num_file_creations, num_
shells, num_access_files, is_guest_login, count, srv_count, serror_rate, srv_ser-
ror_rate, rerror_rate, srv_rerror_rate, same_srv_rate, diff_srv_rate, srv_diff_ho-
st_rate, dst_host_count, dst_host_srv_cnt, dt_hst_se_srv_rt, dt_host_diff_srv_rt,
dt_hst_sm_src_prt_rt, dt_hst_srv_dif_ht_rt, dt_hst_seror_rt, dt_hst_srv_ser_rt,

Table 2 Case processing
summary N Percent (%)

Sample Training 17,723 70.4

Testing 7,468 29.6

Valid 25,191 100.0

Excluded 0

Total 25,191

Table 3 Network information

Input layer Covariates number of unitsa 39 input variables from the
KDDCUP 99 dataset

Rescaling method for covariates Standardized

Hidden layer(s) Number of hidden layers 1

Number of units in hidden layer 1a 9

Activation function Hyperbolic tangent

Output layer Dependent variables Class 1

Number of units 2

Activation function Softmax

Error function Cross-entropy
a Excluding the bias unit
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dt_hst_reor_rt, dt_hst_srv_rerr_rt). For the single default hidden layer there is 9
nodes. Rest of the information is default for the architecture.

Thus the developed IDS model required to be assessed based on performance
measures using the model evaluation criteria discussed in the next section.

4.1 Measurement of Proposed Model Performance

In Table 4 the model summary shows information about the outcomes of training
and applying the final network to the testing sample. Cross entropy error is shown
since the output layer uses the softmax activation function using that the network
tries to minimize the error during training. The confusion matrix provides the
percentage of incorrect predictions. The execution of algorithm stopped when the
maximum number of epochs reached and training has been completed ideally when
the errors has converged.

In Table 5 the confusion matrix displays the useful outcomes of applying the
network. For each case, the predicted response is anomaly if that cases’s predicted
pseudo-probability is greater than equal to 1 else it is normal attack. For each sample:
Cells on the diagonal of the cross-classification of cases are correct predictions and
off the diagonal of the cross-classification of cases are incorrect predictions.

Table 4 Model summary

Training Cross entropy error 520.534

Percent incorrect predictions 1.0 %

Stopping rule used 1 consecutive step(s) with no decrease in errora

Training time 00:00:11.969

Testing Cross entropy error 331.762

Percent incorrect predictions 1.3 %

Dependent variable: class
a Error computations are based on the testing sample

Table 5 Confusion matrix

Sample Observed Predicted

a n Percent correct (%)

Training a 8,142 73 99.1

n 96 9,412 99.0

Overall percent 46.5 % 53.5 % 99.0

Testing a 3,484 43 98.8

n 57 3,884 98.6

Overall percent 47.4 % 52.6 % 98.7

Dependent variable: class
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Of the cases used to create the model, 9412 of the 9508 normal attacks are
classified correctly (99 %) and 8142 of the 8215 anomaly attack types are classified
correctly (99.1 %). Overall, 99.0 % of the training cases are classified correctly,
corresponding to the 1 % incorrect shown in the Table 4 of model summary. Thus
the model generates a better classification by correctly identifying a higher per-
centage of the cases. Classifications based upon the cases used to create the model
tend to be too “optimistic” in the sense that their classification rate is inflated. The
holdout sample facilitates to validate the model; here 98.8 % of these cases were
correctly classified by the model. This suggests that, overall, the proposed model is
in fact correct.

In Table 6 the model summary shows a couple of positive signs:
The percentage of incorrect predictions is roughly equal across training, testing,

and holdout samples. The estimation algorithm stopped because the error did not
decrease after a step in the algorithm. This further suggests that the original model
did not over trained.

The confusion matrix in Table 7 shows that, the network does excellent at
detecting anomaly than normal attacks. The detection rate and overall accuracy of

Table 6 Confusion matrix

Sample Observed Predicted

a n Percent correct (%)

Training a 7,019 59 99.2

n 70 7,981 99.1

Overall percent 46.9 % 53.1 % 99.1

Testing a 3,431 31 99.1

n 53 4,044 98.7

Overall percent 46.1 % 53.9 % 98.9

Holdout a 1,190 12 99.0

n 17 1,284 98.7

Overall percent 48.2 % 51.8 % 98.8

Dependent variable: class

Table 7 Model summary

Training Cross entropy error 389.173

% Incorrect predictions 0.9 %

Stopping rule used 1 consecutive step(s) with no decrease in errora

Training time 00:00:25.563

Testing Cross entropy error 246.806

Percent incorrect predictions 1.1 %

Holdout Percent incorrect predictions 1.2 %

Dependent variable: class
a Error computations are based on the testing sample
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the testing outcomes have been calculated from Table 5 as 0.991045638,
0.988887419 respectively. Unfortunately, the single cutoff value (>zero) gives a
very limited view of the predictive ability of the network, so it is not necessarily
very useful for comparing competing networks rather focus should be on ROC
curve

The Fig. 9 displays ROC curve that gives a visual display of the sensitivity and
specificity for all possible cutoffs in a single plot, which is much cleaner and more
powerful than a series of tables. The figure depicts here shows two curves, one for
the category anomaly and one for the category normal. Since it is binary, the curves
are symmetrical about a 45° line from the upper left corner of the chart to the lower
right. This graph is based on the combination of training and testing samples.

The area under the curve is a numerical summary of the ROC curve, and the
values in the table represent, for each category, the probability that the predicted
pseudo-probability of being in that category is higher for a randomly chosen case in
that category than for a randomly chosen case not in that category. In Table 8, for a
randomly selected anomaly and randomly selected normal, there is a 0.999 prob-
ability that the model-predicted pseudo-probability of anomaly will be higher for
the anomaly than for the normal. While the area under the curve is a useful one-
statistic summary of the accuracy of the network, it is required to choose a specific
criterion by which network intrusion is classified. The predicted-by-observed chart
provides a visual start on this process (Fig. 10).

Fig. 9 ROC curve

Table 8 Area under the
curve Area

Class a 0.999

n 0.999
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For categorical dependent variables, the predicted-by-observed chart displays
clustered boxplots of predicted pseudo-probabilities for the combined training and
testing samples. The x axis corresponds to the observed response categories, and the
legend corresponds to predicted categories.

The leftmost boxplot shows, for cases that have observed category anomaly, the
predicted pseudo-probability of category anomaly. The portion of the boxplot above
the 0.5 mark on the y axis represents correct predictions shown in the confusion
matrix table. The portion below the 0.5 mark represents incorrect predictions. As
shown in the confusion matrix table that the network is excellent at predicting cases
with the anomaly category using the 0.5 cutoff, so only a portion of the lower
whisker and some outlying cases are misclassified. The next boxplot to the right
shows, for cases that have observed category anomaly, the predicted pseudo-
probability of category normal. Since there are only two categories in the target
variable, the first two boxplots are symmetrical about the horizontal line at 0.5.

The third boxplot shows, for cases that have observed category normal, the
predicted pseudo-probability of category anomaly. It and the last boxplot are
symmetrical about the horizontal line at 0.5. The last boxplot shows, for cases that
have observed category normal, the predicted pseudo-probability of category nor-
mal. The portion of the boxplot above the 0.5 mark on the y axis represents correct
predictions shown in the confusion matrix table. The portion below the 0.5 mark
represents incorrect predictions. Remember from the confusion matrix table that the
network predicts slightly more than half of the cases with the normal category using
the 0.5 cutoff, so a good portion of the box is misclassified. Looking at the plot, it
appears that by lowering the cutoff for classifying a case as normal from 0.5 to
approximately 0.3—this is roughly the value where the top of the second box and

Fig. 10 Predicted-by-
observed chart
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the bottom of the fourth box are—that can increase the chance of correctly detecting
possible intrusion without generating false alarm on normal attacks.

In the Fig. 11 cumulative gains chart demonstrates the percentage of the overall
number of cases in a given category “gained” by targeting a percentage of the total
number of cases. For example, the first point on the curve for the anomaly category
is at (10, 20 %), meaning that if a dataset is scored with the network and sort all of
the cases by predicted pseudo-probability of anomaly, it is expected that the top
10 % to contain approximately 20 % of all of the cases that actually take the
category anomaly (attacks). Likewise, the top 20 % would contain approximately
45 % of the anomaly; the top 30 % of cases would contain 65 % of defaulters, and
so on. If 100 % scored dataset is selected then all of the anomaly in the dataset will
be obtained. The diagonal line is the “baseline” curve; if 10 % of scored dataset is
selected at random, then it is expected to “gain” approximately 10 % of all of the
cases that actually take the category anomaly. The farther above the baseline a
curve lies, the greater the gain. The cumulative gains chart is used to help choose a
classification cutoff by choosing a percentage that corresponds to a desirable gain,
and then mapping that percentage to the appropriate cutoff value. What constitutes a
“desirable” gain depends on the cost of Type I and Type II errors. That is, what is
the cost of classifying a anomaly attack as a normal attack (Type I)? What is the
cost of classifying a normal as a anomaly (Type II)? If any network parameter is the
primary concern, then Type I error may be minimised; on the cumulative gains
chart, this might correspond to generate alarm in the top 40 % of pseudo-predicted
probability of anomaly, which captures nearly 90 % of the possible anomaly attacks

Fig. 11 Cumulative gains
chart, dependent variable:
class
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but removes nearly half of total attacks. If a very large data set is the priority, then
Type II error may be minimised. On the chart, this might correspond to rejecting the
top 10 %, which captures 20 % of the anomaly and leaves most of KDD99 data set
intact. Usually, both are major concerns, so a decision rule should have been chosen
for classifying attacks that gives the best mix of sensitivity and specificity.

The lift chart in Fig. 12 is derived from the cumulative gains chart; the values on
the y axis correspond to the ratio of the cumulative gain for each curve to the
baseline. Thus, the lift at 10 % for the category Yes is 30 %/10 % = 3.0. It provides
another way of looking at the information in the cumulative gains chart.

Note: The cumulative gains and lift charts are based on the combined training
and testing samples (Table 9).

Fig. 12 Lift chart, dependent
variable: class

Table 9 Comparison of three
neural network architecture
based on common measures
of performance

BPN Recurrent PCA

Sensitivity 0.9848 0.9650 0.9828

Specificity 0.9924 0.9306 0.9594

Overall accuracy 0.9889 0.9490 0.9719

Kappa statistic 0.9630 0.8970 0.9430

TSS 0.9772 0.8956 0.9422
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5 Conclusion

As described in the preceding section, MLP method has recognized them as a good
choice for any existing intrusion detection system. This paper provides a state-of-
the-art review of the applications of neural network to Intrusion Detection System.
Following findings are significant in the research review of IDS:

• Artificial neural network based intrusion detection system development is an
important research trend in intrusion detection domain.

• China has shown to be significantly contributing (32 %) followed by USA
(16 %) and India (9 %) in terms of publication by affiliated country.

• The conference paper (65 %) has recognized as the major type of research
documents followed by articles (30 %).

• Lecture Notes in Computer Science has emerged as leading journal that pub-
lished 25 articles on IDS based on neural network (11 %) followed by 24 articles
in Computers and Security and 20 articles in Expert Systems with Applications
(9 %) journals.

• Undoubtedly the computer science (49 %) is shown to be the major domain
publishing 509 articles followed by 273 articles in engineering (26 %) and 108
articles in mathematics (10 %).

• The current research trend based on the number of articles published between the
years 2000–2013 has been shown to be increasing with R-squared value equals
0.9433 as a good fit. The trend line for 2000–2014 is also shown to be increased.

In this research, we have proposed architecture based on Multi Layer Perceptron
neural network. The model builds the intrusion detection system learnt from the
patterns of KDD99 data set. Based on the identified patterns, the architecture rec-
ognized attacks in the datasets using the back propagation neural network algo-
rithm. The proposed neural network approach resulted with higher detection rate, a
reduced amount of execution time. We continue our work in this direction in order
to build an efficient intrusion detection model. When the proposed Back propa-
gation neural network approach is compared with the other two approaches:
Recurrent and PCA neural network based on the common measures of performance
it is clearly visible as shown in Fig. 13 to outperform the performances of the other
two approaches. Further work will be undertaken to increase the performance of
the intrusion detection model and reduce the false alarm and efficiently handle the
identification of correct anomaly dynamically.

Since the goal of this research was also to evaluate the performance of our
proposed approach by comparing with other six approaches available in literature in
terms of three measures of performance: detection rate, accuracy rate and compu-
tation time of the intrusion detection (Table 10). The comparative research findings
from Table 10 has revealed that the proposed approach has succeeded in achieving
increased rate of anomaly detection, reduced false alarm and at the same time
minimal execution time for the development of intrusion detection system. In KPCA
and SVM approach, the accuracy rate is 99.2 % (98.89 % accuracy in case of
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Fig. 13 Comparison of the measure of performance for three neural network architecture applied
to develop intrusion detection system

Table 10 Comparative performance of literature available approaches used with proposed
multilayer perceptron approach based on detection rate, accuracy and computation time

Approach used References Detection
rate test-
ing %

Accuracy
testing %

Computation
time (s)

Dataset used in
experiment

KPCA and SVM Kuanf et al.
(2012)

– 99.2
(training:
99.975)

407.918466 KDD dataset
6000 sample-
4000 for training,
2000 for testing
(Han 2012)

Resilient back
propagation neural
network

Naoum et al.
(2012)

94.7 – – KDD dataset
(Naoum et al.
2005)

Decision tree
based light weight
intrusion detection
using wrapper
approach

Sivatha Sindhu
et al. (2012)

98.38 – – KDD dataset
(Sivatha Sin-
dhu et al. 2012)

Neural network Devaraju and
Ramakrishnan
(2011)

– 97.5 – KDD dataset
(Kuanf et al.
2012)

BPNN Mukhopadhyay
et al. (2011)

– – – KDD dataset
(Mukhopadhyay
et al. 2011)

SOM Ibrahim et al.
(2013)

92.37 – KDD 99

Our proposed
approacha

– 99.10 98.89 11.969 KDD 20 %
dataset

a The data is taken from 70 to 30 dataset as it is giving better detection rate
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proposed approach) however detection rate is unknown with a larger computation
time. In the rest of the result of Table 10 the detection rate and computation time of
the proposed MLP approach are superior.

The future work should be directed towards developing hybrid neural network to
increase the efficiency of intrusion detection and to deal the dynamic large data
stream to secure from network intrusion.
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