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Preface

In this volume we present the accepted contributions to the First International
Conference on Future Data and Security Engineering (FDSE 2014). The confer-
ence took place during November 19–21, 2014, in Ho Chi Minh City, Vietnam, at
the HCMC University of Technology, the most famous and prestigious university
in the south of Vietnam.

The annual FDSE conference is a premier forum designed for researchers, sci-
entists, and practitioners interested in state-of-the-art and state-of-the-practice
activities in data, information, knowledge, and security engineering to explore
cutting-edge ideas, present and exchange their research results and advanced
data-intensive applications, as well as to discuss emerging issues on data, infor-
mation, knowledge, and security engineering.

The call for papers resulted in the submission of 66 papers. A rigorous peer-
review process was applied to all of them. This resulted in 23 full accepted papers
(34.8%), which were presented at the conference. Every paper was reviewed by at
least three members of the international Program Committee who were carefully
chosen based on their knowledge and competence. This careful process resulted
in the high quality of the contributions published in this volume. The accepted
papers were grouped into the following sessions:

– Big data analytics and applications
– Security and privacy engineering
– Crowdsourcing and social network data analytics
– Biometrics and data protection in smart devices
– Cloud data management and applications
– Advances in query processing and optimization

In addition to the papers selected by the Program Committee, two internation-
ally recognized scholars delivered keynote speeches: “Data Mining on Forensic
Data: Challenges and Opportunities,” presented by Professor M-Tahar Kechadi
from University College Dublin, Ireland, and“Further Application on RFID with
Privacy-Preserving,”presented by Professor Atsuko Miyaji from Japan Advanced
Institute of Science and Technology, Japan.

In the first keynote speech, Professor M-Tahar Kechadi talked about data
mining on forensic data. The abstract of the speech is briefly summarized as fol-
lows:“The success of the current ICT technologies has reached a level in which we
generate huge amount of data outpacing our ability to process it and learn from
it. Moreover, the future of these technologies depends heavily on the way secu-
rity threats, trust, and privacy within this “cloudy” environment are dealt with.
Current computing environments are exposing their customers to huge risks for
their business and reputation, as attacks and cybercrimes are becoming of huge
concern. Therefore, these customers need to have confidence in their providers
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in following accredited security and privacy practices. For instance, over the last
decade, the number of crimes that involve computers and the Internet has grown
at a rapid pace and the problem of scale will only escalate the cybercrime phe-
nomenon. Without doubt, the next generation of computing will depend highly
on the way large-scale cybercrimes are dealt with, both in developing appropri-
ate and efficient approaches to this problem and also on the amount of effort
we put into tackling this phenomenon. In this presentation, we discuss how the
investigators can store evidential data and conduct forensics analysis. We focus
on the data mining aspect for automatically pre-processing, analyzing the data,
and extracting evidence. This will involve redesigning the data mining process
to deal with forensic data that are noisy, dispersive, incomplete, and inconstant,
which are very challenging.”

In the second keynote speech, Professor Atsuko Miyaji discussed important
issues relevant to privacy-preserving in RFID applications. The main contents
of the speech are summarized as follows: “Wireless technologies are being devel-
oped rapidly to construct smart communications with digital data. Networked
devices automatically communicate among themselves in order to carry out effi-
cient information transaction. A radio-frequency identification (RFID) tag with
unique identification numbers uses radio waves to transmit data at a distance.
RFID is going to support new technologies such as the Internet of Things (IoT)
and Machine-to-Machine (M2M). The RFID system actuates various security
and privacy issues concerning its owners and holders without any knowledge of
users. Preventing unauthorized access to the owner data (confidentiality), tag
tracing (link-ability), identification of the owners (anonymity) are some neces-
sary privacy-protection issues of RFID systems. A supply chain management
(SCM) controls and manages all the materials and information in the logistics
process from acquisition of raw materials to product delivery to the end user. It
is crucial to construct protocols that enable the end user to verify the security
and privacy not only of the tags but also the path that the tag passes through,
which means path authentication. Path authentication is a further application
of RFID. In this talk, we summarize previous works to realize authentication
schemes, and then redefine a privacy notion of RFID. We present a new direc-
tion that enables the end user to verify the security and privacy not only of tags
but also paths that tags go through. More clearly, if a path-authenticated tag
reaches the end of its supply chain, then the path ensures that no intermediate
reader was omitted (or selected wrongly) by a tag, either deliberately or not.
This would yield not only convenience and efficiency of delivery but also quality
of product.”

The success of FDSE 2014 was the result of the efforts of many people, to
whom we would like to express our gratitude. First, we would like to thank all
authors who submitted papers to FDSE 2014, especially the two invited speak-
ers. We would also like to thank the members of the committees and external
reviewers for their timely reviewing and lively participation in the subsequent
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discussion in order to select such high-quality papers published in this volume.
Last but not least, we thank the Faculty of Computer Science and Engineering,
HCMC University of Technology for hosting FDSE 2014.

November 2014 Tran Khanh Dang
Roland Wagner
Erich Neuhold

Makoto Takizawa
Josef Küng
Nam Thoai
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On Context- and Sequence-Aware Document

Enrichment and Retrieval towards Personalized
Recommendations

Hilda Kosorus, Peter Regner, and Josef Küng

Institute of Application Oriented Knowledge Processing,
Johannes Kepler University, Linz, Austria

{hkosorus,jkueng}@faw.jku.at, pregner@faw.at
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Abstract. The amount of unstructured data has grown exponentially
during the past two decades and continues to grow at even faster rates.
As a consequence, the efficient management of this kind of data came to
play an important role in almost all organizations.

Up to now, approaches from many different research fields, like infor-
mation search and retrieval, text mining or query expansion and reformu-
lation, have enabled us to extract and learn patterns in order to improve
the management, retrieval and recommendation of documents. However,
there are still many open questions, limitations and vulnerabilities that
need to be addressed.

This paper aims at identifying the current major challenges and
research gaps in the field of “document enrichment, retrieval and rec-
ommendation”, introduces innovative ideas towards overcoming these
limitations and weaknesses, and shows the benefits of adopting these
ideas into real enterprise content management systems.

Keywords: document enrichment, document retrieval, document rec-
ommendation, ontology learning, document annotation, information
retrieval, enterprise content management.

1 Introduction

Advances in areas such as information retrieval, machine learning, data mining
and knowledge representation have played an important role in dealing with
and making use of an ever growing amount of textual information. Various ex-
isting approaches have enabled us up to now to extract and learn patterns in
order to improve the management, retrieval and interpretability of information.
However, there are still many open questions, limitations and vulnerabilities that
need to be addressed. Many basic functionalities of content management systems
are still not able to provide satisfactory results.

Based our experience with mid- and large-sized organizations we came to the
conclusion that most of the techniques, from the previously mentioned research

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 1–15, 2014.
c© Springer International Publishing Switzerland 2014
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areas, are rarely used in enterprise content management (ECM) scenarios. Inno-
vative approaches for classification, retrieval and recommendation have barely
passed the evaluation or pilot status.

This paper aims at addressing current challenges in complex enterprise con-
tent scenarios and the research gaps within the field of “document enrichment,
retrieval and recommendation”, given a very large amount of unstructured and
semi-structured domain-specific textual documents (e.g., application forms and
documents, health care and medical documents, news articles, etc.). Additionally,
we present new ideas towards overcoming these challenges and limitations.

We introduce novel techniques and approaches in the application scenario of
efficient ECM within private and public organizations. We base our claims on
the review and analysis of the current state-of-the-art in the related research
fields, and on the discovered weaknesses and limitations of existing employed
methods.

The contribution of this paper is threefold: first, it gives on overview of the
most recent related work in the related fields of ontology learning, document en-
richment, retrieval and recommendation; secondly, it introduces innovative ideas
towards document enrichment, retrieval and recommendation; and, thirdly, it
presents the expected benefits and profit of the implementation and employ-
ment of these new techniques.

The main innovative idea of this paper is exploring, extracting and using var-
ious types of contextual information and sequences to enable a more accurate,
efficient and effective document retrieval and recommendation. We organize this
idea into three main research goals. Our first goal is to use multiple knowl-
edge bases (domain-specific ontologies, structured Web data, user groups and
networks, external structure of documents, document meta-data, etc.) to infer,
extract and enrich/annotate documents with two types of contextual informa-
tion: content-dependent and -independent. Secondly, we plan to use these doc-
ument annotations to perform relevant, meaningful document retrieval to user
queries. And thirdly, as our main objective, we aim at developing a personalized,
sequence-based recommendation of documents by using the history of document
access sequences and the previously generated annotations and knowledge bases.

The rest of the paper is organized in the following way. In the next sec-
tion, we give an overview of the most recent and relevant related work in the
field of ontology learning, document enrichment, retrieval and recommendation.
Then, in Section 3 we present in more detail the previously mentioned research
goals. Finally, in Section 4, we show the benefits and consequences of implement-
ing and adopting these ideas into real ECM systems.

2 Related Work and Limitations

During the conceptualization of our idea and the analysis of the state-of-the-art,
we identified four main areas that are directly related to our research question
(i.e. how to improve ECM systems?) and to the proposed approach: ontology
learning, document enrichment and annotation, document retrieval and docu-
ment recommendation.
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In some cases, we intend to use the reviewed techniques and methods, in other
cases, we plan to improve and extend them to allow for better results, more
efficiency and effectiveness when working with ECM systems. In the following,
we will review some of the most recent and related findings in the aforementioned
research fields.

2.1 Ontology Learning

Ontologies are formal and explicit specifications in the form of concepts and rela-
tions of shared conceptualizations [9]. They are a means for knowledge represen-
tation and are used as structural frameworks to organize information.
Ontologies constitute a basic building block of the Semantic Web, allowing agents
to exchange, share, reuse and reason about concepts and relations using axioms.

An ontology can be thought of as a directed graph consisting of concepts
as nodes and relations as edges between nodes. The definition of ontologies re-
quires a formal (i.e. natural language independent) representation using formal
languages (e.g. Web Ontology Language or OWL) that allows reasoning and
defining constraints.

The extent of relational and axiomatic richness gives rise to a wide spectrum
of ontology types: from glossaries, thesauri and taxonomies with simple hierar-
chical structures (also referred to as informal or lightweight ontologies), to formal
taxonomies, frames and description logics (i.e. formal, heavyweight ontologies).

Ontology learning from text is the process of identifying terms, concepts, re-
lations and axioms from textual information and using them to construct and
maintain an ontology [18]. There are five types of output in ontology learning:
terms, concepts, taxonomic relations, non-taxonomic relations and axioms. In or-
der to obtain each of these outputs, certain tasks need to be performed: text pre-
processing, term extraction, concept formation, (taxonomic and non-taxonomic)
relation discovery and axiom learning. The techniques employed for these tasks
were adopted from established research fields, like information retrieval, machine
learning, data mining, natural language processing and knowledge representa-
tion and reasoning, and can be classified into statistics-based, linguistics-based,
logic-based and hybrid approaches.

In the past two decades there have been several independent surveys con-
ducted on the topic of ontology learning. The most prominent works are the ones
recorded in [18] and [20]. Zhou [20] identifies five relevant issues in this area: (a)
the importance of representation; (b) the involvement of humans, which remains
highly necessary; (c) the need for common benchmarks for evaluating ontolo-
gies; (d) more research needed for the discovery of non-taxonomic relations;
and (e) more effort required in making existing techniques operational on cross-
domain text on a Web-scale. Wong et al. [18] review the current state of the art
in the area of ontology learning from several perspectives: techniques, evaluation
methods, existing ontology learning systems; review recent advances and current
trends, and present future research directions.

Evaluation is an important aspect in ontology learning that allows experts to
assess the resulting ontologies and, in some cases, guide and refine the learning
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process. Existing evaluation approaches can be grouped into the following cate-
gories:

– Task-based evaluation – assess the adequacy of ontologies in the context of
other applications;

– Corpus-based evaluation – use domain-specific data sources to determine to
what extent are ontologies able to cover the respective domain; and

– Criteria-based evaluation – determine how well the created ontologies adhere
to a set of criteria.

Some of the most prominent ontology learning systems are: ASIUM, Text-to-
Onto, TextStorm/Clouds, SYNDIKATE, OntoLearn, CRCTOL and OntoGain.

Recent challenges in the field of ontology learning techniques include the im-
provement of term extraction and concept formation and the relation discovery
tasks. Additionally, the learning of ontologies from social data and across dif-
ferent languages has also been a topic of interest in the past decade. To further
improve the performance of term extraction and relation discovery, recent re-
search work focused on constructing very large text corpora from the Web, as
well as on using (semi-)structured Web data (e.g. Wikipedia.) and social data.
However, the results obtained so far require further investigation.

2.2 Query Expansion and Document Enrichment

The ever growing amount of available information gave rise to many different
challenges concerning storage, management and, especially, retrieval. Text re-
trieval is the process by which users seek to find documents relevant to the
subject of their query.

When searching for information, users usually describe their information need
using several keywords, which may happen to be different from the words used
in the actually relevant documents. Since language is inherently ambiguous and
since queries tend to be rather short, the returned results might lack documents
relevant to the user’s request. This problem is known as the vocabulary problem
[7] or the word mismatch problem. Therefore, the ineffectiveness of information
retrieval systems is mainly caused by the inaccuracy with which a query formed
by a few keywords models the actual user information need [5].

In order to improve the results of document retrieval and bridge the gap
between the user’s search intent and the document’s full-text, two main ap-
proaches were adopted: automatic query expansion (AQE) [5] and automatic
document annotation. Among these, we also mention here other methods: in-
teractive query refinement, relevance feedback, word sense disambiguation and
search results clustering. One of the most natural and successful technique was
the idea of query expansion. The idea behind query expansion is to expand the
query term issued by the user with suitable, related terms in order to match
the documents’ vocabulary. According to [10], query expansion leads to higher
recall, however, it decreases the retrieval precision. This is usually caused by the
fact that the context of the query is not known or the terms used in the query
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are rather conceptual and, therefore, the expansion of the query might still not
match the user’s search intent. An alternative solution to the vocabulary problem
is automatic document annotation or enrichment.

Document enrichment or annotation refers to the process of automatically ex-
panding documents with annotations using external knowledge bases. These an-
notations can vary from meta-data (e.g. author, time stamp of creation, location,
system information, etc.) to content-dependent information (e.g. topic, keywords,
concepts, etc.). The idea of document enrichment emerged from the need of re-
trieving relevant and meaningful documents to user queries.

Current research work in this area uses strictly the document’s content and
use some kind of external (semi-)structured data, such as Wikipedia [10] or other
knowledge bases to enrich documents and enable a more efficient and effective
retrieval.

2.3 Document Retrieval

Document retrieval, as part of the larger research area of information retrieval
(IR), is the process of obtaining structured on unstructured textual resources rel-
evant to an information need from a collection of document resources.
The techniques used in this direction vary from set-theoretic (e.g. Boolean, fuzzy)
to algebraic (e.g. vector space models, latent semantic indexing), probabilistic
(e.g. probabilistic relevance model, Latent Dirichlet Allocation) or feature-based
models [2,17].

Evaluating the performance of information retrieval methods has been a cor-
nerstone of IR and many different measures have been proposed to assess the
results of retrieval systems. Most common evaluation measures (precision, recall,
f-measure, fall-out) assume some kind of ground truth notion of relevancy: every
document is known to be either relevant or non-relevant to a particular query.
In practice, however, there might be different shades of relevancy.

There has been extensive research done in the area of information retrieval.
We focus here on the narrower field of document or text retrieval and review a
selection of popular techniques: vector space models, query expansion, Latent
Dirichlet Allocation (LDA).

Vector space models are algebraic models for representing text documents (or
other objects) as vectors of term-weights. Terms, in this context, are typically
single words, keywords or short phrases. The dimensionality of the vector, and,
therefore, of the model itself is given by the number of terms in the vocabulary.
One of the best known schemes for weighting terms in a document is the classic
term frequency-inverse document frequency (TF-IDF) model. It reflects how
important is a term to a document within a collection.

One of the most natural and successful techniques in information retrieval
is to expand the original query with other words that best capture the actual
user intent and produces a more useful query, i.e., a query that is more likely
to retrieve relevant documents [20]. This technique is known as automatic query
expansion (AQE). In the past decades, a vast number of approaches have been
developed that use various data sources and employ sophisticated methods for
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finding new terms correlated with the original query terms [3,8,13,14]. In [3],
a new framework for query reformulation was introduced that uses multiple
information sources (a large web corpus, articles and titles from Wikipedia) for
weighting the explicit query concepts as well as selecting relevant and diverse
set of weighted expansion terms.

Although very successful and broadly adopted by many retrieval systems,
recent research work suggests that while AQE has a high recall, it lacks retrieval
precision [10].

A somewhat complementary technique to AQE is automatic document an-
notation and enrichment, which was described in more detail in the previous
section. The idea behind this approach is to bridge the gap between the user’s
query and the available documents by enriching the extracted document-terms
using external knowledge bases (e.g. taxonomies, ontologies, structured Web
data, etc.). Recent research results show that such methods can outperform
state-of-the-art query expansion and vector space model-based approaches [10].

Both techniques of query expansion and document enrichment require some
kind of matching method between the query terms and the document terms.
These can vary from simple set comparisons to more advanced semantic simi-
larity measures. An overview of state-of-the-art similarity measures is presented
in [11], where the authors also introduce a new short-text semantic similarity
measure.

2.4 Document Recommendation

Recommender systems are defined as systems that produce individualized rec-
ommendations as output in order to guide the user in a personalized way to
interesting and useful objects in a large space of possible options [4].

Document recommendation is essential for user-oriented document manage-
ment systems and search engines. Accurate, useful and relevant recommendation
could reduce the users’ search time, improve the user’s interaction with the un-
derlying system and enable a more efficient work [6]. The most widely adopted
approaches to document recommendation rely on document content, explicit
or implicit user feedback, and user profiles. Approaches based on collaboration
filtering (CF) produce recommendations by computing the similarity or the cor-
relation existing between the items from user activity logs.

Recent research in this area tries to leverage the sequential data within user
query logs to identify and learn search intent in order to satisfy the user’s infor-
mation need and improve the quality of recommendations. The main techniques
behind such approaches rely on probabilistic models or search query graphs
[12,16].

In [6], a context-aware document recommendation method is introduced that
uses variable length Markovmodels to model the sequential user access. The main
idea behind this method is that a user’s current working context could be inferred
from his/her previous activity sequence and recommendation can be more accu-
rate by taking such activity context into account.
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Modeling query graphs from user activity logs has been widely adopted for
Web search engines to identify search intents and produce reliable, useful rec-
ommendations [1,16,19]. A more recent work [16] tries to leverage three types
of objects: queries, web pages and Wikipedia concepts collaboratively for learn-
ing generic search intents and constructs a heterogeneous graph to represent
multiple types of relationships between them.

3 Approach

Despite the very rich and vast amount of relatedwork in these four fundamental re-
search fields, many challenges and open issues have been identified (see Section 2)
that require further investigation and new perspectives on the matter. Motivated
by this research gap and based on the previous work of the authors [11,12,15], we
introduce new concepts and ideas towards an improved document management
experience with enterprise content management (ECM) systems.

The aim of this work is to address these challenges in the restricted domain of
document enrichment, retrieval and recommendation in order to develop generic,
domain- and language-independent solutions that enable an improved and effi-
cient user work experience. Our proposed approach will use various external
knowledge bases and structured Web data sources to enrich the collection of
documents with two categories of context information: content-dependent (i.e.
semantic context) and content-independent (or external information), encom-
passing a wide spectrum of document context. In order to do this, we need
to (semi-)automatically construct domain-specific knowledge bases that match
the requirements and specifications of their individual, complex application area
(e.g. health care and medical documents, news archives, digital libraries, etc.).

Based on the two types of context information, we plan to develop innovative
document retrieval and recommendation approaches that allow users to access
fast and reliably only the relevant and useful documents. Moreover, we aim to
leverage not only the document annotations, but also the sequential data of
user activity log in order to make predictions about the user’s future informa-
tion needs. The history of the users’ sequential document access allows us to
collaboratively learn patterns and identify common search goals.

In order to (semi-)automatically construct the domain-specific knowledge
base, we intend to use state-of-the-art techniques and tools from the field of
ontology learning. However, we will focus our research towards improving spe-
cific tasks and addressing current challenges, like the discovery of non-taxonomic
relations, concept formation and axiom learning; defining and developing eval-
uation approaches to assess the resulting ontology and refine the learning pro-
cess. We want to address the knowledge acquisition bottleneck (i.e. acquiring
the knowledge necessary for learning ontologies) by using multiple sources of
structured Web data (e.g. Wikipedia) and the problem of coping with very large
document collections. Our aim is to learn ontologies through an iterative pro-
cess, moving from initial and lightweight to formal, heavyweight ontologies, while
continuously improving and extending with the growing database of documents.
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The learned ontologies will serve as a knowledge base for document enrich-
ment. While current approaches focus mainly on content-based annotations, our
goal is to enrich documents with both content-dependent and -independent infor-
mation by using multiple knowledge bases, with the aim to enable an improved
and efficient document retrieval experience. Additionally, existing methods to-
wards matching user queries to documents use rather simple, limited similarity
measures (Jaccard index [7], Dice’s coefficient) that are not enable to identify
complex or conceptual search requests and retrieve relevant results.

In order to address the vocabulary problem and improve the retrieval qual-
ity, we intend to develop a hybrid approach towards document retrieval that
combines both query expansion and document enrichment (content-dependent
and -independent annotations). Moreover, to enable a better matching between
queries and documents, innovative semantic similarity measures will be adopted
based on the learned ontologies. Our goal is to allow users to perform complex,
conceptual queries, while still maintaining a high retrieval quality.

While document retrieval answers to temporary information needs, in applica-
tion domains where users manage, maintain and request documents to perform
clear tasks over a longer period of time (e.g. maintaining a patient’s file case for
diagnosis, writing reports over previous related articles), identifying user goals
and predicting future search intents can play a crucial role in improving the
user’s work experience.

To address this important aspect, we direct our main focus towards the devel-
opment of innovative context-aware and personalized recommendation methods
that leverage the available history of user document access and the existing
document annotations, both content-dependent and -independent context infor-
mation.

Based on the above mentioned limitations and challenges, we formulate the
following research objectives:

1. advances in ontology learning,
2. content-dependent and -independent document enrichment,
3. context-aware document retrieval, and
4. context- and sequence-aware personalized document recommendation,

in the presence of:

– very large unstructured and semi-structured document collections,
– complex application domains,
– conceptual user queries, and
– sequential user activity data.

In the following, we will elaborate in detail on the above mentioned research
objectives and present our first ideas and approaches with respect to each of
them.

3.1 Advances in Ontology Learning

Research work in the field of ontology learning has matured a lot over the past
two decades and many techniques have been developed for the various tasks
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within the learning process. However, there are still certain challenges and lim-
itations that need to be addressed in order to allow automatic, heavyweight,
application-independent and cross-language ontologies to be developed. One of
our goals is to advance the current research in this field and address particular
limitations that will improve the performance of the next technical goals.

A detailed study of the state-of-the-art in ontology learning has revealed
several weaknesses and open issues (see Section 2.1). We intend to tackle and
improve the following aspects:

– The knowledge acquisition bottleneck by using (semi-)structured collabora-
tively maintained Web data resources (e.g. Wikipedia, DBPedia, Austrian
Social Security Law, organization-specific process instructions, etc.), an al-
ready existing initial large set of domain-specific documents and other tax-
onomies (WordNet, Wiktionary, OpenThesaurus, etc.);

– Data cleanliness – manage noise, richness, diversity and validity of the re-
sources used for ontology learning;

– Cross-language ontology learning – allow ontologies to be language-
independent;

– Cope with very large domain-specific document collections – these will not
only serve as a basis for the initial construction of the ontology, but also
during the entire process, at each iteration;

– Move from lightweight to formal ontologies through an iterative process –
extending the initial lightweight ontologies to a full-fledged ones;

– Improve ontology learning tasks:

• Term extraction,
• Concept formation,
• Taxonomic and non-taxonomic relation discovery, and
• Axiom learning.

Figure 1 shows the concept behind the role of the ontology learning and the
document enrichment tasks, and the interaction and dependency between their
constituent parts.

3.2 Content-Dependent and -Independent Document Enrichment

Our second objective is to address the vocabulary (i.e. term mismatch) problem
and bridge the gap between the user’s information need (given by the search
query terms) and the documents’ vocabulary and enable complex, conceptual
queries by using two categories of document context information (see Figure 1):

1. Content-dependent – refers to any additional information related to the se-
mantic content of the document (semantically related concepts, terms, syn-
onyms, etc.), and

2. Content-independent – refers to aspects that are independent of the actual
content of the document, but still relevant in certain retrieval situations
(e.g. meta-data, document type, system context, author, time, geographic
location, etc.).
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Fig. 1. Concept – Ontology learning and document enrichment

Based on these two types of contextual data, we formulate the following ob-
jectives:

– Content-dependent document enrichment – based on the constructed on-
tology, identify relevant and meaningful terms and concepts to annotate
documents with; and

– Content-independent document enrichment: system context, user groups and
networks, geographical context, structural context (possibly also based on
various knowledge-bases).

The idea behind this approach is that by using a rich document context
(both content-dependent and -independent) we will be able to cope with concep-
tual queries and significantly improve the retrieval and recommendation results.
Our aim is to help the users be more efficient in their tasks and answer their
information need by guiding them towards useful and relevant documents.

3.3 Context-Aware Document Retrieval

The second step towards solving the well-known vocabulary problem and towards
significantly improving the document retrieval quality is the development of an
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innovative document retrieval approach. In the future we intend to develop a
hybrid approach towards document retrieval that combines both query expansion
and document annotations (content-dependent and -independent annotations),
which has not been done so far. Moreover, to enable a better matching between
queries and documents, innovative semantic similarity measures will be adopted
based on the learned ontologies. Our goal is to allow users to perform complex,
conceptual queries, while still maintaining a high retrieval quality.

With this new method we want to address the persistent challenge in the field
of document retrieval: returning only relevant, useful and informative results to
the user’s search request in the presence of:

– complex domains,
– very large unstructured and semi-structured document collections, and
– conceptual queries,

by modeling these domains using representative ontologies and enriching docu-
ments with content- dependent and -independent information.

Figure 2 shows the concept behind our context-aware document retrieval ap-
proach and the interaction behind the relevant system components for the doc-
ument retrieval task.

Fig. 2. Concept – Context-aware document retrieval
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3.4 Context- and Sequence-Aware Personalized Document
Recommendation

The first three objectives serve as a foundation for the achievement of the fourth
and main goal.

The above described new document retrieval approach addresses only tempo-
rary, momentary user information needs and it can be effective and efficient only
in particular situations (e.g. when the accomplishment of the user’s current task
requires a single successful query).

However, when users manage, maintain and request documents to perform a
related chain of tasks over a longer period of time (e.g. maintaining a patient’s file
case for diagnosis, writing reports over previous related articles, etc.), identifying
user goals and predicting future search intents can play a crucial role in improving
the user’s work experience.

Our fourth and the main technical objective is, therefore, to develop a person-
alized document recommendation approach that uses the rich document context
annotations (see objective B) and the user activity log (i.e. sequence of document
access). The aim of this approach is to

Fig. 3.Concept –Context- and sequence-aware personalized document recommendation
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– identify user goals,

– extract navigation patterns and mind-maps, and
– predict the user’s search intent.

Figure 3 shows the concept behind the context- and sequence-aware person-
alized document recommendation approach and highlights the relevant compo-
nents of the overall system that enable the execution of this task.

4 Benefits and Consequences

From our experience with enterprise content management (ECM) implementa-
tions at different organizations we have learned that, in most cases, the tech-
niques of document classification and enrichment of documents with additional
valuable information are barely exploited, in contrast to their potential benefits.
Although automatic document annotation is essential for effective retrieval and
recommendation, in some cases, categorization of documents and meta-data ex-
traction is performed manually by end users. In most cases, however, the process
of manual document enrichment is not feasible, given that real-life ECM projects
typically start with a fairly large set of unstructured documents.

Our findings will leverage the potentials of ECM systems and will posi-
tively influence the way users process documents. Our approach to enrich doc-
uments, not only with content-dependent, but also with content independent
information, perfectly fits the needs of modern ECM systems. With features like
user logs, document-based collaboration, document-based workflows or project
spaces, they are a valuable source for additional context information. An open
ECM software architecture should support the integration of additional context
information from external sources.

Current ECM systems are used enterprise-wide and more and more across
enterprise borders. Internal and external users from different locations and orga-
nizations, with different background knowledge, process documents in a collabo-
rative way. As a consequence, single-domain- and static-ontologies fail to deliver
the expected results. These scenarios require multiple and complex domains and
ontologies that grow on-demand in terms of size and quality. These aspects con-
stitute the focus of our work and represent the foundation for our retrieval and
recommendation techniques.

Effective document search relies on a rich set of additional content-dependent
and -independent information to be extracted and assigned. This increases the
chances of retrieving the appropriate documents when searching, regardless of
the user’s background knowledge. Beyond this, we expect a substantial improve-
ment of the system’s recommendation ability when using the document annota-
tions and the history of user activities, especially in the case of users who process
documents in a collaborative way. Our work aims at improving the user expe-
rience with ECM systems by enhancing documents with valuable information,
improving the retrieval and recommendation capability in order to deliver only
the information the user needs at a given point in time.
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5 Conclusion and Future Work

In this paper we identified four research fields relevant for the advancement and
improvement of enterprise content management (ECM) systems and we gave
an overview of their current state-of-the-art and challenges. We argued that
nowadays existing methods adopted for ECM do not satisfy the user needs when
it comes to efficiently and effectively retrieve and manage documents.

We introduced novel ideas towards the advancement of document enrichment,
retrieval and recommendation, which we organized in four main research objec-
tives. Our goal is to use multiple sources of context information (i.e. content-
dependent and -independent) to enrich documents, and enable relevant and
meaningful document retrieval. Further on, we aim at developing a personalized,
sequence-based recommendation of documents by using the history of document
access sequences and the previously generated annotations and knowledge bases.

The benefits of the expected results are manifold. All in all, we predict an
increased efficiency and effectiveness of the users when adopting these new gen-
eration of enterprise content management systems. In the future we want to
dedicate our attention towards the development and implementation of the pre-
sented ideas, then analyze and evaluate the results through various experiments.
To start with, we plan to conduct a survey with different organizations that pro-
vide ECM systems to their users in order to empirically verify the assumptions
made in Section 4 with respect to the challenges and limitations of current ECM
systems.
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Abstract. Our investigation aims at constructing oblique decision stump forests
to classify very large number of twitter messages (tweets). Twitter sentiment anal-
ysis is not a trivial task because tweets are short and getting generated at very
fast rate. Supervised learning algorithms can thus be useful to automatically de-
tect positive or negative sentiments. The pre-processing step performs the clean-
ing tasks and the representation of tweets using the bag-of-words model (BoW).
And then we propose oblique decision stump forests based on the linear support
vector machines (SVM) that is suitable for classifying large amounts of high di-
mensional datapoints. The experimental results on twittersentiment.appspot.com
corpora (with 1,600,000 tweets) show that our oblique decision stump forests are
efficient compared to baseline algorithms.

Keywords: Sentiment analysis in Twitter, the bag-of-words model, oblique
decision stump forests, supervised learning.

1 Introduction

The World Wide Web has become the core medium for sharing ideas to others as friends
or public. It is a one big huge forum for people who have the same interests in the
newly introduced topic about personalities, politicians, products or services to discuss
and give their opinions. An opinion may be enclosed in a piece of news published by a
new agency, a blog post, a feed in a social web site or in somebody’s personal web page.
Especially, Twitter - a micro-blogging system is one of the most visited social network
sites with 645 millions active registered users1. This site allows users to post and read
text-based messages of up to 140 characters, known as ”tweets”. The information pro-
vided from Twitter is too massive as we could get average number of 58 millions tweets
per day. Hence it is much interesting if we could track and understand sentiment and
opinion of the grand public by analysing their tweets. Sentiment analysis of tweets is
one of the most current researches as there has been many applications [1], [2]. It is pos-
sible to measure attitudes expressed within a short message. In the customer relationship

1 http://www.statisticbrain.com/twitter-statistics

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 16–28, 2014.
c© Springer International Publishing Switzerland 2014
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management, this is very useful if a product manufacturer or seller could get feedbacks
from customers about products qualities, compare consumer opinions of its products
and those of its competitors to enhance better its products. Before making a purchase
decision, a customer should read all reviews, opinions from his friends or other product
buyers. As summarized by the review papers of [3], [4], [5], many researches have been
carried out for analysing opinions, extracting sentiments from texts. However, opinions
are commonly expressed in unstructured natural language data, understanding (auto-
matically by computer program) the semantic meanings of these opinions (positive,
negative, supportive, etc.) is a big challenging issue.

Our paper aims at classifying the sentiment in Twitter. The pre-processing step in-
cludes the cleaning tasks and the representation of Twitter messages (tweets) by us-
ing the bag-of-words (BoW) model without any feature selection strategy. It brings
out massive, very-high-dimensional datasets (called noisy data [6] having many input
features with each one containing only a small amount of information, i.e. the BoW
representation of tweets). And then we investigate two new learning algorithms, called
Bagging and Arcx4 of oblique decision stump that is suitable for classifying large num-
ber of datapoints in very-high-dimensional input space. Our forest algorithms aim at
constructing multiple oblique decision stumps classifiers in the way of Bagging [7] and
Arcx4 [8] to form an ensemble of classifiers more accurate than a single one. The main
idea is to increase noise robustness of decision stumps [9] (used as ”weak learners”)
with the multivariate node splitting based on the linear support vector machines (SVM
[10]). The numerical test results on twittersentiment.appspot.com corpora [11] (with
1,600,000 tweets) show that our forests are more accurate than baseline algorithms, in-
cluding Multinomial Naı̈ve Bayes (MNB [12]), Maximum Entropy (MaxEnt [13]) and
SVM [10].

The paper is organized as follows. Section 2 briefly presents the sentiment classi-
fication in Twitter and related work. Section 3 introduces our forests of oblique deci-
sion stumps for classifying large amounts of tweets in high dimensional input space.
The experimental results are presented in section 4. We then conclude in section 5.

2 Classifying the Sentiment in Twitter

2.1 Classification of Tweets

The sentiment classification in Twitter can be considered as a text categorization prob-
lem where the task is to classify tweets into the emotions (positive, neutral or negative
feelings). As illustrated in [14], [3], and [4], the sentiment classification in Twitter is a
difficult task due to very compressed form and irregular structure of tweets. The Twitter
users post short messages with the average length of 14 words or 78 characters. Table 1
presents the example of emotion-tweets.

There are two major approaches to classify tweets [3], [5]. The first one is based
on the semantic orientation of tweets. [15] proposed the semantic concepts that tend
to have a more consistent correlation with positive or negative sentiment. [16], [17],
[18] studied the lexical-based techniques for identifying sentiment. The second one
[14], [1], [19], [20] addresses the problem as a text classification. Two recent papers
[21] and [22] presented an overview of machine learning in short text classification.
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Table 1. Example of <Emotion; Tweet> binome

Emotion Message

negative I hungryyyy, so hungryyyyyy ...I dined
with an ice cream

negative Need a hug
negative Photoshop, I hate it when you crash
. . . . . .
neutral hi there
neutral jQuery UI 1.6 Book Review -

http://cfbloggers.org/?c=30631
neutral @johncmayer is Bobby Flay joining

you?
. . . . . .
positive i looooooooove uuuu
positive Hellooooooooooo

Tweeeeeeeeeeters!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Wazzup??????

positive ha ha. I meant that I hated the day....not
any fellow twits.

positive WOOOOO! Xbox is back
. . . . . .

The sentiment classification task consists of the data cleaning, the representation of
tweets and supervised classification techniques, including Multinomial Naı̈ve Bayes
(MNB [12]), Maximum Entropy (MaxEnt [13]) and SVM [10]. Our research in this
paper falls into the second direction.

2.2 Data Cleaning

The tweets are collected from many different media, e.g. computers, ipads, cell phones.
And then, the tweets include usernames, hyperlinks, misspellings, emoticons, slang, in-
formal words, irregular words and repeated letters (table 1). Therefore, [1] proposed
pre-processing steps to perform the tweets cleaning. Twitter usernames, hyperlinks are
converted to token USERNAME , URL, respectively. The repeated letters and the emoti-
cons are removed from tweets. The emoticons and the acronyms are also converted to
the ordinary words.

2.3 Data Representation

The bag-of-words (BoW) model [23], [24] is a simplest representation in order to trans-
form the unstructured textual dataset to a structured one (i.e. a data table). The m tweets
are then represented by a m× (n+ 1) matrix BoW where:

– the first n columns represent a discriminant word (n words)
– the last column is the class label (positive, neutral or negative)
– BoW [i][ j] is the frequency of the jth word appearing in the ith tweet
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Although the tweet often contains very few words (about 7 words) but large amounts
of the tweets has extremely large number of different words, in the order of hundred
thousands. It leads to the representation matrix BoW being large amounts of high di-
mensional datapoints. These issues are really challenging for supervised learning [25].

2.4 Machine Learning in Tweets Classification

Machine learning in automated text classification [26], [27] is a relatively old study.
Classifiers are built using one of the machine learning methods and trained on a BoW
repesentation of texts in very-high-dimensional input space. [12] proposed MNB for
the text categorization. The study of the linear SVM in text classification are found in
[28], [29]. Their comparative study showed that the linear SVM outperforms Rocchio, k
nearest neighbors (kNN), Naı̈ve Bayes (NB), Bayesian network (BN) and decision trees
in text classification. More recent researches in sentiment analysis of tweets [14], [1],
[19], [20] used MNB, SVM and MaxEnt and applied them on unigrams, bigrams and
parts of speech as features. Their experiments also demonstrated that SVM on unigrams
returned the best result in classifying positive or negative sentiment. The investigation
in our paper is to extend our boosting of SVM [30] to build forest algorithms for clas-
sifying large number of datapoints in very-high-dimensional input space.

3 Forests of Oblique Decision Stumps

Our forest algorithms aim at using multiple oblique decision stumps classifiers to form an
ensemble of classifiers more accurate than a single one. The performance of ensemble-
based learning algorithms is decomposed into two key measures, called bias and vari-
ance [31]. Bias is the systematic error term (independent of the learning sample) and
variance is the error due to the variability of the model with respect to the learning sam-
ple randomness. And then, the success of ensemble classifiers is to reduce the variance
and/or the bias in learning models. Bagging [7] and Random forest [6] aim at reducing
the variance of a learning algorithm without increasing its bias too much. Boosting [32]
and Arcx4 [8] try to simultaneously reduce the bias and the variance. These approaches
illustrate how to build accurate models with practical relevance for classification.

Ensemble-based learning techniques use decision stumps [9] as ”weak learners” (or
”base learners”). A decision stump is an one-level decision tree consisting of the root
node which is directly connected to the terminal nodes. The decision stump learning
algorithm selects a single attribute (univariate) for node splitting as done by decision
tree algorithms [33], [34]. Thus, the strength of decision stumps is reduced, particu-
larly when dealing with datasets having dependencies among dimensions (see figure 1).
Due to this situation, one can thus build oblique decision trees using the multivariate
splitting criteria [35]. Recently ensemble of oblique decision trees [36] using SVM [10],
has attracted much research interests.

Our forest algorithms constructs a collection of oblique decision stumps in the same
framework of classical Bagging and Arcx4. The main difference is that each oblique de-
cision stump in the forest uses the linear SVM for performing multivariate non-terminal
node splitting (using the combination between attributes, instead of choosing a best one
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Fig. 1. Uni-variate (left) and bi-variate (right) node splitting

for node splitting). Our proposal is thus an hybridization of decision stump with SVM.
SVM models are here used in the growing phase to create the oblique decision stumps.

3.1 Linear SVM for Oblique Decision Stumps

Let us consider a linear binary classification task, as depicted in Figure 2, with m dat-
apoints xi (i = 1, . . . ,m) in the n-dimensional input space Rn, having corresponding
labels yi = ±1. For this problem, the SVM algorithms [10] try to find the best sepa-
rating plane (denoted by the normal vector w ∈ Rn and the scalar b ∈ R), i.e. furthest
from both class +1 and class −1. It can simply maximize the distance or the margin
between the supporting planes for each class (x.w−b =+1 for class +1, x.w−b =−1
for class −1). The margin between these supporting planes is 2/‖w‖ (where ‖w‖ is the
2-norm of the vector w). Any point xi falling on the wrong side of its supporting plane is
considered to be an error, denoted by zi (zi ≥ 0). Therefore, SVM has to simultaneously

Fig. 2. Linear separation of the datapoints into two classes
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maximize the margin and minimize the error. The standard SVMs pursue these goals
with the quadratic programming of (1).

min Ψ(w,b,z) =
1
2
‖w‖2 +C

m

∑
i=1

zi (1)

s.t. : yi(w.xi − b)+ zi ≥ 1

zi ≥ 0

where the positive constant C is used to tune errors and margin size.
The plane (w,b) is obtained by solving the quadratic programming (1). Then, the

classification function of a new datapoint x based on the plane is:

predict(x) = sign(w.x− b) (2)

Unfortunately, the computational cost requirements of the SVM solutions in (1) are
at least O(m2), where m is the number of training datapoints, making classical SVM
intractable for large datasets. Therefore, we propose to use the stochastic gradient de-
scent algorithm (SGD) [37], [38] to deal with the SVM problem in the linear complexity
O(m).

The SVM problem in quadratic programming (1) is reformulated in an unconstrained
problem. We can ignore the bias b without generality loss. The constraints yi(w.xi)+
zi ≥ 1 in (1) are rewritten as follows:

zi ≥ 1− yi(w.xi) (3)

The constraints (3) and zi ≥ 0 are rewritten by the hinge loss function:

zi = max{0,1− yi(w.xi)} (4)

Substituting for z from the constraint in terms of w into the objective function Ψ of
the quadratic programming (1) yields an unconstrained problem (5):

min Ψ(w, [x,y]) =
λ
2
‖w‖2 +

1
m

m

∑
i=1

max{0,1− yi(w.xi)} (5)

And then, [37], [38] proposed the stochastic gradient descent method to solve the
unconstrained problem (5). The stochastic gradient descent for SVM (denoted by SVM-
SGD) updates w on T epochs with a learning rate η . For each epoch t, the SVM-
SGD uses a single randomly received datapoint (xi,yi) to compute the sub-gradient
∇tΨ(w, [xi,yi]) and update wt+1.

As mentioned in [37], [38], the SVM-SGD algorithm quickly converges to the op-
timal solution due to the fact that the unconstrained problem (5) is convex games on
very large datasets. The algorithmic complexity of SVM-SGD is linear with the num-
ber of datapoints. An example of its effectiveness is given with the classification into two
classes of 780 000 datapoints in 47 000-dimensional input space in 2 seconds on a PC
and the test accuracy is similar to standard SVM one (ref. http://leon.bottou.org/projects/
sgd). Therefore, we propose using SVM-SGD to perform oblique decision stumps.
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3.2 Algorithms of Oblique Decision Stump Forests

Bagging of oblique decision stumps (illustrated in figure 3) constructs a collection of
base learners in the same way of classical bagging [7]. An oblique decision stump
(denoted by ODS) in a forest (Bagging, denoted by Bag-ODS) is independently learnt
as follows:

– the training set is a bootstrap replica of m individuals, i.e. a random sampling with
replacement from the original training set.

– at the root node, learning a linear SVM to perform a multi-variate splitting.
– the terminal nodes directly derived from the root node are labelled.

The classification of a new individual X uses a majority vote of oblique decision
stumps.

We have also applied the Arcx4 algorithm [8] to ODS. Arcx4 of ODS (denoted by
Arcx4-ODS, illustrated in figure 4) calls repeatedly a ODS learning algorithm k times so
that each iterative step concentrates mostly on the errors produced by the previous steps.
For achieving this goal, it needs to maintain a distribution weights over the training
datapoints. Initially, all weights are set equally and at each iterative step the weights of
misclassified datapoints are increased so that the ODS learner is forced to focus on the
hard examples in the training set. Arcx4-ODS algorithm is described as follows:

– Initialize: distribution

d0(i) =
1

trainsize

Fig. 3. Bagging of oblique decision stumps
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Fig. 4. Arcx4 of oblique decision stumps

– For kth step
1. sampling Sk is based on dk−1

2. training ODSk model from Sk,
3. updating distribution

dk(i) =
(1+m(i)4)

∑trainsize
p=1 (1+m(p)4)

where m(i) is the number of misclassifications of the ith datapoint by ODS1,
ODS2, . . . ,ODSk

4 Evaluation

We are interested in the performance of the new oblique decision stump forests (Bag-
ODS and Arcx4-ODS) for classifying large amounts of tweets. In order to compare
performance for this Twitter sentiment classification, we have implemented Bag-ODS,
Arcx4-ODS in C/C++ using the SGD library [38]. Due to baseline algorithms, we have
implemented Maximum Entropy (denoted by MaxEnt) and Multinomial Naı̈ve Bayes
(denoted by MNB) in C/C++ and also use the highly efficient standard linear SVM
algorithm LIBLINEAR [39].

Experiments are conducted with twittersentiment.appspot.com corpora collected by
[11]. This corpora contains 1,600,000 tweets (800,000 tweets with positive emotions
and 800,000 tweets with negative emotions). Pre-processing steps proposed by [1]
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are used to perform the tweets cleaning, including convert Twitter usernames to to-
ken USERNAME , remove repeated letters. We use LibBoW [40] to build the BoW
representation of this corpora. Without any feature selection, this yielded a dataset of
1,600,000 datapoints (tweets) in 244,895 dimensions (words). The dataset is randomly
partitioned into a training set (1,066,667 datapoints, ∼ 2

3 full set) to learn the models
and a testing set (533,333 datapoints, ∼ 1

3 full set) to test the models.
Our evaluation of the classification performance bases on the contingency table to

compare the common measures: F1 measure (Eq. 6), Gmean (Eq. 7) and Accuracy
(Eq. 8) (global accuracy, positive accuracy T P. Rate and negative accuracy T N. Rate)
[41]. The Gmean measure represents a trade-off between positive accuracy TP. Rate
and negative accuracy T N. Rate.

F1 =
2 ·TP

2 ·TP+FP+FN
(6)

Gmean =

√
TP

T P+FN
· T N

T N +FP
(7)

Accuracy =
TP+TN

TP+FN +TN +FP
(8)

Where

– T P (true positive): the number of examples correctly labelled as belonging to the
positive class;

– FN (false negative): the number of positive examples labelled as negative class;
– T N (true negative): the number of examples correctly labelled as belonging to the

negative class;
– FP (false positive): the number of negative examples labelled as positive class.

Due to the BoW representation in very large number of dimensions, a linear SVM
deals well with the classification task [29], [28], [42]. Our forest algorithms Bag-ODS,
Arcx4-ODS build 50 oblique decision stumps 2 to perform classification on tweets.
The main classification results are presented in table 2. The best results are bold faces
and the second ones are underlined. The plot chart in figure 5 also visualises the classi-
fication results.

In comparison of classification results obtained by Bag-ODS, Arcx4-ODS facing
the baseline algorithms, our Bag-ODS, Arcx4-ODS outperform MNB, SVM, Max-
Ent, in terms of F1 measure, Gmean and Accuracy because their classification models
give a trade-off between positive accuracy T P. Rate and negative accuracy TN. Rate.
However, SVM provides very competitive results in terms of F1 measure, Gmean and
Accuracy. MaxEnt gives the best result of positive accuracy TP. Rate while making
many false positive errors (FP). In contrast to MaxEnt, MNB gives the best negative

2 We remark that we tried to vary the number of oblique decision stumps from 10 to 500 for
finding the best experimental results. And then, we obtained accurate models with 50 oblique
decision stumps and it seems that the results are unchanged while increasing the number of
oblique decision stumps over 50.
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accuracy TN. Rate while making many false negative errors (FN). Therefore, Max-
Ent and MNB are less accurate than other ones in terms of F1 measure, Gmean and
Accuracy.

Table 2. Classification results on twittersentiment.appspot.com corpora

Algorithm ⇓ TP Rate TN Rate F1-measure Gmean Accuracy
MNB 76.88 74.57 75.83 75.72 75.72
SVM 78.18 73.67 76.28 75.89 75.91

MaxEnt 79.42 71.41 76.17 75.31 75.38
Bag-ODS 79.01 73.90 76.86 76.41 76.43

Arcx4-ODS 79.18 73.74 76.90 76.41 76.43

Fig. 5. Classification results on twittersentiment.appspot.com corpora

5 Conclusion and Future Works

We presented oblique decision stump forest algorithms that achieve high performances
for classifying the sentiment in Twitter. The BoW representation of tweets leads to
large amounts of very high dimensional datapoints. Therefore we propose oblique de-
cision stump forests, Bag-ODS and Arcx4-ODS that is suitable for classifying large
amounts of high dimensional datapoints. The numerical test results on twittersenti-
ment.appspot.com corpora show that our forests are efficient compared to baseline al-
gorithms, including MNB, MaxEnt and SVM.

The test results show that the effectiveness of Bag-ODS, Arcx4-ODS is not so large.
The reason could be that the pre-processing steps (data cleaning and native BoW model)
do not deal with the noisy in twittersentiment.appspot.com corpora. Another features
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of tweets (e.g. like users, emotional icons) could be complementarily used to improve
the classification performance. The drawbacks of the BoW model do not take into
account the synonymy and the polysemy. These problems degrade the classification
performance. In the future, we intend to use the latent Dirichlet allocation (LDA) model
[43] or the lexical database WordNet [44] to deal with the synonymy and the polysemy
arising from the BoW model. This can significantly improve the classification results
of the sentiment in Twitter.

References

1. Go, A., Bhayani, R., Huang, L.: Twitter sentiment classification using distant supervision.
Processing, 1–6 (2009)

2. Barbosa, L., Junlan, F.: Robust sentiment detection on twitter from biased and noisy data. In:
Proceedings of the International Conference on Computational Linguistics, COLING 2010.
Association for Computational Linguistics (2010)

3. Pang, B., Lee, L.: Opinion Mining and Sentiment Analysis. Foundations and Trend. Now
Publishers Inc. (July 2008)

4. Liu, B., Zhang, L.: A survey of opinion mining and sentiment analysis. In: Aggarwal, C.C.,
Zhai, C. (eds.) Mining Text Data, pp. 415–463. Springer US (January 2012)

5. Hassan, S.: Sentiment analysis of microblogs mining the new world (March 2012)
6. Breiman, L.: Random forests. Machine Learning 45(1), 5–32 (2001)
7. Breiman, L.: Bagging predictors. Machine Learning 24(2), 123–140 (1996)
8. Breiman, L.: Arcing classifiers. The annals of statistics 26(3), 801–849 (1998)
9. Wayne, I., Pat, L.: Minimizing the misclassification error rate using a surrogate convex loss.

In: Proceedings of the Ninth International Conference on Machine Learning, ICML 1992,
July 1-3, pp. 233–240. Morgan Kaufmann, CA (1992)

10. Vapnik, V.: The Nature of Statistical Learning Theory. Springer (1995)
11. Go, A., Bhayani, R., Huang, L.: Twitter sentiment,

http://help.sentiment140.com (accessed date May 12, 2014)
12. Lewis, D.D., Gale, W.A.: A sequential algorithm for training text classifiers. In: Proceedings

of the 17th Annual International ACM SIGIR Conference on Research and Development in
Information Retrieval, SIGIR 1994, pp. 3–12. Springer-Verlag New York, Inc., New York
(1994)

13. Berger, A.L., Pietra, V.J.D., Pietra, S.A.D.: A maximum entropy approach to natural lan-
guage processing. Computational Linguistics 22(1), 39–71 (1996)

14. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up?: sentiment classification using machine
learning techniques. In: Proceedings of the ACL 2002 Conference on Empirical Methods in
Natural Language Processing, EMNLP 2002, vol. 10, pp. 79–86. Association for Computa-
tional Linguistics, Stroudsburg (2002)

15. Saif, H., He, Y., Alani, H.: Semantic sentiment analysis of twitter. In: Cudré-Mauroux, P.,
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Abstract. In today’s world we are confronted with increasing amounts of 
information every day coming from a large variety of sources. People and 
corporations are producing data on a large scale, and since the rise of the 
internet, e-mail and social media the amount of produced data has grown 
exponentially. From a law enforcement perspective we have to deal with these 
huge amounts of data when a criminal investigation is launched against an 
individual or company. Relevant questions need to be answered like who 
committed the crime, who were involved, what happened and on what time, 
who were communicating and about what? Not only the amount of available 
data to investigate has increased enormously, but also the complexity of this 
data has increased. When these communication patterns need to be combined 
with for instance a seized financial administration or corporate document shares 
a complex investigation problem arises. Recently, criminal investigators face a 
huge challenge when evidence of a crime needs to be found in the Big Data 
environment where they have to deal with large and complex datasets especially 
in financial and fraud investigations. To tackle this problem, a financial and 
fraud investigation unit of a European country has developed a new tool named 
LES that uses Natural Language Processing (NLP) techniques to help criminal 
investigators handle large amounts of textual information in a more efficient 
and faster way. In this paper, we present briefly this tool and we focus on the 
evaluation its performance in terms of the requirements of forensic 
investigation: speed, smarter and easier for investigators. In order to evaluate 
this LES tool, we use different performance metrics. We also show 
experimental results of our evaluation with large and complex datasets from 
real-world application. 

Keywords: Big data, natural language processing, financial and fraud investi-
gation, Hadoop/MapReduce. 

1 Introduction 

Since the start of the digital information age to the rise of the Internet, the amount of 
digital data has dramatically increased. Indeed, we are dealing with many challenges 
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when it comes to data. Some data is structured and stored in a traditional relational 
database, while other data, including documents, customer service records, and even 
pictures and videos, is unstructured. Organizations also have to consider new sources 
of data generated by new devices such as sensors. Moreover, there are other new key 
data sources, such as social media, click-stream data generated from website interac-
tions, etc. The availability and adoption of newer, more powerful mobile devices, 
coupled with ubiquitous access to global networks will drive the creation of more new 
sources for data. As a consequence, we are living in the Big Data era. Big Data can be 
defined as any kind of datasets that has three important characteristics: huge volumes, 
very high velocity and very wide variety of data. Obviously, handling and analysing 
large, complex, and velocity data have always offered the greatest challenges as well 
as benefits for organisations of all sizes. Global competitions, dynamic markets, and 
rapid development in the information and communication technologies are some of 
the major challenges in today’s industry. Briefly, we have had a deluge of data from 
not only science fields but also industry, commerce and digital forensics fields.  
Although the amount of data available to us is constantly increasing, our ability to 
process it becomes more and more difficult. This is especially true for the criminal 
investigation today. For instance, a criminal investigation department CID of the  
Customs Force in a European country has to analyse around 3.5 Terabyte of data  
(per case) to combat fiscal, financial-economic and commodity fraud safeguards the 
integrity of the financial system and to combat also organized crime, especially its 
financial component. 

Actually, CID staff focuses on the criminal prosecution of: Fiscal fraud (including 
VAT/carousel fraud, excise duty fraud or undisclosed foreign assets); Financial-
economic fraud (insider trading, bankruptcy fraud, property fraud, money laundering, 
etc.); Fraud involving specific goods (strategic goods and sanctions, raw materials for 
drugs, intellectual property, etc.). Seizing the business accounts is usually the first 
step in the investigation. The fraud must be proved by means of the business accounts 
(among other things). Investigation officers not only investigate paper accounts, but 
also digital records such as computer hard disks or information on (corporate) net-
works. The fraud investigation unit uses special software to investigate these digital 
records. In this way we gain an insight into the fraud and how it was committed.  
Interviewing or interrogation of a suspect is an invariable part of the investigation.  
A suspect can make a statement, but may also refuse this. In any case, the suspect 
must be given the opportunity to explain the facts of which he is suspected.  
During their activities the investigation officers can rely on the Information-gathering 
teams for information and advice. These teams gather, process and distribute relevant 
information and conduct analyses. With digital investigations we respond to the rapid 
digitalization of society. This digitalization has led to new fraud patterns and meth-
ods, and all kinds of swindle via the Internet. In order to trace these fraudsters we use 
the same digital possibilities as they do. 

As the CID handles around 450 criminal investigations every year, the amount of 
(digital-) data that is collected increases year over year. A specific point of attention is 
that the CID operates in another spectrum of investigations as ‘regular’ police de-
partments. The types of crime that the CID needs to investigate mostly revolve around 
written facts. So the evidence that is collected by the CID by default contains of large 
amounts of textual data. One can imagine how much textual data a multinational firm 



 Performance Evaluation of a NLP Approach 31 

 

produces, and how many e-mails are being sent in such companies. A specific  
challenge for law enforcement departments that are involved with fraud investigations 
is: how can we find the evidence we need in these huge amounts of complex data. 
Because of the enormity of the large and complex data sets the CID seizes, it is  
necessary need to look for new techniques that make computers perform some  
analysis tasks, and ideally assist investigators by finding evidence. Recently, CID has 
developed a new investigation platform called LES.  This tool is based on Natural 
Language Processing (NLP) techniques [1] such as Named Entity Extraction [2] and 
Information Retrieval (IR) [3] in combining with a visualization model to improve the 
analysis of a large and complex dataset. 

In this paper, we evaluate the performance of LES tool because there are very few 
NLP tools that are being exploited to tackle very large and complex datasets in the 
context of investigation on white-collar crimes.  Indeed, theoretical understanding of 
the techniques that are used is necessary. This theoretical review can help explain the 
usage of these new techniques in criminal investigations, and pinpoint what work 
needs to be done before the most effective implementation and usage is possible.  
The rest of this paper is organised as follows: Section 2 shows the background of this 
research including related work in this domain. We present briefly LES tool and 
evaluation methods in Section 3. We apply our method to analysis the performance of 
LES tool on a distributed platform in Section 4. Finally, we conclude and discuss on 
future work in Section 5. 

2 Background 

2.1 Natural Language Processing in Law Enforcement 

NLP implemented techniques can be very useful in a law enforcement environment, 
especially when unstructured and large amounts of data need to be processed by 
criminal investigators. Already commonly used techniques like Optical Character 
Recognition (OCR) [4] and machine translations [5] can be successfully used in 
criminal investigations. For example OCR is used in fraud investigations to automati-
cally transform unstructured invoices and other financial papers into searchable and 
aggregated spread sheets. In the past more difficult to implement techniques like 
automatic summarization of texts, information extraction, entity extraction and rela-
tionship extraction [1] are now coming into reach of law enforcement and intelligence 
agencies. This is manly so because of the decline in cost per processing unit and the 
fact that these techniques need a large amount of processing power to be able to used 
effectively. 

To zoom in on this a little further: for example the extraction of entities out of large 
amounts of text can be useful when it is unclear what persons or other entities  
are involved in a criminal investigation. Combined with a visual representation of the 
present relations between the extracted entities, this analysis can provide insight in  
the corresponding (social-) networks between certain entities. Indeed, the usage of 
NLP techniques to ‘predict’ criminality, for example grooming by possible paedo-
philes [6] or trying to determine when hit-and-run crimes may happen by analysing 
Twitter messages [7] is possible today. A movement from single available NLP  
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techniques like text summarization, text translation, information and relationship  
extraction towards more intelligent NLP based implementations for law enforcement 
like crime prediction, crime prevention, criminal intelligence gathering, (social-) net-
work analysis and anomaly detection can be observed in literature. Also theoretical 
frameworks and models in the field of ‘forensic linguistics’ [8] are proposed which 
can be used behind the technical implementation of NLP techniques in criminal  
investigations. 

When (commercial-) solutions using these techniques come available, this could 
lead to more extensive NLP based law enforcement systems that can handle Crime 
prediction, deliver automated intelligence on criminal activities, analyse the behaviour 
of subjects on social networks and detect anomalies in texts or other data.  The output 
of these systems is ideally presented in a visual comprehensible way so the criminal 
investigator can quickly assess the data and take appropriate action. 

2.2 Big Data in Criminal Investigations 

No strict definition can be given for the concept Big Data [9] as such, but what can be 
concluded is that Big Data at least has some common elements and that Big does not 
necessarily mean large volumes. Complexity and the inner structure of the data are 
also very important to determine if a dataset belongs to the concept of Big Data or 
not. Another term that is commonly used when people talk about ‘Big Data’ is ‘Un-
structured Data ’. As law enforcement we are confronted with at least parts of the Big 
Data problem; for instance in fraud investigations the fraud investigation unit regu-
larly seizes a complete company (network-) environment including cloud storage and 
all belonging data. Because this data for the fraud investigation unit as outsiders is 
unstructured, and from a variety of sources (computer images, servers, internal com-
munication, wiretap data, databases etc.) these datasets fall under the definition, and 
elements, of Big Data in terms of volume and complexity (also known as variety of 
the data). But also a very large e-mail database containing millions of suspect e-mails 
can fall under the Big Data problem because of the complexity of this data set.  
Please note that in most descriptions Big Data is measured against three axes:  
Volume, Variety and Velocity. What we see is that in the fraud investigation unit’s 
types of investigation, the focus is mostly on the volume and variety of the large data 
set. Velocity is not really an issue as they are investigating a static data set. This is so 
because after seizure the data that needs to be investigated will not (rapidly) change 
anymore. 

What can be said is that the existence of Big Data poses new and unique challenges 
for law enforcement when evidence needs to be found in an investigation with these 
characteristics. What also was can be said is that not only the actual size of the total 
seized data matters, but also the rate of complexity of the data that determines if a 
case falls under a Big Data definition. 

As an example, in a large carousel fraud case that the fraud investigation unit  
investigated in the past, the suspect was a bank that operated from the fraud investiga-
tion unit’s territory and several countries abroad. In this case investigation data was 
collected and seized from a lot of sources: internet wiretaps, forensic disc images 
from tens of workstations, user data from server systems, e-mail servers with literally 
millions of e-mails, company databases, webservers, and the complete banking  
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back-end systems containing all bank transactions. This investigation had the charac-
teristics of Big Data on both levels, a high complexity of the data (the complete  
banking system had to be reconstructed and analysed) and a high amount of total data 
(the house searches were in 2006, and in that time a total of 15 terabyte of data was 
seized). 

This paper is about the usage of NLP techniques in fraud investigations, there are 
specific characteristics for these types of investigations that determine why another 
approach towards Big Data investigation is necessary. In fact our fraud investigation 
unit mostly investigates White Collar Crime cases. Most police departments focus on 
other criminal offenses like murder cases, child abuse, threats, hacking, malware etc. 
The fraud investigation unit on the other hand acts on criminal cases like money 
laundering, terrorism funding, (tax-) fraud, etc. For the fraud investigation unit this 
focus on White Collar crime means that the fraud investigation unit has to be able to 
investigate: (i) Complex (unstructured-) datasets; (ii) Large datasets; (iii) Company 
networks; (iv) Complex communication networks between suspects; (v) Mostly text 
based evidence. 

As you can see, this list shows that the fraud investigation unit will encounter Big 
Data problems because of the specific criminal investigation domain, and that the 
evidence the fraud investigation unit gathers is mostly text based. Before the introduc-
tion of NLP techniques running on the new fraud investigation unit platform LES, the 
fraud investigation unit had massive problems with handling the enormous amounts 
of data that are so specific for white-collar crime investigations. These problems can 
be summarized in: 

• Time taken to process al data that was seized 
• Forensic software not able to handle the huge amounts of data items coming 

from for instance e-mail databases 
• Crashing software when querying the investigation tooling database, because 

of overload 
• Unacceptable waiting time for investigators when performing a query on the 

data (up to 30 minutes per query) 
• Too many search hits to make analysis of the evidence humanly possible in 

many cases 
• Too much technical approach and interfacing for regular investigators by 

currently used tooling 

What also can be observed is that most police cases can make use of the Digital 
Forensics methodology and tooling as is described in literature [10]. Unfortunately 
the fraud investigation unit has to use tooling that is best suitable for criminal investi-
gations falling under Police Types of crime where evidence can be found in/from 
files, desktop/mobile devices, email, network/memory analysis, etc. 

2.3 Related Work 

There are very few researches of NLP in the context of Digital Forensics, especially 
to tackle the problem of Big Data of financial crimes. In the context of Digital Foren-
sics, [11] used NLP techniques to classify of file fragments. In fact, they use support 
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vector machines [12] along with feature vectors consisted of the unigram and bigram 
counts of bytes in the fragment. The method proposed is efficient; it is however, not 
in the context of investigating documents related to financial crimes. In [13], authors 
proposed a corpus of text message data. This corpus can support NLP techniques in 
investigating data located on mobile devices. This corpus is very useful in analysing 
short text but it is not for long, complex documents such as MS word document, pres-
entations, spread sheets, etc. Related to the forensics financial crimes, [14] proposed a 
semantic search based on text mining and information retrieval. Authors however 
focus on documents from collaboration platform such as e-mail, forum as well as in 
social networks. Their main objective is how to optimise the searching queries. 

3 LES Tool and Method of Evaluation 

In this section, we present briefly LES, a NLP based tool that has been developed to 
study the possibilities and benefits the usage of NLP techniques can provide in com-
plex fraud investigations. Next, we describe the investigating process where we apply 
LES tool to analyse evidence files. Finally we present methods we used to evaluate 
this tool. 

3.1 LES Tool 

Because of the problems of handing Big Data investigations mentioned earlier, our 
fraud investigation unit decided to develop tooling in-house that would be able to 
handle these specific types of investigations. The three most important requirements 
for the new tool are: 

• Improving the data processing time, to handle large amounts of data 
• Improving the data analysis time needed, to handle complex datasets 
• Enable end users to perform complex tasks with a very simple interface 

This tool was called LES (Figure 1) and its main characteristics are: 

• Running on an Apache Hadoop platform [15] 
• Ability to handle large amounts of data 
• Use NLP techniques to improve evidence finding 
• Visualisation of found (possible-) evidence 
• A simple web based GUI with advanced search capabilities 

In house developed software components allow investigators to rapidly access fo-
rensic disk images or copied out single files. MapReduce [16] jobs are then executed 
over the data to make parallel processing possible over multiple server nodes. Other 
MapReduce jobs are built in LES tool for text extraction and text indexing. At this 
moment the following NLP techniques are implemented in LES: 

• Information extraction 
• Named Entity Recognition (NER) 
• Relationship Extraction 
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The Information and NER extraction process uses a combination of techniques to 
extract useful information: tabular extraction (for lists of known and described enti-
ties), regular expression extraction, and the Stanford NER library also known as 
CRFClassifier [17]. The relationships between entities are arbitrarily determined by 
the distance between these entities. If a distance is smaller than a threshold, a relation-
ship between two entities is stored in the LES system (a Hadoop cluster of computers 
running LES tool). This implementation of relationship extraction is based on  
co-reference between words, which in system tests appears to perform quite well. 

 

Fig. 1. High level design of LES tool 

3.2 Investigation Process 

Evidence files are imported into the LES system by running specific MapReduce jobs 
in a predefined sequence: 

1) Prepare Evidence 
2) Extraction phase 
3) Indexing phase 
4) NER extraction phase 
5) Relationship Extraction 
6) Analysing 

The evidence acquired during house-searches by the digital investigators is mainly 
recorded in a forensic format like raw dd files or Encase format. During the prepara-
tion phase the evidence containers are mounted and integrity is checked. Then by 
default only the most relevant files are extracted for further processing. At this  
moment these files are the most common document and textual types and e-mail data. 
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All files that need to be investigated by LES tool are placed in a so-called binary 
‘blob’ or data stream on the Hadoop cluster. Pointers to the original files are recorded 
in the file index on the cluster. This makes later viewing and retrieval of the original 
file much easier. When all extracted files are present in the data stream the indexing 
job is run. Next, the NER and RE phase are performed and finally all results are  
imported in the LES Hadoop Elastic search environment.  

3.3 Methodology 

Our evaluation method is based on the combination of Microsoft’s MSDN perform-
ance testing methodology [18], TMap NEXT [19] from Sogeti and some custom 
evaluation items (quality characteristics). The combination of different methodologies 
has led to the following concrete test case parameters that were evaluated:  

• Test data set processing time, split in time to generate NER, extract relations, 
generate keyword index 

• Test data set  query response times 
• Accuracy of the data retrieval: cross referencing with standard tooling 
• Data controllability: completeness of the data, evidence integrity and chain 

of evidence reproducibility 

4 Experiments and Analysis of Results 

In this section, we describe firtly the dataset we used in our experiments. We also 
show the platform where we performed our tests. Finally, we present and analyse the 
results of these experiments. 

4.1 Dataset 

The dataset that was used is applicable for the two dimensions Volume and Variety 
(Complexity) of Big Data. Velocity is not an issue for our experiments at this stage. 
The data set that is used contains historical data from the period 2006 – 2012.  

The testing dataset consisted of: 

• Total size of dataset:              375GB 
• Disk images (Encase E01):            292 disk images 
• Microsoft Exchange mail databases:         96GB 
• Office documents:               481.000 
• E-mails:                1.585.500 
• Total size of documents to investigate:      156GB 
• Total size of extracted textual data:         21GB 

As we are looking for evidence in a fraud case we can expect that most incriminat-
ing content can be found in textual data, coming from documents, e-mails etc.  
LES will automatically extract all files containing textual information out of file  
containers like Encase images, Exchange databases, zip files etc.  
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Next, from these files all text is extracted leading to a total size of pure flat text of 
21 GB out of a total dataset of 375 GB. As this investigation was performed in the 
past, we today know that finding and processing the evidence that was needed, took  
a total of six years investigation. Because the amount of total items to investigate, and 
the complexity of this dataset, the time needed for this investigation took a lot longer 
than was thought of at the start. Some statistics can be found as follows: 

• Evidence items found in dataset:          2.718  
• Total textual items in test dataset:         2.144.254 
• Percentage of evidence found versus total textual items:      0,126% (2718 / 

2.144.254) x 100 = 0,126%) 

As we can see, the percentage of usable evidence for this case was only 0,126 per-
cent. This indicates the needle in the haystack problem we are facing for these types 
of investigations. 

4.2 Testing Platform 

The testing system is a cluster consists of 14 physical servers with the following roles: 

-  2x Hadoop Namenode (for redundancy purposes) 
-  6x Hadoop Datanode (to store the data on) 
-  1x Hadoop Edgenode (for cluster management) 
-  4x Index nodes (to process the data) 
-  1x webserver (for the end-user GUI) 

Hadoop processing and storage: 

-  18TB storage 
-  24 cores Intel Xeon E5504 

Index nodes processing and storage: 

-  12TB storage 
-  12 cores Intel Xeon E5504 

Total cluster internal memory is 256GB. The cluster has been build and configured 
according to the Hadoop recommendations for building a Hadoop cluster. 

4.3 Result Description and Analysis 

We evaluate first of all the performance perspective of LES tool. We compare the 
processing time between Forensic Toolkit (FTK) [20] and LES tool on the same test-
ing dataset. FTK has been configured in such a way that it approached the LES way 
of processing data the most. That means that all images and container items were read 
in FTK, but all extra options were disabled to make comparison fairer (Figure 2).  
As you can see, FTK has been configured to not perform Entropy test, carving, OCR. 
Indeed, only possible textual files were added as evidence to the case (documents, 
spreadsheets, e-mail messages). Only from this selection FTK was allowed to make a 
keyword based index. 
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Fig. 2. FTK case configuration 

According to the FTK processing log, the FTK processing time of the testing data-
set, with the criteria shown above is 10 hours and 54 minutes. For LES tool, the total 
processing time is 1 hour and 24 minutes including 34 minutes of text extraction,  
38 minutes of generating NLP NER databases and 12 minutes of generating the  
searchable keyword index based on the testing datasets. 

In fact, the LES tool was evaluated by running various experiments on the testing 
datasets. As we can see, the overall processing time of this tool is 6 times faster than 
FTK with the same testing datasets. Furthermore, when LES is configured to only 
create a keyword based index, similar to Forensic Toolkit, the LES tool is even  
11 times faster than FTK running on the same datasets. LES does however need extra 
processing time to perform the needed NLP calculations, but enhances the ease of 
finding evidence by running these NLP processes.  

Besides, response times are significantly better when LES is used to search through 
the test data by using single keywords. Table 1 shows the response time of keyword 
searching. FTK shows some remarkable slow response times when using single key-
words to search for, whereas LES in most cases is a factor 1000 or faster when 
searching through the data. 

Furthermore, the retrieval times in LES tool are always under 0.5 seconds, but can-
not be shown in a counter, and therefore difficult to give an exact count in millise-
conds. 

However, this is not a very efficient approach to find unique evidence items, most 
of the time using only one keyword leads to long lists of results. Also, it is very diffi-
cult to make up the best fitting keyword to find the evidence. Normally a combination 
of keywords or multiple search iterations is used, but in practice our investigators start 
hypothesis building by trying single keywords and see what comes back as a result. 
What can be seen from the FTK evaluation is that when using single keywords when 
trying to pinpoint evidence, the retrieval time can be very long.  When using single 
keywords only and keywords are not chosen well or are not unique enough, waiting 
time becomes unacceptable long from an end-user perspective when we choose a 
response time of 20 seconds maximum. Of course investigators also need to be 
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trained to perform smart search actions when using FTK. It is essential to choose 
keyword combinations well. Next, we use the five known evidence items to locate 
and use an AND combination of keywords to evaluate response time and retrieval 
time of evidence items. Table 2 shows the results of this experiment. 

Table 1. Response time of single keyword search 

Document Keywords FTK LES 
  Response

Time(s) 
Retrieve

Time(s) 
Response 
Time(s) 

Retrieve 
Time(s) 

D-195 
(.msg) 

discontinue 
fraud 
revenue 

6
3
6

27
41

287

0.005
0.078
0.119

< 0.5 
< 0.5 
< 0.5 

D-550 
(.ppt) 

scrubbing 
blacklists 
violation 

6
5
6

17
14

365

0.081
0.099
0.069

< 0.5 
< 0.5 
< 0.5 

D-718 
(.xls) 

[NAME1] 
training 

crimecontrol 

18
6
7

295
383

4

0.138
0.143
0.195

< 0.5 
< 0.5 
< 0.5 

D-735 
(.msg) 

[NAME2] 
[NAME3] 
NewYork 

3
5
5

22
52

195

0.006
0.023
0.141

< 0.5 
< 0.5 
< 0.5 

D-805 
(.txt) 

[NAME4] 
Bermuda 
[NAME5] 

5
5
5

4
1190

33

0.038
0.091
0.020

< 0.5 
< 0.5 
< 0.5 

Table 2. Response time of combined keyword search 

Document Keywords FTK LES 
  Response

Time(s) 
Retrieve

Time(s) 
Response 
Time(s) 

Retrieve 
Time(s) 

D-195 
(.msg) 

discontinue, 
fraud, 
revenue 

28 7.1 0.006  < 0.5 

D-550 
(.ppt) 

scrubbing, 
blacklists, 
violation 

24 5.2 0.138  < 0.5 

D-718 
(.xls) 

[NAME1], 
training 

crimecontrol 

10 18 0.195 < 0.5 

D-735 
(.msg) 

[NAME2], 
[NAME3], 
NewYork 

11 5 0.232 < 0.5 

D-805 
(.txt) 

[NAME4], 
Bermuda, 
[NAME5] 

16 4 0.004 < 0.5 
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When a combination of keywords is used we see that the response times for FTK 
are worser than single keyword search. On the other hand, using multiple keywords in 
LES the response time is also milliseconds for the performed evaluations. From an 
end-user perspective a response in milliseconds is more or less instant and thus lead-
ing to a better investigation experience. When the various NLP techniques are used to 
search for evidence, the LES tool response times are also in milliseconds. For instance 
the selection of named entities and the drawing of a relation diagram are performed 
very fast by the system. 

Next, we evaluate the total amount of processed evidence items per file type ana-
lysing system and processing log files for FTK and LES (Table 3). 

Table 3. Total number of processed evidence items per file type 

Document Number of items per file type 
Type FTK LES 

Email 1.585.500 1.641.063
Word documents 44.105 44.837
Spreadsheets 68.101 38.580
Presentations 6.548 2620

 
As we are not sure how FTK counts evidence items, and which types are counted 

and which are not, it is difficult to draw a conclusion from these figures. But what we 
do know is that FTK counts for instance every OLE object item as a unique evidence 
item for Microsoft Office documents. So that increases the count for FTK significant-
ly. However, since we have found all our randomly selected evidence items in both 
FTK and LES we can be carefully positive that no essential data is lost in LES. 

Looking at the functionality perspective, LES has more possible search paths to-
wards an evidence item; this could mean that evidence can be found faster using LES, 
because an investigator has more chance ‘hitting’ a useful search path. This coincides 
with the fact that in LES evidence can be found in more ways, because more search 
methods are implemented. These search methods increase the ways investigators can 
search for evidence. Especially the implemented NLP entity selection in combination 
with other search methods creates new evidence finding possibilities that previously 
were not possible. When looking at the data presentation parts of the software evalua-
tion we can see that LES has more ways of presenting data to the investigator;  
the visualization view of found evidence can help investigators finding new leads. 
Another important functional part is the integrity and chain of evidence of the data. 
What can be seen is that FTK has better data control embedded, thus in FTK the chain 
of evidence is maintained more thoroughly. Also, FTK has better file control embed-
ded; tracing back a file to its originating location is better implemented in FTK than in 
LES, thus the chain of evidence is maintained better. A big advantage of LES is that 
LES has been developed with the end-user in mind, in this case a financial and fraud 
investigator who needs to investigate a Big Data set. Specifically the LES query  
interface is very flexible and helps analyzing complex and large data sets, especially 
the possibility to add query windows (widgets) and refine searches by doing that is 
very powerful. 
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Specific evaluation requirements that were mostly focused on the implementation 
and usage of NLP techniques show that the implemented NLP techniques can help in-
vestigators finding evidence in another way, possibly faster and more efficient.  
At the minimum a new view towards complex data is presented for investigators.  
LES requires less search iterations to find evidence, because of the implementation of 
NLP NER and visualisation of evidence. On the other hand, FTK’s keyword based 
search requires investigators to work through more data and refine search queries a lot 
of times. 

Indeed, some noteworthy points that also came up during the evaluation were for 
instance that it was difficult to find literature that evaluates Accessdata forensic tool-
kit on a performance and data controllability level. It looks like this tooling has not 
been evaluated very thoroughly yet by a respectable authority. For Hadoop/ MapRe-
duce techniques we found that the usage of a Hadoop cluster seems to be very  
efficient when one needs to process large amounts of textual data. However, the  
programming paradigm of Hadoop/MapReduce are more complex than regular  
programming problems because of the distributed and multi-processing nature of the 
Hadoop cluster. The issues that we found during the evaluation were that a (too-) 
large edges and nodes file leads to graphical representation problems. Too much 
named entities and extracted relations leads to information overload for the end-user. 
The forensic chain of evidence is more difficult to maintain in LES. This is because of 
the nature of LES’ inner workings, and the fact that it extracts textual information out 
of forensic images. 

At organization level, we found that the CID will need to explain the difference be-
tween forensic computer investigation and analysis of Big Data. When to use what 
tool all depends on the type of investigation, the needed evidence, and the amount and 
complexity of the data. As the CID mainly has large fraud cases, a logical choice 
would be to use LES as the preferred tool for these kinds of investigations. One  
remark that must be made is that all data found in LES must be verified using a  
(forensic-) tool until LES has a proven track record in court of law. 

As a conclusion, the usage of LES tool that uses NLP as key enabler to handle very 
large and complex data investigations. This means LES tool improves the ‘white  
collar crime’ investigation process in terms of speed and efficiency. 

5 Conclusions and Future Work 

In this paper, we present and evaluate LES tool that is based on NLP techniques to 
help criminal investigators handle large amounts of textual information. In fact, we 
evaluate different perspectives of LES tools. In terms of speed: the proposed solution 
is significantly faster in handling complex (textual) data sets in less time compared to 
traditional forensics approach. In terms of efficiency: the proposed solution is 
optimized for the fraud investigation process. The usage of NLP techniques helps in 
optimizing the investigation process. Investigators have more possibilities finding 
evidence in very large and complex dataset, aided by smart NLP based techniques. 
This greatly improves fraud investigation efficiency. 
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Some topics for further scientific and practical research is coming up. In terms of 
LES tool, more functions have being added such as automatic summarization of texts, 
author recognition, detection of cover language, detection of communication patterns, 
language detection, adding fraud domain knowledge to a NLP language corpus, visua-
lisation of searching results, etc. Therefore, we will also evaluate the performance of 
these upcoming features. 
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Abstract. The era of big data has been calling for many innovations on improving 
similarity search computing. Such unstoppable large amounts of data threaten both 
processing capacity and performance of existing information systems. Joining the 
challenges on scalability, we propose an efficient similarity search in large data col-
lections with MapReduce. In addition, we make the best use of the proposed 
scheme for widespread similarity search cases including pairwise similarity, search 
by example, range query, and k-Nearest Neighbor query. Moreover, collaborative 
strategic refinements are utilized to effectively eliminate unnecessary computations 
and efficiently speed up the whole process. Last but not least, our methods are en-
hanced by experiments, along with a previous work, on real large datasets, which 
shows how well these methods are verified. 

Keywords: Similarity search, large datasets, MapReduce, Cosine, Hadoop. 

1 Introduction 

Similarity search has spread so many real-world applications whose core objective is 
to find objects that are similar to one another. It is, however, a time-consuming 
process in order to successfully achieve the goal. Considering the inceptive pairwise 
similarity search whose demand is to do the self-join of all possible pairs gives an 
exponential complexity. Such a high cost hardly makes itself response a query in time 
as well as meet a user’s needs. The issue is especially getting harder and harder when 
data keeps rapidly growing up. When the digital world and its technologies are 
enormously developed, data come from anywhere; from world-wide web, history, and 
social networks to automation processes, mobile devices, and sensors. Dealing with a 
large amount of data not only puts a serious challenge on similarity search but also 
impose a potential risk toward traditional processing mechanisms. 

We cannot deny the important role of similarity search in a wide range of  
applications. Its relevant issues have, therefore, gained much attentions world-wide. 
Different kinds of indexes or approximate but efficient ways are showed to tackle 
these issues [5][6]. Moreover, state-of-the-arts take the advantage of parallel mechan-
ism either by optimizing parallel algorithms [1] or by deploying computations on a 
novel parallel paradigm like MapReduce [1][4][8][12][14][15] to improve large-scale 
similarity search when data size keeps growing. Engaging in the new trend where  
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the era of big data has come, we propose an efficient similarity search in large data 
collections with MapReduce. Our main contributions are summed up as followings: 

1. A general similarity search scheme toward scalability is presented. 
2. Collaborative strategic refinements, which reduce a large amount of candidate 

size leading to eliminating unnecessary computing and costs, are effectively in-
tegrated into MapReduce phases. 

3. The proposed scheme flexibly adapts itself to well-known similarity searches 
including pairwise similarity, search by example, range search, and k-Nearest 
Neighbor (kNN) search.  

4. These methods are consolidated by experiments with real datasets from DBLP 
[7] and Apache Hadoop Framework [3]. Furthermore, these methods are com-
pared to the work in [10], which shows how much beneficial they might get 
while data size never stops increasing. 

The rest of the paper is organized as follows: Section 2 shows related work that is 
pretty close to our approach. Section 3 introduces basic concepts associated with our 
current work. Next, we propose the general scheme in section 4 and how the scheme 
is applicable to diverse similarity search cases in section 5. Then, relevant experi-
ments and analytics are given in section 6 before we make our final remarks and the 
future work in section 7. 

2 Related Work 

The traditional similarity search like pairwise similarity calls for full computations for all 
possible candidate pairs in the corpus, which brings about the complexity as O(n2).  
Such a high cost is not suitable for either real-time processing or data-intensive applica-
tions. Much work focuses on this issue and tries to reduce the search space by various 
filtering-based or approximate approaches. In [11], the authors introduce a method aim-
ing at fast similarity search in very large string sets called State Set Index. The index is 
interpreted as a nondeterministic finite automaton in which each character of a string is 
processed to map with a state, and the last character defines the accepting state.  
Nevertheless, the whole process is sequentially taking place. The authors from the work 
in [16] make use of the positional filtering principle, which is combined with prefix and 
suffix filtering to efficiently do similarity joins for near duplicate detection. Again, no 
parallelism is taken into account. Another work in [17] shows the combination between 
index structure based method, k-means clustering tree, for prune strategy and a hashing 
based method, hamming distance, for fast distance computation. However, these methods 
are step-by-step done without any parallel mechanism. Moreover, only k-Nearest  
Neighbor query is taken into consideration. 

Meanwhile, the authors in [15] propose a 3-stage MapReduce approach for self-join 
among records. However, computing the similarity score is not clearly showed. Besides, 
the work presented in [10] employs MapReduce to compute pairwise similarity scores. 
The goal is to accumulate the inner product of term frequencies between a pair of docu-
ments through two MapReduce phases as follows: (1) building a standard inverted index 
where each term is associated with a list describing the document it belongs to and its 
corresponding term frequency; and (2) calculating and summing all of the individual 
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values of a pair to generate its final similarity score. The approach looks like using  
Cosine measure but without normalization and strategic filtering. Another approach with 
MapReduce comes from the work in [12]. The basic idea is to build a word frequency 
dictionary, and then inputs referenced to the dictionary are converted into vector texts. 
Finally, prefixes of each vector text are calculated and stored in a PLT inverted file, 
which has the form of <word, textid, length, threshold value>. When there is a query text 
search, the query text will be transformed into vector texts which have been later on 
processed for their prefixes. In the end, words in each prefix will be searched from  
the PLT inverted file to find the text pairs that satisfy the given similarity threshold.  
This approach consumes, however, lots of computations and large amounts of prefixes, 
which easily leads to slowing down the whole system due to massive datasets. In [1],  
the authors present a hybrid combination between forward and inverted indexing but a 
mapper-only scheme. They develop a partitioning method for static filtering which assure 
dissimilar pairs are at different partitions. The authors then use the circular assignment, 
together with a hybrid indexing, to assign tasks that compute the all-pair similarity  
between these partitions. Cosine measure is exploited in this work, but its normalization 
is assumed to be already done before further computing. The work in [8] also uses Co-
sine measure and a filtering strategy to eliminate terms based on an upper-bounding pivot 
and a threshold. Nevertheless, how to normalize the weights, again, is not mentioned. 

3 Preliminaries 

3.1 Concepts 

A workset Ω consists of a set of N documents Di, which is represented as Ω = {D1, 
D2, D3, …, Dn}, and each document Di composes of a set of words as termk, which is 
shown as Di = {term1, term2, term3, …, termk}. In general, each document Di has the 
probability to share its terms with others, and we define common terms as those con-
tained in all the considering documents in the workset Ω. Meanwhile, each termk has 
its own term frequency tfik, which is described as the number of times the termk oc-
curs in the document Di. The inverse document frequency idfik shows how much pop-
ular a termk of a document Di is across all the documents. In addition, the sign [,] 
indicates a list, the sign [[,], [,]] demonstrates a list of lists, and the sign [,]ord denotes 
an ordered list.  

In this paper, we utilize the Cosine measure, which is popular and employed by the 
work in [1][4][10][16], to compute the similarity between a pair of documents Di and 
Dj, whose formulae are defined as follows: 

,                                                1  

    Where  
  

∑                          (2) 
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From the equations (1) and (2), nk represents the total number of documents  
sharing the same termk, and idfik is computed as log(N/nk). All of the documents, 
however, have to be normalized before being further processed. We call Wik the nor-
malized weight of termk in the document Di, which is done by the equation (2).  
The purpose of normalization integration is to avoid the much affection of large  
documents to small ones and make the similarity scores fall into the interval [0, 1], 
which is easily visualized to humans. Besides, bringing the normalization into the 
processing makes sense in reality and not an assumption in the context of big data 
because of its computation costs. Last but not least, we also exploit an inverted index, 
which maps a termk to the document Di to which it originally belongs, to speed up the 
processing then. 

3.2 MapReduce Paradigm 

MapReduce is a parallel programming paradigm which aims at many large-scale 
computing problems [9]. The basic idea is to divide a large problem into indepen-
dent sub-problems which are then tackled in parallel by two operations known as 
Map and Reduce. Its mechanism is deployed in commodity machines in that one  
is in charge of a master node and the others are responsible for worker nodes.  
The master delivers m Map jobs and r Reduce jobs to workers. Those which are 
assigned Map jobs are called mappers whilst those which are assigned Reduce jobs 
are called reducers. In addition, Map jobs are specified by a Map function and 
Reduce jobs are defined by a Reduce function. The single flow of MapReduce can 
be shortly described as follows: (1) The input is partitioned in a distributed file 
system (e.g., Hadoop Distributed File System – HDFS) [3], which produces a key-
value pairs of the form [key1, value1]; (2) Mappers execute the Map function to 
generate intermediate key-value pairs of the form [key2, value2]; (3) The shuffling 
process groups these pairs into [key2, [value2]] according to the keys; (4) Reducers 
execute the Reduce function to output the result; and (5) The result is finally  
written back into the distributed file system. 

4 The Proposed Scheme 

In this section, we propose an overview scheme that derives similarity scores between 
pairs of documents with MapReduce. From a general point of view and for simplicity, 
we firstly show the scheme as in the traditional self-join case without any query  
parameters in that we want to find pairwise similarity. Other specific cases following 
the scheme are presented in section 5 of the paper. As illustrated in Fig. 1, the whole 
process consists of four MapReduce phases as follows: (1) Building the customized 
inverted index; (2) Normalizing candidate pairs; (3) Building the normalized inverted 
index; and (4) Computing similarity pairs. Moreover, each phase is equipped with 
filtering strategies in order to eliminate dissimilar pairs and reduce overheads includ-
ing storage, communication, and computing costs. 

At the first MapReduce phase, sets of documents known as worksets are inputs to 
build the customized inverted index. Prior Filter is applied to discard common words. 
The reason is that they contribute nothing to the final similarity score but give a burden to 
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the whole process. Next, the customized inverted index will be normalized at the second 
MapReduce phase. In parallel, Query Term Filtering and Lonely Term Filtering are ap-
plied to filter those which only exist in a single document or those which are not in the 
given query document, respectively. In addition, the key-value pairs are descendingly 
ranked, which is according to their values. These key-value pairs are then fed to the third 
MapReduce phase so that the normalized inverted index is generated. Besides, Pre-
pruning-1 will be done to reduce the candidate size when given a query document.  
Finally, the normalized inverted index is employed to filter candidate pairs again accord-
ing to specific similarity queries like range or k-Nearest Neighbor (k-NN) queries before 
outputting similarity pairs. Last but not least, Pre-pruning-2 will be utilized to reduce 
candidate size at the Map task of this phase. More details of each phase are given in  
section 5 of the paper, which depends on specific similarity search cases. 

 

Fig. 1. The overview scheme 

In general, let Di be the ith document of the workset, termk be the kth word of the 
whole workset, tfik be the term frequency of the termk in the document Di, idfik be the 
inverse document frequency of the termk in the document Di, Wik be the normalized 
weight of the termk in the document Di, Mi be the total weight of all the terms in the 
document Di, Wi be the largest weight of the termk in the document Di, and sim(Di, 
Dj) be the similarity score between a document pair. A special character, e.g., @, is 
employed to semantically separate the sub-values in the values of a pair. The overall 
MapReduce operations can be summarized as follows: 

MAP-1:                                                    ,   
REDUCE-1:   ,                                            , @ @  
MAP-2:       , @ @               ,  @ @  

REDUCE-2:   ,  @ @                   ,  @  
MAP-3:     ,  @                          , @ @ @  
REDUCE-3:   , @ @ @             , @ @ @  
MAP-4:          , @ @ @   ,  
REDUCE-4:    ,                    , ,  
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5 Similarity Search Cases 

The proposed scheme is applicable not only to popular similarity searches like pair-
wise similarity and search by example but also to those with query strategies such as 
range search and k-NN search. In each sub section below, we show in detail how it 
gets insight on the specific similarity searches. 

5.1 Pairwise Similarity 

Pairwise similarity search is the case in that we want to find out all possible similar 
pairs. In other words, one is bound to every other to give their similarity. Following 
the scheme, worksets are initially passed to mappers at Map-1 method, which produc-
es intermediate key-value pairs of the form [termk, Di]. They are then retrieved by 
reducers at Reducer-1 method to output the key-value pairs of the form [termk, 
[Di@tfik@idfik]], where tfik and idfik are derrived. At this step, common words which 
have idfik equal to 0 are discarded by the Prior Filter. For example, assuming that 
there are three documents named D1, D2, and D3, and each document contains its cor-
responding words as the input illustrated in Fig. 2. After Map-1 method, we have a 
list of intermediate key-value pairs [[A, D1], [B, D1], [B, D1], [C, D1], [A, D1], [E, 
D1], [C, D2], [A, D2], [D, D3], [B, D3], [A, D3], [E, D3]]. The list is then accessed by 
reducers at Reduce-1 method. The common word A is ignored by the Common Term 
Filtering while the lonely word D is marked as Terms Not Proceeded-{TNP}.  
The reason why the lonely word D is not discarded right away but marked as a special 
sign at this phase is that it should be kept joining the normalization step later on even 
though it does not contribute to any similarity scores in the end. Therefore, we have 
the output list as follows [[B, [D1@2@0.176, D3@1@0.176]], [C, [D1@1@0.176, 
D2@1@0.176]], [{TNP}, D3@1@0.477]], [E, [D1@1@0.176, D3@1@0.176]]]. 

 

Fig. 2. MapReduce-1 operation 

Next, the key-value pairs from the first MapReduce are normalized at the second 
MapReduce. The intermediate key-value pairs after Map-2 method have the form of 
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[Di, termk@tfik@idfik]. The Reduce-2 method normalizes these pairs into an ordered 
list of the form [Di, [termk@Wik]]. The values are sorted by their sizes and then by 
their Wik. Fig. 3 shows the ongoing example at the second MapReduce. The mappers 
at Map-2 method output the intermediate key-value pairs as the list [[D1, 
B@2@0.176], [D3, B@1@0.176], [D1, C@1@0.176], [D2, C@1@0.176], [D3, 
{TNP}@1@0.477], [D1, E@1@0.176], [D3, E@1@0.176]]. These pairs are later 
normalized by the reducers at Reduce-2 method which gives us the normalized and 
ordered output list as following [[D1, [B@0.8165, C@0.4082, E@0.4082]], [D3, 
[B@0.3271, E@0.3271]], [D2, [C@0.1760]]]. It is worth noting that the lonely term 
{TNP} is filtered by Lonely Term Filtering at Reduce-2 method. 

 

Fig. 3. MapReduce-2 operation 

After the normalization, the third MapReduce takes the normalized inverted index 
into account. The mappers at Map-3 method emit the intermediate key-value pairs of 
the form [termk, Di@Mi@Wi@Wik]. The reducers at Reduce-3 method output the 
ordered key-value pairs of the form [termk, [Di@Mi@Wi@Wik]]. Fig. 4 presents the 
ongoing example at this phase. We have the list after Map-3 method as follows:  

[[B, D3@0.6542@0.3271@0.3271], [E, D3@0.6542@0.3271@0.3271],  
  [B, D1@1.6329@0.8165@0.8165], [C, D1@1.6329@0.8165@0.4082],  
  [E, D1@1.6329@0.8165@0.4082], [C, D2@0.1760@0.1760@0.1760]]  

And we have the list after Reduce-3 method as follows:  

[[B, [D1@1.6329@0.8165@0.8165, D3@0.6542@0.3271@0.3271]],  
  [E, [D1@1.6329@0.8165@0.4082, D3@0.6542@0.3271@0.3271]],  
  [C, [D1@1.6329@0.8165@0.4082, D2@0.1760@0.1760@0.1760]]]. 

 

Fig. 4. MapReduce-3 operation 
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Finally, the fourth MapReduce computes the partial product of each corresponding 
term of a pair, which has the form [Dij, inner-product], at Map-4 method and leads to 
the final similarity score of each pair, which has the form [Dij, sim(Di, Dj)]. The run-
ning example is closed at this phase from Fig. 5. The intermediate key-value pairs 
[[D13, 0.2881], [D12, 0.0718], [D13, 0.1440]] after Map-4 method are aggregated to the 
final similarity scores [[D13, 0.4321], [D12, 0.0718]] at Reduce-4 method. Last but not 
least, Query Parameter Filtering is optionally applied to obtain closer results when 
query parameters are given. 

 

Fig. 5. MapReduce-4 operation 

5.2 Search by Example 

Search by example is a well-known similarity search case when given a pivot object 
as an example for the search. The goal is to find the most similar objects according to 
the pivot. Once it is the case, not only are lonely words in the pivot discarded but also 
those which do not exist in the pivot are ignored by Lonely Term Filtering and Query 
Word Filtering at Reduce-2 method. The reason is that they do not contribute to the 
similarity between a pair but make the process bulky. Doing so significantly contri-
butes to the reduction of overheads such as storage, communication, and computing 
costs through the whole process of MapReduce jobs. 

 

Fig. 6. MapReduce-1 operation when given the pivot 

Let us come to the example as illustrated in Fig. 6, and at this time, the document 
D3 is considered as the pivot. The MapReduce operations conform to the proposed 



52 T.N. Phan, J. Küng, and T.K. Dang 

 

scheme. The difference here is that term C in D1, term C in D2, and {TNP} are dis-
carded in advance. Furthermore, search by example can be leveraged by query strate-
gies presented in section 5.4, which shows how soon candidate pairs are filtered to 
reduce the candidate size and fit the query. 

 

Fig. 7. MapReduce-2 operation when given the pivot 

5.3 Query Strategies 

Most similarity searches are also accompanied with search query strategies such as 
range search or k-NN search. The range search adds the similarity threshold ε so that 
those pairs whose similarity is greater or equal to the threshold should be returned  
as the final result. Meanwhile, the k-NN search looks for the k most similar objects 
from the candidate sets. As a consequence, the parameters ε and k are utilized to filter 
objects so that the final result, on the one hand, is as close as users’ needs and the 
search process, on the other hand, is significantly improved. In order to exploit them 
for the proposed scheme, both Pre-pruning-1, for the case a query document is given, 
and Pre-pruning-2, for other cases, are attached but not mutually exclusive. 

 

Fig. 8. MapReduce-4 operation with Pre-pruning-2 

In the case of pairwise similarity, we do not actually want to find all-pair similarity 
due to the fact that it is rarely used in a specific range of applications whereas its en-
tire result is not completely utilized. Moreover, such a big process consumes much 
time and resources, which is not really suitable for most application scenarios, espe-
cially for real-time intensive ones. Thus, the threshold ε is provided to filter necessary 
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pairs from the total candidates to meet certain needs. Pre-pruning-2 at Map-4 method 
catches this line of thought. It employs the two below inequalities with the latter 
adopted in [1] to do its task as candidate filtering: 

,                                                       3  

, min ,                                      4  

From the inequalities (3) and (4), the filtering rule is to find those whose σ is 
greater or equal to the threshold ε. Let us back to the example of pairwise similarity in 
section 5.1. At Map-4 method as illustrated in Fig. 8, the pair D1 and D3 has their σ as 
0.5341 whilst the pair D1 and D2 has their σ as 0.1437. Assuming that the threshold ε 
has the value 0.4, the pair D1 and D2 is early discarded. Meanwhile, Pre-pruning-1 is 
able to sooner get rid of unnecessary pairs when given a query object, and this sup-
porting process takes place at Reduce-3 method. It is worth noting that the key-value 
pairs at this phase have the form [termk, Di@Mi@Wi@Wik], so the above filtering 
rule can be shortly derived. From the instance of search by example in section 5.2, the 
Pre-pruning-1 method indicated in Fig. 9 estimates candidate pairs whether σ is  
greater or equal to ε. The value of σ is computed as 0.4006, which is the minimum 
between 0.4006 and 0.5342. Assuming the threshold ε has the value 0.4, the pair D1 
and D3 is, therefore, further processed to get their final similarity. 

 

Fig. 9. MapReduce-3 operation with Pre-pruning-1 

On the other hand, k-NN query is also attached together with a query object. Pre-
pruning-1 takes the k parameter into account to filter objects before their similarity is 
computed. In other words, each mapper at Map-3 method approximately emits top-k 
key-value pairs whose size is according to the total number of running mappers as the 
equation (5) below: top k pairs  max  ∑ , 1                                       5  

It is totally possible because the key-value pair input of Map-3 method has been 
ordered by its size and normalized weights from the second MapReduce operation. 
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Moreover, the probability a pair is the most similar is high when each combined ob-
ject has its largest size and normalized weights. As a consequence, the equation (5) 
helps reduce unnecessary computing and the candidate size.  

6 Experiments 

6.1 Environment Settings 

In order to do our experiments with MapReduce, we employ the stable version1.2.1 of 
Hadoop and DBLP dataset [7], which is used to do similarity search on the title of 
publications. The Hadoop framework is installed in the cluster of commodity ma-
chines called Alex, which has 48 nodes and 8 CPU cores and either 96 or 48 GB 
RAM for each node [2]. In general, we leave Hadoop configurations in default mode 
as much as possible, for we want to keep the most initial settings which a commodity 
machine may get even though some parameters could be tuned or optimized to fit the 
Alex cluster. The configured capacity is set to 5GB per node, so the 48-node cluster 
totally has 240GB. The number of reducers for a reduce operation is set to 168.  
In addition, the replication factor is set to 47. The possible heap size of the cluster is 
about 629 MB, and each HDFS file has 64MB Block Size. It is worth noting that Alex 
has suffered the overhead of other coordinating parallel tasks, i.e., these nodes are not 
exclusively for the experiments. In addition, they are diskless nodes, but in the back-
ground data are located on a storage area network. Last but not least, each benchmark 
has its fresh running. In other words, data from the old benchmark are removed before 
the new benchmark starts. All the experiments for one type of query are consecutively 
run so that their environments are close as much as possible. 

6.2 Empirical Evaluations  

In this section, we perform some performance measurements for examining methods. 
The measuring time is bound since the time MapReduce jobs start running to the time 
they finish writing the result to the HDFS. First, Fig. 10 shows Pairwise similarity 
case among the naïve approach (i.e., the approach without applying any filtering), the 
filtering approach, and the work in 2008 [10] and search by example. Apart from the 
work in 2008, the other approaches are based on our proposed scheme in section 4. 
Besides, we also compare the search by example case with the pairwise similarity 
case. The dataset size is increased turn by turn from 50MB to 500MB. From Fig. 10a, 
the result shows that our proposed methods outperform the work in 2008 in terms of 
query processing time. More concretely on the average, the naïve approach is 68.38% 
faster than the work in 2008, the filtering approach is 69.41% faster than the work in 
2008, and the search by example is 73.03% faster than the work in 2008. The main 
reason is that the work in 2008 finds the term frequency right away at mappers instead 
of reducers whose main goal is to perform reduced computations. In other words, the 
functionality of mappers is mistakenly used from the beginning. Moreover, the work 
in 2008 computes all possible candidates without filtering whilst our approach does. 
On the other hand, there is no big difference among the naïve approach, the filtering 
approach, and search by example while the dataset size is still small, or to say, under a 
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specific threshold. The reason is due to the operation cost of the whole system.  
Once the dataset size is significantly increased, a big gap among them emerges.  
On the average, the naïve approach consumes 3.5% more CPU time than the filtering 
approach and 15.1% more CPU time than search by example.  

 

Fig. 10. Pairwise similarity between the naïve approach, the filtering approach, and the work in 
2008 and search by example; (a) Query processing time; and (b) The saved data volume 

In terms of data volumes, Fig. 10b shows the correlation of data quantity among 
the approaches during MapReduce operations. The work in 2008 has fewer amounts 
of data output in the end. More specifically, the work in 2008 produces 54.01% less 
data than the naïve approach, 50.01% less data than the filtering approach, and 
17.68% less data than search by example, respectively on the average. The reason is 
that the proposed scheme, on the one hand, needs to normalize inputs before compu-
ting the similarity whilst no filtering is accompanied. On the other hand, it is worth 
noticing that the work in 2008 computes the similarity score between two documents 
by summing the inner products of the term frequencies, which are not normalized yet. 
Normalization is essential because weight terms should be high if they are frequent in 
relevant documents but infrequent in the collection as a whole. If normalization is 
taken into account, the work in 2008 suffers more computations and data volumes. 
Nevertheless, we implement it as the original version, i.e., without normalization. 
Furthermore, the result indicates how much important the refinements are applied in 
order for the filtering approach to save 4% data quantity and for search by example to 
save 32.33% data quantity, on the average, when compared to the naïve approach. 
Last but not least, the amount of data output from MapReduce-2 operation to MapRe-
duce-4 operation, when filtering is applied, just gets 0.04% data proportion on the 
average compared to the whole data output in the case of search by example itself.  
As a consequence, search by example has 43.97% less data than the naïve approach. 
In summary, the data output volume without filtering is nearly double in comparison 
with the data input size due to normalization. In addition, MapReduce mechanism 
always writes down intermediate outputs into HDFS, whose disk access costs are too 
expensive. Filtering strategies are, therefore, essential to reduce the candidate size and 
related computing costs as well. 

On the other side, we conduct experiments with query strategies when the dataset 
size is step-by-step increasing from 300MB to 700MB, which are shown in Fig. 11. 
The data values from Fig. 11a indicate that there is no big difference in terms of query 
processing among range queries where the similarity thresholds are set to 90%, 70%, 
and 50%. Likewise, the values from Fig. 11b point out the same evaluation for k-NN 
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queries where the values of parameter k are set to 100, 300, and 500, respectively. 
Moreover, the two kinds of query strategies mostly have the same performance.  
In other words, either the parameter ε for range queries or the parameter k for k-NN 
queries does not give a gap between them. Last but not least, the two kinds of query 
strategies perform 2.67% to 4% faster than search by example without Pre-pruning. 

 

Fig. 11. Query strategies; (a) Range query case; and (b) k-NN query case  

To additionally wrap up by these experiments, we further describe the important 
factors that most matter to achieving high performance with MapReduce as follow-
ings: (1) The MapReduce operations should not be too complex due to limited  
computing resources; (2) The less computations the similarity measure is, the high 
efficiency the whole system gets [13]; (3) The ways of programming for Map and 
Reduce functions also affect the entire system; and (4) Depending on the characteris-
tics of commodity machines, the environment settings can be further optimized to 
improve the overall performance. 

7 Conclusion and Future Work 

Aiming at scalability, we propose an efficient similarity search in large data collec-
tions with MapReduce, which is flexibly adaptable to popular similarity search cases 
such as pairwise similarity, search by example, range query, and k-NN query. In addi-
tion, collaborative strategic refinements associated with the proposed scheme not only 
foster the prospective scalability of MapReduce but also eliminate unnecessary com-
putations as well as diminish candidate sizes. Furthermore, our methods are verified 
by experiments on real massive datasets and Hadoop framework, which is deployed 
and experienced in the commodity machines. For the future work, we will enhance 
the model with distinct n-grams instead of words in order to minimize the interme-
diate data outputs. Besides, our proposed approach is possibly extended to the case of 
incremental similarity search, which gives best support to both offline and high-
frequent incoming data processing. Last but not least, we will consider and take care 
of other challenges under the context of big data in order to strengthen our methods 
supporting data-intensive applications.  
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Abstract. Signature scanning plays an important role on modern security appli-
cation such as virus scanners, intrusion detection/prevention systems, and fire-
walls. High demand of scanning throughput gives rise to recent efforts on 
hardware-based matching engine. In this paper, we proposed an efficient archi-
tecture for matching Clam Antivirus (ClamAV) signatures on reconfigurable 
platform (FPGA). We utilize Bloom filter technique for filtering input data and 
Bloomier filter technique for one round check suspect data. Our proposed ap-
proach supports up to 256 byte length signatures and can handle both basic and 
regular expression signatures. Our prototype on NetFPGA platform could han-
dle up to 16K regular expression signatures and 64K basic signatures. 

Keywords: Antivirus, bloom filter, fpga, pattern matching. 

1 Introduction 

Nowadays, when the use of internet is increasing rapidly and globally, information 
security has become more and more critical. One of the most important solutions for 
tightening system security is antivirus. Antivirus application exploits pattern matching 
as a main mechanism for detecting illegal programs such as computer viruses, mal-
wares, worms... Although there are many improvements in pattern matching algo-
rithms, this process still occupies a significant amount of resources and slowdown 
system performance. In addition, due to the growing number and the complexity of 
virus signatures, it has become a bottle-neck task in software-based antivirus program. 

The limitation in software-based antivirus program has led to a high demand of 
hardware solution to speed up this process. One of the most common hardware  
technologies in this field is Field Programmable Gate Array (FPGA) because of its 
capability of parallelism and flexibility in changing application. There are various 
FPGA-based approaches have been proposed, but those systems [1, 2, 3, 4] need quite 
large on-chip memory or consume lots of logic elements [5]. Moreover, the problem 
of regular expression (regex) signatures has not been resolve completely. In this  
paper, we proposed a high-speed FPGA architecture for scanning Clam Antivirus 
(ClamAV) signatures. We exploit Bloom Filter and Bloomier Filter (BBF) techniques 
that result in low resource consumption and proposed approaches for handling regex 
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signatures. Our approach is mainly based on memory, so that the system update could 
be simple and fast. 

The remaining of this paper is organized as follows. In section 2, we introduce 
ClamAV database and discuss related works including our previous work on ClamAV 
static pattern matching engine. Section 3 discuss our signature preprocessing process. 
This is an import part which helps clarify the design of your proposed architecture. 
Section 4 describes hardware architecture of our proposed virus matching engine.  
The experimental results of our system are presented in section 5. Finally, conclusions 
and future work are given in Section 6. 

2 Background and Related Works 

2.1 ClamAV Database 

Clam Antivirus (ClamAV) is an open-source cross-platform antivirus software that is 
mainly used on server-side for email virus scanning. ClamAV database has been used 
as experimental signature set in many hardware-based virus scanning solutions [6, 7]. 
As of September 2013, the entire ClamAV database contains over 2,400,000 virus 
signatures. The main database (released with the software) and the daily database 
(regularly updated) are the two parts of ClamAV database.  

Virus signatures in ClamAV, in Table 1, can be divided to three main types: MD5 
checksums, basic patterns, and regular expression (regex) patterns.  In this paper, we 
only use the main database from the lasted stable version 0.98.4 (Sep, 2013). As de-
picted in the Table 1, the MD5 signatures take the largest number of virus signatures 
(93.96%). Basic and regex signatures are next with 3.67% and 0.40% respectively. 
Despite of largest proportion of signatures, MD5 signatures only account for around 
8% of scanning time. Therefore, we ignore this kind of signature and focus on basic 
and regex types. 

Table 1. Analysis on ClamAV database (Sep 2013) 

 Basic Regex MD5 Other Total 

No. Signatures 88885 9670 2277804 47866 2424225 
No. Sig. ratio (%) 3.67% 0.40% 93.96% 1.97% 100% 
Scan time ratio (%) 63.86% 27.94% 8.2% 100% 

 
The basic signature is a continuous byte string. A regex signature is an extension of 

the basic signature with various wildcards. Table 2 summarizes the most used wild-
cards in ClamAV. For detecting polymorphic viruses, regex signature support is 
necessary. Example of two kind signatures is given in Fig. 1. The signature for 
Trivial-348 virus is defined in form of hex string, while the signature for DOS.Lawine 
virus is defined with some wildcards ({n-m},??). Each sign “??” can be replaced with 
any 8 bit data and sign “{n-m}” can be replaced with within in range from n to m 
number of bytes. When searching for this regex signature, the matching engine must 
be able to match separate patterns “8bd866b9b2080000bb”, “2e8037”, “f943fce2f7”, 
and verify the distant constraints between these patterns. 
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Trivial-348(Clam)=cd21b74093ba0001b11ecd21c32a2e2a00 
DOS.Lawine(Clam)=8bd866b9b2080000bb{1-10}2e8037??f943fce2f7 

Fig. 1. Example of virus signature 

Table 2. Common wildcard in regular expression signature 

Wildcard Distance constraints 

?? 1 byte 
{n} n bytes 
{-n} less than n bytes 
{n-} more than n bytes 
{n-m} more than n bytes but less than m bytes 
* any number of byte 

2.2 Related Works 

In pattern matching, three most known approaches in FPGA-based solutions are shift-
and-compare [5,10], state machine [11,17] and hashing method [9,12,16]. Systems 
which are implemented by using shift-and-compare or state machine method work 
intensively on logic cells rather than on-chip memory. As a result, the number of logic 
cells utilized by these systems depends on the number of patterns as well as length of 
patterns and the process of updating patterns requires reconfiguration of entire  
system. On the contrary, hashing approach employs on-chip memory to store patterns. 
Consequently, the resource consumption of logic cells of hash-based systems relies 
partially on patterns set and the process of modifying patterns set in these systems  
is simply changing their memory content. Our system based on two hashing  
technique: Bloom and Bloomier filter. 

A Bloom filter [9] is a compact probabilistic data structure which is used an index 
table to determine if an element might be part in pre-defined set. The base data struc-
ture of a Bloom filter is a bit vector. Initially, all entries in the bit-vector index table 
are set to 0. To add an element to the index table, we use k hash functions to hash 
element to k position in the table, and set the bits in the bit vector at the index of those 
hashes to 1. This process is repeated until all members of pre-defined set are hashed 
to index table. 

To test for membership, we simply hash the element with the same k hash  
functions, then see if those values are set in the bit vector table. If one of these entries 
is 0, this string is not member of the set, otherwise, the existence of this string in the 
set is uncertain and further test is required. This uncertainty is caused by "false posi-
tive" problem in hash-based system. “False positive” probability is calculated by  
equation, with m is length of bit vector table, n is size of set and k is the number of 
hash functions. 

km

nk

ef )1(
−

−=                                               (1) 

Due to “false positive” problem, this hash method is not efficient with applications 
that require accurate searching. In order to archive an acceptable probability, a large 
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amount of memory must be used. But Bloom filter can creating index table process 
very quick and index tables can be created directly by a module on FPGA. 

In Bloom Filter’s worst case, the entire pre-defined set is scanned to confirm the 
uncertain match result from hashing operation. [13] introduces better approach by 
using secondary hash function and index table to reduce the scope of matching but it 
still has to scan more than one pattern. This task consumes lots of time because the 
patterns are usually stored in low speed off-chip memory.  

 

Fig. 2. Bloom-Bloomier Filter Pattern Matching Engine architecture 

Bloomier Filter [14] is developed to solve this weakness. It can show exactly which 
pattern in the set is the best match with the searched string so the query time is con-
stant. Bloomier Filter’s algorithm is similar to Bloom Filter, but its index table is 
constructed in a different method. Instead of using one bit for each index table entry, 
Bloomier Filter stores more information in one entry, as a result, size of each entry 
depends on which information is encoded. Because of this extra information, Bloomi-
er’s index table is built in a more complex way as compared with Bloom Filter [15]. 
The advantage of this hashing method is just compare with a pattern. 

2.3 Bloom-Bloomier Filter Pattern Matching System 

Our previous work [8], BBF-Engine is a pattern matching engine which bases on the 
combination of Bloom filter and Bloomier Filter. Besides providing a simple match/no-
match answer, BBF-Engine also indicates which pattern resulted in a match, speeding up 
exact matching to verify against with low number of false positives.  
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BBF-Engine in Fig. 2 includes a Character Scanning Unit, an Arbiter Unit, a Com-
parison Unit and an off-chip memory to store original patterns. The Character Scan-
ning Unit includes a series of Hash Modules to calculate hash value for each possible 
string of which length is between 1 and 128 characters. There are also 5 Bloom-
Bloomier Modules (BBM) for the corresponding string lengths: 8, 16, 32, 64 and 128. 
The Arbiter Unit repeatedly fetches bloom-match records in Bloom-match FIFOs for 
processing. Based on these records, the Arbiter Unit looks through record’s extra pre-
processed information in SRAM to determine whether this is a single-fragment pat-
tern or two-fragment pattern and the correlated original pattern’s address in SDRAM. 
After defragmenting fragments, the Arbiter Unit put suspected pattern id into Wait-
for-Compare FIFO for Comparison Unit. The Comparison Unit uses those suspected 
pattern id to compare suspected string stored in the String Buffer against original 
pattern in SDRAM and produces a match together with pattern ID if the suspected 
string and the original pattern are identical. 

The remaining problem of BBF-Engine is that it only support basic signatures of 
ClamAV. In this paper, we extend our BBF-Engine and propose a comprehensive 
architecture which supports both basic and regex signatures. 

3 Pattern Analyzer 

3.1 Preprocessing of Virus Signature 

In order to be deployed on FPGA, all ClamAV signatures need to be preprocessed. 
This process is repeated whenever new signatures are updated. Fig. 3 illustrates the 
workflow of our signature preprocessing process. First, we extract virus signatures 
from ClamAV database and classify them into two separate groups: basic signature 
group and regex signature group. In the second step, for each signature in regex 
group, we extract all wildcards and split it in to multiple sub-patterns. A sub-pattern is 
a continuous byte string and could be considered as a basic signature. We keep refer-
ence information with each sub-pattern in Pattern Metadata for later reconstruction of 
original signature.  All extracted sub-patterns and basic signatures are then merged 
into a deploying signature set. In the third step, we split each signature into fragments 
in order to meet pre-defined pattern lengths of our BBF-Engine.  

 

Fig. 3. The flow diagram of pre-processing virus signatures 
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3.2 Wildcard Extraction 

Wildcard defines a gap or displacement of a sub-pattern to another sub-pattern in 
order. Therefore, we propose to match regex signature by matching each sub-pattern 
and verify its displacement constrains to the others. Our software will preprocess each 
regex signature to extract all sub-patterns and create metadata for it.   

Example 1: Given pattern P=abcdefghij{10}def.  

Pattern P contains the displacement operator {10}, which means a gap of 10 arbitrary 
bytes, and would be divided into two sub-patterns: 

    Sub-pattern 1: P1=abcdefghij  
    Sub-pattern 2: P2=def. 

During the wildcard extraction process, we convert all wildcards to the same form 
of {m,n}. By this way, the algorithm for reassembly of sub-pattern is uniform and 
simpler. Table 3 show values of m and n for each conversion of wildcard. ∞ denotes 
the maximum length that our engine could support. The exact value of ∞ depends on 
deployed signature set that will be discussed in section 5. 

Table 3. Wilcard conversion 

Original At-least(n) Within(m) 

?? 
length of 
wildcards 

length of 
wildcards 

* 0 0 
{n} n n 
{n-} n ∞ 
{-m} ∞ m 
{n-m} n m 

3.3 Signature Fragmentation 

Length of sub-patterns considerably varies to hundreds of characters, for that reason, 
we cannot implement Bloom-Bloomier Filter (BBF) for every sub-pattern length.  
This consumes too many resources and wastes memory because there are some 
groups of sub-patterns of the same length which only have a few sub-patterns.  
Therefore, we break sub-patterns into fragments, put fragments having the same 
length into distinct groups and apply BBFs for those groups. 

To generalize the system, we do not analyze the sub-pattern database thoroughly 
to fragment sub-patterns, we implement fixed number of BBF for the fragment 
length of 8, 16, 32, 64 and 128 characters. The group of 8-character fragments 
should cover all sub-patterns which have length between 8 and 15, similarly, group 
of 16-character fragments covers 16-to-31 character sub-patterns, and so on. All of 
sub-pattern’s fragments should be at the same length to simplify the process of 
reconstructing fragmented patterns. As a result, each sub-pattern only has at most 2 
same-length, overlapped fragments, we would not have enough memory to store 
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hash tables, since the size of hash tables roughly depends on number of frag-
ments[9]. The fragmentation produce is rather easy and fast. 

Example 2: According example 1, sub-pattern P1=abcdefghij. The length of sub-
pattern P1 is 10, hence we split this sub-pattern into two 8-character-fragments: 

Fragment 0: F0=abcdefgh 
Fragment 1: F1=cdefghij 

The distance of 2 fragments is so then 10 – 8 = 2. The distance means the number 
of characters must be counted starting from the time fragment 0 is reported match to 
the next match of fragment 1. 

We follow three linked list method as [16] to reconstruct a pattern from its  
fragments. There are three pieces of information are encoded in first fragment  
record: Distance to second fragment, hash value of that second fragment and pattern 
id. When a first fragment is matched, our matching engine stores its information for 
comparison with the upcoming match of second fragment. If next fragment length, its 
on-arriving relative distance as well as hash value are all equivalent to any correspon-
dence previous record, we can assume these two fragments belong to one pattern. 

4 System Architecture 

4.1 Overview 

The overall architecture of our virus signature scanning system is illustrated as in 
Fig. 4. The system is divided into two main parts. The first part, Pattern Matching 
Module, is for matching single pattern and the second part, Pattern Reassembly Mod-
ule, is for reassembling separate sub-patterns into a complete multi-pattern signature. 
As discussed in previous section, there are two types of virus signatures that are sup-
ported by our system: single pattern signature and multi-pattern signature. All patterns 
that are either single pattern signatures or sub-patterns of a regex signatures are han-
dled by the Pattern Matching Module. Only patterns that are a part of regex signature 
are processed by Pattern Reassembly Module. 

The processing flow of our proposed system is as follows. Scanning data that 
are read from file or network data buffer feed Pattern Matching Module (PMM) in 
form of byte stream. The PMM, as discuss in background section, buffers scanning 
bytes and looks for the appearance of virus signature pattern. After the successful 
matching of a pattern, PMM send an event to Arbiter Module. An event include a 
pattern identify number (PID) and a byte index (BI). The PID is a unique number 
for identifying a pattern in our system and the BI is the matching position of pat-
tern in scanning byte stream. If the matched pattern is a single pattern signature, 
the Arbiter Module will trigger a virus matching alert and return a sig ID as the 
identification of found virus. Otherwise, if the matched pattern belongs to a regex 
signature, it will forward this event to Pattern Reassembly Module (PRM) for fur-
ther processing. As a regex signature is formed by several sub-patterns. In order to 
conclude a successful match, all sub-pattern must be appeared in scanning data in a 
correct order and their matched positions must satisfy all wildcard condition.  
The role of PRM is verifying these constraints on matched sub-pattern events.  
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If all constraints of a regex signature are satisfied, the PRM will send an event to 
Arbiter Module as indication of a found virus signature. 

Pattern 
Matching 
Module Arbiter Module

Pattern Reassembly Module

Sub-pattern 
Metadata

Valid-bit 
Table

Trace 
Validate 
Unit

Trace 
metadata

eventsevents
events

Pattern Reassembly 
Controller

Event 
Buffer

events
Sig. IDScanning 

Data

 

Fig. 4. Overview architecture of Wildcard Processing Module 

Pattern Reassembly Controller (PRC) sequentially reads and processes event from 
Event Buffer. For each event, PRC looks into Sub-pattern Metadata for its metadata. 
The metadata, as discussed below, consists of information about the type of sub-
pattern, the order of sub-pattern, and wildcard condition to the next sub-pattern. If the 
matched pattern is first sub-pattern of a regex signature, PRC will create a trace for 
this signature and keep track of this trace with the information stored in Valid-bit 
Table and Trace Metadata. The Valid-bit Table indicate the active trace and Trace 
Metadata keep information of the next sub-pattern of a signature. If a trace is fail to 
satisfy the constraint on a sub-pattern, the trace will be marked as invalid and must be 
started again. Following sections will discussed each component of PRM. 

4.2 Sub-pattern Metadata and Trace Metadata 

The metadata associates with each sub-pattern is showed in Table 4. sig_id entry is 
required by PRC for tracking a sub-pattern. PRC uses sig_id for checking valid trace 
in Trace Validate Unit (TVU). If the trace corresponding to sig_id is not valid and the 
sub-pattern is not the first one (order = 1), PRC can ignore this sub-pattern and con-
tinue to serve the next event from Event Buffer. next_id entry indicates the next sub-
pattern that follows current pattern. The m and n entries store the number of bytes 
from current byte_index to the first and the last position for looking for the next sub-
pattern. For each matched sub-pattern belonging to active trace, PRC will verify its 
metadata with the metadata of the active trace, as showed in Table 5, stored in Trace 
Metadata. If pattern id (pid) of current sub-pattern and its order in the signature  
equal to figures in trace metadata and its current matching position (byte_index) lies 
between first_pos and last_post, the current sub-pattern is the satisfy trace condition. 
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Its metadata will be later update to the Trace Metadata. The operation of PRC for 
tracking regex signature is described by pseudo code in Fig.5. 

Table 4. Metadata of a sub-pattern 

Metadata Description 
sig_id Signature ID 
next_id ID for next sub-pattern 
m maximum distance from the previous pattern 
n minimum distance from the previous pattern 
order order of sub-pattern 

Table 5. Metadata of a trace  

Metadata Description 
next_id ID for next sub-pattern 
first_pos first expected position of next sub-pattern 
last_pos last expected position of next sub-pattern 
order order of sub-pattern 

 
Get metadata of sub-pattern pid from Sub-Pattern Metadata 
if (Trace_Validate(pid.metadata.sig_id) == true): 
    Get metadata of trace sig_id from Trace Metadata 
    if(sig_id.metadata.next_id == pid 
        and sig_id.metadata.order == pid.metadata.order 
        and byte_index >= sig_id.metadata.first_pos 
        and byte_index <= sig_id.metadata.last_pos): 
        if(pid.metadata.next_ID == INVALID_PID): 
            //clear trace 
            Trace_Validate(pid.metadata.sig_id) = false 
            Sent event to Arbiter Module 
        else: 
            //update trace 
            sig_id.metadata.next_id = pid.metadata.next_id 
            sig_id.metadata.order  = pid.metadata.order + 1 
            sig_id.metadata.first_pos = pid.metadata.m + byte_index 
            sig_id.metadata.last_pos = pid.metadata.n + byte_index 
    if(byte_index > sig_id.metadata.last_pos): 
        //clear trace 
        Trace_Validate(pid.metadata.sig_id) = false 
else: 
    if(pid.order == 0): 
        //set trace valid 
        Trace_Validate(pid.metadata.sig_id) = true 
        //update trace metadata 
        sig_id.metadata.next_id = pid.metadata.next_id 
        sig_id.metadata.order  = pid.metadata.order + 1 
        sig_id.metadata.first_pos = pid.metadata.m + byte_index 
        sig_id.metadata.last_pos = pid.metadata.n + byte_index 

Fig. 5. Pseudo code for tracking regex signature 
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4.3 Trace Validate Unit 

Trace Validate Unit (TVU) can keep track of status of a trace by simply storing its 
valid bit. The 1 and 0 value of valid bit indicate the active and inactive state respec-
tively. However, these valid bits are only dedicated to a file or a network buffer that is 
currently scanned. When byte stream of a new file is sent to our system, all valid bits 
become invalid and they must be reset to 0. For software implementation of this mod-
el, valid bits can be reset by a loop through all traces with the time of O(n), where n is 
the number of traces. For hardware implementation, there are two approaches for 
doing this task. The first is that valid bits are implemented using Flip-Flops. By this 
way, all valid bit can be reset within a single clock cycle. However, this approach is 
not scalable. The hardware resource will soon become unacceptable when the number 
of trace increases. The second is that valid bits are stored in onchip-memory.  
The onchip-memory is less expensive than Flip-Flop and available in all modern re-
configurable devices. However, the problem with this approach is that the valid bits 
must be sequentially reset by replacement of memory content. It will stall the system 
for n clock cycles before new scanning data is accepted. 

In order to overcome the problem of second approach, we propose to use multiple 
instances of valid bit table. When new scanning data is sent to our system, TVU will 
change to a new instance of valid bit table. While byte stream is scanned, all other 
instances can be reset.  

5 Evaluation 

Our system is implemented using Verilog hardware description language. All design 
and configuration target to NetFPGA 10G platform [18] with Xilinx 240K logic cell 
Virtex-5 FPGA device. We use Xilinx ISE 13.4 for synthesis, simulation, placing and 
routing and mapping. 

Table 6. Sub-pattern and Trace Metadata Field Size 

 Sub-pattern Metadata Trace Metadata 
Field sig_id next_id m n order next_id last_pos order 
Size 14 16 10 10 4 16 31 4 

 
Since the size of sub-pattern metadata is large, we decide to use off-chip memory 

for keeping them. NetFPGA 10G board has three CY7C1515KV18 SRAM chips and 
each chip has 72Mbit storage. We use one SRAM for sub-pattern metadata and the 
other two SRAMs for Fragment-metadata of Pattern Matching Module. 

Table 5 shows the field size of Sub-pattern Metadata and Trace Metadata of our 
implementation. Our analysis of ClamAV virus signature database shows that  
more than 99% regex signatures have less than 16 sub-patterns, as showed in Fig. 6. 
Therefore, we restrict to support signatures with the maximum of 16 sub-patterns and 
configure order field with only 4 bits. Because there are about 9K regex virus signa-
tures and 33K sub-patterns extracted from them, the sig_id field and next_id field are 
configured to 14 and 16 respectively. With this configuration our system could sup-
port up to 16K regex signatures with 64K sub-patterns. The minimum and maximum 
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byte displacement (m,n) are set to 10 bits since our statistic shows that it could satisfy 
more than 98% wildcard conditions of regex signatures, as depicted in Fig. 7.  
The next_id and order fields of Trace Metadata are copied from Sub-pattern Metadata 
so that they have the same field size. Since the last_pos field keep the byte_index of 
matched pattern in byte stream, it is needed to be long enough for supporting large 
files and content. We configure it with 31 bits for capability of tracing maximum 2GB 
file. 

 

Fig. 6. Statistic of sub-pattern size 

 

Fig. 7. Distribution of sub-pattern length on ClamAV Signature database 

With this configuration, the Sub-pattern Metadata requires 448Kbyte SRAM mem-
ory and Trace Metadata requires 816Kbit on-chip memory. The current implemented 
virus signature utilize only 53% SRAM and 61% Onchip memory. 
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6 Conclusion and Future Works 

In this paper, we proposed a virus signature matching architecture on FPGA. Our 
system based on Bloom and Bloomier filter approaches and could support both basic 
and regex virus signatures. Our design mainly bases on memory and could be easily 
updated for new virus signature set. 

In near future, we plan to extend the system to support all ClamAV signature  
database. The system will be integrated as a part of a hybrid system which is a  
combination of hardware and software. The hybrid system could exploit the high 
matching speed of FPGA-based engine while maintain the flexibility and user inter-
face of software application. 
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Abstract. Data privacy and query performance are two closely linked
and inconsistent challenges for outsourced databases. Using mixed en-
cryption methods on data attributes can partially reach a trade-off be-
tween the two challenges. However, encryption cannot always hide the
correlations between attribute values. When the data tuples are accessed
selectively, inferences based on comparing encrypted values could be
launched, and some sensitive values may be disclosed. In this paper,
we explore the intra-attribute based and inter-attribute based inferences
in mixed encrypted databases. We develop a method to construct private
indexes on encrypted values to defend against those inferences while sup-
porting efficient selective access to encrypted data. We have conducted
some experiments to validate our proposed method.

1 Introduction

Encryption is an essential secure technique for outsourced databases. Execut-
ing selective queries securely and efficiently over those encrypted data is a main
concern in database research community. Early efforts are focused on translat-
ing plain queries at trusted client side into corresponding encrypted queries on
untrusted server side and assume that each tuple is encrypted with a single key
[5][8]. This implies that a certain user may access any encrypted tuples if he gets
the decryption key.

Access control provides users selective restriction of access to data resources.
The selective encryption methods use different keys to encrypt different data por-
tions such as tuples or attributes [9]. To avoid users from managing too many
keys, the keys can be derived from user hierarchy [6] and the traditional ciphers
can be changed into some asymmetric methods such as the attribute-based en-
cryption (ABE) method [17]. Although these methods provide an effective and
possible way to combine encryption with access control, the fulfillment of access
control depends on the precision of locating encrypted data and the comprehen-
sibility of decrypted data. This means that some decryption efforts on client side
are wasted. It needs purified techniques to locate encrypted tuples on server side
as precisely as possible.

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 71–85, 2014.
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The granularity of data encryption in outsourced databases can be a tuple
or an attribute. When the encryption is on a tuple, it generally needs to in-
troduce auxiliary attributes to index encrypted values [8], and the constructed
indexes can be value-based or bucket-based [14]. It is obviously that value-based
indexing method provides more accuracies in locating encrypted tuples than the
bucket-based method. Encrypting a tuple as a whole may limit the efficiency of
data operation because it needs decryption before performing further data oper-
ations. Compared to the encryption in tuple, encrypting a single attribute may
provide more flexibilities in data management. To meet the requirements with
different data operations, an attribute value may be encrypted by mixed encryp-
tion methods. For example, in order to meet the various query requirements, an
attribute value may be simultaneously encrypted by a symmetric encryption, an
order preserving encryption, and a homomorphic encryption, respectively [11].
When an attribute is encrypted by mixed encryption methods, it may require
extra attributes to represent related encrypted values [13]. Note that in this case,
the attribute index is value-based which can be built directly on the encrypted
values.

In the scenario of outsourced databases, on one hand, the database service
provider is not required to guarantee a strict separation among data portions
available to different users. On the other hand, if encrypted values on some at-
tributes cannot be distinguished on the tuples with different access control lists,
the equality relations on the plain values among those tuples will be demon-
strated implicitly. This may lead an adversary user draw inferences on those
tuples although he has no right to access them.

In this paper, we consider the case of data encryption granularity in attributes.
We will address the issue of defend against inference attacks by mitigating the
explicit equality relations among attributes. We try to make a trade-off between
efficient querying and selective encryption for access controls. The contributions
of this paper can be enumerated as follows.

1. We explore the inferences of sensitive information due to the equality rela-
tions between encrypted attribute values.

2. We argue that the inference attacks could be not only launched on the equal-
ity relations between values of a same attribute but also on the equality
relations between different attributes.

3. We introduce an encryption key constructing method which is not only
depended on the key materials shared in users and data owners but also
depended on the attribute related access control policy.

The rest of this paper is structured as follows. In Section 2, we first overview
some encryption methods addressed in mixed encrypted databases, and then give
an example to show the cases of combining access control lists with encrypted at-
tributes. We also demonstrate possible inference attacks in those cases.
In Section 3, we discuss the intra-attribute inference attack and the inter-attribute
attack and introduce random salt to defend against the inference attacks. In Sec-
tion 4, we discuss the execution of SQL queries in mixed encrypted database via
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some auxiliary attributes and tuples. In Section 5, we conduct some experiments
to validate our proposedmethod. And finally, the conclusion is drawn in Section 6.

2 Background

As illustrated in Fig. 1, three parties are involved in the outsourced database
scenario where the users and the proxy are on client side and a provider on
server side provides outsourced database services. When user u initiates a query
qu, a proxy at client side will translate the plain qu into an encrypted version qsu
and send it to the remote server. After executing the query qsu over encrypted
data on server side, the query result T s

u will be returned to the proxy as replies.
The proxy will decrypt tuples in T s

u , perform computations over the decrypted
tuples according to the conditions in qu, and finally return results to user u.
The specified user, Administrator (shortened as a), acts as the owner of the
data. He maintains the access control lists and shares some secrets with users.
He also has his own private secrets to deal with data tuples.

2.1 Encryption Methods

Two encryption methods, the symmetric key and the asymmetric key, are often
adopted in real applications. The symmetric key encryption is traditional and
uses a same key for both encryption and decryption. This key is uniquely asso-
ciated with one or more users and should be made private. The AES algorithm
is a typical symmetric key encryption algorithm. When using AES cipher to
encrypt a message, the ciphertext is depending on the encryption key and the
initialization vector (IV). It implies that the encrypted results is deterministic
when the encryption key and IV are given. In this case, the mapping between
plaintext and ciphertext is injective. We label this kind of encryption as DT.

Order-preserving encryption (OP) is a kind of symmetric encryption scheme
that preserves numerical ordering of plaintext. It was first suggested in [1], and
was deeply studied in [2][3]. According to this method, x < y ⇔ OP (x) < OP (y)

Fig. 1. The outsourced databases scenario
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where x and y are plain numbers, and OP (x) and OP (y) are corresponding OP-
encrypted version, respectively. This special feature makes it possible to perform
inequality comparisons on encrypted data while not decrypting them.

The asymmetric key encryption is another class of encryption algorithms
whose keys are in pairs. This method is also known as public key cryptogra-
phy, since each user will create a related key pair, and make one public (the
public key) and the other secret (the private key). When encrypting a message
with an asymmetric key encryption algorithm, a random nonce is often intro-
duced. This implies that the encrypted results are variable in different encryption
procedures.

Running a database application often requires some computations on data
attributes. In the case of outsourced databases, the ideal solution is to perform
computations over encrypted data. Since homomorphic encryption (HE) enables
an equivalent relation exists between one operation performed on the plaintext
and another operation on the ciphertext, it is considered as an effective solution
to this issue. According to the relations supported, the homomorphic encryp-
tion methods can be partially (PH ) [10] or fully (FH ) [7]. Considering that the
current FH methods need huge space and computing cost, they are impractical
in real applications. It seems that the PH methods are more practical in appli-
cations although the computations are still expensive. For example, the Paillier
cryptosystem, a kind of PH method, is an additive homomorphic cryptosystem
[10] which is considered as a probabilistic asymmetric encryption algorithm.

2.2 The Assumptions

We assume that the proxy is trust and secure, and the user can access any
outsourced data based on his access rights. The service provider is honest but
curious, sometimes a bit greedy. This means that the provider can provide the
service he claims to be able to provide but he may leak some stored encrypted
tuples out to others for curiosity or benefits. When no ambiguity is possible, we
also call the service provider as the server.

We also assume that the encryption algorithms used in data attributes are
limited in three methods, i.e., the deterministic symmetric encryption DT , the
order-preserving encryption method OP , and the partially homomorphic encryp-
tion method PH .

2.3 An Outsourced Database Example

Considering an original relation R with an access control list (ACL) demon-
strated in Table 1(a), three users, u, v, and w, are associated with this table, and
the encryption granularity is in attributes. Suppose that the attributes Sales and
Inventory must be kept privacy and the ShopID can be in plain. The following
four SQL queries are needed to execute over the relation R.

q1: select ShopID from R where Sales = 60
q2: select ShopID from R where Sales < 65
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q3: select sum(Sales) from R
q4: select ShopID from R where Inventory = 60

Table 1. A Relation in plain and encrypted with ACL

(a) Original Relation with ACL

ACL Sales Inventory ShopID

t1 u 80 50 3
t2 u 60 40 2
t3 u, v 60 80 1
t4 v 50 40 5
t5 v,w 60 50 4

(b) Encrypted Relation with ACL-specified Mixed Encrypted Version

tid Sal DT Sal OP Sal PH Inv DT ShopID

ts1 1 DTu(80) OPu(80) PHu(80) DTu(50) 3
ts2 2 DTu(60) OPu(60) PHu(60) DTu(40) 2
ts3 3 DTuv(60) OPuv(60) PHuv(60) DTuv(80) 1
ts4 4 DTv(50) OPv(50) PHv(50) DTv(40) 5
ts5 5 DTvw(60) OPvw(60) PHvw(60) DTvw(50) 4

(c) Encrypted Relation with user-specified Mixed Encrypted Version

tid Sal DT Sal OP Sal PH Inv DT ShopID

ts1 1 DTu(80) OPu(80) PHu(80) DTu(50) 3
ts2 2 DTu(60) OPu(60) PHu(60) DTu(40) 2
ts3 3 DTu(60) OPu(60) PHu(60) DTu(80) 1

DTv(60) OPv(60) PHv(60) DTv(80)
ts4 4 DTv(50) OPv(50) PHv(50) DTv(50) 5
ts5 5 DTv(60) OPv(60) PHv(60) DTv(50) 4

DTw(60) OPw(60) PHw(60) DTw(50)

To perform these queries effectively and efficiently over encrypted data, we
need three encryption methods, DT, OP, and PH to encrypt the attribute Sales
and Inventory. For example, the comparison and summation are performed on
attribute Sales, and thus it needs the three encryption methods to encrypt the
Sales values, respectively. Note that we also need to define four extra attributes,
Sal DT, Sal OP, Sal PH, and Inv DT, to support queries on server side. To sim-
plify the key management at client side, although it needs different keys for users
to encrypt attributes selectively because of the access control list, it is generally
assumed that an authorized user will encrypt all attributes of a tuple with a
same key.

An intuitive key assignment method is ACL-specified, i.e., the key for en-
crypting Sales and Inventory in each tuple depends on the corresponding ACL list.
As shown in Table 1(b), the keys are associated with the ACL lists. However, the
ACL-specified key may overload the number of keys for each user. For example,
when user u issues the query q1, the condition Sales = 60 will be translated into
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Sal DT in {DTu(60), DTuv(60), DTuw(60), DTuvw(60)} where {DTu(60), DTuv(60),

DTuw(60), DTuvw(60)} is called as the matching set. Note that the size of matching
set for a database with n users is

∑n−1
i=0 Ci

n−1, the ACL-specified key assignment
method obviously increases computation costs either in client or in server side.

We consider the user-specified key assignment method. It means that each
user has his own key to encrypt attribution values, and hence private indexes
could be constructed on those encrypted values. Table 1(c) demonstrates the
encrypted relation with user-specified key assignments. In this case, the query
q1 issued from user u, the condition Sales = 60 will be translated into Sal DT in

{DTu(60)}. It is obviously concise and efficient when comparing to the case of
ACL-specified key assignment.

It seems perfect when executing query over encrypted data with user-specified
mixed encryption methods. However, the service provider is a pure storage ser-
vice provider, he has no obligation to design appropriate storage constraints to
separate tuple sets on access rights. A set of encrypted tuples may be leaked
intentionally or unintentionally. This means that an adversary user could poten-
tially get some encrypted tuples that he cannot access. Though the adversary
cannot take the plain values by decryption, the same encrypted values could
open a door to draw inferences on those tuples and thus the inference attack
could be launched.

There are two kinds of inferences which could be launched to the Table 1(c).

• The Intra-attribute-based Inference Considering the tuples ts2 and ts3, user u
can access ts2 and ts3, and user v can only access ts3 according to the ACL lists.
However, v can realize that the decrypted value of ts2.Sal DT is 60 because he
finds that the value of ts2.Sal DT is appeared in ts3.Sal DT and he knows that
t3.Sales is 60. Note that in this case, v neither has the right to access t2 nor
has the key associated with user u.

• The Inter-attribute-based Inference Considering the tuples ts4 and ts5, user v
can access ts4 and ts5, and user w can only access ts5 according to the ACL lists.
However, w can realize that the decrypted value of ts4.Sal DT is 50 because he
finds that the value of ts4.Sal DT is appeared in ts5.Inv DT and he knows that
t5.Inventory is 50. Note that in this case, w neither has the right to access t4
nor has the key associated with user v.

The reason why these attacks could be launched is because of the conflicts
introduced by the inconsistent relationships between the equal encrypted at-
tribute values and the unequal access control lists in some tuples. For example,
the tuples t2 and t3 are such tuples that are conflicting over attribute Sales.
This inference can be prevented if the equality relation between encrypted val-
ues is destroyed.

3 The Inference Attacks and Defences

In this section, we will explore the inference attack which is based on the equality
relations among encrypted attribute values.
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3.1 The Intra-attribute Based and Inter-attribute Based Inferences

Definition 1. [14] The tuples ti and tj are called intra-attribute conflicting tu-
ples over attribute A, denoted by ti ∼A tj, if the condition, ti.A = tj .A∧ti.ACL �=
tj .ACL ∧ ti.ACL ∩ tj .ACL �= φ, is satisfied.

For the tuples in Table 1(a), we have t2 ∼Sales t3 because of the satisfied
condition t2.Sales = t3.Sales ∧ t2.ACL �= t3.ACL ∧ t2.ACL ∩ t3.ACL �= φ. It
means that t2 and t3 are intra-attribute conflicting over attribute Sales.

Definition 2. The tuples ti and tj are called inter-attribute conflicting tuples
over attributes A and B, denoted by ti ∼A,B tj, if the condition, ti.A = tj .B ∧
ti.ACL �= tj .ACL ∧ ti.ACL ∩ tj .ACL �= φ, is satisfied.

For the tuples in Table 1(a), we have t4 ∼Sales, Inventory t5. This is because that
the condition t4.Sales = t5.Inventory∧ t4.ACL �= t5.ACL∧ t4.ACL∩ t5.ACL �= φ
is satisfied, and we say t4 and t5 are inter-attribute conflicting over attributes
Sales and Inventory.

Definition 3. The encryption method enc : X → Y is equality-preserved if
∀x1, x2 ∈ X with x1 = x2, we have enc(key, x1) = enc(key, x2) where key is an
encryption key.

For the encryption methods we discussed previously, both DT and OP meth-
ods are equality-preserved, but the PH method is not equality-preserved.
Furthermore, both DT and OP are also injective.

The logic behind the two discussed inference attacks lies in the observation
that the fact of two equal images of an equality-preserved injective mapping
implies that the corresponding preimages are equal. Recall the case in Table 1(c),
if the attribute values are encrypted by an equality-preserved injective function
and an adversary user obtains some encrypted tuples he has no rights to access,
he could infer some plain attribute values in those tuples via intra-attribute
conflicting or inter-attribute conflicting tuples which he is involved.

As inference instances, if user v can obtain encrypted tuples ts2 in Table 1(c),
he can infer that ts2.Sal DT is the encrypted version of value 60 because of the
intra-conflicting relationship over attribute Sales between t2 and t3. Similarly, if
user w can obtain encrypted tuples ts4 in Table 1(c), he can infer that ts4.Sal DT
is the encrypted version of value 50 because of the inter-conflicting relationship
over attributes Sales and Inventory between t4 and t5.

Definition 4. Let RA be the attribute set in relation R. A function f is conflict-
free if ∀ti, tj ∈ R and ∀A,B ∈ RA, A �= B,

1. if ti ∼A tj , ∀u ∈ ti.ACL ∩ tj .ACL, f(ti.A) �= f(tj.A);
2. if ti ∼A,B tj , ∀u ∈ ti.ACL ∩ tj .ACL, f(ti.A) �= f(tj .B).

According to the above definition, if the encryption method is conflict-free,
both inferences could be blocked. To construct a conflict-free function, we can
change the equality-preserved function into a kind of piecewise function to de-
stroy the characteristics of equality-preserved in conflicting tuples.
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3.2 Constructing Conflict-Free Partition

Definition 5. Let A be a set of attributes in relation R. A conflict-free partition
CA with size m is a set of tuple sets {C1, C2, ..., Cm} such that ∪m

i=1Ci = R,
Ci ∩ Cj = φ where i �= j and 1 ≤ i, j ≤ m, and ∀C ∈ CA : ∀ti′ , tj′ ∈ C : ∀A,B ∈
A, ti′ �A tj′ ∧ ti′ �A,B tj′ .

Considering the last condition in Definition 5, if only the ti′ �A tj′ is satisfied,
the partition CA is intra-attribute conflict-free, meanwhile, while if only the
ti′ �A,B tj′ is satisfied, the partition CA is inter-attribute conflict-free.

Lemma 1. [14]Finding an intra-attribute conflict-free partition with minimum
size is NP-hard.

Definition 6. Let A = {A1,A2, ...,An}, the extended attribute ExtA over A is
the attribute vector (A1,A2, ...,An).

Definition 7. Let ti and tj be two tuples over A = {A1,A2, ...,An} and ExtA is
the extended attributes over A, ti.ExtA =ext tj .ExtA if ∃k : 1 ≤ k ≤ n : ti.Ak =
tj .Ak ∨ ∃k1, k2 : 1 ≤ k1 < k2 ≤ n, ti.Ak1 = tj .Ak2 .

Definition 8. The tuples ti and tj are called conflicting tuples over extended
attribute ExtA, denoted by ti ∼ExtA tj, if the condition, ti.ExtA =ext tj .ExtA ∧
ti.ACL �= tj .ACL ∧ ti.ACL ∩ tj .ACL �= φ, is satisfied.

For the example in Table 1(a), we can define the extended attribute SI as SI =
(Sales, Inventory). And then we have t2.SI =ext t3.SI because of t2.Sales = t3.Sales.
Since t4.Sales = t5.Inventory, we also have t4.SI =ext t5.SI. Considering the ACL
relationships among tuples t2, t3, t4, and t5, we have t2 ∼SI t3 and t4 ∼SI t5.

Note that the conflict-free partition over attribute set A can be viewed as the
intra-attribute conflict-free partition over attribute extA, we have the following
lemma.

Lemma 2. Finding a conflict-free partition is equivalent to finding an intra-
attribute conflict free partition.

With previously discussed two lemmas, we have the following theorem.

Theorem 1. Finding a conflict-free partition with minimum size is NP-hard.

3.3 The Algorithms

If we can find a conflict-free partition and define a conflict-free function over tuple
sets according to the conflict-free partition, we can find a solution to prevent the
inference attacks. A simple and direct strategy is combining random salts with
user-specified keys when encrypting data attributes. If two tuples in a same parti-
tion are accessible to user u, the same salt can be used to construct a key encrypt
attribute values in both tuples, i.e., the encryption key is the same when user u
performs attribute encryptions on the two tuples. On the other side, if two tuples
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in different partitions, the corresponding salts are different. It means that different
keys are used by user u when he encrypts tuples in different partitions. The num-
ber of salts depends on the size of partition. However, as described in Theorem
1, finding a conflict-free partition with minimum size is NP-hard. There are two
methods to construct a conflict-free partition. The attribute level method defines
partitions on each single attribute while the relation level method defines parti-
tions on a set of attributes. The attribute level method may introduce smaller
sizes of conflict-free partitions but may also lead to intricate computations. For
example, it needs to determine the number of salts for each attributes. Consider-
ing that we will perform analytical computations on encrypted data, the relation
level method is a better choice. We will adopt a relation level heuristic method in
Algorithm 1 to find conflict-free partition CA over attribute set A .

Algorithm 1. Constructing Conflict-free Partition CA over Attribute Set A
1: CA = φ
2: for each t ∈ RA do
3: if CA == φ then
4: C = {t}
5: CA = CA ∪ {C}
6: else
7: CandC = {C|C ∈ CA : ∀t′ ∈ C : ∀A,B ∈ A : t

′
�A t ∧ t

′
�A,B t}

8: if CandC �= φ then
9: random pick Cr ∈ CandC
10: Cr = Cr ∪ {t}
11: else
12: C = {t}
13: CA = CA ∪ {C}
14: end if
15: end if
16: end for.

According to this algorithm, we initialize the conflict-free partition CA as an
empty set. When given a tuple t, we will distribute it into a chosen partition
C ∈ CA such that t does not conflict with any tuples in C. To achieve this, we
first construct a set of candidate partitions CandC where each partition C in
CandC is the possible partition that t will be distributed. If the set CandC is
empty, we create a new partition, distribute t into it, and append it into CA.
Otherwise, we random choose a partition C ∈ CandC and distribute t into C.
This procedure will be continued until all tuples are distributed, and finally, we
can obtain a conflict-free partition CA.

We use the notation t.u.salt to represent the salt that user u used in tuple t.
The process of salt assignment is demonstrated in Algorithm 2.

As in Algorithm 2, we use the conflict-free partition constructed by Algo-
rithm 1 to assign salts user by user. For each user u and each partition C ∈ CA,
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we extract tuple set Cu, Cu ⊆ C, where u is accessible to each tuple in Cu.
We assign a random salt saltu for u to construct his private encrypted attributes
in t ∈ Cu.

Algorithm 2. Assigning salt via the Conflict-free Partition CA
1: for each user u do
2: for each C ∈ CA do
3: Cu = {t|t ∈ C ∧ u ∈ t.ACL}
4: saltu = ChooseSaltu(Cu)
5: for each t ∈ Cu do
6: t.u.salt = saltu
7: end for
8: end for
9: end for.

4 Extra Attributes for Supporting SQL Queries

With the user-specified mixed encryption, multiple encrypted value-index pairs
(one for each authorized user) may be defined for the same encrypted attribute.
It means that the attribute is a set type. However, current SQL database imple-
mentations do not support this kind of attribute. We will adopt the duplicating-
tid strategy to support the representation of sets of values. As an example, after
finishing the process of conflict-free partition and the salt assignment, the table
in Table 1(c) is translated into the table in Table 2.

As an example for encrypted attributes in Table 1(c), we analyze the notation
DTu(u1, 80) for attribute Sal DT. This notation denotes an encrypted value of
80. Firstly, user u combine salt u1 with the secret shared with the data owner to
generate a private key. And then, this key is used inDT encryption to encrypt the
value 80. Finally, the encrypted value is obtained and denoted by DTu(u1, 80).
Other encrypted attributes can be analyzed in similar way except the attribute
Sal PH. As an example, the notation PHu(80) denotes the value 80 is encrypted
with a PH method and the encryption key is from the secret shared between
user u and the data owner.

To support SQL query over encrypted data on our proposed indexes, we add
two attributes, the attribute tid is used to distinguish the duplicate tuples in
original tables and the attribute sid is used to represent the salt used in this
tuple. We use user-specified function sid() to generate corresponding sid values.
For example, we can define sid() with a user specified cryptological hash function.

With the duplicating-tid strategy, we also simplify the access control list for
each tuples, i.e., each tuple is accessible to a single user except the Administrator.
We follow the basic notations in [4] and refer to an access control policy as an
authorization policy. The notation t.uid = u means that user u can access tuple t.
It implies that the SQL queries initiated by user u implicitly includes a condition
uid = u.
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Table 2. Conflict-free Encrypted Relation with Mixed Encrypted Relation

tid sid Sal DT Sal OP Sal PH Inv DT ShopID
1 sidu(u1) DTu(u1, 80) OPu(u1, 80) PHu(80) DTu(u1, 50) 3
2 sidu(u1) DTu(u1, 60) OPu(u1, 60) PHu(60) DTu(u1, 40) 2
3 sidu(u2) DTu(u2, 60) OPu(u2, 60) PHu(60) DTu(u2, 80) 1
3 sidv(v1) DTv(v1, 60) OPv(v1, 60) PHv(60) DTv(v1, 80) 1
4 sidv(v1) DTv(v1, 50) OPv(v1, 50) PHv(50) DTv(v1, 40) 5
5 sidv(v2) DTv(v2, 60) OPv(v2, 60) PHv(60) DTv(v2, 50) 4
5 sidw(w1) DTw(w1, 60) OPw(w1, 60) PHw(60) DTw(w1, 50) 4

To supported the SQL queries over the proposed conflict-free mixed encrypted
database, each user u has the knowledge of: (1)the maximum number of random
salts for tuples that he can access; (2)the salt generation function used by the
data owner to generate; (3)the secret shared by the data owner to construct
encryption key.

Recall the queries we discussed in Section 2

q1: select ShopID from R where Sales = 60
q2: select ShopID from R where Sales < 65
q3: select sum(Sales) from R
q4: select ShopID from R where Inventory = 60

The translation of the query q1 is direct. When user u issues this query, q1
will be translated into qsu,1: select ShopID from Rs where Sal DT in {DTu(u1, 60),

DTu(u2, 60)}. It is something different when user a, the Administrator, issues
this query, it will be translated into qsa,1: select distinct ShopID from Rs where

Sal DT in {DTu(u1, 60), DTu(u2, 60), DTv(v1, 60), DTv(v2, 60), DTw(w1, 60)}. Similar
methods could be adopted to the query q4.

For the query q2, the introduction of salt destroy the preserved order in at-
tribute Sal OP for each user, we add an auxiliary attribute, sid, into encrypted re-
lation to distinguished different salts. For example, when user u issues this query,
it will be translated into qsu,2: select ShopID from Rs where ((sid == sidu(u1) and

Sal OP < OPu(u1, 65)) or (sid == sidu(u2) and Sal OP < OPu(u2, 65))).
For the query q3, the computation is different. The sum can be directly

computed over encrypted data because of the additive homomorphic encryp-
tion. When user u issues this query, the server side query qsu,3 will be as select
sum(Sal PH) from Rs where sid in {sidu(u1), sidu(u2)}. However, when user Ad-
ministrator, the query will be translated into following sequences:

1. select distinct tid, sid, Sal PH into TempRs from Rs

2. select@sumu = sum(Sal PH) from TempRs where sid in {sidu(u1), sidu(u2)}
3. select @sumv = sum(Sal PH) from TempRs where sid in {sidv(v1), sidv(v2)}
4. select @sumw = sum(Sal PH) from TempRs where sid in {sidw(w1)}
5. @sum = sumu + sumv + sumw
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5 Experiments and Discussion

5.1 The Datasets

To evaluate the behavior of our proposed method, we need two types of materials
for experiments, the data tuples and the authorized users for tuples.

For the data tuples, we first generate a relational table with 800000 tu-
ples following the TPC-H benchmark specifications, and then randomly se-
lect 3000, 8000, 13000, and 18000 tuples to construct tables Data3k, Data8k,
Data13k, and Data18k, respectively. Each table contain the same three at-
tributes, including 10000, 9999, and 1000 distinct integers, respectively.

For the authorized users for tuples, we extract the authors coauthored with
Professor Xuemin Shen from the DBLP repository. In particular, we extract
the top m most productive authors and construct authors set of size n from
the repository. We view the constructed authors set as the authorized users
set, i.e., the ACL lists for tuples. In our experiments, we set m as 40, 90, 140,
and 190, respectively, and correspondingly, we set n as 60, 124, 204, and 297,
respectively. We denote our constructed ACL lists as ACL1, ACL2, ACL3, and
ACL4, respectively.

5.2 The Results

We construct the conflict-free partitions for each instance table with each con-
structed ACL list and compute the maximum/median number of salts assigned
to each user. We repeat the computation 100 times and compute the average
maximum/median number of salts per user. Our experiments are focused on
counting the number of salts assigned to users. This is because that the number
of salts per user assigned determines the extra computation costs when a user
executes SQL queries at client side.

Figure 2 demonstrates the average number of salts per user on different
datasets where Figure 2(a) shows the average maximum salt number and Figure
2(b) shows the average median salt number. We find that as the number of tu-
ples increasing, both maximum number and median number are also increasing.
For the average maximum number of salts a user could be used is limited in the
interval [4,12]. This means that when translating client side SQL queries into
server side query versions, the average number of test index values is at most
12. Comparing with the ACL-specified indexes, we can achieve the same query
results with much smaller computation overloads in both client side and server
side.

On the other hand, as demonstrated in Figure 3 with Figure 3(a) shows the
average maximum salt number and Figure 3(b) shows the average median salt
number per user, respectively, comparing to the user numbers. We find that the
number of salts is decreased as the number of users is increased when given a
certain dataset. This is because the increased number of users will decrease the
possibilities of conflicting tuples.
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Fig. 2. Average number of salts per user on tuples

Fig. 3. Average number of salts per user on users

5.3 Related Work

Outsourcing data to third parties out of the control of data owners requires stor-
ing data encrypted on remote servers. To avoid storing many different encrypted
versions of a same tuple on servers, encrypting each tuple with a single key
is a common knowledge. Since the early efforts on outsourced databases [5][8]
are focused on how to translate the client-side plain queries into corresponding
server-side encrypted versions, they assume that all the tuples are encrypted by
a same key. It implies that a certain user may have the full rights to access any
encrypted tuples if he gets the decryption key.

The selective encryption methods use different keys to encrypt different data
portions such as tuples or attributes [9]. To avoid users from managing too many
keys, the keys can be derived from user hierarchy [6]. And also, the traditional
ciphers are replaced with the attribute-based encryption (ABE) method to en-
crypt data [17]. However, the access controls provided by these methods depend
on the readability of decrypted data. This means that some decryption efforts
on client side are wasteful.

Other efforts are on developing new ciphers for keyword searching on encrypted
data. However, either the symmetric encryption scheme [12] or the asymmetric
encryption scheme [16] cannot prevent the curious service provider locating the
positions with the same method. We note that locating encrypted tuples implies
execute comparison operations over encrypted data on server without decryption.
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The partially [10] or fully [7] homomorphic encryption methods can be used to
perform the comparison. But, as mentioned previously, if the comparison results
could be distinguished on server, the curious service provider could also manipu-
late in the same way to obtain the results of comparison.

To improves the speed of encrypted data retrieval operations on server, sev-
eral index techniques are proposed. The CryptDB scheme [11] defines layers of
encryption for different types of database queries. For executing a specific query,
layers of encryption are removed by decrypting to an appropriate layer and the
tuple index is directly on the encrypted data. This method may lead many sen-
sitive values be stored to the level defined by the weakest encryption scheme. No
inference attacks are considered in this scheme. The DAS (Database as a Service)
model [8] proposes a bucketization method to construct the index. This index
is defined on an auxiliary attribute which is associated with the corresponding
original attribute. However, there is no formal security analysis about this kind
of index. Value-based index is discussed in [5]. Comparing with the bucketiza-
tion index, the value-based index locate encrypted data in high accuracy but
also disclose many other useful information such as the data distribution.

To our knowledge, the authors in [14] firstly address the inferences of en-
crypted data in outsourced databases. They discuss a kind of inference attack
introduced by the value-based index. The addressed inferences are on the ex-
plicit equality relations among tuples with different access rights which we call
intra-attribute based inference in this paper. But they do not address the inter-
attribute based inference on the equality relations between attributes.

6 Conclusion

Ensuring data privacy and improving query performance are two closely linked
challenges for outsourced databases. Using different encryption methods to data
attributes can reach an explicit trade-off between these two challenges. However,
encryption cannot always conceal relations between attribute values. When the
data tuples are accessed selectively, inference attacks by comparing encrypted
values could be launched. In this paper, we explore the intra-attribute based
and inter-attribute based inferences in mixed encrypted databases. We develop
a method to construct private indexes on user-specified encrypted values to de-
fend against the inferences while supporting efficient selective access to encrypted
data. Possible future work may include the data consistency management in var-
ious encrypted versions and the defence of inference attacks which is introduced
by the collusion between other users and the service providers.
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Abstract. The popularity of web-based applications makes them interesting 
targets of cyber attacks. To deal with that threat, discovering existing vulnera-
bilities is a proactive step. Although there are many web application scanners 
designed for this task, they lack visual analysis capability and do not collaborate 
well together. In this paper, we propose a novel visualization technique and a 
flexible framework to solve the two problems mentioned above. We also devel-
op a prototype based on the proposal and use it to experiment with virtual web-
sites. Experiment results indicate the unique benefits our work offers. But more 
importantly, it shows that not only improving the visualization technique from a 
technical viewpoint is needed, but also improving it from a human cognitive 
viewpoint should be placed at a higher priority. 

Keywords: Web vulnerability visualization, security visualization, web appli-
cation security analysis. 

1 Introduction 

The widespread use of web applications in different areas makes them interesting 
targets for attackers. In fact, the 2014 Internet Security Threat Report from Symantec 
highlights that web-based attacks are up 23% and 1 in 8 legitimate websites has a 
critical vulnerability [1]. Furthermore, the ease of web development, together with the 
wide availability of programming libraries, also contributes to a large degree of poor 
quality web applications written by amateur programmers. 

To overcome the above problem, many approaches are proposed by the security  
researchers and practitioners. Among them, one promising approach is to develop 
scanning tools that are able to discover the web vulnerabilities automatically. The 
advantage of these tools is undeniable: they can save a lot of security analysts’ time 
and effort in securing web applications. However, there are some limitations that 
these tools cannot solve alone. The first limitation is that the report interface of these 
scanners is not very effective in communicating scanning results to security analysts. 
In our survey of some selected tools, we find that the generated reports are either too 
detailed or too general, and it is not easy switching from one level of abstraction to 
another level without losing the perception of the previous view. The second limita-
tion is that although these tools have the same goal, it is difficult to use them together 
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to complement each other. There is a reason behind the need to make them work to-
gether seamlessly: each tool has its own strengths and weaknesses, and by combining 
them properly, we can amplify the strengths as well as reduce the weaknesses. 

In this paper, we describe our work in solving the 2 limitations of web application 
vulnerability scanning tools mentioned above. For the first limitation, we propose a 
novel visualization that can display scanning results aggregated at many levels of 
detail on a same screen at a same time. In addition, the visualization is enhanced by 
user interaction techniques to provide more specific information. For the second limi-
tation, we design an extensible framework to transform scanning results of different 
tools into a common format that can be used later by the visualization component. We 
also implement a prototype of this framework and use it to demonstrate the benefits 
our work can provide to security analysts. 

The rest of this paper is structured as follow: in Section 2, we review the related 
works; we describe the framework architecture in Section 3; Section 4 is used to de-
tail the visualization design and user interaction techniques; the implementation de-
tails and its test results are explained in Section 5; and finally, we use Section 6 to 
conclude the paper and suggest some future works. 

2 Related Works 

Generally speaking, there are two approaches that scanning tools used to look for 
vulnerabilities in web applications: white-box testing and black-box testing. In white-
box testing, a web application is assessed on how well it handles user inputs, data 
validation, sensitive information communication, database queries, etc. based on ex-
isting source code, compiled code, or bytecode [2-5]. As a result, white-box testing 
tools are language-specific and platform-specific. Therefore, a web application devel-
oped in a particular environment can only be tested by compatible tools. This limita-
tion, together with the complex nature of web application code these days, makes 
white-box testing tools not as popular as black-box testing tools, at least in an indus-
trial setting. On the other hand, in black-box testing, web applications are checked 
against standard HTTP requests and responses for probable vulnerabilities. To do so, 
black-box scanners send virtual attacks to target web applications and process respec-
tive responses, looking for HTTP error codes or abnormal strings that may indicate 
the existence of vulnerabilities [6-9]. Because only HTTP requests and responses  
are used, black-box testing tools are independent of development environments and 
are widely used in both academic and industrial settings. Based on the differences 
between the two approaches mentioned above, in this work, we focus on visualizing 
scanning results from black-box scanners to make our work as popular as possible. 

Applying information visualization techniques to solve computer and information 
system security problems is a rather young research field called security visualization 
with its own conference organized each year for practitioners and researchers in in-
formation visualization and security to exchange their works [10]. One noteworthy 
feature that differentiates studies in this field from other security research works is the 
role of human users. While other security studies treat human users as an external 
entity, this field considers human users as an internal component that can affect the 
whole system security by their good or bad decisions. To support users in making 
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effectively and efficiently decisions, security visualization techniques provide tools 
for situational awareness [11], security data exploration [12], and visual analysis [13]. 
The level of support is partly determined by the type of data source used in visualiza-
tion. Data source at a low level of abstraction allows users to do more detailed  
analysis while data source at a high level of abstraction often brings them overview 
information more easily. Some popular data source types used in security visualiza-
tion include network packet [14], IDS log [15], firewall configuration [16], etc.  
Although information visualization is used in many security domains, it does not  
attract much interests from web application security researchers. To the best of our 
knowledge, there are only a few works on web application security visualization that 
are published until now [17-18]. 

Web applications have a complex structure with pages and links between them.  
To support human users in understanding this structure efficiently, visualization tech-
niques are developed to display as much of it as possible while keeping the visible 
parts clear. However, before the visualization can take place, a modeling step is 
needed to transform web applications to structures more appropriate to be handled by 
computing systems. Intuitively, a directed graph is one of the best matched candidates 
to model a web application because of their similarities: pages are viewed as nodes, 
and links are viewed as edges. Then, layout algorithms are used to position 
nodes/edges with regard to some aesthetic criteria [19]. Some widely used algorithms 
to draw graphs are spring embedder layout [20], force-directed layout [21], and their 
variations. However, with a middle or large website, the number of pages and links 
can make its representative graph illegible for users to comprehend. So, more simple 
models are also used with some trade-offs. Among them, tree is one of the most popu-
lar structures used to visualize websites. There are two widely used approaches to 
draw trees: space-filling [22] and node-link diagram [23-24], each has its own advan-
tages and disadvantages. 

3 System Architecture 

The system architecture of our proposed framework is depicted in Fig. 1. 
In designing this framework, our expectation is that there is no limit on the number 

of vulnerability scanners that can be used. To realize this feature, we separate the 
scanning result of each tool from each other and assign an individual Result normali-
zation component to each of the results. The task of the Result normalization compo-
nents is to convert scanning results generated by their respective scanners into a 
common format that can be used later by the Statistics visualization component. 
However, because each scanner has its own unique data, types, and ranges, the nor-
malization process is far from complete. Therefore, to make the framework support as 
many scanning tools as possible, we extract a minimum set of data that should exists 
in all scanners’ results, such as: vulnerable URLs, severity levels, full requests and 
responses. For tools’ specific data, we provide access to them by linking user interac-
tions to respective tools’ interface. 
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Fig. 1. Our proposed framework’s system architecture 

The Web application structure visualization component is responsible for present-
ing the target web application in an organized and easy to understand manner. In this 
work, we focus on the vulnerabilities discovered by scanners on pages, therefore we 
model target websites as rooted trees. This results to a more simple visualization and 
is appropriate to medium to large websites. Particularly, we use the Tree pattern of 
Polar plot [25] to emphasize the hierarchical nature of target web applications.  
The structural data this component uses for visualization is provided by a web  
crawler. 

The task of the Statistics visualization component is to calculate basic statistics 
from raw result data obtained by scanning tools and overlie them on the drawing of 
target web application structure. More specifically, for each web page, we compute 
the total numbers of vulnerabilities discovered by each tool, grouped by their severity 
levels, and display these numbers as a stack chart on the respective web page node. 
Although simple, this statistics overlaying technique provides some analytical capa-
bilities that are not easy to acquire by traditional tools: comparing the tools’ effective-
ness at various places; seeing the similarities and differences between nodes; and 
knowing the overall vulnerability distribution quickly. 

Another component in this framework is the Interactions. Human users interact 
with this component to adjust the appearances of the Web application structure visua-
lization and the Statistics visualization components. Usually, this component is used 
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for more focused analysis, happen after users having an overview picture and deter-
mining an interesting area. In this implementation, the framework supports basic inte-
ractions like node collapsing/expanding, filtering, zooming, and details-on-demand. 

4 Visualization and Interaction Design 

4.1 Web Application Structure Visualization 

We model each target web application as a rooted tree with the home page as the root 
node. Each page with a unique URL is modeled as a tree node. Parent-child relation-
ships between nodes are determined based on URL values of their respective pages. 
For example, a node with its page URL as “homepage/something” is the parent of a 
different node with its page URL as “homepage/something/child”, but not the parent 
of another node with its page URL as “homepage/somethingelse/child”. Two nodes 
with their page URLs as “homepage/child1” and “homepage/child2” are sibling 
nodes, and the common parent of them is the root node. From this construction, it is 
easy to see that each node will have no more than one parent, and the constructed 
graph is indeed a tree. Furthermore, the size of each node is decided by the number of 
vulnerabilities found on the related page of that node. We use node size to encode the 
number of vulnerabilities to make pages with many security issues stand out from the 
rest. We then apply a Polar plot-like on the constructed tree to create the needed visu-
alization result. Compared to top-down layout, this radial layout has more room for 
the nodes. Fig. 2 depicts a sample website visualized by our method. 

4.2 Statistics Visualization 

For each page in the target web application, we extract the details of the vulnerabili-
ties found and use it to create the Statistics visualization. In particular, we calculate 
the total numbers of vulnerabilities each scanner found and further divide these  
numbers into groups by common severity levels of vulnerabilities in those groups. 
These numbers are then used to draw stack charts with each color for each scanner’s 
result, and each transparent level for each severity level (Fig. 3, left). In this prototype 
version, we use three values: high, medium, and low to present severity levels.  
For scanning tools that output three severity levels, their results can be used directly. 
But for scanning tools that output a different number, a manual normalization rule is 
required at setup time. After all charts are built, they are overlaid on their respective 
tree nodes (Fig. 3, right). 

4.3 User Interactions 

We implement some basic user interactions to provide more focused analysis when 
needed. These interactions include: node collapsing/expanding, filtering, zooming, 
and details-on-demand. When a node collapses, its subtrees disappear and the vulne-
rabilities on these subtrees are totaled for the collapsed node. Vice versa, when a node 
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expands, its subtrees become visible with stack charts on them. While node collapsing 
is useful for summarizing data at a higher level, node expanding is appropriate for 
more detailed analysis. Different from node collapsing/expanding, which affects a 
selected part of the visualization, filtering affects the whole of it. Filtering is used to 
display interesting information only, for example, statistics of some particular scan-
ners, or nodes whose vulnerabilities exceed a threshold. Zooming provides a simple 
mechanism to view an interesting region more clearly. And the remaining interaction, 
details-on-demand, allows users to view more specific information about the vulnera-
bilities as well as brings them to particular tools’ interfaces when required. Fig. 4 
demonstrates some interactions mentioned above. 

 

Fig. 2. Working of the Web application structure visualization component. The target web 
application is modeled as a rooted tree with the home page as the root node. Parent-child rela-
tionships are determined by URL values. Node sizes are decided by the number of vulnerabili-
ties found on their respective pages. 
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Fig. 3. The Statistics visualization component. The number of vulnerabilities are totaled for 
each scanner and grouped by their severity levels. On the left: stack charts are used to display 
the statistics; each scanner’s result has a unique color; and transparent levels are assigned to 
severity levels. On the right: the stack charts are overlaid on their respective nodes. 

 

Fig. 4. Some interactions our framework supports. A: node collapsing/expanding. B: filtering 
user interface. C: details-on-demand in action. 
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5 Experiment 

5.1 Implementation Details 

We select three open source web application scanners for this framework prototype 
implementation: Arachni [26], w3af [27], and Wapiti [28]. There is no particular  
reason for the selection, except that they are free so we can start to work with them 
immediately. For each scanner, we create a related parser that can process that scan-
ner’s result into a common format, and then store them in one central database. 

The visualization and user interaction are implemented on the web platform.  
Although web-based applications cannot offer as high performance as native applica-
tions do, we hope that the flexibility and popularity that the web offer can make our 
work more accessible. The library we use for the implementation is D3.js [29].  
This library uses only W3C-compliant formats and languages like Scalable Vector 
Graphics (SVG), JavaScript, HTML5, and Cascading Style Sheets (CSS3), making it 
a good choice for our purpose. 

 

Fig. 5. When the number of nodes is about 70, we cannot instantly grasp and understand the 
visualization result without some interactions. In this figure, it is not easy for us to decide 
which node is root or which node has the largest number of vulnerabilities by viewing only. 
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5.2 Testing the Framework 

We create some virtual websites whose sizes increase from small to large to test the 
framework. Furthermore, we deliberately make some security holes on random pages 
in these sites. Our main goal in doing so is to create an artificial environment in which 
we can determine the framework’s limit. As our experiment results point out, there 
are in fact two limits which we call technical-limit and user-limit. 

Technical-limit is the limit of the visualization technique itself. It is the size of the 
target web application at which the performance of the framework decrease signifi-
cantly. It is difficult for users to do analysis tasks at this limit, because of the lack of 
interactivity. Our prototype reaches this limit when the target website’s number of 
pages is about 200. User-limit is the limit caused by users’ cognitive ability. It is the 
size of the target web application at which the visualization is difficult for users to 
grasp and analyze without interaction. From our own experiments, this limit is much 
lower than the technical-limit, only about 70 pages. Fig. 5 demonstrates a case where 
the user-limit is reached for us. 

6 Conclusion and Future Works 

In this paper, we have described our proposal to solve two limitations of traditional 
web application vulnerability scanners: the first one is the lack of an effective inter-
face to do dynamic analysis; and the second one is the difficulty in integrating scan-
ning results of many tools together. To overcome the first problem, we created a  
novel visualization technique that can display scanning result statistics over the whole 
target web application. In addition, we apply basic interactions to provide more fo-
cused analysis when needed and to deal with medium to large websites. For the 
second problem, we design and implement a flexible framework that can integrate 
scanning results of many scanners together. We argue this work can enhance the ef-
fectiveness and efficiency of human users in security analysis task. At least, the pro-
posed framework has three features support that belief: it allows users to compare 
performances among tools at various places; it helps them spot the similarities and 
differences between pages; and it shows them the overall vulnerability distribution in 
a novel way. 

However, we need to do more real-world experiments to confirm the advantages of 
this work. As the experiment results point out, not only we need to test the frame-
work’s visualization technique, but more importantly, we also need to test it with 
regard to human cognitive perspective. Another essential, but not easy, task is getting 
feedbacks from actual web security penetration testers. These feedbacks are crucial in 
improving the practicality of the framework. 
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Abstract. This paper proposes a combined approach of Negative Selection  
Algorithm and Artificial Immune Network for virus detection. The approach 
contains the following stages: the first stage is data extraction and clustering.  
In the second stage, the negative selection algorithm is deployed to create the 
first generation of detectors. In the third stage, aiNet is used to improve detec-
tors’ coverage and enhance the ability of detecting unknown viruses. Finally, 
generated detectors are used to computing danger level of files and a classifier 
is used to train them and test performance of the system. The experimental  
results show that in the suitable conditions, the proposed approach can achieve 
reasonably high virus detection rate. 

Keywords: Artificial Immune System (AIS), Negative Selection Algorithm 
(NSA), Artificial Immune Network (aiNet). 

1 Introduction 

Traditionally, two virus detection methods commonly used in Anti-Virus (AV) are 
data-based and behavior-based. As the development in virus programming techniques 
and the vast increase in the number of computer viruses, these methods are becoming 
less effective. Recently, many attempts employing knowledge from other field of 
studies are conducted. Researchers are looking to nature to solve human problems, 
especially computer viruses. Bio-inspired algorithms emerged as prospective models 
because of their ability to adapt naturally to the environment in which they applied.  

Artificial Immune Systems (AIS) [1] are computational paradigms inspired by the 
biological immune system. This emerging area focuses on exploring and employing 
different immunological mechanisms such as negative selection theory and the  
idiotypic network theory to solve computational problems. 

Negative Selection Algorithm (NSA) [2] was discussed which is based on the gen-
eration of T cells in the immune system. It has been shown to be efficient for anomaly 
detection problems in [3] [4]. In their approach, a set of detectors is generated by 
some randomized process that uses a collection of self (benign) as the input.  
Candidate detectors that match any of the self-samples are eliminated, whereas  
unmatched ones are kept for later detecting stage. Binary representation is traditional-
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ly used in NSA, however, in some cases, this representation scheme need a large 
number of detectors to guarantee a good level of detection. 

Artificial Immune Network (aiNet) [5] inspired by the idiotypic network theory [6] 
[7] suggested that the immune system, which is composed of a regulated network of 
molecules and cells, is not only capability of recognizing foreign particles, but also 
capability of recognizing and interacting with each other. aiNet consists of a set of 
nodes presenting antibodies and connection between them. These connections will be 
grown or pruned using a training algorithm. aiNet is a dynamic unsupervised learning 
method that has been used in clustering, data visualization, control, and optimization 
domains. The main drawbacks of aiNet are its high number of user-defined parame-
ters and its high computational cost per iteration. 

Aiming at building a light-weighted virus detection system, the approach proposed 
in the study is a combination of aiNet and NSA to get advantages of both models. 
NSA is a simple algorithm for generating good detectors and aiNet helps to improve 
the detection with a smaller detector needed. 

2 Related Work 

In 2009, Rui Chao and Ying Tan proposed a virus detection system (VDS) based on 
AIS [8]. In their model, a combination of NSA and Clonal Selection Algorithms [9] 
was proposed to generate detectors. They also presented a mechanism to determine 
the dangerous level of files based on these detectors. Their proposed VDS has a 
strong detection ability and good generalization performance. 

In [3], they presented an improved negative selection algorithm by integrating a 
novel further training strategy into the training stage. The main purpose of further 
training is reducing self-samples to reduce computational cost in the testing stage as 
well as improving the self-region coverage. The experiment results showed that the 
proposed algorithm can achieve high detection rate and the low false alarm rate in 
most cases. 

In [10], Artificial Immune Network Clustering approach is combined with Rough 
Set for Anomaly Intrusion Detection. While using Rough Set to get the most signifi-
cant features of the dataset, aiNet is used to detect the novel attacks that have not been 
discovered in the training patterns. 

In [11], a controllable and adaptable computer virus detection model based on im-
mune system was proposed. Variable detector radiuses which can be set and adjusted 
automatically were used to improve the immune mechanism of the model. 

3 The Proposed Approach 

In our proposed approach, the first stage is data extraction and clustering. In the 
second stage, negative selection process is used to generate detectors. In the third 
stage aiNet is used to improve performance while reducing the number of detectors 
needed. After that, danger levels of files are computed and a classifier is used to train-
ing these danger levels. 
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3.1 Data Extraction and Clustering 

In this stage, the virus gene set and the benign gene set are constructed by gene  
extraction from the virus files and benign files, respectively. Genes are bit-strings 
extracted from files by using a sliding window with a length L, L is chosen equal to 
32. Two consecutive extracted strings will be overlapped L/2 with each other. 

 

Fig. 1. Gene extraction mechanism 

Generally, a virus requires a host program to infect. Note that similar genes may be 
existed in both virus gene set and benign gene set. In order to improve the accuracy of 
the detection, a gene in the virus gene set will be eliminated if the similarity between 
itself and a gene in the benign gene set is greater than or equal to the pre-defined 
matching threshold. 

Note that the computational costs may be high because of the large number of 
genes extraction. To reduce the cost, in our approach the clustering algorithm  
Density-based spatial clustering of applications with noise (DBSCAN) [12] is dep-
loyed to reduce the size of the training data. After clustering, the distances from one 
to other elements are computed and get total distance in each cluster. In each cluster, 
the smallest total distance element will be kept as a delegate.  

The main process of this stage is described as follow: 
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Notation 
 SVirusF: training virus file set 
 SBenignF training benign file set 
 Svirus: virus gene set 
 Sbenign: benign gene set 
 Extract(S): extract files of S to gene set 
 Cluster(G): cluster genes of G using DBSCAN and keep a delegate for 

each cluster 
Begin 
 Svirus := Extract(SVirusF); Sbenign := Extract(SBenignF) 
 Svirus:= Cluster(Svirus); Sbenign := Cluster(Sbenign) 
 For each gene v in Svirus do 
  If v recognizes one or many genes in Sbenign then 
   v will be removed 
  End If 
 End For 
End 
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3.2 Negative Selection Process 

After refining the training data, NSA is used to generate detectors that can discrimi-
nate between virus genes and benign genes. Besides using virus delegates as detec-
tors, new detectors are generated from the delegates by randomly changing a bit string 
in the gene code bases on the pre-defined matching threshold. Some of these detectors 
can recognize not only virus genes but also benign genes. 

Any of these detectors which can recognize a benign gene that is greater than or 
equal to the pre-defined matching threshold will be eliminated using NSA.  

The process of negative selection is shown as follow: 
 
 

 

3.3 AiNet Process 

In the previous stage, a set of detectors generated can be used for virus detection.  
To increase the diversity of these detectors, a new generation of detectors is obtained 
during this stage with better coverage and ability to detect unknown viruses. 

 
 
 
 
 
 
 

Notation 
 Sdetetor: detector set 
 Svirus: cleaned virus gene set 
 Sbenign: benign gene set 
 Error: number of contiguous errors in generating a new detector 
 Error_Max: limit of errors for generating a new detector 
Begin 
 Sdetetor := Svirus 
 Error := 0 
 While number of detector of Sdetetor is not enough as desire and Error < 

Error_Max do 
  Generate new detector d based on Svirus 
  If d  Sdetetor and d doesn’t recognize any gene in Sbenign then 
   Add d into Sdetetor 
   Error := 0 
  Else 
   Error := Error + 1 
  End If 
 End do 
End 
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The aiNet algorithm is described as follow: 
 

 
 
In this algorithm, Step S1.1 and S1.2 are deployed to make the detectors become 

diversity and improve their qualities. Step S1.3, S1.4, S2, S3, and S4 is used to re-
move detectors that are similar to others and resizing the detector sets. Two suppres-
sion steps in this algorithm are S1.3 and S3. While S1.3 is used to suppress detectors 
in a group of detectors corresponding to the specific virus gene, S3 suppresses detec-
tors between different groups of detectors corresponding to virus genes. Particularly, 
in suppression, if the affinity between two detectors is greater than the suppression 
threshold, in step S1.3, the one with smaller affinity to the current virus gene will be 
removed while in step S3, one of them will be removed randomly. Next, S4 works as 
an NSA to remove detectors recognizing benign genes. Last step S5 introduces new 
detectors to the detector set. The general diagram for generating detector set of the 
approach is shown in Fig. 2. 

3.4 Affinity 

Hamming distance h is used to identify the affinity between bit-strings. A threshold is 
used to determine if two strings are similar or not using the calculated affinity.  
Hamming distance is calculated as follow: , ∑ ⊕                                         (1) 

where N is the length of strings, Xi and Yi are the ith bit of string x and the ith bit of 
string y. Xi ⊕ Yi denotes the XOR logic operation. 

While not enough k iterations do 
S1.For each virus gene do 

S1.1.Choose m highest-affinity detectors with the current virus 
gene, clone these detectors proportion to their affinities and mutate the clones 
inversely proportional to their affinities. 

S1.2.Remove clonal detectors whose affinities with the current vi-
rus gene are lower than the pre-defined matching threshold. 

S1.3.Suppress clonal detectors whose affinities with each other 
are greater than a pre-defined suppression threshold. 

S1.4.Select n desiring clonal detectors and save into a clonal de-
tector set of the current virus gene.  

End For 
S2.Union clonal detector sets to remake the detector set. 
S3.Suppress detectors whose affinities with each other are greater 

than the pre-defined suppression threshold. 
S4.Remove detectors that can recognize some benign genes. 
S5.Add new random detectors to the detector set if this iteration is not 

the last iteration. 
End While 
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Fig. 2. The general model of generating detectors 

Particularly, affinity aff will be identified based on hamming distance as follow: , ,                                             (2) 

where x and y are two bit-strings with the same length and N is length of the bit-
strings. 

3.5 Danger Level 

Mechanism to calculate strings or files danger level is similar to the one described in [8]. 
Danger level (DL) of a bit-string is used to determine how much dangerous the 

string is. And the danger level of a bit-string x of a file l is computed as follow: ∑ , ,   , , ,   , ,  | | | |                         (3) 

where DS is detector set, x denotes a bit-string extracted from file L, HA(x, DS) is 
average value of hamming distances between x and detectors in DS, RCBA(x, DS, m) 
is average value of results of R-Contiguous bits matching [2] between x and detectors 
in DS with the length of matching m bits. Each R-Contiguous bits matching will  
return one if two strings match or zero if they don’t. 

The danger level of file L, DL(L), is average value of all danger value of bit-strings 
extracted from file L. ∑| | | |                                                (4) 

where |L| is the numbers of bit strings extracted from file L and xi denotes a bit-string 
extracted from file L. 

3.6 Training by Using Classifier 

After the danger level of files in training data is calculated, a classifier, SVM [13] 
with a radial basis function (RBF) kernel [14] [15] is trained using these danger levels 

NSA

aiNet

Extracting,  
Clustering, 
Cleaning

Start

Training 
Data

Detectors End



 A Combination of NSA and Artificial Immune Network for Virus Detection 103 

 

to have ability for detecting virus files and then is used to detecting virus in the testing 
set. 

The entire process in this study is shown in Fig. 3. 

 

Fig. 3. The general model for virus detection system 

4 Experimental Results 

In order to evaluate our approach, a virus detection system was programed in C# that 
allows user to define parameters, to observe the processes as well as to get experimental 
results.  

4.1 Training and Testing Data 

In this experiment, different datasets which include benign and virus files are generated. 
For each dataset, the ratio of 7 training set to 3 testing set is used, as shown in Table 1. 

Table 1. The number of files in each dataset 

Dataset Training files Testing files 
Virus files Benign files Virus files Benign files 

Dataset 1 100 100 43 43 
Dataset 2 200 150 86 64 
Dataset 3 250 250 107 107 
Dataset 4 400 250 171 107 
Dataset 5 600 250 257 107 
Dataset 6 800 300 343 129 
Dataset 7 900 300 386 129 
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4.2 Experiments 

Detection Rate. The first experiment was carried out to study the detection rate of our 
approach and the correlation between the performance of the model and the number 
of files in datasets. Note that the selection of matching thresholds is based on the con-
dition that there were still remaining virus genes after benign genes had removed from 
virus gene set in cleaning virus gene set. The value of suppression threshold is  
manually selected so that it does not cause number of detectors to be significantly 
removed in the aiNet stage. This experiment has been done with the matching  
threshold is 84.375% and the suppression threshold is 90.625 %. 

Table 2. The correlation between the number of files in data set and the performance of the 
model (the matching threshold is 84.375% and the suppression threshold is 90.625 %) 

Dataset Detection Rate (%) 
Virus files Benign files 

Dataset 1 97.67 86.05 
Dataset 2 98.84 73.44 
Dataset 3 94.39 85.98 
Dataset 4 98.25 91.59 
Dataset 5 93.39 85.98 
Dataset 6 93.29 91.47 
Dataset 7 94.56 87.6 
Average 95.77 86.02 
 

As shown in Table 2, the average virus detection rate and benign detection rate in 
our experiment are 95.77% and 86.02%, respectively. The results showed that with 
suitable thresholds, our approach can achieve reasonably high virus detection rate.  

The Correlation between Suppression Threshold and Number of Detectors. The 
main difference between aiNet and other AIS algorithms is at suppression stage, 
which mainly focuses on reducing the redundancy of similar detectors. The mechan-
ism to determine the similarity of detectors is mainly based on the suppression thre-
shold. The number of remaining detectors may affect the total coverage, which is 
consequent to performance of the system. In this experiment, we study how the sup-
pression threshold affects to number of detectors and the performance. 

Table 3. The correlation between the suppression threshold, the number of detectors generated 
by aiNet and detection rates (the dataset 3 with the matching threshold is 84.375%) 

Suppression Thre-
shold (% of length) 

Number of detectors Detection Rate (%) 
Virus files Benign files 

90.625 2043 94.39 85.98 
87.5 1466 97.2 82.24 
84.375 659 95.33 78.5 
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As shown in Table 3, different suppression threshold’s values result in changing in 
the number of detectors. If these detectors have approximately similar coverage, the 
performance will change insignificantly. This will help to reduce the cost of the sys-
tem if we build a large system. Generally, the greater the suppression threshold is, the 
more overlap between detectors is. However, if the suppression threshold is small, the 
number of detectors may significantly decrease whereas the detectors are the impor-
tant factors in the system which needs to be carefully taken into account. So choosing 
a reasonable suppression threshold is important to get good performance with a rea-
sonable cost by decreasing the number of detectors needed while the total coverage is 
kept as the same approximately. 

The Correlation between Matching Threshold and Number of Virus Genes. To 
determine the affinity between a gene and a gene or a gene and a detector, the ham-
ming distance is introduced. In the cleaning virus gene set stage, if the affinity of a 
gene in unclean virus gene set and a gene in benign gene set are greater than or equal 
to the matching threshold, the two genes are considered as “similar” and then the 
virus gene is eliminated, otherwise. Because the number of remaining virus genes is 
critical to the our approach, the matching threshold is important factor that need to be 
considered in this experiment. 

Table 4. The correlation between the matching threshold and the number of virus genes 
remained after removing benign genes from virus gene set (the dataset 3 is used) 

Matching threshold (% of length) Number of virus genes  
84.375 2116 
81.25 0 
 

As shown in Table 4, the matching threshold affects the number of remaining virus 
genes after removing benign genes from virus gene set. The smaller the matching 
threshold is, the smaller the number of remaining virus genes is due to more of them 
were excluded when matching to genes in benign gene set. In contrast, if the matching 
threshold is large, it may be difficult to remove all genes that are similar to benign 
genes from virus gene set.  

In overall, choosing a matching threshold should be considered as long as it 
doesn’t meet a threshold that recognizes many virus genes as benign genes. 

5 Conclusion 

In this paper, an approach combining two bio-inspired models is proposed. While NSA is 
used for generating detectors, aiNet creates even better detectors for discriminate be-
tween virus genes and benign genes. Then, these detectors are used to calculate danger 
level of files and a classifier is trained to detect a virus file by its danger level. Our expe-
riment results show that in suitable conditions, the proposed approach can achieve high 
virus detection rate. However, at the present the thresholds in our approach need to be 
determined manually. In the future, we will investigate how the system determines the 
best thresholds in order to achieve good performance and low cost.  
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Abstract. Transaction data are important to applications such as mar-
keting analysis and medical studies. However, such data can contain per-
sonal information, thus must be sanitised before being used. One popular
approach to protecting transaction data is set-based generalisation, where
an item in a transaction is replaced by a set of items. In this paper, we
study how well transaction data can be protected by this approach. More
specifically, we propose de-anonymisationmethods that aim to reconstruct
original transaction data from its set-generalised version by analysing se-
mantic relationship that exist among the items. Our experiments on both
real and synthetic data show that set-based generalisation may not pro-
vide adequate protection for transaction data, and about 50% of the items
added to the transactions during generalisation can be detected by our
method with a precision greater than 80%.

1 Introduction

Transaction data are records that contain items about individuals. For example,
Fig. 1 shows a set of 4 transactions, each recording a set of medical terms asso-
ciated with a patient. TID is a transaction identifier which is included here for
reference only; it will not be part of the released data.

Transaction data are important to applications such as marketing analysis and
medical studies. However, such data can contain personal information, thus must
be sanitised before being used. Unfortunately, simply removing identifying items
such as names or telephone numbers is not sufficient to protect transactions,
because combinations of other items in a transaction may still be used to identify
an individual. For example, knowing that ulcer is associated with Mary will be
enough to identify that Mary is the owner of T1 in Fig. 1, thereby revealing her
identity within the dataset and disclosing other information about her.

One popular approach to protecting transaction data against this type of pri-
vacy disclosure is set-based generalisation, where an item in a transaction is
replaced by a set of items. This is to ensure that combinations of certain items
(which an adversary may use to attack the data) will not appear infrequently in
the released dataset. For example, applying COAT (a set-based generalisation

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 107–121, 2014.
c© Springer International Publishing Switzerland 2014
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TID Items

1 gastric, ulcer, acid, bacteria

2 cancer, moles, bleeding, cough, bowels

3 diabetes, glucose, tiredness, itching, blurred vision

4 kidney disease, swelling, urination

Fig. 1. An Example of Transaction Data

TID Items

1 gastric, (ulcer,moles,glucose), (itching,acid,bleeding),
(swelling,bacteria,tiredness)

2 cancer, (ulcer,moles,glucose), (itching,acid,bleeding), cough, bowels

3 diabetes, (ulcer,moles,glucose), (swelling,bacteria,tiredness),
(itching,acid,bleeding), blurred vision

4 kidney disease, (swelling,bacteria,tiredness), urination

Fig. 2. Set-Based Generalisation

method) [15] to Fig. 1 can result in Fig. 21, where items in brackets are gen-
eralised items. Now, knowing that Mary has ulcer will no longer be enough to
determine if Mary is the owner of T1 in Fig. 2 with a probability greater than
1/3.

Set-based generalisation is however a syntactic method. That is, it works on
the assumption that items are meaningless literals, and how they form a set
to replace (or generalise) an item is insignificant. The only requirement is that
they should make some combinations of items appear frequently enough within
the released dataset and they result in minimum distortion to the data. We
argue that when semantic relationships among the items are considered, such
protection may not be sufficient. For example, consider the generalised items in
Fig. 2 again. Although (ulcer,moles, glucose) in T1 suggests that Mary could
have ulcer, moles, glucose or any combination of them, the presence of gastric
suggests that it is more likely to be ulcer, rather than moles or glucose. This
type of semantic analysis will allow an adversary to reduce a generalised item to
its original form.

In the paper, we study how well transaction data can be protected by set-
based generalisation. More specifically,

– we propose de-anonymisation methods that aim to reconstruct original
transaction data from its set-generalised version by analysing semantic re-
lationships that exist among the items. This is in contrast to other studies
on quantifying privacy risk involved in publishing transaction data [16,6,8]
where attackers are assumed to have some auxiliary information about the in-
dividuals; we require no such information and rely on the released data only.

1 In this example, we set k = 3, privacy constraints to be {(ulcer), (itching),
(swelling)}, and utility constraints to be all the items. The reader is referred to
[15] for details of how COAT works.
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Thus, our de-anonymisation method is independent of the background
knowledge that an attacker may have, and represents a realistic assessment
of privcy risk associated with set-based generalisation.

– To determine semantic relationship among data items, we build our work on
a measure called Normalised Google Distance [5]. This measure establishes
semantic relationship between two terms by querying the Google repository
of WWW pages: the more pages in which the two terms appear together, the
more related they are considered to be. This eliminates the need to construct
a single dictionary or corpus for testing term relationships and ensures that
our approach is generic and realistic.

Our experiments on both real and synthetic data show that set-based gener-
alisation may not provide adequate protection for transaction data, and about
50% of the items added to transactions during generalisation can be detected by
our method with a precision greater than 80%. Note that our de-anonymisation
approach uses information that is readily available from the released data and
Google, thus the identified privacy risk is realistic.

The rest of the paper is organised as follows. Section 2 reviews the related
work. Section 3 provides the necessary definitions. In Section 4, we introduce
our de-anonymisation methods. We report our experimental results in Section
5. Finally, Section 6 concludes the paper.

2 Related Work

Protecting transaction data using set-based generalisation has been considered
in [18,9,14]. Majority of these only aim to minimise the amount of data distortion
during generalisation, that is, they seek to use a small set to generalise an item
and to generalise as few items as possible. In so doing, they do not consider or
constrain which items may appear in a generalising set, hence are vulnerable
to the type of semantic attack we describe in this paper. COAT [15] on the
other hand introduced utility constraints. These constraints limit what items can
appear in a generalising set, thereby avoiding some incompatible items to be used
together in generalisation. While this helps protect against semantic attack to a
certain extent, utility constraints do not take other items in a transaction into
account when generalising items. As a result, transactions sanitised by COAT
are still vulnerable to semantic attack.

There is a body of work on the de-anonymisation of sanitised data [16,8,13].
The majority of these works focus on statistical data [12,10], where correlations
and distributions are analysed to de-anonymise data that is perturbed through
noise addition [1] or data swapping [4]. In contrast, we consider set-generalised
data and rely on semantic relationships among the items, not statistic proper-
ties that may be observed from the released data. Narayanan and Shmatikov [16]
proposed a method for identifying individuals from a set of published transac-
tions. They assume that data is de-identified (i.e. having identifying items such
as names removed), and that an attacker has some auxiliary information (i.e.
knowing that several items are associated with an individual) when attacking
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the data. We focus on set-generalised data, which is considered to provide better
protection for privacy than simply de-identified data, and we do not require an
attacker to possess any auxiliary information.

Anandan and Clifton studied how a sanitised term in a text may be re-
identified based on its semantic relationships with others [2]. They assume that
the term is generalised according to a specific taxonomy, and they measure its
semantic relationships with others w.r.t. this taxonomy in order to re-identify
it. In so doing, they rely on the existence of a taxonomy for semantic analysis,
which is not entirely realistic in practice. Sánchez and Rovira [17], on the other
hand, considered the possibility of uncovering a suppressed term from a sanitised
text without using a taxonomy. Similar to our work, they use Normalised Google
Distance to measure semantic relationships among the terms. While we share
the view that semantic relationships among terms must be taken into account
when anonymising data and the Normalised Google Distance is a practical way
to analyse their relationships, our work has a different focus from theirs. Given
a sensitive term, Sánchez and Rovira apply semantic analysis before anonymisa-
tion to assess whether it is sufficient to suppress this term only or other terms
must also be suppressed in order to protect it. In contrast, we apply semantic
analysis after anonymisation, i.e., attempting to reduce a set-generalised item to
its original form.

3 Preliminaries

Let I = {i1, ..., im} be a finite set of literals called items. A transaction T over
I is a set of items T = 〈a1, a2, . . . , ak〉, where each aj, 1 ≤ j ≤ k is a distinct
item in I. A transaction dataset D = {T1, ..., Tn} is a set of transactions over I.
Definition 1 (Itemset and Support). Any subset I ⊆ I is called an itemset.
An itemset I is supported by transaction T if I ⊆ T . We use σ(I,D) to represent
the number of transactions in D that support I, and we call these transactions
supporting transactions of I in D.

For example, 〈gastric, ulcer, acid, bacteria〉 is a transaction in Fig. 1.
〈gastric, ulcer〉 is an itemset and is supported by T1, hence has the support
of σ(〈gastric, ulcer〉,D) = 1. T1 is its supporting transaction.

When the support for an itemset is low, i.e. the itemset appeared infrequently
within a transaction dataset, an attacker may use it to identify an individual with
a high probability. A popular approach to ensuring that such itemsets would not
compromise privacy is set-based generalisation [15], where some individual items
are replaced by a set of items.

Definition 2 (Set-Based Generalization). A set-based generalization is a
partition Ĩ of I in which each item i ∈ I is replaced by the partition to which it
belongs. Each partition is called a generalized item, and each i is mapped to its
generalised version ĩ using a generalization function Φ : I → Ĩ. When an item
is generalised to itself, we say that the item is trivially generalised.
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We denote a generalized item by listing its items in brackets, e.g. (ulcer,moles,
glucose) in Fig. 22, and we interpret a generalised item as representing any non-
empty subset of its member items, e.g. (ulcer,moles, glucose) may represent
ulcer and moles. Generalization can help prevent identity disclosure as it in-
creases the number of transactions in the dataset that may be linked to an
individual through combination of items [15]. For example, consider the map-
ping of item ulcer in Fig. 1 to a generalized item (ulcer,moles, glucose) in Fig. 2.
(ulcer,moles, glucose) is supported by 3 transactions in Fig. 2, whereas ulcer is
supported by 1 transaction in Fig. 1.

Various privacy models have been proposed and they require different privacy
constraints to be satisfied by the released data [18,15,19,7]. For the purpose of
this paper, we use a simple, but commonly adopted privacy protection model
based on support count.

Definition 3 (Protected Transactions). Let D̃ = {T̃1, T̃2, . . . , T̃n, } be a set
of set-generalised transactions, and c = (I, σmin) be a privacy constraint that
requires an itemset I to have a minimum support of σmin in D̃. D̃ is protected
w.r.t. c if either σ(I, D̃) ≥ σmin or σ(I, D̃) = 0.

Given a set of protected transactions w.r.t. a set of privacy constraints. we
are interested to see if any constraint may be “violated” by performing some
semantic analysis on the published (set-generalised) transaction data. That is,
we are interested to know if some items in a generalised itemset could be removed
based on their semantic relationships with other items in a transaction, thereby
reducing the extent of generalisation and recovering some low frequency itemsets
from the published transactions.

4 De-anonymisation Based on Semantic Relationships

In this section we describe our de-anonymisation methods. Given a generalised
transaction T̃ = 〈̃i1, ĩ2, . . . ĩk〉, we examine if any item may be removed from
ĩj, 1 ≤ j ≤ k based on semantic analysis. Our approach consists of two steps:
scoring and elimination. We describe these two steps in detail in the next two
sections.

4.1 Scoring

The scoring step is a process to establish semantic relationships among the items
within a transaction. One approach to measuring how a given pair of items is
related is to use an expert-specified ontology, such as the Wordnet [3]. Ontolo-
gies provide hierarchies of concepts and allow class inclusion or subsumption to
be inferred, thus can help determine if the two items are related conceptually.
However, such measures are not suitable for our purpose because they tend to

2 For clarity, we will drop ( ) when generalisation is trivial.
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measure similarity rather than relatedness, and they do not take different con-
texts into account. For example, “string” and ”cord” may be deemed similar
by an ontology when they are both taken to mean a thin rope, but it does not
suggest if these two terms are likely to be used together, nor they actually rep-
resent similar concepts if we consider the use of the two terms in a programming
context.

An alternative approach is to use a corpus of texts, and the relatedness of
two items is judged by how they appear together within the corpus of texts [11].
This can help establish term relatedness based on how they are actually used in
a context, rather than just if the terms are conceptually similar. However, this
approach needs to construct a comprehensive and unbiased corpus for testing
the usage of any terms, and this is not always feasible in practice.

In this paper, we follow the corpus based approach, but to avoid the need
to construct a comprehensive corpus, we adopt the Normalised Google Distance
(NGD)[5] measure which considers the entire world-wide-web as a corpus. Given
two terms x and y, their semantic relatedness is established by

NGD(x, y) =
max(log f(x), log f(y))− log f(x, y)

log(N)−min(log f(x), log f(y))
(1)

where f(x) denotes the number of Google pages containing x, f(y) the number
of pages containing y, f(x, y) the number of pages containing both x and y, and
N is the total number of pages Google has in its repository. The lower the NGD
score is, the more closely the two terms are considered to be semantically related.
For example, we have NGD(“paracetamol”, “HIV ”) > NGD(“paracetamol”,
“Cold”), which suggests that in general Paracetamol is more likely to be associ-
ated with Cold than with HIV.

For simplicity of discussion we assume that there is at least one trivially
generalised item in a generalised transaction T̃ .3 As trivially generalised items are
original items in a transaction, we use them to identify any items in a generalised
item that may not be in the original transaction by measuring their semantic
relatedness. We call such items context items.

Given a generalised transaction, we may have a number of context items
available, and any subset of these context items may be used to attack a given
generalised item. Let C be a set of context items used in attacking an generalised
item ĩj and î be an item in ĩj. We measure semantic relatedness between î and
C by

dC,̂i =

∑
j∈C NGD(j, î)

|C|
where |C| is the number of context items in C. That is, when multiple con-
text items are used, an average score between î and its context set C is used
as a measure of how likely î belongs to the transaction. For example, given

3 If no trivially generalised items available in a generalised transaction, then items in
other generalised items may be used as context items. Detailed discussion on how
this may be done is beyond the scope of this paper.
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T̃ = 〈i1, i2, i3, (i7, i8), i4, i5, i6〉, the semantic relatedness between i7 ∈ (i7, i8) and
its context C = {i3, i4} is measured by dC,i7 = (NGD(i3, i7) +NGD(i4, i7))/2.

One requirement of the set-based generalisation is that generalised items form
k-equivalence groups. That is, each generalised item will appear at least k times
within the released transactions. This is to ensure that the probability of using
generalised items to link an individual to a transaction is no more than 1/k.
Therefore, when attacking a generalised item ĩ = (̂i1, î2, . . . , îs), we consider the
whole equivalence group together by performing NGD scoring on each occurrence
of ĩ in different transactions and record the result in a distance table:

î1 ... îs

C1 dC1 ,̂i1
... dC1 ,̂is

... ... ... ...

Ck dCk ,̂i1
... dCk ,̂is

Fig. 3. Distance Table

where columns are items in the generalised item under attack, and rows are
context items selected from each transaction in the equivalence group to attack
the generalised item. Note that while the generalised item ĩ is identical in every
transaction within the equivalence group, the context items that are selected and
used to attack it need not to be the same. In fact, as each transaction is different
and contexts are likely to be different, thereby allowing the membership of î in
ĩ to be discriminated in a given transaction. For example, applying our scoring
function to the generalised item (ulcer,moles, glucose) in Fig. 2, we obtain the
following distance table:

This generalised item contains 3 items and forms a 3-equivalence group, there-
fore the distance tables has 3 columns and 3 rows. The largest distance is 1.98
between moles and diabetes, suggesting that they are not as related as others
are, hence moles is likely to be an item introduced into T3 by the generalisation
process, rather than an original item in T3. Note that in this example, we used
a single context item to attack the generalised item. In general, any number of
context items may be used if they are available.

4.2 Elimination

Once the semantic relatedness between the context items and the items in a
generalised item is established, we employ some heuristics to eliminate those that
are deemed to be not belonging to the original transactions from the generalised
items. In the following sections, we give some heuristic methods to find such
items.

Maximum Distance Attack. Given a distance table for an equivalence group
of k transactions and an generalised item, it is easy to see from the definition
of set-based generalisation that there exists at least one item that does not
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belong to the original transactions. So a conservative method is to consider the
one with the greatest distance in the distance table to be that item, and eliminate
it from the generalised item. That is, we have

De = D \MAX(D)

where MAX(D) is the item with with greatest semantic distance in D. For ex-
ample, applying this method to Fig. 4, we eliminate moles from T3. However
this method is very conservative, and does not attempt to eliminate all possible
non-original items from a generalised item.

ulcer moles glucose

C1 = {gastric} 0.87 0.77 1.17

C2 = {cancer} 1.02 1.45 0.85

C3 = {diabetes} 1.11 1.98 0.73

Fig. 4. An Example Distance Table

Threshold Distance Attack. A more aggressive attack could consider all
items with a distance above a certain threshold to be non-original, therefore
eliminate them from the generalised item. That is, given a parameter δ and a
distance table, we perform the following as long as d is not the last item left in
a column or row in D:

De = D \
⋃

d∈D,d>δ

d

However, this attack requires the specification of a suitable δ, which may not
be straightforward. One solution is to use the average distance in D as δ:

δ =

∑
d∈D d

|D|
where |D| is the number of items in D. For example, the average threshold for
Fig. 4 is 1.11, and eliminating items with a distance greater than this threshold
from Fig. 4 we obtain Fig. 5. Note that while this method managed to eliminate
more non-original items from generalised items, it has also eliminated a wrong
one.

ulcer moles glucose

C1 = {gastric} 0.87 0.77 -

C2 = {cancer} 1.02 - 0.85

C3 = {diabetes} 1.11 - 0.73

Fig. 5. Result of Threshold Based Attack
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Weighted Distance Attack. Intuitively, when an item is eliminated, it should
have an affect on other items in a distance table. That is, removing one item should
intuitively suggest that other items aremore likely to be the original ones. Based on
this intuition we propose a weighted distance attack which eliminates items from
a distance table in iterations: one item is eliminated in each iteration, then the
remaining distances in the table are updated w.r.t. the item eliminated. This con-
tinues until no more elimination can be performed.

Observe that each row or column in a distance table always contains at least
one original item. So initially, if a row or column contains m items, then we
assume that each item has a probability of 1/m to be an original one. As items
are eliminated from the distance table, these probabilities will change and we
use these probabilities as weights to revise the distances recorded in the distance
table as follows:

Definition 4 (Weighted Distance). Let D be a distance table and αij ∈ D
be the distance value at row i and column j in D. The weighted distance αw

ij for
αij is calculated by

αw
ij = αij × (1− 1

Nr − Ei
r

)× (1− 1

Nc − Ej
c

)

where Nr and Nc are the number of row and columns in D, and Ei
r and Ej

c are
the number of eliminated items in row i and column j, respectively.

That is, αij is first revised by the row probability ( 1
Nr−Ei

r
) and then by the col-

umn probability ( 1

Nc−Ej
c
). The more items are eliminated from a row (column),

the more likely the remaining items in the row (column) will be original, and
revision given in Definition 4 reflects that. In the following, we illustrate how
this method works through an example.

Consider Fig. 4 again. To start, we assume that each item is equally likely
to be an original item in each column and row, hence the two weights tables as
shown in Fig. 6(a) and Fig. 6(b). The entries in Fig. 4 are then revised using
these two weights tables according to Definition 4 to produce Fig. 6(c):

ulcer moles glucose

C1
1
3

1
3

1
3

C2
1
3

1
3

1
3

C3
1
3

1
3

1
3

(a) Row Weights

ulcer moles glucose

C1
1
3

1
3

1
3

C2
1
3

1
3

1
3

C3
1
3

1
3

1
3

(b) Column Weights

ulcer moles glucose

C1 0.39 0.34 0.52

C2 0.45 0.65 0.38

C3 0.49 0.88 0.32

(c) Weighted Table

Fig. 6. First Iteration

The elimination of an item from Fig. 6(c) is then carried out, based on the
following conditions: a) the item has the greatest distance in the table, b) the
item is not the last one in a row or column, and c) its distance is greater than
the average distance in the table. Note that in this case, the average threshold is
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calculated from the revised table, i.e. δ = 0.49. moles in T3 satisfies these three
conditions, hence is eliminated. After moles is removed, the two weights tables
are updated and the results are shown in Fig. 7(a) and Fig .7(b). These two
tables are then used to revise Fig. 4 to give Fig. 7:

ulcer moles glucose

C1
1
3

1
3

1
3

C2
1
3

1
3

1
3

C3
1
2

- 1
2

(a) Row Weights

ulcer moles glucose

C1
1
3

1
2

1
3

C2
1
3

1
2

1
3

C3
1
3

- 1
3

(b) Column Weights

ulcer moles glucose

C1 0.39 0.26 0.52

C2 0.45 0.48 0.38

C3 0.37 - 0.24

(c) Weighted Table

Fig. 7. Second Iteration

Following the same process, glucose in T1 is eliminated, and weights updates
and distance revision produce the following:
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(b) Column Weights

ulcer moles glucose

C1 0.29 0.19 -

C2 0.45 0.48 0.28

C3 0.37 - 0.18

(c) Weighted Table

Fig. 8. Third Iteration

Now, as no more distances are above the threshold, the elimination process
terminates. It is interesting to compare the result to that obtained from the
Threshold Distance Attack: it did not wrongly eliminate moles from T2.

5 Experiments

In this section, we experimentally examine and compare the effectiveness of our
proposed methods. We first describe the datasets used in our experiments, and
then compare our methods to a baseline method which randomly determines if
an item in a generalised item is original or not. We measure the effectiveness of
our methods in terms recall and precision.

5.1 Datasets and Preparation

We used 3 datasets with different characteristics in the experiments. These
transactions are extracted from i2b2 documents4, articles from GoArticles.com5)

4 i2b2 (www.i2b2.org) is sets of fully de-identified notes from the Research Patient
Data Repository at Partners Health Care for a series of NLP Challenges organized
by Dr. Ozlem Uzuner.

5 The data is collected in various topics from article directories
http://www.goarticles.com
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Table 1. Datasets used in the experiments

Properties AOL i2b2 GoArticle

Size (transactions) 758 643 263

Length (items in a transaction) 1 to 5 150 to 200 150 to 200

Items require protection 127 112 45

Original/Generalised 1/6 1/6 1/3

Quality Few typos Many typos and
abbreviations

Content cleansed

Context Multiple Single (Medical) Multiple

and AOL search query logs6, and their characteristics are summarised in
Table 1.

The AOL dataset is already in the form of transaction: each user’s search ses-
sion is a transaction and each searching keyword is an item in the transaction.
The i2b2 transactions are extracted from documents, using the Stanford POS
Tagger package7. We extract nouns and noun-phases only from the documents.
Each document results in one transaction and the nouns and noun phases ex-
tracted from the document become items in the transaction. For the GoArticle
dataset, we selected a set of articles that share contexts and then manually ex-
tracted terms from the articles to form transactions. All our transactions do not
contain duplicated items and the order in which the terms appear in a document
is preserved in the extracted transaction.

After the transactions are prepared, we anonymise the data using COAT
[15], a set-base generalisation method for anonymising transactions. Items to be
protected (i.e. privacy constraints) are randomly selected from the transactions,
and the number of items selected for each data set is given in Table 1. The
utility constraint is the most general one, it allows any items to be used in any
generalisation set.

5.2 Random Attack

We compare our proposed heuristics to a baseline method which performs a
random attack on generalised items. The baseline method essentially assumes
that an adversary has no other information than the released dataset, and he or
she can only randomly guess whether an item in a generalised item is an original
one or not. There are ways that an adversary may perform a random attack:

– On each item, the adversary decides whether it should be eliminated or not.
Assuming that each item is equally like to be original or introduced by the
generalisation, each item has a 50% chance to be eliminated.

6 Data source is found in http://gregsadetsky.com/aol-data/
7 http://nlp.stanford.edu/software/tagger.shtml
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– The adversary randomly picks up a random number of items to eliminate
from generalised items.

We use the second method in the experiment as it allows more variation in
outcome and offers better comparison for our heuristics.

5.3 Results and Discussion

We use precision (p) and recall (r) to measure how well our methods can detect
non-original items correctly:

r =
correct eliminations

all non-original items
p =

correct eliminations

all eliminations

We also use the standard F-score to measure their overall quality.
Fig. 9 shows the results of our experiments. We have not included the Max-

imum Distance Attack as it does not attempt to remove all non-original items,
hence it is not meaningful to measure its recall and compare it to other methods.
In attacking a generalised item ĩ, we use two closest context items on either side
of ĩ. We measured recall, precision and F-score against k, the minimum size that
a equivalence group must have in the released dataset. The higher the k is, the

Fig. 9. Comparison of Random, Threshold and Weighted Attacks
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more items are likely to be added into generalised items, hence more eliminations
are to be expected.

It is easy to see that the Threshold and Weighted methods both outperformed
the Random Attack. This suggests that semantic relationship among the items
of transactions can be used to de-anonymise set-generalised transactions. This
is especially so when we deal with transactions that are extracted from text,
as such extracted items (nouns and noun phrases) are often related in some
context, as we have observed in our experiments. For example, about 50% of the
introduced items were removed from generalised items and precision of doing
so was as high as 80%. So transaction data sanitisation without considering
semantic relationships among their items may not provide sufficient protection
for individual privacy.

It is worth noting that as k increased, recall actually decreased as can be
observed in Fig. 9. We attribute this to the use of thresholds in both Threshold
and Weighted Attacks. As k increases, more non-original items are likely or
needed to be added into a generalised item in order to form required equivalence
groups. As a result, the average distance between the items in a generalised item
and its context items is likely to increase, as added items are likely to be less
semantically related to the context items. This will result in a higher threshold
and a lower recall. How to set a suitable threshold needs to be investigated
further.

The Weighted Attack did not perform as well as the Threshold method in
terms of the overall F-score in our experiments. This is a surprise, but we be-
lieve that this is mainly due to the characteristics of the datasets used in the
experiments. For all three datasets, we observed that relatively largely number
of items were added into generalised items, because the data were highly dimen-
sional and sparse. This resulted in the NGD scores for the original items to be
mostly below the average threshold. With the Threshold method, this gives a
very good recall (and F-score), as all items above the threshold were removed.
The Weighted method, on the other hand, is more conservative. Anytime an
item is removed, it makes the rest more likely to be original. Consequently, it
eliminates less, and has a lower recall and a higher precision. This is evident from
Fig. 9. To verify this, we undertook further experiments to vary the thresholds
used in elimination. The result is shown in Fig. 10.

Fig. 10. Comparison of Effect of Threshold



120 H. Ong and J. Shao

As can be seen, when thresholds set very low (i.e. anticipating most of the
items non-original), the Weighted method performed better. This is because as
the thresholds lowered, more original items will have NGD scores that are above
the threshold. They will therefore be wrongly removed by the Threshold method,
significantly reducing precision and F-score. The Weighted method on the other
hand is able to use the “enlarged” range to remove more non-original items while
maintain relatively good precision due to its iterative process of elimination. This
results in a better overall F-score. When the thresholds have increased to a point
where it places most of the original scores below it, the threshold method works
better. Again, how to find an appropriate threshold needs to be investigated
further.

6 Conclusions

In this paper, we examined if set-based generalisation can provide sufficient
protection for transactions. We proposed methods which use semantic related-
ness among the items to detect if certain items are unlikely to be in a gener-
alised transaction. We have shown that about 50% of the non-original items can
be eliminated from generalised items with a precision greater than 80% in our
experiments. This suggests that without considering semantic relationships,
anonymising transactions using set-based generalisation may not provide protec-
tion for individual privacy. Furthermore, unlike other works, we do not assume
any adversary background knowledge in attacking the data. The only informa-
tion that an adversary needs in order to attack the data is the released data and
Google repository. Thus, the risk we identified here is a real one.
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Abstract. Previous and existing RFID systems with security protection have 
discussed the solution in term of security, trust and privacy in silo. Moreover, 
security and privacy solutions protect secret data and provide anonymity 
services for RFID system. Unfortunately,  both solutions are not used to verify 
integrity of the integrated and interconnected platforms. RFID platform without 
any system integrity verification could be hijacked and adversary could use the 
infected platform to attack other integrated platforms. This research aims at 
designing RFID system with a combination approach of security, trust and 
privacy. The unified combination of security and privacy with trust in this 
solution compliments each other because integrity report is encrypted by using 
lightweight-based encryption, encryption key is sealed by using a sealing key of 
the trusted platform module, and identity of every platform is anonymous and 
protected by using an anonymizer. This paper presents an implementation of a 
framework which emulates the real hardware prototype system for RFID with 
security, trust and privacy. 

1 Introduction 

The positive and encouraging impact of RFID system is that it saves lots of times, 
which especially for tracking and managing massive items in large areas. For instance, 
it simplifies tasks such as inventory checking for the inventory worker to keep track of 
consumer products in the warehouse, librarian to manage books in the library and 
farmer to supervise livestock on the farm. However, this prevalence of RFID 
technology introduces emerging security and privacy risks because unprotected and 
unverified RFID system includes its components could easily be tracked or attacked by 
an adversary [1]. 
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The normal conventional setup of RFID is a closed-based system which is not 
connected to the internet. However, the future technology of RFID system would 
eventually be integrated and interconnected via the network to other systems.  
For example, the current NFC system is a mobile phone that is capable of 
communicating with RFID reader [2, 3]. Another example is the implementation of 
UWB radio in RFID system that is the combination of RFID and wireless network [4, 5]. 
In the future, there are lots more possibilities for RFID system to be integrated with other 
systems such as sensors, electrical and electronic components, home appliances and 
which could also be connected to the internet. This would definitely expose RFID 
systems and components to more threats and attacks. 

Things could be bad for the integrated RFID system because dangerous threats 
could come from the other side of the integrated components of the system.  
For instance, an adversary can invade the integrated system before it launches further 
attacks to RFID system by using malware [6, 7, 8]. A possible dangerous scenario 
could be, if the adversary is able to maliciously use the installed privacy-preserving or 
security components which are supposed to protect the entire system but ironically for 
it to become villain to the host system. This attack could be done by adversary through 
advanced hacking techniques and attacking tools which can be downloaded easily from 
the internet [9, 10]. History has proven that even the isolated and restricted SCADA 
system could be attacked by a novice hacker [11, 12]. This leads to a very important 
fact that system integrity verification is very crucial to be included in the RFID system. 
This is by virtue that it verifies every component inside the platform and provides 
integrity report for the external party inclusive of the privacy-preserving solution in the 
RFID system. 

Security and privacy solution provides protection for RFID system against 
adversary attacks. Usually, RFID tag would be the target due to its mobility and 
transferability. Since RFID tag and reader communicates through radio frequency 
channel wirelessly, messages can also be captured by unknown reader. Thus, an 
important security objective of RFID is to ensure it is resistance against such attacks 
and also the secret data is protected from being intercepted by the adversary. Usually, 
encryption is one of the best approaches to protect the secret information in RFID 
system and especially in the communication channel. Normal type of encryption is not 
suitable to be used in RFID system because of resource limitation in the tag.  
The practical way is to encrypt the secret data in RFID system by using lightweight-
based encryption [13, 14, 15]. The RFID system with encryption and other type of 
security techniques [16, 17] can only protect secret data from being exposed to the 
adversary, but it still can be traceable and tracked by unauthorized device. 

Traceability and illegal tracking creates privacy issues in RFID system which could 
hijack user-related data including user identity and location. Usually, previous RFID 
protocols discussed about privacy and security, but not as one complete solution and 
everything is in silo. Almost all of currently used RFID systems do not provide privacy 
solution at all [18, 19]. Any compromised RFID system could expose location of the 
person who carried any item with affected embedded RFID tag. This scenario gives 
bad impressions about RFID to consumer because nobody wants their whereabouts to 
be tracked especially without their knowledge. The compromised RFID system also 
could expose secret data of any consumer product to adversary. This situation  
could give advantages to rival business entities because it can be further exploited  
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and exposed other details such as marketing and sales overview of that product. 
Supposed, every company does not want its trade secret information such as numbers 
of selling products to be exposed to anybody especially to competitors. Thus, the main 
objectives of privacy-preserving solution for RFID system is to protect the system 
against illegal tracking (location privacy) and it has to be untraceable (anonymous) to 
any unauthorized system. Similar to encryption, the privacy-preserving solution for 
RFID system has to fulfill the limited resources criteria in the tag. One good and 
suitable privacy preserving solution which can be used in low-cost RFID tag is 
anonymizer [20]. 

 

Fig. 1. Malicious code attacked on RFID system 

Several previous RFID security research [20, 21, 22, 23, 24, 25] focused more 
towards security and privacy compared to trust or trusted computing. Security and 
privacy solutions provide secret data protection and privacy-preserving services for 
RFID system, but it would not verify the integrity of every component in the system. 
There is not so much discussion about trust and trusted computing in the research 
community of RFID security. An example of RFID protocol that is related to trust and 
integrity verification is provided by us, Mubarak et al. [26]. Other solutions [27, 28] 
are related to RFID reader hardware design and they are not discussed about protocol 
and system communication at all. RFID platform and protocol without any integrity 
verification cannot be trusted because it can be exposed to virus or malware attacks [7]. 
Moreover, it also can be hijacked by adversary to use the compromised platform as 
infected base or zombie to attack other platforms. Fig. 1 shows the authentication 
message from RFID reader could be intercepted by adversary system which injected 
malicious code to RFID reader and infected other system such as the backend server. 
RFID system with trust and integrity verification is very hard for malicious code or 
zombie attacks because integrity verification of every element and applications are 
being measured and verified by remote verifier. Any RFID system component with 
incorrect integrity measurement is detected to be rogue and communication with other 
systems have to be disconnected from further damage. Trusted based system could also 
detect any unexpected modifications at boot and runtime levels because compromised 
and unauthorized platforms are not having the same integrity measurements as the 
legitimate platform. 

This research work provides a design of an integrated framework for security and 
privacy based RFID system with trust. The security part used for our proposed 
framework is a lightweight based encryption that protects secret information inside 
RFID system and in the communication channel. The privacy-preserving technique for 
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our proposed solution is by using anonymizer. Trust is another part of our proposed 
framework which provides integrity verification for RFID platforms by using the 
capabilities of the TPM. 

The sequel of the paper is structured as follows: 
• We describe several previous security and privacy based RFID solutions 

(Section 2). 
• We briefly discuss about the system architecture and concept of RFID 

with STP (Section 3). Surprisingly, this has not been done before.  
• We explain precisely our system implementation of RFID with STP 

(Section 4).  
• Finally, we conclude the paper (Section 5). 

2 Related Work 

Back in 2003, research on security and privacy of RFID started after researchers from 
MIT [1] have reported that the unprotected information in the RFID wireless 
communication channel can easily be leaked to unauthorized reader and adversary. 
Since then, numerous previous related studies on security and privacy-based RFID 
solutions have been introduced by researchers to protect the RFID system. There are 
many security and privacy threats which always targeted RFID tags as victims [29], 
[30, 31] because the unprotected wireless communication in the contactless radio 
frequency electromagnetic field between RFID reader and tag is vulnerable to attacks. 

The complexity of integrated and interconnected RFID system would create more 
security issues. For instance, unprotected wireless communication and mobility of RFID 
tag opens up many possibilities of its being tracked by adversary which violates user data 
and location privacy. Advanced technology such as NFC (Near Field Communication) 
type of mobile phone which is capable to communicate with RFID reader is also 
vulnerable to be tracked and traced by adversary system. RFID middleware that is 
connected to the network or internet makes RFID reader and backend server also 
vulnerable to attacks. Several RFID systems and protocols have been proposed by 
previous researchers in order to solve lots of security and privacy issues. Unfortunately, 
these RFID solutions could only solve specific issues such as security or privacy, but not 
a unified solution of security, privacy and trust [32]. 

An example of privacy-preserving solution for NFC type of mobile phone by using 
Direct Anonymous Attestation (DAA) technique has been proposed by Dietrich [2]. 
This solution is very good because it provides anonymity services for mobile host with 
NFC module which protects the privacy of mobile phone and its owner. Unfortunately, 
this DAA based solution is quite complex and heavy loads for anonymous 
authentication between mobile phone and NFC terminal. It took about eighteen steps to 
complete the authentication protocol between mobile phone and NFC terminal.  
The author is planning to implement a more efficient RFID protocol in the near future, 
so it could solve this performance issue. This solution only provides privacy-
preserving solution and could be improved by including security protection for it. 

Another example of privacy-preserving solution for RFID is the privacy-friendly 
RFID protocol that has been proposed by Asadpour & Dashti [33]. This solution is 
used to mitigate traceability issues in a substantial number of existing RFID protocols. 
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Authors of this solution have claimed that this protocol as anonymous and scalable 
because it used a pool of reusable anonymous tickets to protect identity of RFID tag. 
However, the communication process in this RFID protocol is done without proper 
authentication and integrity verification in place. Therefore, the reader would not know 
the integrity status of the tag and backend server due to this issue. 

Another previous RFID protocol is the mutual authentication protocol for mobile 
RFID which has been proposed by Zhou et al. [34]. This solution is used to address the 
normal problem that occurs in RFID systems with authentication that needs RFID 
reader or backend server to search for secret keys exhaustedly just to authenticate a 
single RFID tag. From our analysis and observation, we found that the mutual 
authentication process of this mobile RFID reader and tag is less efficient because it 
needs at least four steps just to be authenticated. This is quite longer process than usual 
that normally it takes for about one to two steps only. Another issue which is related to 
the protocol is regarding the connection between RFID reader and backend server. 
While it has been considered as unsecured-link between reader and backend server but 
there is not even a simple authentication process between the reader and backend 
server is provided by this protocol in order to protect both platforms. 

RFID system with passive tag has resource limitation and it cannot do heavy 
processing such as public-key cryptography. Only the lightweight type of encryption is 
suitable to be used for security protection in this environment. This resource constraint 
is also applicable to other applications in the system such as privacy-preserving 
module. This situation is suitable for anonymizer because it provides anonymity 
services without using lots of resources from tag [20]. Sadeghi et al. [20] proposed the 
anonymizer-based RFID protocol that is very efficient and secure against 
impersonation attack. Unfortunately, this protocol has to be carefully considered 
because it requires an additional protocol between tags and anonymizers that is 
vulnerable to attack. This protocol also really needs lots of anonymizers to anonymize 
tag. Moreover, it’s just assumed RFID system to always trust anonymizers.  
This protocol would create more problems if an anonymizer already has been infected 
by adversary and it could definitely make most RFID tags vulnerable to be attacked too 
and becoming traceable. The worse problem could be occurred  as related to the 
adversary attack could also jeopardise the whole RFID system. 

Several privacy-preserving protocols are really dependent to use lots of anonymizers 
because they have to make sure RFID tags remain anonymous mode all the time.  
This situation would definitely increase overall operation costs for the system 
implementation. Armnecht et al. [22] has proposed anonymous RFID protocol by using 
the enhanced version of the DAA protocol which has already been implemented by Chen 
et al. [35] in their DAA prototype. This protocol is very efficient because it used Elliptic 
Curve Cryptography (ECC) [13] type of DAA protocol rather than common types of 
DAA. Unfortunately, this protocol has the same problem with previous anonymous 
RFID protocol proposed by Sadeghi et al. [20] which is related to system availability 
because it always needs multiple anonymizers to anonymize each tag frequently.  

From all of the above discussions on solving security and privacy issues in RFID 
protocols, there is no RFID protocol that provides system integrity verification in their 
scheme. Existing RFID protocols are able to resolve a number of security and privacy 
issues, but still unable to overcome other security and privacy related issues as reported 
by Henrici and Müller [36]. This is exasperated furthers by the non-existence of 



 An Implementation of a Unified Security, Trust and Privacy (STP) Framework 127 

integrity verifications in previous RFID protocols, which is important to create trust 
within the systems. 

3 RFID System with Unified STP 

The unified STP solution is proposed in order to provide holistic protection for RFID 
system. As far as our knowledge goes, almost all of previous and existing RFID 
protocols have discussed the solution in term of security and privacy in silo. 
Normally, security and privacy would always be the main focused for every RFID 
system and protocol, but not for trust or integrity which usually it is only being 
discussed as a part of security. 

Our proposed RFID system with unified STP covers every system element from 
being attacked or traced by an adversary. Security solution such as lightweight-based 
encryption protects data in the communication channel between every platform in an 
RFID system. Trust or integrity verification process protects RFID platforms from 
being infected by malware or from being suffered through masquerade attacks. 
Privacy-preserving solution for RFID system is used to protect user identity and 
confidential data from being exposed or traceable by illegal entities. Location tracking 
by illegal party is another privacy issue of RFID system that is also can be protected 
by using our proposed solution. Our proposed RFID model is as shown in Fig. 2. 
 

 

Fig. 2. A model of RFID system with unified STP 

Our proposed RFID system with unified STP solution provides a complete security 
protection for data at the network level, storage level and also data at runtime.  
This security protection for our proposed RFID system is provided by using 
lightweight-based encryption technique, privacy-preserving protection by using an 
anonymizer to provide anonymity, and integrity verification process or trust by using 
the TPM and MJS-trust application. The TPM is the trusted computing component 
proposed by the Trusted Computing Group (TCG) [37] and MJS-trust is our trust-
based of the in-house developed application.  

This RFID with STP model consists of RFID reader embedded with TPM chip to 
perform attestation and integrity verification process by the backend server and  
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RFID tag. The challenge-response or attestation process occurs between the RFID reader 
and backend server is a mutual attestation process. Normally, a challenge-response 
process between RFID platforms is done through authentication. As we have already 
known, authentication and authorization mechanisms are very good security protection, 
but it’s just for an element of access control only. Moreover, authentication and 
authorization processes could not provide protection against impersonation and malicious 
code attacks. For example, if the secret identity or password of authentication process fell 
off to the hand of unauthorized party may be through eavesdropping technique or man in 
the middle attack, it could easily be exposed and compromised to more dangerous threats 
and attacks such as malicious code and impersonation attacks. Therefore, attestation and 
integrity verification by using functionalities from TPM and MJS-trust provide 
protections against malicious code and impersonation attacks. Intruders that try to insert 
any alien code or malicious code to RFID platforms can be detected by MJS-trust. 
Attackers that try to impersonate any RFID platform by changing the secret information 
or system configuration of the platform can also be detected through the attestation 
process by using the TPM. 

Our proposed framework also consists of anonymizer which placed in the RFID 
reader that is used to provide privacy-preserving solution such as creating anonymous 
data for RFID tags, backend server and also to the RFID reader. The communication 
channel in this proposed solution between RFID reader, backend server, and the tag is 
well secured by using the lightweight-based encryption of ECC [13], [38]. 

3.1 Anonymizer 

In order to protect the RFID system from any kind of attacks which especially 
privacy-based attacks, RFID system must be equipped with the privacy-preserving 
solution such as an anonymizer. The privacy-preserving solution with an anonymizer 
is suitable to be used in RFID system because it provides protection for data and 
location privacy for RFID system and it is easily can be inserted into RFID tag 
because it does not need high power consumption [20]. It provides confidentiality, 
anonymity and unlinkability protections [20] for confidential data and location 
privacy [39, 40] of RFID reader, tags and backend server from being tracked or traced 
by an adversary. The low cost RFID tag has very limited resources, so it cannot be 
provided with algorithm or tools which needs high power consumptions.  

Several previous anonymizer-based RFID protocols [20], [22] have almost similar 
issues, especially on providing an honest type of anonymizer. Most of them have 
other difficulties such as relying on multiple anonymizers to always refresh the tag.  
It must be emphasized that anonymizer without any integrity verification cannot be 
trusted because it could be hijacked by adversary and its component can be infected 
by malicious code and could be vulnerable to malware attacks [7]. Once the RFID 
system is hijacked by adversary, the system owner cannot confirm that it is operating 
as it is being expected by the system owner and to other parties [27]. This is more 
dangerous compared to the man in the middle attacks because the infected component 
could spread the virus to other components and could work together with the 
adversary to track and trace RFID system and its components.  

System availability is another issue for previous anonymizer-based RFID protocols 
that can interrupt the process of RFID system to create anonymous tags. This issue 
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occurs because the anonymizer cannot perform its tasks normally, it could be due to it 
has been infected by malicious code or invaded by an unauthorized entity. It could be 
more dangerous because tags which are not anonymous can directly be exposed and 
tracked by adversary. These two most prominent previous research on anonymizer-based 
RFID solutions [20], [22] have tried to solve this issue by using multiple anonymizers. 
Unfortunately, it could produce others unexpected problems such as collision, logistics 
and system management issues. Moreover, multiple anonymizers are not cost effective  
as well and it is definitely would increase the maintenance costs. 

System collision could occur between two or more anonymizers that are trying to 
provide anonymity services for the same tag. Another issue on system collision is 
about finding the right location for every anonymizer so that they would not compete 
with each other in providing anonymity services for tags. This kind of setup really 
depends on anonymizers to always providing anonymity services for tags regularly. 
The term “regularly” is related to unclear explanation because it is not really sure 
which time frequency is the best solution, i.e. whether the time is for every second, 
minutes or hours. If the anonymity services which provided by anonymizers for tags 
occurs too frequently, it will be good for the privacy of tags but it will consume lots of 
processing resources and it is very costly. On the other hand, the less frequent 
anonymity services for tags would give advantage for adversary to track tags. 

System trust is really suitable to solve lots of issues which are related to previous 
anonymizer-based RFID protocols. System integrity verification for every component 
includes the anonymizer in RFID system guarantees that all of the components are 
operating as they have been expected by the verifier. Any intruder which tries to insert 
alien codes inside the trusted RFID system can easily be detected because it is not 
having the right integrity report. Moreover, system trust provides integrity verification 
for anonymizer in RFID system to be a trusted anonymizer-based RFID system which 
we proposed in our research work. More than that, this situation creates a complete 
trust and privacy-based RFID system. 

3.2 Attestation 

The message processing scenario of our proposed RFID with STP model would start 
by backend server verifying integrity of anonymizer and RFID reader through the 
attestation process. The integrity of anonymizer and RFID reader is represented by the 
integrity report that is created based on measurements of anonymizer and other 
components and applications inside the RFID reader platform. This integrity report is 
encrypted by using lightweight-based encryption of ECC. The backend server needs 
to decrypt the encrypted integrity report by using ECC encryption techniques based 
on pre-set key between the RFID reader and the backend server at the initialization 
stage. If the backend server found and verified integrity report from RFID reader to be 
an invalid report, it terminates the transaction with the RFID reader. Otherwise, if it 
found the integrity report from RFID reader to be a valid report, backend server 
accepted RFID reader as a legitimate platform and continue the transaction with the 
reader.  

Then, the backend server responded to this challenge-response process by sending 
it’s encrypted integrity report to be verified by the RFID reader. This integrity report  
has been encrypted by using ECC encryption based on pre-set key earlier. Both of this 
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challenge-response between RFID reader to backend server and from backend server 
to RFID reader is called mutual attestation process. These two platforms would accept 
each others as legitimate platforms after their decrypted and verified those integrity 
reports of each of the platforms as valid reports. Then, the backend server and the 
RFID reader are said to be trusted platforms which provide trusted communication 
services between both of the platforms. 

After the mutual attestation process between the RFID reader and the backend 
server is completed, the RFID reader is open to communicate with any RFID tag 
because it has already been verified as a trusted platform. The communication process 
between the RFID reader and the RFID tag started by the reader interprets the radio 
waves to obtain an identity and information of any item which is embedded with the 
tag. At the same time, RFID reader also sends its encrypted integrity report to be 
verified by the RFID tag. RFID tag needs to decrypt the encrypted integrity report by 
using ECC encryption techniques based on pre-set key between the RFID reader and 
the tag. If the tag decrypted and verified the integrity report of the reader to be an 
invalid report, it stops from communicating with the illegitimate or compromised 
reader. Otherwise, if the integrity report of the reader is found to be a valid report, the 
tag continues to communicate with the reader by sending its anonymous ID (identity) 
to the reader. The identity of RFID tag has already been set and pre-installed to be 
anonymous by using the anonymizer in RFID reader. 

The anonymous ID of RFID tag remains as anonymous, even if unauthorized RFID 
reader could get the anonymous ID from RFID tag, maybe from impersonation attack. 
The unauthorized RFID reader still could not decipher the message because it does 
not have anonymizer and the right secret keys to open the message. Although the 
authorized RFID reader could decipher the anonymous ID from RFID tag by using 
anonymizer, it still remains anonymous with RFID reader because RFID reader did 
not keep the real information of the tag. However, the authorized RFID reader knows 
and recognizes the tag as a legitimate platform. The identity of RFID tag is set to  
be anonymous so that only the trusted and authorized reader knows the real 
information about the tag and also to item that is related which later can be retrieved 
from database in the backend server. 

4 System Implementation 

This section provides the implementation of RFID with unified STP by using Rifidi 
emulator which is a tool in Rifidi Toolkit [41]. Rifidi emulator could easily emulate real 
hardware implementation of RFID readers and tags which taken from commonly be used 
the industrial-based RFID system. Normally, before RFID system developer embarks 
into real hardware-based implementation, they will provide a proof of concept (POC) or 
RFID design by using Rifidi development toolkit. In this research, our focus is to 
implement the complete STP framework without testing the system performance.  
We know that performance is very important but the complete STP framework is more 
important to be implemented and tested in the scope of security, trust and privacy. 
Therefore, this section provides the integration part of security element (ECC), integrity 
element (TPM and MJS-trust), and privacy-preserving element (anonymizer) in RFID 
with unified STP by using Rifidi emulator. First of all, Fig. 3 shows the attestation 
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process from the backend server to RFID reader. Fig. 4 shows the returned attestation 
process from RFID reader to the backend server. Both Fig. 3 and Fig. 4 show mutual 
attestation processes between RFID reader and backend server. 

 
Fig. 3. RFID reader verifies integrity of the backend server 

Fig. 3 shows backend server has encrypted its integrity report before the backend 
server sends it to be verified by the verifier (RFID reader). After RFID reader receives 
the integrity report of the backend server, RFID reader has to decrypt and verify the 
integrity report of the backend server. Fig. 3 shows the integrity report consists of quote 
data, signature and nonce. After that, the AIK from the backend server would be used by 
RFID reader to verify the signature and if it is found as a valid signature, the backend 
server would be recognized as the legitimate platform by the reader. The integrity 
verification process of the integrity report of the backend server by RFID reader is shown 
in the provided rectangles in Fig. 3. However, if the signature from the backend server 
found to be mismatched with the AIK, so RFID reader would recognize the backend 
server as illegitimate or unauthorized platform. The same process applies to RFID reader 
when it has to be verified by the backend server as shown in Fig. 4. 

 
Fig. 4. Backend server verifies integrity of the reader 
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The two integrity verification processes, that are shown in Fig. 3 and Fig. 4 is the 
mutual attestation process (RFID reader verifies integrity of backend server and 
backend server verifies integrity of the reader).  These two figures of Fig. 3 and Fig. 4 
show that integrity (trust) can be combined together with encryption (security) in 
order to protect the integrity report from it being hijacked by hackers or unauthorized 
platform. 

 

Fig. 5. The anonymous RFID tag viewed by unauthorized RFID reader 

Next, we discuss on the implementation of the privacy-preserving by using the 
anonymizer in Rifidi emulator. Fig. 5 shows the anonymous tag ID of RFID tag by 
using the anonymizer. This figure shows the anonymous tag ID for three different 
tags which could not be extracted back to the original tag ID because the integrity 
value of RFID reader is found to be invalid by RFID tag. Therefore, after we tried to 
list the real tag ID in the RFID reader but it still listed as anonymous tag ID because 
of the unauthorized RFID reader. The process in Fig. 5 proves that illegitimate and 
unauthorized RFID reader can only view anonymous tag ID of RFID tag and cannot 
extract the real tag ID from the anonymous tag ID. The anonymous tag IDs can be 
checked by referring to the provided rectangle in Fig. 5. The provided rectangles in 
Fig. 5 also shows different values for tag IDs of the three anonymous tags.  
The provided arrows in Fig. 5 shows different anonymous values after they are being 
listed by using the “t” command in the RFID reader system. The “t” command is used 
to list tag ID of RFID tag in RFID reader of the industrial-based type of ‘Alien’. 

In different scenario, Fig. 6 shows the real tag ID of RFID tag viewed by the 
legitimate RFID reader (authorized RFID reader). Fig. 6 also shows the real tag ID of 
the three different RFID tags are viewed by the reader in Rifidi emulator which is set 
as the RFID with unified STP. Therefore, this scenario proved that the RFID reader 
can view the real tag ID after it has been verified to be legitimate by RFID tag in 
Fig 6. The provided rectangle in Fig. 6 shows even though we use the same public 
and private keys, and without changing tag IDs for each of the three RFID tags, we 
still got different anonymous values for anonymous tag number 1 until tag number 3. 
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Moreover, the provided arrow shows the same values for the real tag IDs of the three 
RFID tags in Fig. 6 after it is listed by using “t” command in the reader.  

After we have completed in building and constructing the RFID with STP it means 
that we have included security, trust and privacy-preserving modules in the RFID 
system.  

 

 
Fig. 6. The real tag IDs of RFID tag viewed by the legitimate RFID reader 

5 Conclusion and Future Works 

In this paper, we presented our proposed unified model for RFID with security, trust 
and privacy (STP). Our proposed model uses TPM as trusted computing principles 
and components to solve issues highlighted by previous works in RFID protocols.  
We combine the strengths of lightweight-based encryption, mutual attestation and 
privacy enhancement to form a unified model for STP of RFID system. This proposed 
model also provides a holistic protection for RFID system. We recommend future 
works that could be done for this research are to provide performance test and an 
integration with other components such as sensors in IoT (Internet of Things). 
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Abstract. Crowdsourcing is an emerging strategy that has attracted attention 
from organizations for harvesting information, labour, expertise and innovation. 
However, there is still a lack of a way to establish crowdsourcing as an organi-
zational business process. Adopting a design science paradigm, the current 
study fills the gap by building a model supporting the establishment of business 
process crowdsourcing. In particular, we combined a structured literature re-
view method, identifying individual components of business process crowd-
sourcing, and the design theory nexus, connecting these identified components. 
Our results identify twelve components that were widely proposed by the litera-
ture. These components are structured into a preliminary model concerning 
three stages of business process crowdsourcing: the decision to crowdsource, 
design, and configuration. Discussions on each component of the model and re-
lated implications are provided. 

Keywords: Business process crowdsourcing, crowdsourcing, design science, 
nexus model, structured literature review. 

1 Introduction 

With the development of information technology that enables an online global work-
force [1], many organizations have begun to shift from a strategy of inner-sourcing 
and outsourcing to a strategy of crowdsourcing. Crowdsourcing, which utilizes mass 
individuals in the crowd to perform specific tasks [2, 3], has attracted attention from 
the organizations for gaining information, skills, and labour, and reducing cost [4, 5]. 
Consequently, the list of organizations adopting a crowdsourcing strategy has become 
longer, including Threadless, iStockPhoto, Amazon, Boeing, Procter and Gamble, 
Colgate-Palmolive, Unilever, L’Oreal, Eli Lilly, Dell, Netflix, and Lexus [2, 5]. 

While early literature has demonstrated the success of several crowdsourcing initia-
tives, recent literature has emphasized that organizations need to build dedicated business 
processes to effectively utilize the crowdsourcing business model [6]. In crowdsourcing, 
although tasks are performed outside organizations, several other activities, such as task 
definition and quality control, remain inside [7]. Thus, it is necessary to establish  
crowdsourcing as an organizational business process, namely business process crowd-
sourcing (BPC) [8], which tightens and streamlines the external and internal activities. 
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This establishment has become more significant recently as crowdsourcing was used for 
complex organizational processes, such as product development [6]. 

Yet, in terms of establishing an approach to BPC, crowdsourcing has not been 
transferred from an emerging strategy to common practice. The current lack of a way 
to establish BPC has been identified by several researchers [9-11]. In particular,  
Vukovic et al. [11] state that one major challenge in the crowdsourcing domain is 
“how does crowdsourcing become an extension of the existing business process”  
(p. 7). Similarly, Khazankin et al. [9] recently noted the lack of a way to execute BPC, 
i.e. as repeated organisational practice. Consequently, the following research question 
needs to be further investigated. 

Research Question: How to support the analysis, design, and configuration of business 
process crowdsourcing? 

To address the research question, the current study aims to develop a model sup-
porting the establishment of BPC. According to Aalst and Hee [12], a business 
process is defined as a number of tasks and a set of conditions determining the order 
to perform these tasks. Adopting this definition, the current study examines BPC  
as the overall coordination of internal tasks and crowdsourcing tasks. Effective coor-
dination involves 1) classification of tasks across entities (e.g. between internal and 
external entities), where tasks corresponding to an entity comprise a sub-process, 
referring to a component in the ‘to-be-built’ model; and 2) integration of these sub-
processes to execute the entire business process.  

Although there are currently no frameworks for supporting the establishment of 
BPC, the literature has investigated these two aspects of BPC separately. In the first 
aspect, a large number of crowdsourcing studies have examined diverse topics within 
a particular crowdsourcing sub-process, including crowd management [13] and quali-
ty control [14]. However, these studies mostly focus on isolated aspects [15] and  
examine a crowdsourcing sub-process in an ad-hoc manner [16]. Addressing the 
second aspect, a few studies chose an integrated view and proposed several linked 
sub-processes or components of BPC [17, 18]. However, different studies suggest 
different lists of components, making it difficult to establish a common framework 
supporting the planning, analysis, designing and configuration of BPC. 

Fulfilling this gap, the objective of this study is twofold. First, we want to identify 
and analyse what components constitute BPC. Second, we aim to integrate these 
components into a model supporting the establishment of BPC. To design this model, 
the current study followed a design science paradigm [19]. In particular, our research 
method combines a structured literature review method (SLR) [20] with the design 
theory nexus (DTN) [21]. While a SLR enables the formation of a knowledge base for 
developing a design science artifact [22, 23], the DTN can “connect numerous design 
theories with alternative solutions” (p. 1) [21] that result from the SLR. As a result, 
this combination helps to systematically identify and synthesize individual findings 
from the related literature into components comprising a BPC model. 

By doing so, this study contributes to knowledge by consolidating our understanding 
on how to establish crowdsourcing as an organizational business process, addressing the 
current lack of a way to organize business processes based on crowdsourcing [9].  
Another contribution of this study is to develop a model supporting the establishment  
of BPC. As this model is developed by incorporating the most significant findings  
highlighted in the BPC literature, it overcomes the ad-hoc manner emphasized by  
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the crowdsourcing literature [15, 16]. From a practical point of view, our research pro-
vides practical implication on how to analysis, design and deploy BPC, which moves 
forward the application of crowdsourcing in practice. 

2 Background 

2.1 Concept of Crowdsourcing 

Since the term ‘crowdsourcing’ was first coined by Howe [2], referring to a strategy 
utilizing mass individuals to perform specific tasks in form of an open call, this con-
cept was conceptualized by several researchers. Many of them conceptualized crowd-
sourcing by comparing this notion with similar concepts, including open innovation, 
outsourcing, and open source [4, 24, 25]. Within these concepts, crowdsourcing has 
often been classified to the open innovation paradigm, where organizations harvest 
knowledge and expertise from the outside, as opposite to closed innovation. However, 
Schenk and Guittard [24] stress two important differences between crowdsourcing 
and open innovation. The first one is that open innovation only focuses on innovative 
processes, while crowdsourcing can be used for varied types of tasks. Second, organi-
zations explicitly interact with other firms and their customers in open innovation, but 
rely on members of the crowd in crowdsourcing activities [7].  

Although organizational demands to use external agents are similar in crowdsourc-
ing and outsourcing [2, 25], the differences between them can still be clearly  
identified. A major difference lies in the manner of who performs the activities.  
Actors performing tasks in crowdsourcing are members in the crowd, while they are 
supplier firms in outsourcing [24]. This leads to the second difference of managing 
these actors. Compared to official contracts with some preselected suppliers in out-
sourcing, crowdsourcing uses an open call to popularise the tasks [2, 7]. Finally, mo-
tivation for task performers in crowdsourcing is based on not only financial incentives 
as in outsourcing but diversity, including both intrinsic (e.g. love of community) and 
extrinsic motivation (e.g. financial incentives) [26]. 

It is also necessary to distinguish crowdsourcing from open source. Although both 
concepts rely on the power of the community to accomplish tasks, Brabham [4] sug-
gests distinguishing these two concepts in terms of how the activities can be managed 
and performed. In crowdsourcing, organizations manage their workflows, whereas in 
open source, these activities are driven by the community. Examining how activities 
are performed, Zhao and Zhu [7] note that crowdsourcing outcomes can be achieved 
either independently or collaboratively, but open source’s outcomes can only be 
achieved through collaboration. Furthermore, unlike open source, crowdsourcing has 
clearer ownership and does not restrict to software [24]. Given the above discussion, 
it can be stated that crowdsourcing is a distinctive notion, and thus the current study 
investigates crowdsourcing as a concept per se. 

2.2 Business Process Crowdsourcing 

The term Business Process Crowdsourcing (BPC) was first introduced by Vecchia 
and Cisternino [8] as an alternative to business process outsourcing. Etymologically, 
BPC combines the word crowdsourcing, utilizing the crowd to perform particular jobs 
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(Section 2.1), with the phrase business process, referring to a number of tasks and the 
coordination of these tasks [12]. Thus, BPC should be examined as both a number of 
individual tasks across crowdsourcing entities, and the coordination of these tasks 
forming an entire business process. 

The literature has highlighted several roles of BPC in crowdsourcing activities. 
First, BPC can help streamline internal and external tasks in the crowdsourcing  
process. In other words, the lack of an integrated workflow to link these tasks is an 
obstacle for crowdsourcing applications [9]. Second, BPC can preserve the knowl-
edge necessary to accomplish several crowdsourcing tasks, like problem solving. 
Lopez et al. [10] state that “organizations require integration of the crowdsourced 
tasks with the rest of the business process. […] the solutions are never reintegrated to 
the enterprise causing knowledge to be lost” (p. 539). Finally, an establishment of 
BPC enables crowdsourcing to become a common organizational practice, as opposed 
to one-off projects. 

In spite of its promise, how to establish BPC has not been fully examined in the  
literature. Khazankin et al. [9] identify “the lack of an integrated way to execute busi-
ness processes based on a crowdsourcing [platform]” (p. 1). Yet, these authors inves-
tigated only a part of the problem, which optimized task properties for supporting 
business process execution. Similarly, Satzger et al. [13] seek to help organizations 
“fully automate[d] deployment of their tasks to a crowd, just as in common business 
process models” (p. 67), but focus only on choosing suitable workers to perform 
tasks. As a result, the establishment of BPC still needs to be further investigated.  

As previously mentioned, an investigation on how to establish BPC needs to con-
sider both individual tasks of a crowdsourcing process and the integration of these 
tasks. Each of these two aspects has been explored separately in the crowdsourcing 
literature, but not in concert. In the first aspect, a large number of studies examine 
diverse topics of crowdsourcing tasks within a particular sub-process [13, 14, 27]. 
Though these studies provide several implications for establishing BPC, the overall 
picture is still unveiled due to their ad-hoc foci [15, 16]. As a result, various and dis-
parate, sometimes conflicted, findings and sub-processes related to BPC exist in the 
literature, confusing organizations in their BPC establishment.  

In the other aspect, although the integration of crowdsourcing process has featured 
in several studies, a comprehensive approach is still missing. For instance, Geiger  
et al. [17] propose crowdsourcing processes as a sequence of four components: prese-
lection of contributors, accessibility of peer contributions, aggregation of contribu-
tions, and remuneration for contributions. As the names imply, these components, 
however are mainly related to the contributors or external processes, and thus do not 
clarify internal organisational sub-processes. Examining both internal and external 
processes, Hetmank [18] suggests other components of a crowdsourcing system, in-
cluding user management, task management, contribution management, and workflow 
management. Although this study considers both internal and external components,  
it has quite a narrow view due to its chosen technical perspective [18]. 

In summary, while recent literature has emphasised the importance of standardising 
BPC, the diversity of perspectives around BPC have made this difficult. Additionally, 
these multiple perspectives across different disciplines have led to inconsistent findings 
and propositions, making it more difficult for the establishment of crowdsourcing prac-
tices. Addressing this gap, the current study aims to build a model supporting the estab-
lishment of BPC. 
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3 Method 

To develop a model supporting the establishment of BPC, the current study followed 
a design science paradigm proposed by Hevner et al. [19]. In the design science para-
digm, studies usually require a design method that guides the development of the 
artifact [19, 21] and a knowledge base that forms a background for the development 
[19, 28]. Although several design methods were proposed [19, 21, 28], the choice of 
using a particular method appears disparate in the existing literature, and seems to 
depend on the particular problems. In this study, as the establishment of BPC forms a 
wicked problem, in which a variety of views, sub-processes, issues and alternative 
solutions exist, we adapted a DTN proposed by Pries-Heje and Baskerville [21].  
The DTN enables numerous design theories and different views to be connected [21], 
and therefore seems well-suited to consolidate the various views and individual foci 
existing in the crowdsourcing literature. 

In addition, a design science study requires a suitable knowledge base, which can 
be populated with the research problem [19, 28]. However, crowdsourcing is a new 
research field [7], leading to the difficulty of finding a corresponding knowledge base 
for the establishment of BPC. This problem is not rare in design science [19].  
Addressing the problem of non-existent knowledge base, several researchers suggest 
utilizing the best research evidence from the literature [22, 23]. It is worth noting that 
Pries-Heje and Baskerville [21], when proposing their DTN, also recommend “a sur-
vey of existing literature and findings” (p. 737-738) to identify the existing theories 
and solutions related to the targeted problem. Given the above discussion, the current 
study adapted and combined the DTN [21] and the SLR method [20].  

Table 1 compares the stages of the current study with the equivalent stages of the 
DTN and SLR. As seen via Table 1, our method includes five stages: selecting  
articles, filtering articles, data extraction and classifying articles, data synthesis, and 
model building. These stages are based on and thus comparable to the SLR [20]. 
While based on the SLR, each stage in our method has a similar purpose compared to 
the steps of DTN that were summarized in column 3 of Table 1. In particular, our first 
three stages aim at identifying the literature related to BPC and extracting  
findings, approaches and applied conditions, consistent to the first two steps of DTN 
[21]. In the next stage, the extracted findings and conditions are synthesized and for-
mulised into components. The final stage in our study follows the DTN (the last row 
of Table 1) by first designing a decision making process and then structuring the iden-
tified components into the decision process in order to develop a model supporting 
BPC. Detailed stages of our research method are presented in the following sections. 

Selecting Articles. This stage involved the search for relevant articles addressing 
crowdsourcing subjects. Following a concept-centric approach that was not restricted 
but open to multiple sources of literature [29], we conducted keyword searches  
across eight popular online bibliographic databases, including ACM, EcoHost, IEEE, 
Emerald, Sage, ScienceDirect, Springer Link, and Wiley, between September and 
November 2013. The searched keywords included ‘crowdsource’, ‘crowdsourcing’, 
‘crowdsourced’, ‘crowdsourcer’, and ‘crowdsources’. Additional criteria for selection 
were that articles have been written in English and available in full text. As a result, 
the selecting stage identified a total of 877 articles (Table 2). 
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Table 1. Stages of our research method, in comparison to the SLR [20] and the DTN [21] 

The current study Structured literature review Design theory nexus 
Selecting articles Searching for the literature Identify different approaches in a 

given area Filtering articles Practical screen 

Data extraction &  
classifying articles 

Data extraction Analyse approaches to identify 
their applied conditions Quality assessment  

Data synthesis Data synthesis 
Formulate the identified condi-
tions into assertions 

A model of BPC  
(Results section) 

 
Design a decision making process  

Develop an artifact  

Table 2. Results of crowdsourcing searches on the eight chosen bibliographic databases 

Document 
types 

ACM Eco 
Host 

Em-
erald 

IEEE Sage Science 
Direct 

Springer 
Link 

Wiley Total 

Conference 408 - - 170 - - 89 - 667 
Journal 3 6 11 47 20 53 58 12 210 
Total 411 6 11 217 20 53 147 12 877 

Filtering Articles. Using a screening technique [20], this stage filtered out articles 
that were clearly irrelevant to the focus of the current study by two following steps. 
We first excluded duplicates, editorial letters, posters, tutorials, work in progress (e.g. 
abstracts and in-brief papers). This step also eliminated conference articles that were 
extended and published as journal articles, in order to prevent repeated analysis.  
The second step restricted the pool of articles by the research question. The elimina-
tion was based on the articles’ titles and keywords. Focusing on BPC, this step thus 
excluded articles applying crowdsourcing to medical and behaviour research, citizen 
science, learning, and games with a purpose. Adopting a tolerant view suggested by 
[30], decision to include rather than exclude was made for studies that broadly refer to 
BPC. As a result, a total of 536 articles remained in the initial pool. 

Data Extraction and Classifying Articles. The current study, aligned with Okoli 
[20], developed a coding form for data extraction and used extracted data in order to 
classify articles. In detail, the form codified the following four dimensions for extract-
ing data and two questions for classifying articles. The first recorded dimension was 
general information about the article (article reference, year of publication, data of 
coding, and additional notes), which are typically extracted in structured literature 
reviews [30]. Next, our attention turned to the article’s topics. Focusing on articles 
addressing BPC, we believed that analysing the topics of these articles helped identify 
the main components of BPC. In particular, we codified this dimension based on 
themes suggested from previous works, such as ‘task design’, ‘task decomposition’, 
‘workflow design’ and ‘incentive mechanism’ proposed by [1] and [7], but still open 
for emerging categories as an inductive approach.  

Another concerned dimension was the research findings, which reflect the different 
approaches and alternative solutions, necessary for developing a nexus model [21].  
In addition, we considered how knowledge was generated from the findings, i.e. 
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whether these findings can be generalised to other situations or limited to a similar 
context [31]. The last considered dimension codified practical implications of the 
articles, including recommendations, to whom these recommendations were targeted, 
and applied contexts. 

To classify articles, the coding form consists of two questions for deciding to  
include articles: ‘are the topics relevant to BPC?’; and ‘does the article present find-
ings supporting the establishment of BPC?’. Only articles that are both relevant and 
helpful for the establishment of BPC were fully codified and remained in the re-
viewed pool. Following Kitchenham et al. [32], the data extraction and classification 
were undertaken by one researcher, while the other authors randomly checked the 
procedure. As a result, a total of 238 articles related to the focus of the current study 
were reviewed in the final pool. 

Data Synthesis. This stage synthesized the extracted data to build a model supporting 
BPC. We reviewed the data extracted by the coding forms, focusing on the articles’ 
topics, to identify components of the model. This is a four-step process. First, ex-
tracted topics were compared and aggregated to several components. We then  
merged together duplicate components, such as ‘quality control’ and ‘quality estima-
tion’. Third, we mapped sub-components into more generic components. For instance, 
the sub-component ‘detection of gaming the system’ was mapped to ‘quality control’. 
Finally, the findings and implications of the reviewed articles were also synthesized, 
supporting our discussions on the model and its components. 

4 Results 

As a result of the previous stages, we identified 238 articles related to BPC, of which 
71% are conference articles and 29% are journal articles. Regarding the years of pub-
lications, Fig. 1 shows the review articles distributed per year from 2008 to 2013. 
Through this figure, we note an increase on the number of studies published every 
year, reflecting the mature of the crowdsourcing field. It also indicates that more re-
cently studies have provided more findings that can be generalised to other situations 
(the top part of the columns in Fig. 1). This leads to the plethora of recently tested and 
validated findings, solutions, and approaches, which can be seen as promising mate-
rials for developing a nexus model supporting BPC. 

A closer look at the pool of reviewed articles reveals two groups of studies related 
to BPC: studies with an integrated view (29 articles) and studies addressing individual 
aspects (209 articles). In the first category, Table 3 summarises topics and number of 
articles that adopted an integrated view. From Table 3, the results are that ‘deploy-
ment of crowdsourcing’ is the most common topic in this category with 23 articles 
that focused on designing and deploying several integrated components of a crowd-
sourcing application. As the articles in this group [e.g. 33] described several specific 
components of BPC, we further analysed them for their components, and the results 
were combined with the analysis of the second group that address individual aspects 
of BPC, as presented in the next sections. 
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Fig. 1. Reviewed articles per year and how knowledge can be generalised form the findings 

Table 3. Topics related to business process crowdsourcing with an integrated view 

Main topics  No. of supporting articles 

Deployment of crowdsourcing 23 
Crowdsourcing framework 4 
Design principles for crowdsourcing 2 

4.1 Components of Business Process Crowdsourcing 

In this section, more detailed results are reported. Focusing on the components of 
BPC, our analysis on both integrated-view and individual-aspect articles reveals a 
diverse of components related to BPC. In particular, more than 20 components and 
sub-components were suggested by the reviewed articles. However, the number of 
articles supporting these components is largely different. For instance, ‘guide crowd-
sourcing with Artificial Intelligent’ was supported by only one article, whereas ‘task 
design’ was discussed by 29 articles. Following a basic assumption of crowdsourcing 
that groups of researchers are smarter than the smartest individual experts [34], we 
focused on components proposed by multiple articles. 

Table 4 highlights 12 components of BPC that were supported by at least 10 re-
viewed articles. Within these components, quality control and incentive mechanism 
are the two most popular components studied in the BPC literature. As crowdsourcing 
performers are voluntary members in the crowd [7, 14], it is hard for organizations to 
control the performance of these members. Thus, quality control mechanisms are 
necessary to make sure that “outcome fulfils the requirements of the requester [or-
ganization]” [35]. Also because of the voluntary nature of crowd members, incentive 
mechanisms are necessary to attract and motivate these members to perform the tasks 
[36]. To a lesser extent, these results further indicate other components of BPC, in-
cluding crowd management, task design, results aggregation, workflow design, capa-
bility and characteristic of crowdsourcing, task assignment, output, platform,  
technical configuration, and circumstance to crowdsource and decision factors. 
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Table 4. Main components of business process crowdsourcing 

Components of BPC No. of supporting articles (n>10) 

Quality control 42 
Incentive mechanism 37 
Crowd management 32 
Task design 29 
Results aggregation 26 
Workflow design 25 
Capability & Characteristic of crowdsourcing 23 
Task assignment 21 
Output 17 
Platform 16 
Technical configuration 16 
Circumstance to crowdsource & Decision factors 16 

5 A Nexus Model Supporting the Establishment of BPC 

Based on the components identified in the previous section, this section aims at build-
ing a model supporting the establishment of BPC. Following the DTN method [21] that 
starts by designing a decision making process, we first identified the main stages re-
lated to BPC. Our analysis on the targeted audiences of the reviewed articles suggests 
three most important roles related to BPC, including manager (66 articles), designer 
(186 articles), and programmer (35 articles). Based the traditional system development 
life cycle [37], we transferred these roles into three stages of BPC, namely decision to 
crowdsource, design, and configuration. We then used these three stages to structure 
the identified components, which results a preliminary nexus model supporting the 
establishment of BPC (Fig. 2). We note that some components in Table 4 were com-
bined together in the model. For instance, both ‘capability and characteristic of crowd-
sourcing’, and ‘circumstance to crowdsource and decision factors’ help organizations 
evaluate whether crowdsourcing is a suitable approach, and thus were combined into 
the ‘decision to crowdsource’. ‘Technical configuration’ and ‘platform’ were also 
merged because crowdsourcing configuration should be examined on a particular plat-
form. Besides, ‘task decompositions’ was integrated to ‘workflow design’, while ‘task 
assignment’ was combined with ‘crowd management’. The detailed model is discussed 
below. 

Decision to Crowdsource. According to the reviewed articles [38, 39], the decision 
to crowdsource is positioned in the first phase of the crowdsourcing activity.  
Therefore, it is presented as the initial component in our model (component 1).  
Using the input, this component initially conceptualizes the crowdsourcing applica-
tion in order to “decide whether the crowdsourcing approach is appropriate to solve 
their internal problem/problems [tasks]” (p. 322) [38]. Examining this component, our 
previous study has already identified and analysed several factors influencing  
the decision to crowdsource [40]. That study classified and structured the identified  
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Fig. 2. A preliminary nexus model supporting the establishment of BPC 

factors into a decision framework, considering task, people, management, and envi-
ronmental factors. Based on the framework, the study [40] proposed a series of deci-
sion tables with actionable guidelines for making a crowdsourcing decision. 

 
Design. After an organization decides to crowdsource, the design stage transfers the 
conceptual information determined by the decision factors into concrete design.  
In this stage, task design is important in the crowdsourcing activity, and thus was 
proposed as the second component in the model (component 2A). Both Malone et al. 
[41] and Rosen [42] suggest clearly defining what tasks are crowdsourced. Similarly, 
most studies in our review that deployed a crowdsourcing application have focused on 
designing tasks as a crucial part of their deployment [33, 43]. To design crowdsourc-
ing tasks, the task properties suggested by [44] can be used as a starting point.  

The next component, designing workflow, “facilitate[s] decomposing tasks into 
subtasks, managing the dependencies between subtasks, and assembling the results” 
[1]. Adopting this definition, we integrated ‘task decomposition’ and ‘results aggrega-
tion’ as two sub-components of ‘workflow design’ (component 2B). The role of this 
component has been highlighted by several researchers, who do not examine individ-
ual tasks but the whole crowdsourcing workflow [1, 27]. Organizations can choose 
different actors to design workflow, including the organization [25], the crowd [45], 
or a combination between the crowd and the organization [27].  

Crowd management is the component that refers to how organizations manage 
members in the crowd to achieve defined tasks (component 2C). Addressing this 
component, the literature suggests two sub-components: profiling the crowd [46, 47] 
and assigning tasks according to profiles [48]. In profiling the crowd, organizations 
need to evaluate the completeness and effectiveness of crowd members when per-
forming tasks [1, 47], and use this evaluation to build the member profiles. Based on 
these profiles, different mechanisms can be devised to assign tasks to suitable mem-
bers, such as the auction-based mechanism [13] and scheduled mechanism [48].  

According to Table 4, quality control (component 2D) is the most popular compo-
nent addressed by the reviewed articles, which implies its important role in BPC.  
The fact that crowdsourcing workers have diverse background and knowledge [14] 
and work voluntarily may lead to poor results. Thus, quality control is necessary. 
Agreeing on the necessity of this component, Naroditskiy et al. [49] extend this  
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component by including functions for preventing malicious behaviours from the 
crowd members. In the reviewed literature, several quality control mechanisms were 
proposed, which can be generally grouped into two approaches: design-time and run-
time [35]. At design time, organizations can design tasks in a robust way for reducing 
malicious behaviours, like several mechanisms proposed by [50]. At run-time, organi-
zations can choose three mechanisms for controlling crowdsourcing quality, using the 
crowd, using experts, and relying on third-party organizations [7]. 

Organizations, which aim to successfully design a crowdsourcing application, need 
to attract and engage the crowd members. This attraction can be done through incen-
tive mechanisms (component 2E). Borrowing from psychology that two main types of 
motivation are intrinsic and extrinsic ones [51], incentive mechanisms in BPC should 
influence different factors of the intrinsic and (or) extrinsic motivation. For extrinsic 
motivation, most of the reviewed articles examine the usage of financial incentives 
[26, 36]. For intrinsic motivation, several other factors were suggested, such as love 
of the community [26] and help other people through meaningful tasks [52]. 

Configuration. The final component focuses on how to configure crowdsourcing in a 
certain platform (component 3). In general, organizations can choose to develop or 
use an existing platform. However, with the availability of several crowdsourcing 
platforms, where a large number of members exist, the choice of utilising available 
platforms seems to be more attractive, and was supported by several studies [53, 54]. 
Given that, we suggest configuring crowdsourcing applications on a chosen platform, 
rather than developing a new platform. Another reason for choosing an existing plat-
form is that the current literature has proposed several tools supporting the configura-
tion, such as Turkit [55] and Crowdforge [45]. As a result, this component returns an 
output of the process, which includes an installation of the crowdsourcing application 
and the accomplished tasks that were crowdsourced. 

6 Conclusion and Future Work 

Addressing the lack of a way to establish crowdsourcing as an organizational business 
process [9-11, 56], this study proposed a preliminary nexus model supporting the 
establishment of BPC. We identified and synthesized several important components 
of BPC. We then chose 12 components that were suggested by at least 10 reviewed 
articles and integrated them into a model supporting the establishment of BPC.  
From the ‘wisdom of the researchers’ where the collective researchers are smarter 
than the few [34], it can be stated that our model and its components capture the main 
business processes of crowdsourcing as they were supported by multiple articles. As a 
result, the current study has provided important implications for both academics and 
practitioners.  

From the academics’ perspective, our study adopted a broad view of what the  
literature has reported on BPC, overcoming the ad-hoc issues in the crowdsourcing 
literature [15, 16]. As a result, the study provides a good starting point for academics 
from both the crowdsourcing field and other disciplines that aim to follow up the 
components or model discussed in this work. For instance, researchers from computer 
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security, who may use crowdsourcing for collecting and processing malware datasets, 
can use our model for building the corresponding business process. 

Methodologically, the current study validates the design science method proposed 
by Pries-Heje and Baskerville [21] when applying it to the context of crowdsourcing. 
Additionally, we extend this method by combining it with a SLR [20] that systemati-
cally identifies existing approaches and components in the crowdsourcing literature, 
which is a key requirement for this design science method [21]. From another meth-
odological aspect of IS literature review, our study is one of the most comprehensive 
reviews in the crowdsourcing field, in terms of number of reviewed articles. We ana-
lysed 238 articles, compared to 55 articles in a review by Zhao and Zhu [7].  
Consequently, our review contributes to establish background for the emerging of 
crowdsourcing field [29]. 

From the practical view, our study provides insights for organisations to employ 
business processes based on crowdsourcing. In particular, our model has seven se-
quent components that were structured corresponding to three stages: the decision to 
crowdsource, design, and configuration, which can be used to guide how to plan, 
analyse, design, and configure BPC. Based on this model, we also provided discus-
sions and implications about approaches and solutions in each component, contribut-
ing to organise case evidences that are currently unarranged in the crowdsourcing 
practices [57].  

As future work, an interesting direction is research on transferring the model into a 
tool supporting BPC. This requires detailed rules or assertions that can be directly 
applied to the decision making process [21]. Thus, we plan to extend our preliminary 
model by further analysing the reviewed articles. In fact, a part of this analysis was 
conducted by our previous work [40], where we analysed the decision to crowdsource 
and proposed a series of decision tables for making crowdsourcing decision. Another 
future direction includes explicit formalizing concepts related to BPC and exploring 
relationship between these concepts, which can be based on the components of our 
proposed model. This direction can lead to an ontology enriching the understanding 
on BPC and providing a mean for sharing knowledge in the domain. 
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Abstract. A graph path, a sequence of continuous edges in a graph,
is one of the most important objects used in many studies of link pre-
diction in social networks. It is integrated in measures, which can be
used to quantify the relationship between two nodes. Due to the small-
world hypothesis, using short paths with bounded lengths, called local
paths, nearly preserves information, but reduces computational complex-
ity compared to the overall paths in social networks. In this paper, we
exploit local paths, particularly paths with weight, for the link-prediction
problem. We use PropFlow [16], which computes information flow be-
tween nodes based on local paths, to evaluate a relationship between
two nodes. The higher the PropFlow, the higher the probability that the
nodes will connect in the future. In this measure, link strength has a
strong link to the measure’s performance as it directs information flow.
Therefore, we investigate ways of building a model that can efficiently
combine more than one useful property into link strength so that it can
improve the performance of PropFlow.

Keywords: Link prediction, information flow, link strength.

1 Introduction

Link prediction is a basic computational problem underlying the evolution of
social networks. Given a snapshot of a social network at time t, this problem
attempts to accurately predict the edges that will be added to the network during
the interval from t to a given future time t′. Due to the recent exponential
growth of online social networks, link prediction holds a great attraction for
researchers. However, it is a hard problem because social networks are highly
sparse and dynamic and have a collective structure, and therefore the outcome
is difficult to foresee. Solving this problem would be helpful in understanding
human relationships in society, and would be applicable to other issues in a
wide variety of domains, such as molecular biology, criminal investigations, and
recommendation systems. Link prediction can be used for suggesting friends or
collaborations, seeking missing links in criminal systems, predicting genetic or
protein-protein interactions, or recommending article references.
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Approaches dealing with link prediction vary. Liben-Nowell and Kleinberg
[13] examined unsupervised measures for making predictions, such as common
neighbors, Adamic/Adar, Jaccard, Katz, Rooted Pagerank, Simrank, and Hit-
ting time. All of these measures are based on network structure, such as node
degree, common nodes, or a global topology which detects overall paths. Katz di-
rectly sums over a collection of paths, exponentially damped by length to count
short paths more heavily, while Rooted PageRank for (u, v) is the stationary
probability of reaching v in a random walk starting from u, measured by the
propagation of the node’s transition probability. These experiments show that a
number of the proposed measures significantly outperform a random predictor.
This suggests that there is useful information contained in network topology.
One drawback of the above methods is that global topology is expensive in com-
putational cost. Extending Liben-Nowell and Kleinberg’s study, other authors
proposed new measures which only use local topology. The small-world phe-
nomenon in social networks, the principle that people are all linked by short
chains of acquaintances, allows these other researchers to implement local topol-
ogy. This can reduce not only the time and space complexity, but also reduce
noise data. Some noteworthy measures are Friend Link [15], PropFlow [16], and
T-Flow [14]. Friend Link [15] is a customization of the Katz measure that only
considers a graph path with bounded length l. PropFlow is somewhat similar
to Rooted PageRank, but it is a more localized measure of propagation and is
insensitive to topological noise far from the source node [16]. T-Flow [14] is an
enhancement of PropFlow (which will be explained in the next section) that
includes link activeness, and this activeness is reflected through the time during
which interaction occurs between two nodes.

Supervised machine learning is another major approach in which link pre-
diction is considered as a binary classification. In this approach, most meth-
ods encounter two primary challenges. First, the nodes that have connections
account for a very small fraction compared to all the nodes in the network.
This causes class imbalance, leading to misclassification of the minority class.
The second challenge is feature selection, which refers to how to obtain good
features from the network structure and the attributes of nodes/edges. To over-
come the imbalance issue, we can apply resampling methods to balance a dataset
or use classifier ensembles [7]. In [5], the authors built link predictors using classi-
fier ensembles such as AdaBoost, Bagging, Rotation Forest, and Random Forest,
and obtained better results than with C4.5, k-NN, and SVM. With regard to
the second challenge, many studies have searched for useful features, with com-
mon neighbors and node degrees being popular features. These features can be
used independently or integrated with metrics such as Adamic/Adar, Jaccard,
Preferential Attachment, and Transitive Friends. Graph topology also has been
used, as seen in Katz, Rooted PageRank, and Simrank [13]. Some studies charac-
terize a network in context of triads, subgraphs consisting of three nodes. Triad
distribution is used to examine social network evolution [10] or as a feature in
supervised learning [8], [12]. In addition to graph topology, the attributes of
nodes or edges are also of interest as, for example, keywords [17], places [18],
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email [3], and transaction events [9]. Due to security and privacy concerns, this
type of information is generally limited in datasets.

In this paper, we investigate the effects of weighted local paths on link pre-
diction in social networks. We examine different measures based on local paths
and choose PropFlow (a measure proposed by Lichtenwalter et al. [16]) to eval-
uate the relationship of a pair of nodes in our model. This procedure uses link
strength to observe information flow in a social network. Information flow starts
at a source node and runs to other nodes via edges; its value corresponds to the
probability that the flow reaches one node from a particular source node. The
higher the probability is, the more likely a link will be created in future. One
drawback of their research is that it uses only the quantity of interactions be-
tween nodes for link strength. If the quantity of the interactions is not the unique
thing depicting how information flows in a network, such as kind of interaction
and content of interaction, link strength computation should be considered. Fur-
thermore, link formation in a social network often depends on more than one
standard, and using one standard cannot provide enough information to make
the flow efficient enough for link prediction. Therefore, we propose a model which
computes link strength as a combination of multiple standards so that we can
improve the accuracy of link prediction. Our model is a customization of a ge-
netic algorithm. It searches for the optimal combination so that the link strength,
which is computed as a function of the combination, will guide the information
flow starting at a node, and move to potential nodes that are more likely than
other nodes.

The idea of modeling link strength has been investigated in previous studies,
including unsupervised and supervised learning. The method proposed in [19]
is unsupervised. The authors formulated a latent variable model integrating in-
teraction activities and user profiles by considering link strength to be a hidden
effect of them. Then, they developed a coordinate ascent optimization proce-
dure to infer strength from the model. Gilbert and Karahalios [4] approached
the problem as a supervised issue. They modeled link strength as a linear combi-
nation of predictive variables plus terms for dimension interactions and network
structure. These predictive variables consist of 74 variables, separated into seven
categories: intensity, intimacy, duration, reciprocal services, structure, emotional
support, and social distance. They used an iterative variant of the OLS regres-
sion to fit their model. They needed some participants to manually notate labels
for training samples. As a result, the training set comprises about 2000 links,
which not large enough to cover the probable cases. Unlike [4], [9] took advantage
of a “top friends” tag to indicate whether a relationship is strong. However, the
tag is not available in many social network datasets. Supervised Random Walk
[11] is a training algorithm for learning the link strength estimation function.
It attempts to direct parameters in the function so that link strengths in the
network guide a random walker more likely to visit the nodes to which new
links will be created in the future. Supervised Random Walk works with Rooted
PageRank, which is a global topology-based measure and therefore has a high
computational complexity.
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The rest of this paper is organized as follows. Section II describes the PropFlow
measure, i.e., how to determine it for each node pair. Link strength and the search
framework are presented in Section III. Experiment results are given in Section
IV. Finally, Section V is the Conclusion.

2 PropFlow Measure

PropFlow [16] is an unsupervised measure which corresponds to the probability
that restricts a random walk starting at vs to end at vd in l steps or fewer
using link strength as transition probabilities. PropFlow is somewhat similar
to Rooted PageRank, but examines local paths instead of overall paths. An
algorithm computing PropFlow is a simple modification of a breadth-first search
limited to height l. The detailed procedure for PropFlow estimation is given in
Algorithm 1.

Algorithm 1. PropFlow Estimation

Require: the network G(V,E), node vs, max length l

Ensure: PropFlow values for all n ≤ l-degree neighbors vd of vs.
begin

insert vs into Found

push vs into NewSearch

insert (vs, 1) into S

For CurrentDegree = 0 to l

OldSearch ← NewSearch

empty NewSearch

While OldSearch is not empty

pop vi from OldSearch

find NodeInput using vi in S

SumOutput ← 0
For each vj in neighbors of vi

add strength of eij to SumOutput

End For

Flow ← 0

For each vj in neighbors of vi
wij ← strength of eij

Flow ← NodeInput ∗ wij
SumOutput

insert or sum vj , F low) into S

If vj is not in Found

insert vj into Found

push vj into NewSearch

End If

End For

End While

End For

end.



Link Prediction in Social Networks Based on Local Weighted Paths 155

3 Link Strength Model

According to [6], link strength should be satisfied by the following definition: the
strength of a tie is a combination of the amount of time, the emotional intensity,
the intimacy (mutual confiding), and the reciprocal services which character-
ize the tie. Link strength indicates relationships more faithfully than a binary
representation. According to the theory of cognitive balance, as formulated by
Heider and especially by Newcomb [6], if strong links A-B and A-C exist, and if
B and C are aware of one another, a positive link would be introduced between
B and C, since C will want his feelings to be congruent with his good friend, A,
and similarly for B. Where the links are weak, such consistency is psychologically
less crucial [6]. Therefore, mining link strength provides more useful information
to predict links. This paper models link strength as a linear combination of the
involved factors. A framework is built by using a genetic algorithm to search for
the optimal combination.

3.1 Model Specification

As mentioned above, we model link strength as a linear combination of multiple
information factors as equation (1). The factors are a reflection of link strength
into observable things, which we call strength features.

auv =
1

1 + exp(−wx)
(1)

where x is the feature vector of link (u, v), and each feature corresponds to an
information factor impacting link strength; w is the parameter vector. Our task
now is to learn the parameters w of link strength function auv. As manual label-
ing for training samples is an expensive task in supervised learning, especially
in link strength classification, our aim is to build a framework which can use
available link information to learn w.

Gt and Gt+1 are snapshots of the social network at time t and t+1. Consider a
sub-graph of Gt which consists of the four nodes a, b, c, d, shown on the left-hand
side of Figure 1. The graph on the right-hand side of Figure 1 is the subgraph
at future time t + 1. We denote this subgraph as GΔ. As shown in the figure,
a connection appears from c to d during the interval from t to time t + 1, but
does not occur between c and a even if they have the same common neighbor,
b. The hypothesis is posed so that at time t, c is aware of d more than of a, and
this affects c’s decisions to make friends. From this hypothesis, we define the
optimization problem to find the optimal parameters w as follows:

argmax
w

f = |{GΔ({a, b, c, d}, EΔ), P ropF lowc,a(w) < PropF lowc,d(w)}| (2)

GΔ ⊆ Gt, EΔ = {(b, a), (b, c), (b, d)}
(a, c) /∈ Et, (c, d) /∈ Et, (a, c) /∈ Et+1, (c, d) ∈ Et+1
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This means finding the parameter w that can maximize the number of sub-
graphs GΔ(a, b, c, d) satisfying that the PropFlow of the pair node (c, a) is less
than pair node (c, d). To solve the problem, we apply a genetic algorithm with
the fitness function f(w) in equation (2). Details of the optimization process are
given in Algorithm 2.

Fig. 1. Subgraph pattern GΔ

Algorithm 2. Search for optimal parameters w

Require: k, network Gt, G(t+ 1)
Ensure: parameters w

begin

Initialize S = ∅
Edge e appears during the interval from t to t+1

Find all subgraphs GΔ which involve to e, put into S

End For

Randomly initialize k sets of the parameters w

Each set of parameters is one chromosome.

Evaluate the fitness value using equation 2 on S

Repeat

Create a new population by repeating the following steps:

Selection

Crossover

Mutation

Evaluate the fitness values using equation 2 on S

Publish new population with the k best chromosomes

Until objective function Converged

end.

To find the subgraphs GΔ which involve to a new directed edges e = (c, d)
adding to the social network during the interval from t to t + 1, we use the
following procedure: At first, it lists all common neighbors b of c and d, then
explores other nodes that are neighbors of a but not create link with d. Each
collection consisting of four above nodes (a, b, c, d) forms a subgraph GΔ. In our
experiments, we use k = 40, a crossover rate of 0.85, a mutation rate of 0.15, and
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a maximum loop number of 50. The fitness value slowly increases for each loop.
The chromosomes are represented as an array of bits (0/1). Due to the features
being normalized to [0, 1], we can limit each parameter to the [−1, 1] range. A
stochastic universal sampling technique[1] is applied to selection step, one-point
crossover for crossover step, and flip bit for mutation.

3.2 Features for Link Strength

Importance Level: The importance level implies how important the link is
to the involved nodes. We define three levels corresponding to the number of
common neighbors at the time the link appears. If no common neighbors exist,
there is a strong possibility that these nodes know each other outside of the social
network (in real world), and so we set the highest level, as 3. If the number of
common neighbors is less than 3, we assign the level as 2; otherwise, we assign 1.

Activeness: Interactions refer to communication activities over time between
two nodes such as wall posting, picture tagging, and collaboration. They depict
the activeness of links, if node pairs interact more recently, then the correspond-
ing links become more active. Link activeness is estimated as follow:

activenessu,v =
T∑

t=1

|Iuv(t)|
T − t+ 1

, (3)

where t is the time stamp of an associated network snapshot when the interaction
takes place. It can be hours, days, months, or years; T is the time stamp of the
latest snapshot; and Iuv(t) is a collection of the interactions occurring during
the interval from time t− 1 to time t.

Common Neighbors:This feature refers to the size of the neighbor set that two
nodes share but it only enumerates neighbors appearing after the time u, v make
a connection. These neighbors show the impact of the (u, v) link on the attitude
of other nodes. In other words, they show the strength of the link, while common
neighbors existing before the (u, v) link creation make u and v aware of each
other. It is expected that the larger the number of common neighbors, the higher
the chances that both nodes are close.

Similarity: Each node has its own attributes such as gender, hobby, working or
home address, number of friends, and activeness. Similarity implies a similarity
in the attributes of the nodes. We expect that the more similarity nodes have, the
more stable their relationship. This is due to their common attributes making
them communicate easily and frequently.

4 Experimental Evaluation

To evaluate our proposed link strength model, we use PropFlow and T-Flow
measures as features in a supervised learning method. We choose the Bagging al-
gorithm for the learning method due to the imbalance class issue in the datasets.



158 D.B. Thi, R. Ichise, and B. Le

Table 1. Statistics of Facebook datasets

Dataset Nodes Edges Snapshot quantity

D1 25, 334 233, 523 10

D2 34, 268 388, 392 15

D3 44, 159 630, 325 20

D4 57, 924 1, 175, 701 25

Table 2. Statistics of training and testing data

Dataset Training (node pair) Testing (node pair)

D1 8, 328 10, 908

D2 15, 118 14, 910

D3 52, 899 53, 021

D4 112, 143 166, 080

We estimate T-Flow and PropFlow by using the number of interactions between
nodes as link strength, and PropFlow based on the link strength which comes
from our model. The following subsections describe how to prepare data for
training/testing and the experimental results for each dataset.

4.1 Data Preparation

We work with a Facebook dataset collected from the regional Facebook network
of New Orleans from September 2006 to January 2009 [2]. This dataset consists
of wall postings exchanged by 60,290 users who are connected by 1,545,686 links.
Wall postings are considered as interactions between users. We take snapshot for
the network each month and arrange them in order of time. The first 25 snapshots
are used to construct four datasets for our experiments; each dataset includes T
snapshots from G1 to GT . The details of these datasets are shown in Table 1.

To ascertain parameters w of the link weight function, we apply Algorithm
2 to snapshots GT−2 and GT−1. For training the Bagging algorithm, we collect
positive samples that are the links appearing during the interval from time T −2
to T − 1. A classifier is used to predict the links appearing from time T − 1 to
T . Due to the presence of overwhelming negative samples or node pairs without
connections in the datasets, we conduct the resampling method as follows: for
each positive sample, we randomly select 5 negative samples. Table 2 shows the
statistics of training and testing data for each dataset.

The features of training samples are extracted from snapshots G1, .., GT−2,
while the features of the testing samples come from snapshotsG1, .., GT−1. Below
are the features used in our experiments.

Common Neighbors: The number of neighbors two nodes have in common.

score(u, v) = |Γ (u) ∩ Γ (v)|
where Γ (u) indicates the neighbor set of node u.
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Adamic/Adar: This measure considers two nodes, related or not, based on the
friends of their common neighbors. If their common neighbors have more friends
with whom to communicate, then they are less related.

score(u, v) =
∑

w∈Γ (u)∩Γ (v)

1

log|Γ (w)|

Jaccard’s Coefficient: The Jaccard coefficient is a commonly used similarity
measure in information retrieval. In social network analysis, Jaccard’s coefficient
of two nodes can be computed as the proportion of common neighbors to the
number of their friends. This indicates that two nodes are more similar if most
of their friends are common.

score(u, v) =
|Γ (u) ∩ Γ (v)|
|Γ (u) ∪ Γ (v)|

Preferential Attachment: This is considered as a model of the growth of a
network [13]. The basic premise is that if a node has many neighbors, then the
probability of the other nodes attaching to it is high because it is a popular or
well-known node. According to this premise, the probability of creating a link
between node u and v is correlated with the product of the number of neighbors
of u and v.

score(u, v) = |Γ (u)| · |Γ (v)|

PropFlow: We mine using two types of PropFlow. One is PropFlow using the
number of interactions as link strength, and the other is PropFlow using the link
strength which comes from our proposed model.

T-Flow [14]: T-Flow is an enhancement of PropFlow, based on the major idea
that the information transition between two nodes is depicted via not only link
strength but also the time for which this link is active. A link being active means
that there is activity between the nodes at that time. Compared to PropFlow,
T-Flow produces a coefficient which is aware of the effect of link activeness on
transition probabilities, as in the following equation:

p(u, v) =
auv∑

w∈Γ (u) auw
· (1 − α)|tx−ty|, (4)

where auv is the strength of link (u, v), which is determined by the number of
interactions between u and v; α(0 ≤ α ≤ 1) is a decaying factor; tx is the time
stamp of the link when a random walker comes into node u; and ty is the time
stamp of the link when the random walker is going to node w.

4.2 Experimental Results

The details of the experiments and the features used are described in Table 3,
where the “

√
” sign means the corresponding feature is available, and the “-”
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Table 3. List of Features

Feature Baseline Ex-01T Ex-01P Ex-02P Ex-03P

Common Neighbors
√ √ √ √ √

Adamic/Adar
√ √ √ √ √

Jaccard’s Coefficient
√ √ √ √ √

Preferential Attachment
√ √ √ √ √

T-Flow -
√

- - -
PropFlow - -

√
- -

PropFlow with link strength - - -
√

-
PropFlow+ - - - -

√

Table 4. Performance of Bagging classifier for positive class

Method Precision Recall F-measure Method Precision Recall F- measure

D1 Dataset D2 Dataset

Baseline 0.272 0.036 0.064 Baseline 0.267 0.022 0.04
Ex-01T 0.351 0.054 0.093 Ex-01T 0.38 0.038 0.07
Ex-01P 0.462 0.057 0.101 Ex-01P 0.387 0.042 0.076
Ex-02P 0.394 0.066 0.113 Ex-02P 0.356 0.069 0.116
Ex-03P 0.477 0.114 0.184 Ex-03P 0.497 0.11 0.18

D3 Dataset D4 Dataset

Baseline 0.236 0.013 0.025 Baseline 0.301 0.018 0.034
Ex-01T 0.381 0.037 0.067 Ex-01T 0.38 0.029 0.054
Ex-01P 0.415 0.045 0.081 Ex-01P 0.407 0.037 0.068
Ex-02P 0.43 0.064 0.112 Ex-02P 0.443 0.049 0.088
Ex-03P 0.486 0.099 0.165 Ex-03P 0.521 0.094 0.159

sign means the corresponding feature is absent. Using the same classification
algorithm, Bagging, we change the feature vector such that it includes the link
strength from our model in some cases, but not in other cases. The baseline is the
feature vector consisting only of basic measures: common neighbors, Adamic/
Adar, Jaccard’s coefficient, and Preferential Attachment. Other case studies are
combinations of the base line with Prop Flow, T-Flow in succession. The depth
of local paths for three measures is set to 3, which means we excluded nodes
that are more than three links away from a node. In the experimental process,
we recognize that a person u makes friends with some people whose information
flow starting at u is not high, but it is higher than the others. Therefore, we in-
troduced one more experiment by adding one feature into the learning method.
This feature is the ratio of PropFlow(u, v) to the average PropFlow(u) starting
from u, called PropFlow+. The experimental results show PropFlow+ remark-
ably improves the predictor in both precision and recall.

Table 4.2 shows the performance of feature combinations for a positive class
on Facebook data. The result is low due to the imbalance class issue. The result
shows that PropFlow improves the baseline combination and achieves better per-
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Fig. 2. F-measure (for positive class) of Bagging classifier with different features in
each dataset

Table 5. Average F-measure of Bagging classifier with different features in each dataset

Feature D1 D2 D3 D4

Baseline 0.705 0.737 0.763 0.789

Ex-01T 0.713 0.744 0.77 0.792

Ex-01P 0.718 0.745 0.773 0.794

Ex-02P 0.718 0.749 0.777 0.797

Ex-03P 0.734 0.765 0.787 0.809

formance than that of T-Flow. We also can see that the precision of PropFlow
using interactions is better than that of PropFlow using the link strength model
in the first two datasets, but when the social network becomes larger, it is no longer
better. This could be caused by our link strength mining neighbor
information: the network is larger, which means more neighbors appear and this
explains more efficiently the strength between two nodes. The recall of the link
strength model gives better results than interaction usage alone, and the same
thing happens with the F-measure. Although the difference is not dramatic, it
shows that the information integration model works. Another thing which we can
see from the experiment is the improvement caused by introducing average
PropFlow into the system. This increases the performance not only in recall but
also in precision. One thing that can be observed in Figure 2 is that the F-measure
tends to go down when the network becomes larger for all feature combinations.

Table 5 enumerates the average F-measure of the Bagging classifier of both
classes for each feature combination. In general, PropFlow with the link strength
model and PropFlow+ obtain performances better than those of the other
methods.
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Fig. 3. Average F-measure of Bagging classifier with different features in each dataset

5 Conclusion

In this paper, we conducted an investigation of local paths with weight for link
prediction in a social network. PropFlow and T-flow measures were chosen for
the examinations conducted. We proposed a link strength model and integrated
it into PropFlow to improve the performance of the prediction system. The ex-
periments we conducted showed results that motivate us to continue our work
in the future.

Our link strength model currently searches for the optimal combination of
strength features by using two snapshots. This eliminate global optima. There-
fore, we need improve the model to be able to cumulatively learn from mul-
tiple network snapshots. The class imbalance issue is another drawback which
we encountered when we applied a supervised learning method for prediction.
It dramatically impacted predictor performance, especially for the positive class.
Therefore, solving this issue is a very important task for future work.

References

1. Baker, J.E.: Reducing Bias and Inefficiency in The Selection Algorithm. In:
Proceedings of the Second International Conference on Genetic Algorithms (1987)

2. Viswanath, B., Mislove, A., Cha, M., Gummadi, K.P.: On the Evolution of User
Interaction in Facebook. In: Proceedings of the 2nd ACM Workshop on Online
Social Networks, pp. 37–42 (2009)

3. Thi, D.B., Hoang, T.-A.N.: Features Extraction for Link Prediction in Social
Networks. In: 13th International Conference on IEEE Computational Science and
Its Applications (ICCSA) (2013)

4. Eric, G., Karahalios, K.: Predicting Tie Strength with Social Media. In: Proceed-
ings of the SIGCHI Conference on Human Factors in Computing Systems (2009)



Link Prediction in Social Networks Based on Local Weighted Paths 163

5. Fire, M., Tenenboim, L., Lesser, O., Puzis, R., Rokach, L., Elovici, Y.: Link Pre-
diction in Social Networks Using Computationally Efficient Topological Features.
In: Privacy, Security, Risk and Trust (PASSAT), 2011 IEEE Third International
Conference on Social Computing (SOCIALCOM), pp. 73–80 (2011)

6. Granovetter, M.: The Strength of Weak Ties. American Journal of Sociology 78(6),
1360–1380 (1973)

7. Japkowicz, N., Stephen, S.: The Class Imbalance Problem: A Systematic Study.
Journal Intelligent Data Analysis 6(5), 429–449 (2002)

8. Ye, J., Cheng, H., Zhu, Z., Chen, M.: Predicting Positive and Negative Links in
Signed Social Networks by Transfer Learning. In: Proceedings of the 22nd Inter-
national Conference on World Wide Web, pp. 1477–1488 (2011)

9. Indika, K., Neville, J.: Using Transactional Information to Predict Link Strength
in Online Social Networks. In: ICWSM (2009)

10. Juszczyszyn, K., Musial, K., Budka, M.: Link Prediction Based on Subgraph Evo-
lution in Dynamic Social Networks. In: Privacy, Security, Risk and Trust IEEE 3rd
International Conference (2011)

11. Backstrom, L., Leskovec, J.: Supervised Random Walks: Predicting and Recom-
mending Links in Social Networks. In: Proceeding of the 4th ACM International
Conference on Web Search and Data Mining, pp. 635–644 (2011)

12. Jure, L., Huttenlocher, D., Kleinberg, J.: Predicting Positive and Negative Links
in Online Social Networks. In: Proceedings of The 19th International Conference
on World Wide Web. ACM (2010)

13. Liben-Nowell, D., Kleinberg, J.: The Link Prediction Problem for Social Networks.
Journal of the American Society for Information Science and Technology 58(7),
1019–1031 (2007)

14. Lankeshwara, M., Ichise, R.: Link Prediction in Social Networks using Information
Flow via Active Links. IEICE Transactions on Information and Systems 96(7),
1495–1502 (2013)

15. Papadimitriou, A., Symeonidis, P., Manolopoulos, Y.: Scalable Link Prediction
in Social Networks based on Local Graph Characteristics. In: 9th International
Conference on Information Technology: New Generations (ITNG) (2012)

16. Lichtenwalter, R.N., Lussier, J.T., Chawla, N.V.: New Perspectives and Meth-
ods in Link Prediction. In: Proceedings of the 16th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining (2010)

17. Mrinmaya, S., Ichise, R.: Using Semantic Information to Improve Link Predic-
tion Results in Network Datasets. International Journal of Computer Theory and
Engineering 3, 71–76 (2011)

18. Scellato, S., Noulas, A., Mascolo, C.: Exploiting Place Features in Link Pre-
diction on Location-based Social Networks. In: Proceedings of the 17th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining,
pp. 1046–1054 (2011)

19. Rongjing, X., Neville, J., Rogati, M.: Modeling relationship strength in online
social networks. In: Proceedings of the 19th International Conference on World
Wide Web. ACM (2010)



 

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 164–176, 2014. 
© Springer International Publishing Switzerland 2014 

An Architecture Utilizing the Crowd  
for Building an Anti-virus Knowledge Base 

Nguyen Hoang Thuan1, 2, Pedro Antunes1, David Johnstone1,  
and Minh Nhat Quang Truong2 

1 School of Information Management, Victoria University of Wellington,  
PO Box 600, Wellington, New Zealand  

{Thuan.Nguyen,Pedro.Antunes,David.Johnstone}@vuw.ac.nz 
2Can Tho University of Technology,  

256 Nguyen Van Cu Street, Can Tho city, Vietnam 
{nhthuan,tmnquang}@ctuet.edu.vn 

Abstract. Recently, the behaviour-based technique was received attentions for 
its ability to detect unknown viruses. However, the literature suggests that this 
technique still needs to be improved due to high false-positive rates. Addressing 
the issue, the current work-in-progress proposed an architecture utilizing the 
crowd for building an anti-virus knowledge base, which considers not only vi-
rus behaviour but also behaviour from the new applications. This architecture 
also utilized anti-virus experts in the crowd for classified objects that are un-
classified by machines. Using the classified objects, it used a machine learning 
algorithm to analyse application behaviour from the crowd for updating the 
knowledge base, and thus the corresponding anti-virus system can correctly di-
agnose and classify objects, reducing the false-positive rates. 

Keywords: Anti-virus, Behaviour-based detection technique, Business process 
crowdsourcing, Crowdsourcing, Knowledge Base, Machine learning. 

1 Introduction 

Most computer users rely on anti-virus software to protect their computers from com-
puter viruses. Although anti-virus software is offered by different vendors, it seems 
that the existing anti-virus software does not effectively protect the users. A recent 
study on six anti-virus products shows that “the anti-virus software doesn’t always 
block malware from performing code injection” (p. 69) [1]. This requires an im-
provement of anti-virus strategies, especially an improvement on detection tech-
niques. The call for improving existing detection techniques was recommended by 
several researchers [1, 2], who believe that the current detection methods are not 
enough powerful against the evolutionary of viruses. 

By and large, two detection techniques have been deployed in anti-virus systems: 
signature-based detection and behaviour-based detection [1, 3]. The signature-based 
techniques, which are mainly based on the known threats’ signature, can only recog-
nize viruses from their known datasets and may have problems when viruses use  
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obfuscation or polymorphism techniques [4]. Because of the fundamental constraints, 
the behaviour-based techniques have received the focus of recent studies [3-5].  
Some advantages of the behaviour-based approach have been highlighted in the litera-
ture. For instance, it can detect unknown computer viruses and new variants of exist-
ing viruses [5-7]. It can also avoid processing a huge number of virus samples [4], and 
adapt over time by using machine learning algorithms [8, 9].  

Although the benefits of behaviour-based techniques are well recognized, this ap-
proach still has problems for distinguishing malicious from regular behaviours [8].  
In particular, the behaviour-based approach may lead to two types of errors. The first 
type currently considered too high [1] is false-positive detection, where benign appli-
cations are classified as malicious. For instance, Unikey, a Vietnamese-keyboard 
application, may be seen as a virus because of its hook functions, which are function-
ally similar to key logger threats. On the other hand, the second type of error is the 
false-negative. It refers to a failure identifying files containing harmful code but act-
ing (or pretending) to be normal. Examples include malicious adware programs often 
integrated into free downloaded software [10]. In these cases, end-users, rather than 
anti-virus systems, may identify abnormal activities on their computers, e.g. too high 
memory use and large network traffic. 

Addressing these errors, many studies [e.g. 11, 12, 13] propose techniques for ana-
lysing virus samples and deriving significant virus behaviour. These techniques allow 
building crucial knowledge bases over time [3]. Although these studies improved the 
overall effectiveness of the behaviour-based approach, they may not be comprehen-
sive in terms of its diversity and timeliness of analysed datasets. The main reason is 
that knowledge bases have to be shaped and therefore may take time to be updated. 
Besides, by only analysing a pre-gathered virus datasets, the deriving knowledge base 
is not thorough, because it does not consider behaviour of new used applications, 
which “are unknown and therefore have no expected normal behaviour” (p. 64) [1]. 
As a result, the two aforementioned problems still remain, especially the problem of 
detecting a new benign application as a virus.  

When deploying the D32 (also known as D2) anti-virus project [14], we identified 
the problems caused by having incomplete knowledge base. Therefore, we suggest 
that end-users may play important roles in solving the problem. Users that develop 
knowledge about malicious behaviour by using applications can suggest whether 
applications are benign or malicious. Besides, collecting users’ data about application 
behaviour may help building confidence in detecting and classifying viruses.  
However, the current literature does not propose any framework or technique consid-
ering the role of end-users in building anti-virus knowledge bases. 

Since crowdsourcing was first introduced by Howe [15] as a strategy that relies on 
the crowd to achieve specific tasks, the crowdsourcing model has been suggested for 
doing tasks that require large human resources, like building knowledge bases [16]. 
Indeed, crowdsourcing has been utilized for building knowledge bases in different 
application domains. For instance, Wikipedia is a typical example of organizations 
successfully applying a crowdsourcing strategy when using a significant number of its 
anonymous users to perform writing and editing activities [17, 18]. Recently, Vukovic 
et al. [19] deployed a crowdsourcing application to capture IT Inventory knowledge. 



166 N.H. Thuan et al. 

 

Other examples of building knowledge bases by the crowd have been reported by  
[20-22]. 

The current work in progress proposes a new architecture utilizing the crowd for 
building an anti-virus knowledge base. This architecture extends the research by 
Truong and Hoang [8] that introduced a machine learning algorithm for analysing 
virus datasets. In particular, we introduce mechanisms to collect users’ feedback on 
application behaviour, and then use both internal and the crowd anti-virus experts for 
analysing application behaviour and classifying received feedbacks. A machine  
learning algorithm is applied to analyse these data, and results are used to update the 
anti-virus knowledge base. We call this architecture CrowdMAV (Applying Crowd-
sourcing to Machine Learning Anti-Virus System). 

The main contribution of this work-in-progress is the CrowdMAV architecture 
that, for the first time, utilizes a crowdsourcing strategy for building a knowledge base 
of an anti-virus malicious and benign behaviour. This database can reduce the  
detection of false-positive. Another expected contribution of the current work is its 
mechanism to handle a huge amount of data receiving from the crowd by also utiliz-
ing anti-virus experts from the crowd, which is known as one mechanism of result 
aggregation in the crowdsourcing field [18]. From a practical perspective, this study 
helps improving the overall performance of the behaviour-based technique.  

2 Related Work 

2.1 Anti-virus Detection Techniques 

A computer virus is defined as “a program that can ‘infect’ other programs by modify-
ing them to include a possibly evolved copy of itself” (p. 23) [23]. Computer viruses 
can degrade the performance of a computer by disabling, damaging and destroying 
computer resources [8], gathering private data, and using resources in unintended 
ways. With the widespread of computer viruses and malwares, anti-virus software 
from different vendors has become very popular, in trying to prevent problems by 
identifying and stopping viruses immediately when they have entered a computer [1]. 
The existing anti-virus software generally deploys one of the two following detection 
techniques: a signature-based technique and the behaviour-based technique. 

In the signature-based technique, the anti-virus software scans every received (or 
copied) file with code and compares them with known threat signatures [1]. In par-
ticular, this technique requires having an up-to-date signature database extracted from 
known threats [13], which is often updated daily by vendors. Within the database, 
each virus has a unique tag that is used to classify suspect files. When a computer 
receives a new file, the signature-based anti-virus software analyses the content of the 
received file to determine if it has known malicious tags. Although this technique was 
widely used in the past, it has two major problems. First, this technique cannot iden-
tify viruses that are not recorded in the knowledge base, including polymorphic  
viruses [1]. Second, this technique needs to analyse file code, which is difficult or 
sometimes impossible because of obfuscated or packed viruses [4]. 



 An Architecture Utilizing the Crowd for Building an Anti-virus Knowledge Base 167 

 

Up to now, behaviour-based technique has been studied for more than a decade. 
This technique dynamically examines unknown files and monitors the file code exe-
cution in a controlled environment to detect its malicious behaviour [1]. Several types 
of behaviour are analysed. For instance, memory usage is examined in dynamic taint 
analysis [24]. Bayer et al. [4] suggest analysing execution traces. Other behaviour that 
is typically analysed is Windows API or system calls [3, 25], information flow [11] 
and network messaging [12]. Classifying the existing malicious behaviour, Hu [26] 
finds six classes of behaviour, including file-related, process-related, window-related, 
network-related, register-related, and windows-service behaviour. 

Depending on the types of behaviour that are analysed, anti-virus vendors build 
their knowledge bases, “representing the execution behaviour of a family of malware 
instances” (p. 1) [3] and consisting of rules for detecting viruses [8]. These knowledge 
bases largely influence the effectiveness of anti-virus systems. Therefore, several 
efforts have been made to develop and improve the quality and completeness of 
knowledge bases [8, 27]. However, despite these efforts, the false-positive rates re-
main high [1]. We believe that one reason for this failure is that existing anti-virus 
knowledge bases do not consider new applications used by end-users [1], and thus the 
corresponding anti-virus system may classify the benign behaviour from these appli-
cations as malicious because the knowledge bases were not updated. Another problem 
with the current knowledge bases is that virus developers are well aware of the behav-
ioural attitudes detected and developed counter measures, as stated that “we have to 
accept that virus authors are one step more ahead because they decide how to attack 
first” (p. 7) [2]. To address this problem, anti-virus software needs knowledge bases 
built from application behaviour reported by the world wide end-users. Addressing 
this need, we propose an architecture utilizing the crowd for building and extending 
the knowledge base.  

2.2 Crowdsourcing for Building Anti-virus Knowledge Bases  

‘Crowdsourcing’ is a concept introduced in 2006 by Howe [15], who referred to 
crowdsourcing as a model utilizing the crowd for achieving organizational tasks. 
Since its introduction, crowdsourcing has been widely studied and conceptualized  
by several researchers, leading to the existence of different definitions. For instance, 
some authors compared crowdsourcing to the concept of outsourcing [15, 28]. Others 
considered crowdsourcing as a model for micro-tasks, where users provide their free 
time to accomplish particular tasks [18, 29, 30]. Recently, Estellés-Arolas and Gon-
zález-Ladrón-de-Guevara [31] analysed the existing definitions of crowdsourcing, and 
proposed an integrated definition. However, the definition is wordy and complex [32], 
thus we already adapted and simplified in into the following definition in our previous 
work [33], which is also used in the current study. 

Crowdsourcing is defined as an online strategy, in which an organisation 
proposes defined task(s) to the members of the crowd via a flexible open call. 
By undertaking the task(s), the members contribute their work, knowledge, 
skills and/or experience, and receive reward. The organisation will obtain 
these contributions and utilize the results for the defined goals. 
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Literature has also showed that crowdsourcing can be utilized for different applica-
tions. Howe [15] discusses the concept of crowdsourcing through several real business 
applications, including iStockphoto for images exchange, InnoCentive for problem 
solving, and Amazon Mechanical Turk for micro tasks. Not only limited to business 
applications, crowdsourcing can also be applied in scientific research [34], urban plan-
ning [35], and cultural heritage [36]. Through the success of these initiatives, the litera-
ture recommends that crowdsourcing can leverage expertise, information, skills, and 
labour [37-39]. In particular, crowdsourcing is very helpful for tasks that need a  
large amount of human labour and cognitive abilities that are hard for computers to 
reproduce [30, 40]. 

Given the ability of crowdsourcing for achieving tasks that cannot be automated 
and need large workforce, using the crowd for building anti-virus knowledge bases 
seems a promising approach. Indeed several studies have reported their success on 
utilizing crowdsourcing for building knowledge bases in a variety of contexts [19, 20] 
[41]. To clarify more, here we introduce two interesting cases. The first case is the 
well-known encyclopaedia, Wikipedia, which is one of the most successful stories of 
using the crowd to perform tasks in the last decade. Since its introduction in 2001, this 
encyclopaedia has achieved 21 million users [42], who are both readers and contribu-
tors for contents of the encyclopaedia. It would certainly be impossible for Wikipedia 
to build one of the largest knowledge bases in human history without utilizing the 
ability of the crowd. The second case is reported by McCoy et al. [41], where crowd-
sourcing was applied to build a knowledge base in the medical area, which requires 
high knowledgeable and precise information. Utilizing the crowd for generating prob-
lem–medication pairs, these authors concluded that “crowdsourcing is an effective, 
inexpensive method for generating an accurate, up-to-date problem-medication 
knowledge base,” (p. 5) [41].  

In spite of these promising capabilities, only a few studies have considered crowd-
sourcing in the context of virus detection, where the crowd inputs can help overcom-
ing high false-positive rates, as discussed in Section 2.1. One of these studies is the 
work by Burguera et al. [43]. Focusing on the Android platform, these authors pro-
posed a framework collecting application data to detect malwares in Android devices. 
Utilizing data from end-users for detecting viruses, our framework however is differ-
ent from the work by Burguera et al. [43] in two aspects. First, we are not limited to 
Android malware, but address viruses and malware in general. Second, the users’ 
inputs in our architecture will be processed by internal and crowd anti-virus experts, 
and then a machine learning algorithm is applied for building the anti-virus knowl-
edge base. 

3 Utilizing the Crowd for Building an Anti-virus Knowledge Base 

In this section, we propose an architecture utilizing the crowd for building an anti-virus 
knowledge base. As the architecture utilizes crowdsourcing to extend the Machine Learn-
ing Approach to Anti-virus System [8], we named it CrowdMAV. This section starts by 
overviewing on the business process crowdsourcing of CrowdMAV, which involves 
three main activities (Fig. 1). 
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First, an open-call is delivered to the internet users, asking them for providing in-
puts to the CrowdMAV. The call is delivered to the crowd through two channels. It is 
posted in the official D32 anti-virus website [14], along with a delivery of a trial ver-
sion of the D32 anti-virus software (D32). For existing D32 users, D32 shows a mes-
sage asking their participation in the crowdsourcing process. Currently, we provide a 
trial (or extended) period of using D32 as an incentive for user participation. 

 

Fig. 1. Business process crowdsourcing of CrowdMAV 

Second, when participating in the CrowdMAV, D32 users or general contributors 
submit their inputs. For D32 users, the anti-virus software automatically asks users to 
confirm the suspect behaviour. Alternatively, D32 users can also manually raise sus-
pect application behaviour and send their inputs when they found virus-related prob-
lems, such as benign applications that were detected as viruses, slow response,  
or unauthorised access to a website. In these cases, these users can activate a form 
within D32, which then guides their submission. Other general contributors, who may 
use anti-virus software different from D32, can also submit their inputs through the  
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CrowdMAV website or send emails. We note that although the inputs can be submit-
ted through different channels, they should include the following information:  
attached file(s), whether the files should be seen as virus or benign applications that 
were wrongly detected as a virus, the suspect behaviour, e.g. unauthorized access to a 
website or continuously reading the hard disk, and user messages that provide more 
information for the submission. For those who use D32, we additionally collect appli-
cation behaviour-related data, but personal data will not be collected. We note that 
each user over time can provide more than one submission to the CrowdMAV. 

The final activity is related to results aggregation. The users’ inputs coming from 
different channels are sent to the anti-virus server. Receiving these inputs, the server 
processes each one as a dataset. Thus, the larger numbers of users participate in the 
CrowdMAV, the more datasets can be collected and processed by the server, leading 
to more thorough anti-virus knowledge base by the end. Aligning with the classifica-
tion by [44], the server classifies the datasets into three groups: suspect, benign, and 
unclassified objects. This classification is based on the users’ suggestions included 
within the inputs. If the users’ inputs are consistent on whether an application is sus-
pect or benign, this application is classified to the corresponding group. If there are 
conflicted user opinions on certain datasets, e.g. new software that is suggested as a 
malicious application by some users but seen as a benign application by other users, 
the datasets are grouped as unclassified objects. All groups of datasets are then up-
dated into the database, and the CrowdMAV will use these datasets to develop the 
anti-virus knowledge base, as presented in the following architecture. 

3.1 The Architecture of CrowdMAV 

The results from the previous process are aggregated by CrowdMAV. Fig. 2 shows 
the architecture of the CrowdMAV, which relies on three components. The first com-
ponent is virus detection, which is responsible for analysing the datasets received by 
the anti-virus server to detect viruses and malware. The virus detection is processed 
by the Virus Scanning Agent (VSA) that is also embedded in the D32 anti-virus soft-
ware (D32) [8]. One can argue that the users have already used D32 to scan these files 
in their own computers before sending them to the server, and therefore rescan is 
unnecessary. The reason for doing it again in the architecture is that the users’ D32 
installation is not always up-to-date, while the VSA in CrowdMAV uses the latest 
anti-virus knowledge base. As a result, the VSA can automatically classify some files 
without further processing. In particular, the detected and classified objects are 
checked against the anti-virus knowledge base. Regarding the three aforementioned 
groups of datasets, we believe that the VSA is effective in processing the suspect 
group because it is regularly updated with new virus samples collected from different 
sources, e.g. http://openmalware.org. This component can also classify some files in 
the unclassified object group. However, this component faces difficulties when classi-
fying the last group that were suggested as malicious applications by the anti-virus 
software but reported as benign files by users.  

The objects that cannot be classified by the virus detection are analysed by expert 
evaluation (Component 2). As a crowdsourcing approach often returns a huge amount 
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of data [22], i.e. unclassified objects in our case, we combined our available experts 
with the experts in the crowd for evaluation. The decision on who will be considered 
as experts and invited to participant in the evaluation is made by the D2 company. 
After invited, these experts are communicated through a web application, similar to 
the work by [19]. This application then chooses the most frequent unclassified objects 
received from the users to ask for expert evaluation. It then provides a controlled en-
vironment for each expert to execute unclassified objects. Using some heuristics [45], 
the expert makes his decision on the classified objects. In case the decisions are con-
sensus, it is the final decision on object classification. In case of conflicted decisions, 
i.e. malicious or benign, the decision supported by the majority of experts will be 
chosen as the final decision. The results are updated into the knowledge base.  
We note that the results of this component are not only classified objects, but also 
new suggested rules and application behaviour for detection and classification. 

 

Fig. 2. The architecture of the CrowdMAV for building the anti-virus knowledge base 

As a result of these two components, new objects are classified in the knowledge 
base. Using the updated knowledge base, the machine learning component (compo-
nent 3) is responsible for discovering new detection rules. Extending from the work 
by Truong and Hoang [8], the machine learning is firstly trained using a list of known 
virus samples and benign files. As the list evolves, the component updates its detec-
tion rules based on the rules suggested by both internal and crowd experts. Finally, 
the machine learning component will be retrained over the updated knowledge base. 
As a result, new application behaviour and detection rules are identified and added to 
the anti-virus knowledge base.  



172 N.H. Thuan et al. 

 

4 Implementation (Work-in-Progress) 

A part of this work has already been implemented. In particular, we have already 
developed the virus detection as an application and collect a number of virus sample 
that will be used for training the machine learning (Virus Scan function and Database 
Status in Fig. 3).  

 

Fig. 3. Virus detection component and known virus database 

Within D32, users can access the ‘reports’ function to call the submission form 
(Reports function in Fig. 3). The detailed submission form is presented in Fig. 4.  
For internet users, they can use our website for submitting suspect applications [14]. 
However, the form and website for collecting data need to be extended as currently 
they are focusing on collecting suspect files. In particular, the extension should focus 
on gathering data that meet the new structure of the anti-virus knowledge base, and 
thus should include the following data: suspect files, whether the files are virus or 
benign, their suspect behaviour, and messages from the users. 

We also deployed the anti-virus server in order to collect users input from D32 and 
the website [14]. We are implementing the process required to aggregate users’ sub-
missions. In the expert evaluation component, although we already have a team of 
internal experts, we need to engage more experts from the crowd for detecting viruses 
and classifying suspect objects. Consequently, a web application for these experts to 
communicate and process their classification activities is needed. Another activity that 
is receiving our focus is the extension of the machine learning algorithm proposed by 
[8] to improve its ability of learning, corresponding to the new knowledge base struc-
tures. Additionally, some parts of the current user interface in D32 website are pre-
sented in Vietnamese, and need to be translated into English.  
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Fig. 4. A form for submitting users’ inputs  

5 Conclusion and Future Work 

We proposed CrowdMAV, an architecture for updating the anti-virus knowledge base 
utilizing the crowdsourcing strategy. Addressing the high false-positive rates found in 
the behaviour-based techniques [1], our architecture utilized users’ inputs in order to 
extend the anti-virus knowledge base. The users’ inputs are first classified by the 
VSA and then by expert evaluation, in which we also suggested a crowdsourcing 
approach by combining internal and crowd experts. The classified data are mined by 
the machine learning algorithm [8], resulting in new rules and new objects classified 
in the knowledge base. By doing so, the knowledge base includes new information 
learned from the crowd, and as a result, the system can correctly diagnose and classify 
objects that could not be classified previously. 

In comparison to other studies [3, 4, 11, 25], our work has a similar aim to improve 
the effectiveness of behaviour-base detection techniques. However, we chose a differ-
ent focus. While other works focus on analysing application behaviour to detect be-
nign and malicious applications [3, 4, 11, 25], our architecture aims at building a 
comprehensive knowledge base, necessary for the analysis. Although this focus has 
received attention from several anti-virus vendors, such as Norton anti-virus from 
Symantec [46] and Malware Protection Centre from Microsoft [47], only a few stud-
ies examined the use of crowdsourcing to improve anti-virus knowledge base 
(e.g. [43]). Our architecture fulfils this gap by proposing an architecture considering 
the role of crowdsourcing for building the anti-virus knowledge base. 
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From a practical point of view, our framework, by enriching the anti-virus knowl-
edge base, can improve the performance of the behaviour-based technique. To an 
extent, although our architecture is targeted to the D32 anti-virus software, we believe 
that this approach can also be applied to other anti-virus systems. It can also be com-
bined with other detection techniques, i.e. signature-based techniques. As seen via 
Fig. 2, our architecture also updates the known virus database, which can enrich the 
virus sample for the signature-based techniques.  

Given that this is a work in progress, we acknowledge that future studies are 
needed to solidify the architecture. In particular, the future work should be seen from 
two perspectives: crowdsourcing and anti-virus systems. From crowdsourcing point 
of view, the business process crowdsourcing in the current study addressed three ac-
tivities (Fig. 1). We understand that business process crowdsourcing involves other 
aspects, such as incentive mechanism, crowd management, and workflow design [48], 
which need to be considered in further development of our architecture. From an anti-
virus systems’ view, we need to complete the machine learning algorithm with the 
new knowledge base and test the effectiveness of the architecture. This effectiveness 
should base on not only the number of correctly recognized viruses (true positive and 
true negative rates) but also false-positive and false negative rates, which reflect the 
current limitation of the behaviour-based techniques [1]. 
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Abstract. Online transactions with mobile devices through internet environment 
have become popular worldwide. Therefore, many authentication schemes have 
been proposed to protect users from various potential attacks in e-transactions with 
online service providers from mobile devices. In 2013, Khan et. al. propose a key-
hash based scheme on mobile devices to resist known kinds of attacks that previous 
schemes cannot resist. However, we prove that Khan et. al.’s scheme still cannot 
withstand impersonation, denial of service, and three-factor attacks. This motivates 
our proposal of an improved scheme to further overcome the found limitations in 
Khan’s scheme. The main idea of our proposed method is that the user ID and the 
secret key of the server are hashed together to prevent user impersonation. We also 
prove that our method can also resist against known attacks, such as server and user 
impersonation attack, replay attack, password guessing attack, malicious user at-
tack, mobile device loss attack, attacks due to ID theft, attacks using login request. 

Keywords: Authentication, identity, mobile device, session key, biometrics. 

1 Introduction 

Mobile devices allow users to access many different types of online services and data 
at any time and where. This enhances the convenience for users over traditional 
means of interaction via personal computers and opens a new trend of smart interac-
tive environment. Users can now receive useful information and assistance corres-
ponding to their current external contexts from their own mobile devices. Thus new 
generations of applications for mobile devices, as well as wearable devices, have been 
developed, such as location-based services[1], mobile social networks[2], augmented 
reality applications[3], mobile commerce systems[4]. 

To ensure users’ privacy and security when users access online resource from  
their mobile devices, security issues should be carefully considered. Authentication is 
one of the most important problems in security and privacy. This is the entry step to 
guarantee that a mobile device or online system only provides personal sensitive  
information to a valid authorized user. This motivates researchers to propose different 
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methods and protocols for authentication, especially for mobile devices to access 
remote systems.  

In fact, mobile devices, especially wearable devices, have certain limitations and 
constraints for authentication processes, such as limited power consumption and 
processing speed. As a result of this, besides a common approach for authentication 
with bilinear pairing[5], elliptic curve[6], there is another trend of light-weight au-
thentication schemes[7][8] with low computational cost such as hash functions to-
gether with randomness and XOR operations.  

In this paper, we analyze the drawbacks and limitations of the scheme proposed by 
Khan et. al. [9]. The original scheme has several advantages such as providing session 
key establishment[10], quick wrong password detection[11], freedom to change pass-
word[12], user’s anonymity[13], withstanding replay attack[14] password guessing at-
tack[15], and using low-cost computations[16] to save energy and increase using-time of 
mobile devices. However Khan et. al.’s scheme cannot withstand impersonation[17], 
denial of service[18], and three-factor[19] attacks. Furthermore, we also analyze the limi-
tation of storing redundancy information on mobile device in their scheme. Thus, we 
propose a new scheme to overcome the drawbacks of Khan et. al.’s scheme. 

There are two main principles in our proposed scheme. First, we use random values 
combined with secret keys that a server shares with users to generate different secret 
keys at different registration times. Second, a user’s identity is hashed with the serv-
er’s secret value to prevent an arbitrary malicious user from impersonating others. 
The authentication phase applies the three-way challenge-handshake technique with 
random values to better withstand replay attacks[20]. 

The rest of our paper is organized as follows. In section 2, we review Khan et. al.’s 
scheme, and point out some of the weaknesses existing in this scheme. Then in Section 3 
we propose our improved version for the method proposed by Khan et. al. In section 4, 
we analyze our proposed scheme on two aspects, namely security and efficiency. Finally, 
the conclusion is presented in Section 5. 

2 Review and Cryptanalysis of Khan et. al.’s Scheme 

In this section, we review Khan et. al.’s scheme and prove their scheme cannot resist 
impersonation, denial of service, and three-factor attacks. 

2.1 Review of Khan et. al.’s Scheme 

Khan et. al.’s scheme includes four phases: registration, login, mutual authentication 
with session key agreement, and password-change phases. Below are some notations 
used in this scheme: 

• Ui: i
th user. 

• IDi: Ui’s unique identity. 
• PWi: Ui’s unique password. 
• Fi: Ui’s fingerprint. 
• S: Server. 
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• IDS: S’s secret identity. 
• x: S’s secret key. 
• h(.): One-way hash function. 
• hk(.): One-way keyed hash function. 
• N: Random value. 
• ⊕: XOR bit operation. 
• ⊗: NOR bit operation. 
• ||: String concatenation operation. 

Registration Phase 
When Ui registers with S, Ui submits IDi, h(PW || N), and Fi to S through a secure 
channel, where h(PW || N) is a masked password. Figure 1 demonstrates this phase. 

• Step 1: Upon receiving Ui’s request, S computes hpw=h(PW||N)⊗Fi, Bi=hpw⊕e, 
Ci=hpw⊕h(x||IDS), Ei = hpw⊕h(x||e|| IDS), Ri = h(IDi⊕h(x||e||IDS))⊕hpw, and 
Vi = hh(IDi⊕h(x||e|| IDS))(Fi). 

• Step 2: S returns {Bi, Ci, Ei, Ri, Vi, h(.), hk(.)} to Ui’s mobile device through a se-
cure channel. 

• Step3: Ui stores information from S and IDi⊕ N into Ui’s mobile device. 

In this phase, the scheme has two advantages. First, a user can hide his/her password 
by sending hash value h(PW||N) instead of PW to S. Second, finger prints are used to 
enhance security. Therefore, our scheme inherits these ideas of Khan et. al.’s scheme.  

However, this scheme still has a potential vulnerability for impersonate attacks 
because of the design of Bi, Ci, Ei, and Ri. (c.f. Section 2.2). If a malicious legal user 
UA knows the IDi of another user Ui, UA can then impersonate Ui.  

User  Server 

Choose IDi, PW  hpw = h(PW || N)⊗ Fi 

Provide Fi {IDi, h(PW || N), Fi} Bi = hpw⊕ e 

Choose random value N  Ci = hpw⊕h(x || IDS) 

  Ei = hpw⊕h(x || e || IDS) 

 {Bi, Ci, Ei, Ri, Vi, h(.), hk(.)} Ri = h(IDi⊕h(x || e || IDS))⊕hpw 

Stores {Bi, Ci, Ei, Ri, Vi, h(.), hk(.)}  
and IDi⊕ N into mobile device 

 Vi = hh(IDi ⊕h(x || e || IDS))(Fi) 

Fig. 1. Registration phase of Khan et. al.’s scheme 

Login Phase 
As illustrated in Figure 2, after a successful registration, Ui can login to S. Ui inputs 
IDi, PW, and Fi into Ui’s mobile device: 

• Step1: Mobile device computes N=(IDi⊕N)⊕IDi, hpw=h(PW||N)⊗Fi, and Ai = 
Ri⊕hpw. If hAi(Fi) =Vi, it allows the user to go to the next step; otherwise, it termi-
nates the session. 

• Step2: Mobile device computes e =hpw⊕Bi and chooses NU. Then, it computes 
C1=NU⊕Ei⊕hpw, RCID=IDi⊕h(NU)⊕e, C2=Bi⊕Ci, and C3=hAi(NU||e). 
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• Step3: Mobile device sends a login request {RCID, C1, C2, C3} to the server S 
through a common channel. 

A mobile device chooses a random value NU to challenge S, and makes RCID be dynam-
ic in each login to provide anonymity. However, RCID is computed from IDi, which is 
not compelled with the secret key. Therefore, a user can easily change his/her identity to 
impersonate another valid user. By combining IDi with S’s secret value in a hash func-
tion, our proposed method can prevent malicious users from changing their real identity. 
 

User  Server 

Login phase  Mutual authentication phase 

Ui: Input IDi, PW and Fi  e ← C2⊕ h(x || IDS) 

Mobile device: N ← (IDi⊕ N)⊕ IDi  NU ← C1⊕ h(x || e || IDS) 

hpw ← h(PW || N)⊗ Fi  IDi ← RCID⊕ h(NU)⊕ e 

Ai ← Ri⊕ hpw {RCID, C1, C2, C3} Check IDi 

Check if hAi (Fi) = Vi  Compute h(IDi⊕h(x || e || IDS)) 

e ← hpw⊕ Bi  Check if C3 =hh(IDi⊕h(x || e || IDS))(NU || e) 

C1 ← NU⊕ Ei⊕ hpw  If this holds, S accepts login request 

RCID ← IDi⊕ h(NU)⊕ e  S1 ← h(h(IDi⊕ h(x || e || IDS)) || NS || NU || e || IDi) 

C2 ← Bi⊕ Ci andC3 ← hAi(NU || e)  D1 ← NS⊕ e 

 {D1, S1}  

NS = D1⊕ e   

Check if S1 = h(Ai || NS || NU || e || IDi) {S2}  

If equal, 

S2 = h((Ei⊕ hpw) || NS || h(x || IDS)) 

 Check S2= h(h(x || e || IDS) || NS || h(x || IDS)) 

If so, 

 SK = h(h(IDi⊕ h(x || e || IDS)) || NS || e || IDi || h(x || e || IDS) || NU) 

SK = h(Ai || NS || e || IDi || (Ei⊕ hpw) || NU)  

Fig. 2. Login, mutual authentication and session key agreement phases of Khan et. al.’s scheme 

Mutual Authentication with Session Key Agreement Phase 
After receiving the login request {RCID, C1, C2, C3} from Ui, S and Ui perform the  
following steps for mutual authentication. Figure 2 demonstrates this phase. 

• Step1: S computes e=C2⊕h(x||IDS), NU=C1⊕h(x||e||IDS), IDi=RCID⊕h(NU)⊕e, 
and checks the validity of IDi. Then, S computes h(IDi⊕h(x || e || IDS)) and  
compares C3 with hh(IDi⊕h(x||e||IDS))(NU||e). If this holds, S accepts Ui’s login request; 
otherwise, S terminates the session. Next, S chooses NS and computes S1= 
h(h(IDi⊕h(x||e||IDS))||NS||NU || e || IDi), D1= NS⊕e. S sends{D1, S1} to Ui. 

• Step2: When receiving {D1, S1}, Ui computes NS = D1⊕ e. Then, Ui compares S1 

with h(Ai || NS || NU || e || IDi). If they are not identical, Ui terminates the session; 
otherwise, Ui computes S2 = h((Ei⊕hpw) || NS || h(x || IDS)) and sends {S2} to S. 

• Step 3: When receiving {S2} from Ui, S checks if S2=h(h(x||e||IDS)||NS||h(x||IDS)).  
If this does not hold, S terminates the session; otherwise S computes session key 
SK = h(h(IDi⊕h(x || e || IDS)) || NS || e || IDi || h(x || e || IDS) || NU). Similarly, Ui 

computes session key SK=h(Ai||NS||e||IDi||(Ei⊕hpw)||NU). 
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In this phase, the server not only checks login request but also generates a random 
value to re-challenge the user. Furthermore, this phase has a session key agreement 
step to establish a secure channel after the successful authentication. Therefore, our 
scheme also inherits this idea of Khan et. al.. 

Password Change Phase 
This phase help users change their passwords. In this phase, a user can also replace 
the old values of N and Fi by the new values of N* and Fi

* (c.f. Figure 3). 

User  Mobile device 

  N = (IDi⊕ N)⊕ IDi 

Input IDi, PWi, Fi  

{PW,N,Fi} 

hpw = h(PW || N)⊗ Fi 

 Check if h(Ri⊕hpw)(Fi) = Vi 

  If this holds, 

h(IDi⊕ h(x || e || IDS)) = Ri⊕ hpw 

Input IDi
*, PWi

*, Fi
* {PW*,N*,Fi

*} Allow users input new value 

 hpw*= h(PW*|| N*)⊗ Fi
* 

 Bi* = Bi⊕ hpw⊕ hpw* 
  Ci* = Ci⊕ hpw⊕ hpw* 
  Ei* = Ei⊕ hpw⊕ hpw* 
  Ri* = Ri⊕ hpw⊕ hpw* 
  Vi* =hh(IDi⊕h(x || e || IDS))(Fi*) 
 Bi ← Bi

*,Ci ← Ci
*,Ei ← Ei

*,Ri ← Ri
*,Vi ← Vi

* 

Fig. 3. Password change phase in Khan et. al.’s scheme 

• Step1: Ui inputs IDi, PWi, and Fi into his or her own mobile device and requests to 
change Ui’s password, random value N, and fingerprint Fi. 

• Step 2: Mobile device extracts N = (IDi⊕N)⊕IDi. Then, it computes hpw= 
h(PW||N)⊗Fi, and checks if h(Ri⊕hpw)(Fi) and Vi are equal. If this does not hold, 
mobile device terminates this session. Otherwise, it extracts h(IDi⊕h(x||e||IDS))= 
Ri⊕hpw and the user Ui can now input new values. Ui chooses new PW*, N* and, 
fingerprint Fi

*(e.g. another finger of Ui). Finally, Ui inputs {PW*, N*} and Fi
*to 

mobile device. 
• Step3: Mobile device computes hpw*=h(PW*||N*)⊗Fi

*, Bi*=Bi⊕hpw⊕hpw*, Ci*= 
Ci⊕hpw⊕hpw*, Ei*=Ei⊕hpw⊕hpw*, Ri*=Ri⊕hpw⊕hpw*, Vi*= hh(IDi⊕h(x||e||IDS)) 

(Fi*); and replaces Bi, Ci, Ei, Ri, Vi with Bi
*, Ci

*, Ei
*, Ri

*, Vi
*. 

In this phase, only a legitimate user Ui can change his/her password (together with 
the random value and fingerprint) because this phase requires IDi, PWi, and Fi of Ui. 
Furthermore, Ui can change password without any server’s assistance. Therefore, our 
scheme also inherits these ideas from Khan et. al.’s scheme. 
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2.2 Cryptanalysis of Khan et. al.’s Scheme 

In this phase, we prove that Khan et. al.’s scheme is vulnerable to impersonation, 
denial of service, and three-factor attacks. 

User Impersonation due to Leaking Identity 
In an authentication scheme, it is commonly that the identity of a user is not necessari-
ly kept secret. Only personal sensitive information for authentication, such as pass-
word, should be secure.  

However in Khan et. al.’s scheme, a malicious UA can easily impersonate Ui if the 
IDi of Ui is known. The following scenario illustrates the steps for UA to generate 
messages for authentication with his or her own information and IDi to trick the server 
S without the mobile device, valid password, and fingerprint of Ui. 

• UA computes NA = (IDA⊕NA)⊕IDA, hpwA = h(PWA || NA)⊗FA, h(x || IDS) = 
CA⊕hpwA, h(x || eA || IDS) = EA⊕hpwA and eA = BA⊕hpwA.  

• UA generates NU, computes C1 = NU⊕h(x || eA || IDS), RCID = IDi⊕h(NU)⊕eA, 
C2=eA⊕h(x||IDS) and C3=hh(IDi⊕h(x||eA||IDS)(NU||eA), and sends {RCID, C1, C2, C3} to 
S for login request.  

• S computes h(IDi⊕h(x||eA||IDS) and compares C3 with hh(IDi⊕h(x || eA || IDS)(NU|| eA). 
As the two values are equal, S accepts the login request and computes S1= 
h(h(IDi⊕h(x || eA || IDS)) || NS || NU || eA || IDi) and D1 = NS⊕eA. S sends {D1, S1} 
to UA.  

• UA computes NS = D1⊕eA, S2 = h(h(x || eA || IDS) || NS || h(x || IDS)), and sends 
{S2} to S. 

• S compares S2 with h(h(x || eA || IDS) || NS || h(x || IDS)). As the two values are 
identical, S and UA can now compute the common session key SK=h(h(IDi⊕ 
h(x||eA||IDS))||NS||eA||IDi||h(x||eA||IDS)||NU). 

Server and User Impersonation When Catching Login Message and Leakage of 
Mobile Device’s Information 
When proving security, Khan et. al. claimed that it is impossible to co-relate corres-
ponding login message and lost mobile device. This is not true because any valid user 
can easily perform this co-relation and impersonate another user and a server. A mali-
cious valid user UA can extract h(x || IDS) = CA⊕hpwA (this is important information 
which the server shares for all users). If Bi, Ci, Ei, Ri, Vi and IDi⊕N in Ui’s mobile 
device are leaked and UA knows this information, UA easily impersonates user and 
server. UA computes ei = Bi⊕Ci⊕h(x || IDS) and h(x || ei || IDS) = Ei⊕Ci⊕h(x || 
IDS). Now, UA can co-relate mobile device’s information and Ui’s corresponding 
login message by computing e* = C2⊕h(x || IDS). If e* = ei, login message belongs to 
Ui. As well, UA computes NU = C1⊕h(x || ei || IDS), IDi = RCID⊕h(NU)⊕ei. Know-
ing IDi, UA can easily impersonate Ui.  

Furthermore, when user UA knows ei, h(x || ei || IDS), and h(x || IDS), UA can also 
impersonate S to cheat Ui. To set up such attack, a malicious user UA first captures 
and drops the legal login message {RCID, C1, C2, C3} of Ui. UA then determines the 
sender of this login message by computing e* = C2⊕h(x || IDS) and comparing this  
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value with the known value of ei inferred from leaked information of the mobile de-
vice of Ui.UA re-computes NU and IDi. Finally, UA completely re-computes C3 and S1, 
D1 and SK to impersonate S to cheat Ui. 

Three-Factor Attack 
This kind of attack implies that attacker has two of the three factors: password, mobile 
device, and fingerprint. In Khan et. al.’s scheme, if IDi is leaked, it is sufficient for the 
corresponding user Ui to be impersonated even when no more factors are leaked. 
Therefore, Khan et. al.’s scheme cannot resist this kind of attack. 

Denial of Service Attack 
Khan proposed storing IDi until the end of the session to resist parallel session attack. 
If session remains, server checks identity’s existence in temporary list and denies any 
login request from this identity. In case of attacker’s successfully impersonation, 
he/she can block legitimate user by procrastinating. 

3 Proposed Scheme 

In this section, we propose an improved scheme to resolve existing limitations in 
Khan et. al.’s scheme. Our scheme inherits the advantages and modifies some aspects 
in Khan’s design to enhance security. Before more detail, we present main ideas in 
our scheme. In registration phase, main objective is providing users with two secret 
key sh (IDS || h(e) || x) and h(IDi || x || h(e) || IDS), where random value e is used to 
resist re-registration attack and IDi is combined with the secret key in a hash function 
to prevent a valid user from impersonating others. In login phase, we use two random 
values NU (hidden in C1) and NS (hidden in S1) for mutual challenge between user and 
server. Furthermore, random value NU is used to change user’s identity at each login. 
After successfully authentication, both sides share common session key for data en-
cryption. Our scheme includes four phases: registration, login, and mutual authentica-
tion and password-change phases. However, we don’t present password-change phase 
because this phase and Khan’s scheme are the same. 

3.1 Registration Phase 

This phase has four basic requirements: channel between users and server must be 
secure; true password must be kept secret, even with the server; secret keys which the 
server shares for each user must be different; the true identity IDi must be compelled 
with the server’s secret key by a hash function. We can see Khan’s scheme has first 
three requirements but not the last. Therefore, our scheme will implement the last 
requirement to achieve the better phase. When Ui registers with S, Ui chooses IDi, Fi, 
and computes hpw = h(PW || N || Fi). Then, Ui sends {IDi, hpw, Fi} to S. Figure 4 
demonstrates this phase. 

• Step1: When receiving registration message from Ui, S generates random value e to 
make different secret key at different time. 
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• Step2: S computes Bi = h(hpw || Fi || IDi)⊕e, Ci = h(IDi || hpw || Fi)⊕h(IDS || 
h(e) || x), Ei = h(Fi || hpw || IDi)⊕h(IDi || x || h(e) || IDS), Vi = hh(IDi || x || h(e) || IDS) 

(hpw), where Bi includes random value e, Ci and Ei includes secret key shared by S, 
Vi is a password-verification value. 

• Step3: S sends {Bi, Ci, Ei, Vi, h(.), hk(.)} to Ui. Once receiving, Ui stores these in-
formation and N into mobile device. 

User  Server 

Choose IDi,PW,Fi   

Choose random N, compute 

hpw = h(PW || N || Fi) 

{IDi, hpw, Fi}  

Bi = h(hpw || Fi || IDi)⊕e 

  Ci = h(IDi || hpw ||  Fi)⊕h(IDS || h(e) || x) 

 {Bi, Ci, Di, Ei, Vi, h(.), hk(.)} Ei = h(Fi || hpw ||  IDi)⊕h(IDi || x || h(e) || IDS) 

Vi = hh(IDi || x || h(e) || IDS)(hpw) 

Store {Bi, Ci, Ei, Vi, h(.), hk(.)} 

and N into mobile device 

 

 

 

Fig. 4. Registration phase of proposed scheme 

3.2 Login Phase 

Ui inputs IDi, PWi and Fi to login. Then, mobile device performs: 

• Step 1: Compute hpw = h(PW || N || Fi), Ai =h(Fi || hpw || IDi) ⊕ Ei, compare 
hAi(hpw) with Vi. If these two values are not equal, mobile device terminates the 
session; otherwise, user goes to next step. 

• Step 2: Mobile device generates random value NU and computes e = h(hpw || Fi || 
IDi)⊕Bi, C0 = h(IDi || hpw || Fi)⊕Ci⊕NU, C1= hAi(NU), RCID = IDi⊕h(NU), 
where RCID is dynamic identity; C0 includes random values NU; C1 includes secret 
key combined with random value for S’s verification of user’s validity. 

• Step 3: Mobile device sends {e, RCID, C0, C1} to S to login. 

3.3 Mutual Authentication with Session Key Agreement Phase 

In this phase, S uses two secret keys x and IDS to extract random value NU. S not only 
verifies user’s validity through information provided by the user but also generates 
random value NS to challenge the user. After successfully authentication, both sides 
compute common session key for data encryption. 

When receiving login message {h(e), RCID, C0, C1} from Ui, S and mobile device 
perform the following steps to mutual authenticate. Figure 5 demonstrates this phase. 

• Step 1: Sex tracts NU
* = C0⊕h(IDS || h(e) || x), IDi

* = RCID⊕h(NU
*). Then, S  

verifies IDi
*’s validity. Next, S computes Ai

* = h(IDi
* || x || h(e) || IDS)) and com-

pares hAi*(NU
*) with C1. If two values are equal, S generates random value NS and 

computes S1 = h(Ai
* || NU

* || NS || h(e) || IDi
*) and sends {NS, S1} to Ui. 
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• Step 2: When mobile device receives {NS, S1} from S, it computes and compares  
h (Ai || NU || NS || h(e) || IDi) with S1. If two values are equal, it computes S2 = h(NU 
|| IDi || Ai || NS || h(e)) to respond S’s challenge. 

• Step 3: When receiving S2 from Ui, S computes and compares h(NU
* || IDi

* || Ai
* || 

NS || h(e)) with S2. If two values are equal, S accepts user’s login message. S com-
putes common session key SK = h(NU

* || NS || h(e) || IDi
* || h(Ai

*)) and mobile de-
vice also computes session key SK = h(NU || NS || h(e) || IDi || h(Ai)). 

User  Server 

Login phase  Mutual authentication phase 

Input IDi, PW and Fi   

hpw ← h(PW || N || Fi)   

Ai ← h(Fi || hpw || IDi) ⊕ Ei  NU
* ← C0 ⊕ h(IDS || h(e) || x) 

Check if hAi(hpw) = Vi {h(e), RCID, C0, C1} IDi
* ← RCID ⊕ h(NU

*) 

e ← h(hpw || Fi || IDi) ⊕ Bi  Check IDi
* 

Generate random valueNU 

C0 ←  h(IDi || hpw || Fi) ⊕ Ci ⊕ NU 

 Compute Ai
* = h(IDi

* || x || h(e) || IDS)) 

Check if C1 = hAi*(NU
*) 

RCID ← IDi ⊕ h(NU)  If this holds, S generates NS, and computes 

C1 ← hAi(NU) {NS, S1} S1 ← h(Ai
* || NU

* || NS || h(e) || IDi
*) 

   

Compare S1 with h(Ai || NU || NS || h(e) || IDi) {S2} Check if S2 = h(NU
* || IDi

* || Ai
* || NS || h(e)) 

If this holds, S computes S2 = h(NU || IDi || Ai || NS || h(e))  

  SK = h(NU
* || NS || h(e) || IDi

* || h(Ai
*)) 

SK = h(NU || NS || h(e) || IDi || h(Ai))   

Fig. 5. Login, mutual authentication and session key agreement phases of proposed scheme 

4 Security and Efficiency Analysis 

In this section, we prove our scheme is more secure than Khan et. al.’s scheme and 
can resist many kinds of attacks. Moreover, our scheme is also suitable for resource-
limited mobile device. 

4.1 Security Analysis 

Secure authentication scheme not only resists impersonation attack, but also protects 
communication between users and server. We always assume that information  
transmitted in a common channel and attacker has total control over this channel. 
Furthermore, data stored in mobile device may be leaked and attacker can extracts 
information from lost or stolen mobile device. Therefore, we must predict many cir-
cumstances to design the secure scheme. In this section, we explain what proposed 
scheme is different from and why it is more secure than Khan et. al.’s. Afterwards,  
we analyze some kinds of attacks which Khan et. al.’s scheme cannot resist, as well 
some different popular ones in proposed scheme. 
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If there is much information stored in a mobile device, an attacker has more 
chance to exploit these clues. Hence, unnecessary information should not be saved 
into users’ mobile devices. In Khan et. al.’s scheme, Ri is redundant because a user 
can re-compute h(IDi ⊕ h(x || e || IDS)) by extracting h(x || e || IDS) from Ei, then 
combining with IDi. In our scheme, Ri is totally removed to avoid storing waste 
data on client-side. 

The next weakness in Khan et. al.’s scheme is that all information shared by a 
server and users is concealed by performing XOR with hpw. With this method, an 
attacker only needs to perform XOR operation with the two values in Bi, Ci, Ei, Ri to 
remove hpw and achieve other information. In our scheme, information shared by the 
server is hidden by different values. We hash hpw with IDi and Fi, and values’ order 
in hash function is changed to make different hash values. Therefore, performing 
XOR any two values does not obtain any clues which server shares for users. 

Constant information shared with all users may lead to security issues for the au-
thentication process. Khan et. al.’s scheme proposes storing Ci = hpw ⊕ h(x || IDS), 
where h(x || IDS) is constant value shared with all users and concealed by operation of 
XOR with hpw. If information stored in the mobile device is leaked, an attacker who 
is another valid user can extract Ui’s hpw by performing XOR Ci with h(x || IDS)–
extracted from information shared by server with him/her. Hence, the attacker com-
putes user’s hpw without knowing password, fingerprint, and random value. Then, the 
attacker can extract all other information hidden by operation XOR with hpw in Bi, Ci, 
Ei, Ri and successfully impersonate as Ui. In our scheme, the information shared by 
server with users is different. Two secret values x and IDS are combined with random 
value e to share h(IDS || e || x) instead of sharing h(x || IDS) as in Khan et. al.’s 
scheme. Therefore, attacker cannot extract information shared by server with him/her 
to combine stolen information from other valid users. 

The final weakness in Khan et. al.’s scheme is that the ID and the server’s secret 
key are not tied in the same hash function. This leads that malicious user can change 
ID to impersonate other users. In our scheme, value Ei=h(Fi||hpw||IDi) ⊕ 
h(IDi||x||e||IDS) is used to hide h(IDi||x||e||IDS). User must have h(IDi||x||e||IDS) to 
authenticate with server. Furthermore, users cannot change ID because they do not 
know x and IDS. 

Eventually, we prove proposed scheme can resist many kinds of attacks. Because 
our scheme inherits Khan et. al.’s positive points, it also withstands some kinds of 
attacks which Khan et. al.’s can withstand. Furthermore, our scheme is improved to 
resist some kinds of attacks which Khan et. al.’s cannot resist. 

Replay Attack 
In this kind of attack, attacker resends message to impersonate user or server. Our 
scheme inherits from Khan et. al.’s scheme. We use random values combined with three-
way challenge-handshake technique to resist this kind of attack. For example, attacker A 
can resend {h(e), RCID, C0, C1} to S. Then, S re-sends {NS, S1} to A. Because A does not 
know NU and h(IDi || x || h(e) || IDS), A cannot compute S2 to re-send to S. Therefore, S 
recognizes who is impersonating Ui and terminates the session. 
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User Impersonation Attack due to Leakage’s Identity 
Our scheme can resist this kind of attack. Unlike Khan et. al.’s scheme, our scheme 
puts IDi into hash function with two secret values x and IDS, and user need to use 
hash value to authenticate with server. If user’s identity is leaked, attacker cannot 
compute h(IDi || x || h(e) || IDS) due to unknowing x and IDS. Therefore, attacker 
cannot impersonate user. 

Impersonation Attack when Catching Login Message and Information Leakage 
from Mobile Device 
In our scheme, values stored in mobile device and messages are careful design. Un-
like Khan et. al.’s scheme, secret keys shared by server are completely different and 
malicious users cannot exploit anything from them. In our scheme, we store {Bi, Ci, 
Ei, Vi, h(.), hk(.), N} in mobile device. In authentication phase, user and server send 
{h(e), RCID, C0, C1, NS, S1, S2} to each other. Although attacker can intercept all 
those message, he/she cannot infer user’s other information. Therefore, attacker can-
not impersonate user and server. 

Password Guessing Attack 
Khan proposed using NOR operation to prevent attacker from extracting Fi from hpw 
for password-guessing attack. We do not use NOR operation. Instead, we put Fi into 
hash function with PW. Clearly, attacker cannot extract Fi from hpw and do not have 
any clues for password-guessing. Therefore, our scheme will be secure even if user’s 
password is weak. 

Strong User Anonymity 
In our scheme, a user sends {h(e), RCID, C0, C1} to the server for each login. Therefore, 
an attacker can intercept and analyze the login message. The attacker cannot extract IDI 

without knowing server’s two secret values. Furthermore, the login message is dynamic 
for each login because of using the random value NU. Therefore, the attacker cannot de-
termine who is logging to the server.  

As no part of login messages is identical to any stored value in a mobile device, it 
is impossible to co-relate a lost mobile device and login requests sent from this device 
in the past. Therefore, our proposed scheme can also preserve the strong user ano-
nymity property that is considered in the original Khan et al.’s scheme. 

Denial of Service Attack 
In our scheme, user’s ID is stored in the server until the end of the session to resist 
parallel session attack. If a session is still active, the server checks the existence of 
user identity in its temporary list and denies any login requests from this identity.  
Unlike Khan et. al.’s scheme, an attacker cannot impersonate user in our revised  
method. Thus he or she cannot block a legitimate user by procrastinating. 

Mutual Authentication 
In registration phase of proposed scheme, S provides Ui with two keys h(IDS || e || x) 
and h(IDi || x || e || IDS). In login phase, Ui conceals NU with secret key to prove 
his/her ownership of secret key. Together, S must have two secret values to re-extract 
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for login message’s verification from user. Then, S re-challenges users with NS. If Ui 
is legitimate, he/she can compute S2 to re-send to S. 

Session Key Agreement 
In our scheme, after successfully authentication, both server and user can compute 
common session key SK to make a secure channel. Therefore, data transmitted be-
tween user and server are encrypted to prevent adversaries from knowing content. 

4.2 Efficiency Analysis 

To compare efficiency between our scheme and Khan et. al.’s, we re-use Khan’s ap-
proach. That is, we count the number of one-way hash function execution. In addition, 
we ignore exclusive-or operation because it requires very few computations. In table 1, 
we compare the number of hash operation used in our scheme and Khan et. al.’s. Khan 
et. al.’s scheme needs 5h(.) in registration phase, 4h(.) in login phase and 9h(.) in au-
thentication phase. Our scheme needs 8h(.) in registration phase, 8h(.) in login phase 
and 8h(.) in authentication phase. 

Table 1. Comparison of computation costs 

Schemes Registration 

phase 

Login phase Authentication 

phase 

Khan et. al.’s  5h(.) 4h(.) 9h(.) 

Ours 8h(.) 8h(.) 8h(.) 

 
Clearly, proposed scheme needs more computational costs than Khan et. al.’s 

scheme. However, those are necessary to provide user’s anonymity, prevent attacker 
from performing XOR with values, and generate session key for partners. In short, we 
see that proposed scheme does not add many additional computational costs and the 
proposed scheme is more secure than Khan et. al.’s scheme. 

Table 2. The comparison between our scheme and the Khan et. al.’s scheme for withstanding 
various attacks 

Attack 
Schemes 

Khan et al.’s Our 
Attacks due to ID theft No Yes 
Replay attack Yes Yes 
User impersonation attack No Yes 
Server impersonation attack No Yes 
Attacks using login request No Yes 
Mobile device loss attack No Yes 
Password guessing attack Yes Yes 
Malicious user attack No Yes 
Denial of service attack No Yes 

 
In table 2, we list the comparisons between our improved scheme and Khan et. al.’s 

scheme for with standing various attacks. We see that Khan et. al.’s scheme cannot 
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resist to server and user spoofing attacks, attacks due to ID theft, attacks using login 
request and mobile device loss, malicious user attack, and denial of service attack.  
It can be seen that our proposed scheme is more secure against various attacks. 

In table 3, we list the comparisons between our improved scheme and Khan et. al.’s 
scheme for the numbers of friendly features. Our scheme not only satisfies all Khan 
et. al.’s does but also supplies one important feature which their scheme lacks.  
This property is three-factor security. 

From the entire comparison, we observe that the minor addition of six hash func-
tions is worth achieving added security features and admired usable features. 

Table 3. Comparison for providing admired friendly features 

Feature 
Schemes 

Khan et al.’s Our 
User anonymity Yes Yes 
User un-traceability Yes Yes 
Mutual authentication Yes Yes 
Session key establishment Yes Yes 
No verification table at S Yes Yes 
Quick wrong password detection Yes Yes 
Freedom to change password Yes Yes 
Three-factor security No Yes 

5 Conclusion 

We analyze Khan et. al.’s scheme. Although Khan et. al. propose new ideas, such as 
using NOR operation to resist password-guessing attack, using two secret values to 
resist secret key-guessing attack. However, we proved that Khan’s design cannot 
resist some kinds of attacks such as attacks due to id theft, user and server impersona-
tion attack, attacks using login request, mobile device loss attack, malicious user at-
tack, and denial of service attack. Therefore, we propose improved scheme to over-
come their limitations. 

Compared with Khan et. al.’s scheme, our scheme owns some advantages as fol-
lows. (1) Our scheme provides user’s strong anonymity and three-factor security.  
(2) Our scheme has more logic design and eliminates some drawbacks in Khan  
et. al.’s scheme. Therefore, our scheme is more secure than Khan et. al.’s and still 
efficient when compared with Khan et. al.’s scheme. 
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Abstract. Near Field Communication (NFC) technology has been used
more and more widely nowadays due to some undeniable interactive ad-
vantages. There are variety of NFC applications has been developed and
used in business like bank transaction, public transport, commercial ser-
vices, guided shopping, NFC access control and coupon. As a result,
it has raised some new threats like hackers, card crimes and other pri-
vacy issues. For that reason, in this paper, we would like to contribute
a method for securing NFC communication by applying a simple and
lightweight cryptography algorithm. To illustrate the feasibility, we de-
velop an NFC payment program in Android devices using lightweight
encryption algorithm (LEA) and advanced encryption standard (AES)
to make data confidentially. The performance of these two cryptogra-
phy algorithms has been estimated and the result shows that LEA is
much more advantageous than AES when applying in NFC application
in which the small amount of data is saved to the card.

Keywords: NFC, security, mobile payment, LEA.

1 Introduction

Due to rapid advancement of mobile devices, several services are getting more
and more popular in anytime at anywhere. These are feasible with modern
smartphone supporting various network protocols including Bluetooth, Wi-Fi
and NFC. Recently, NFC technology integrated into major smartphone plat-
form like BlackBerry, Android and iPhone onboard bring us many conveniences
in interaction between virtual and physical world. As a short-range wireless com-
munication technology, NFC has been become an essential part of many daily
use cases such as credit cards, debit cards, coupons, loyalty cards, access keys
to car, offices, houses, etc. For its enormous impact on the financial ecosystem,
there are many smartphone manufacturers, mobile network operator, financial
institutions, research centers and governments are performing R&D activities
to facilitate this technology [1]. Since these services are dealing with sensitive
financial information, the services should be carried out secretly. The best solu-
tion for securing networking communication is encrypting the information with
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secure cryptography algorithm. There are many block cipher algorithms exist.
Among of them, we chose AES and LEA algorithm. In Republic of Korea, LEA
block cipher has been proved as a fast and efficient way to secure data in common
processors [2] and hardware implementation [3]. In this paper, we exploit novel
ARX structure based block cipher LEA in NFC application and realize that its
advantages are of a light-weight, simple structure method with high usability. It
is simple and quick, yet exceptionally secure in NFC application in which the
payload saved to tag is a small amount of data.

This paper is organized as follows. In Section 2, we introduce related technolo-
gies for our implementation. In Section 3, we show the comprehensive require-
ments of a payment system. In Section 4, we describe our payment proposed
system to adopt LEA algorithm and then performance is estimated and com-
pared with AES algorithm. Finally, in Section 5, we conclude the paper.

2 Related Works

2.1 Near Field Communication (NFC)

Near Field Communication (NFC) [1] is a set of short-range wireless, contactless
technologies evolved from radio-frequency identification (RFID). NFC allows to
write small piece of data from NFC device to a tag which is unpowered chip or
read data from tag. NFC also allows to exchange data between two NFC devices,
like two NFC-enabled smartphones. Tags can range in complexity. The data
stored in the tag can also be written in a variety of formats. However, many of the
Android framework API are based on NFC Forum standard called NDEF (NFC
Data Exchange Format). There are some differences between NFC and Bluetooth
and RFID wireless technology. Two notable differences among of them are close
proximity and lower speed of transfer data. The theoretical maximum is about
10 centimeters. In practical, however, you are going to see closer distance which
is about 4 centimeters or less typically to initiate a connection. The operating
frequency is 13.56 MHz and the data rate that NFC provide is much lower than
Bluetooth and higher than RFID. It depends on tag type, the data rate can be
106, 212, or 424 Kbps. The arrival of NFC technology has increased the level
of intuitive, automatic interaction between humans and computer and become
one of the vital important enablers for ubiquitous computing. It is seen that
with recent quick advancement of NFC-enabled mobile phones, many traditional
applications like credit cards, public transport, access cards, customer services
can be replaced by NFC-based mobile phones because almost every one now
carry a mobile phone.

2.2 Lightweight Encryption Algorithm (LEA)

LEA [2] is firstly introduced in WISA 2013 in South Korea which is favor-
able used in hardware and software implementation because of its simple ARX-
architecture property. It is the same with traditional algorithm AES in size of
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block cipher and support three key size which has fixed message block size of
128 bits and supports a key size of 128, 192 and 256 bits. The process consists
of key schedule and encryption, decryption activity. The key schedule generates
a sequence of round keys as follows. The key schedule uses several constants for
generating round keys, which are defined as delta[8] = 0xc3efe9db, 0x44626b02,
0x79e27c8a, 0x78df30ec, 0x715ea49e, 0xc785da0a, 0xe04ef22a, 0xe5c40957.
The number of rounds converting from plaintext to ciphertext in LEA is in-
dicated by the key size used. It specifically takes 24 rounds for 128-bit keys, 28
rounds for 192-bit keys and 32 rounds for 256-bit keys. For 24, 28 and 32 rounds,
it encrypts a 128-bit plaintext P = (P[0]; P[1]; P[2]; P[3]) to a 128-bit ciphertext
C = (C[0];C[1];C[2];C[3]) with 128-, 192- and 256-bit keys.

In [2], Hong et al. has presented features of LEA in terms of security level,
efficiency and size on many platform of Intel, AMD, ARM, ColdFire. The study
made broad comparison with other ciphers by former research such as AES,
ARX structure block ciphers, lightweight block ciphers, stream cipher families
and proved that the new block cipher LEA is meaningful to propose as a secure,
fast and sufficient method that can against all the existing attacks. The security
of LEA against several main existing cryptanalytic technique based attacks such
as differential attack, linear attack, zero correlation attack, boomerang attack,
integral attack, differential-linear attack, attacks using weakness of key schedule
and others. Therefore, it is ensured that LEA is a secure cryptography algorithm.

2.3 SQLite

In Android environment, there are variety options for saving persistent applica-
tion data such as: shared preferences, internal storage, external storage, SQLite
database and network connection. We use SQLite database to store data in our
application. SQLite is an open source, lightweight, standards compliant rela-
tional database management system (RDBMS). It is implemented as a compact
C library and becomes an integrated part of the application that created it.
SQLite has become popular database system of choice for many programs on
smartphones due to its reliability and open source property [4].

3 Requirements of a Payment System

3.1 Requirements of Consumer

The achievement of all basic security requirements is essential for any e-payment
protocols. The basic security requirements [5] are:

- Security: the payment transaction must always be carried out by the payer.
There are some mechanisms for authentication such as: Something you know,
Something you have, Something you are and Somebody you know. Using per-
sonal identification numbers (PINs), password or signature is the most common
way.
- Availability and Reliability: Each e-Payment protocol have to beat all ac-
tive or passive attacks of corrupt during the transaction.



194 H. Van Nguyen, H. Seo, and H. Kim

- Anonymity/Privacy: practically, payers can pay money for anyone without
revealing his identity and other personal information from the merchants.
- Acceptability: the e-payment system is acceptable widely. Therefore, when
many consumers and merchants use it, they can make transaction with each
other.
- Ease of use: the system should be simple, intuitive as much as it can to make
end-user can make transaction easily.
- Flexibility: the payment system is better for user when it is flexible. There
are some options for user to choose.
- Price/Cost: the cost for using system should be low.
- Person-to-Person (P2P): the system should provide feature of making trans-
action between person and another person.

3.2 Requirements of Merchant and Issuer

Here are list of requirements [5] of merchants and issuer:

- Scalability: the system can be upgraded in the future to keep up with gov-
ernment law or when changing their policy.
- Efficiency: the banks and financial institutions are always to make the services
operate efficiently with low cost. The performance of payment system should be
considered.
- Customer Base: the banks and merchants with good business revenue will
care about their customer. So the e-payment system should be focus on their
client.
- Ease of Integration: the ability of integrate with other system. It is important
as almost software system components will frequently be upgraded, integrated
with other components with variety of technologies they use.

3.3 Result of Former m-payment Researches

Due to many undeniable advantages, NFC has been rapidly becoming an im-
portant part in many areas, especially in mobile access control and payment
system. It is more and more convenient for user when it can be integrated seam-
lessly to smartphone because of huge amount of smartphones user nowadays.
And it inherently leads passion and challenges to many researchers and com-
panies. For example, a practical offline payment system using NFC in mobile
phone has been proposed by [6]. The result has shown that it is feasible to con-
struct a highly secure offline payment system using NFC without third party,
compromising party. But there are some limitations in their solution such as
computation speed, available memory and security functionality. The main rea-
son of timing limitation is that the mobile phone used is Nokia phone. In that
phone, the secure element (SE) does not support AES and ECDSA (Elliptic
Curve Digital Signature Algorithm). They said that AES and ECDSA would
had been desirable [6]. Another paper [7] has compared the performances of dif-
ferent mobile payments based on IVR, SMS, WAP and OTP technology with
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NFC-based mobile payment method. Looking at the table 2 of the paper, it can
be seen that the NFC-based mobile payment get the best performance compare
to other-based system. The time average, median, minimum, maximum values
and standard deviation all are the smallest amount. So, it has shown how ad-
vantageous the state-of-art NFC-based method is in term of performance [7].
In [8], the list of threats which is applicable in NFC has been addressed. And
the solution for defending it is establish a secure channel over NFC communi-
cation. In this paper, we would like to introduce a light-weight cryptography
which is very favorable in NFC application in term of speed. It is hoped that it
will be helpful for both companies that use NFC in their business line and NFC
researchers.

4 Proposed Methods

In this section, we introduce our proposed method in which the performance
is considerably improved with LEA. We applied LEA block cipher to secure
NFC communication and database system. It ensure high availability with high
throughput.

4.1 Payment Protocol

The general structure of m-payment system is shown in the Figure 1 below.
The actors in this scheme include Banker, ATM, Retailer and Client who is
beneficiary. They make money exchange transaction with each other through
NFC communication.

Fig. 1. The m-payment system with NFC

With advancement in smartphone industry development, almost modern an-
droid phone support NFC with three mode operations that are read/write mode,
peer-to-peer and card mode emulation. So this payment scheme is simple as it
contain only one type of transactions between actors which is exchange transac-
tion between NFC reader and NFC tag.
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The payment transaction is divided into two parts separately. Firstly, the
registration phase is depicted in Figure 2. Secondly, the payment transaction
phase is described in Figure 3.

Fig. 2. The registration process in m-payment protocol with NFC

Fig. 3. The payment process of m-payment protocol with NFC

Firstly, the register send their personal information with initial cash and initial
password to the banks or merchants. The signature of client is then created with
SHA-256 algorithm. After that, the information and signature will be saved in
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database. After inserting successfully, the NDEF message is created in which
its payload is the encrypted signature of client and TNF EXTERNAL TYPE.
The signature is encrypted with AES or LEA algorithm with three key sizes.
Finally, we close the NFC tag which is the card or NFC-enabled smartphone to
the reader to write the encrypted signature to tag.

When the customers want to perform a payment transaction, they will do as
follow steps. Firstly, clients close their tag (NFC-enabled phone) to the reader
(NFC-enable phone) to acquire payment transaction. The following step is check-
ing NDEF message type which is the TNF EXTERNAL TYPE defined. If the
TNF EXTERNAL TYPE is correct, the payload will be decrypted to get the
client’s signature. The signature will be checked its validity by comparing with
the signature in the database. We can use TNF EXTERNAL TYPE as the first
index layer, the signature as the second index, so the retrieving time in database
can be saved significantly. If the signature of tag is correct, the amount of money
will be filled and the password will be required. Then, the password and the
amount of money will be verified. Finally, the merchants ask confirm from clients
then update database and send the transaction status to client.

4.2 Program Implementation

For secure application, we implemented NFC payment system by using LEA
block cipher. The demonstration includes tag initialization, payment session and
storing the user information. The NFC payment system consists of two main
bodies. Firstly, NFC communication between tag and reader. Second, database
system is designed to store sensitive user information secretly. The information
are encrypted with AES or LEA block cipher.

LEACryptographyAlgorithm Implementation. Java is a form of high level
language which enables developer to write program easily and reduce the logical
errors. For LEA implementation, we realized basic ADD, ROTATE, and XOR op-
erations in Java because these are basic operations in LEA algorithm. Using Java
is simple to implement however it does not have unsigned integer type, so we man-
ually implemented unsigned integer data type. The table 1 below, unsigned integer
rotation is realized in Java. Java provides unsigned integer right shift (>>>) but
not for left shift (<<). To convert signed integer into unsigned integer type, we
conduct unsigned integer right shift by zero. Remaining operations including ad-
dition and bitwise-exclusive-or are simply established with ’+’ and ’ˆ’ operation.

AES Cryptography Algorithm Implementation. In Java library, general
cryptography algorithm are packaged in javax.crypto. The package provides the
classes and interfaces for cryptographic operations include key generation, key
agreement, message authentication code (MAC) generation, encryption and de-
cryption. Because many cipher classes in this package are provider-based and
written by independent third party vendors and plugged in seamlessly, the de-
velopers can take advantage of any these implementations without having to
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modify source code. In our demonstration, we use traditional algorithm AES to
compare with LEA. Our implementation does not add any optimization meth-
ods, so it is a fair comparison of Java implementations between AES and LEA
block cipher algorithm.

Table 1. Left/Right rotation operation

function ROL(input, offset) function ROR(input, offset)

input = ( (input<<offset)>>>0) input = ( (input<<32-offset)>>>0)
| (input>>>(32-offset) ) | (input>>>(offset) )
return input return input

Database Implementation. Table 2 below describes the structure of the data
table we use in the NFC Payment application.We named the table accounts, store
it in SQLite database. This table contains eight columns. The first is columns id
(INT) which is PRIMARY KEY. Other columns are name (TEXT) is the name
owner of the card, phone number (TEXT), social number (TEXT), open date
(TEXT)which is the date open of this account, cash (INT) which is the money this
account has, password (INTEGER) which is 4-private number the owner of the
card has to fill every time they pay or deposit money, signature (TEXT) which is
generated when opening the account. This signature will be encrypted with AES
or LEA algorithms with key length 128, 192 or 256 bits then will be stored to the
NFC card.

Table 2. Data structure of accounts in database

Field Type Key

id INTEGER PRIMARY KEY
name TEXT NOT NULL
phone number TEXT NOT NULL
social number TEXT NOT NULL
open date TEXT NOT NULL
cash INTEGER NOT NULL
password INTEGER NOT NULL
signature TEXT NOT NULL

In Figure 4, screen of payment program is described. Firstly, users credit
card information is filled into blank. Secondly, user can choose some options like
algorithm, key size, encrypt performance estimation. When we pay money in
store or shop, we should submit correct password to use our card. Whenever our
password is correct, transactions are accomplished.
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Fig. 4. The screen of demo m-payment program

4.3 Performance Evaluation

In this section, we would show the performance estimated when applying AES
and LEA block cipher over NFC Payment application. The android version for
running the applications is equal or greater than 4.0 and NFC-enabled smart-
phone. We prepared two NFC white cards to write and read information on it.
The NFC Payment programs have been deployed and tested on Samsung Galaxy
Note 2 which its model is SHV-E250S and its Android version is 4.3. The core
processor is ARM Cortex-A9 powered at 1.6 GHz and the number of core is
quad. The RAM size is 2 Gigabytes. The performance is measured by trigger-
ing System.currentTimeMillis() to get current time in millisecond. To stabilize
results, we iterated the function several hundred times to get rid of delays.

The target devices we use in our project are shown in Figure 5. The NFC
white card is used for target NFC tag.

Fig. 5. The target device using for testing
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As a pilot project, we simple tested scenario that NFC reader encrypts/
decrypts data. However, we can exploit card emulation mode which emulates
card function on Android NFC-enable mobile phone. Finally, encrypt/decrypt
functions would be conducted on Tag (Smartphone) as well.

We implemented 128-, 192-, 256-bit AES and LEA algorithms and measured
performance five times to get average values. The performance of encryption is
described in Table 3. It is believed that NDK will further improve the perfor-
mance but it does not show compatibility on various devices.

Table 3. Performance evaluation of AES and LEA encryptions (clock/byte)

Encrypt-bit AES-128 AES-192 AES-256 LEA-128 LEA-192 LEA-256

1 4885 5570 5875 985 1150 1390
2 5405 5490 5545 1055 1025 1485
3 5470 5155 5555 1215 1255 1235
4 5205 5365 5660 965 1005 1385
5 5275 5360 5595 1160 1080 1315

Average 5250 5390 5645 1075 1103 1360

And the performance of decryption activity is described in Table 4 below. It
can be seen that LEA was not only better in encryption but also in decryption
case.

Table 4. Performance evaluation of AES and LEA decryptions (clock/byte)

Decrypt-bit AES-128 AES-192 AES-256 LEA-128 LEA-192 LEA-256

1 6665 7040 6920 1180 1375 1445
2 6165 6720 6975 980 1360 1325
3 6190 6835 7110 1145 1310 1345
4 6255 6915 7085 985 1210 1465
5 6215 6395 7080 1270 1210 1380

Average 6300 6780 7035 1110 1295 1390

In Figure 6, comparison results on various conditions are drawn. With a
glance, we can easily recognize that LEA block cipher is better choice for ef-
ficient encryption task in term of performance, yet securely. It improves nearly
80, 80, 76, 82, 81, 80 % for 128-, 192-, 256-bit key encryption and decryption
respectively. We can look at the bar graph which is shown in Figure 6 below for
more intuitive view.

When we use NFC applications to share data, it goes through two basic pro-
cesses including writing card and reading card. In writing card activity, the time
for writing NDEF message is much bigger than the time for encrypting payload,
so choosing the encryption algorithm is not meaningful. On contrast, in reading
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Fig. 6. Performance for AES and LEA algorithm in NFC payment program

card activity, the time for reading NDEF message is smaller than the time for
decrypting the payloads, so for better performance the efficient algorithm should
be considered. In this perspective LEA algorithm is undeniable good option to
construct secure NFC systems. In Table 5, the performance of total costs for
NFC payment system is shown.

Table 5. Performance evaluation of AES and LEA decryptions (clock/byte)

Process 128-bit 192-bit 256-bit

LEA-Read 1635 1760 1950
LEA-Write 7301075 7140895 7031360
AES-Read 6825 7245 7595
AES-Write 7305250 7145390 7035645

From the Table 5, we can see that the time for whole reading process is
much smaller than the time using for whole writing process. That is because
the time for writing NDEF message is much longer than the time for reading
NDEF message in NFC. And the bar-graph has been drawn in Figure 7 below.
Looking at these two bar charts, the first graph shows about performance for
whole writing process. The blue column is when using AES algorithm and the
red column is when using LEA algorithm. It can be seen that it is a bit same
when compare using AES or LEA. Because the time for encrypting data is very
smaller than the time for writing NDEF message. So, in term of performance,
choosing which cryptography algorithm in this case is not much meaningful.
On the other hand, when we look at the second bar graph, it shows that LEA
has a much better performance than AES algorithm. That is as the time for
decrypting data is bigger than the time for reading NDEF message. Then the
time for decrypting data has affected much in this activity. Therefore, choosing
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a good cryptography algorithm in vital important in this case if we want to get a
good performance. In this case, LEA has enhanced performance approximately
76, 76, 75 % for 128-, 192-, 256-bit key decryption. In the future, the trend to
extend our work is there are various mode of operations of LEA on Android.
And if we can apply LEA on NDK environment for Android services, the per-
formance will be improved more.

Fig. 7. Performance comparison for whole writing and reading process

5 Conclusion

In this paper, we proposed method to get confidentiality of data in NFC ap-
plication by exploiting LEA and AES cryptography algorithm. To apply LEA
algorithm into NFC case, we implemented a NFC payment example program.
The performance of these two algorithms has been estimated and shown in part
4.3. The comparison shows that when using LEA, the speed is improved over 70%
than when using AES algorithm in our NFC payment system. It is particularly
meaningful in reading tag case and almost NFC transactions operated daily is
reading tag, not writing tag. So, it would be really efficient if we can apply such
a lightweight cryptography algorithm like LEA in the economically attractive
technology NFC application. It is hoped that our method could contribute not
only in term of m-payment systems but also in other NFC applications, provide
valuable information not only for NFC-enabled smart devices manufacturers but
also for other organizations such as bankers, merchants, NFC researchers who
develop their system with NFC adoption.
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Abstract. Toward the combination of cryptographic and biometric systems, by 
performing a biding technique on cryptographic key and biometric template, 
fuzzy vault framework tries to totally enhance security level of current biome-
tric cryptographic systems, hides secret key and protects the template.  
Though original schema suggests the use of error-correction techniques (e.g., 
Reed Solomon (RS) encoder/decoder) to reconstruct the original polynomial, 
recent implements do not share the same point of view. As a replacement,  
Cyclic Redundant Code (CRC) is applied to identify the genius polynomial 
from set of candidates. Within scope of this paper, we address a significant flaw 
of current CRC-based fuzzy vault schemas which leads to a potential of suc-
cessful blend substitutions attack. To overcome that problem, we proposed a 
modification and integration of two novel modules into fuzzy vault’s general 
schema: chaff points generator and chaff points verifier. New modules are de-
signed to integrate easily to current running systems as well as simple to en-
hance. The proposed schema can detect any of modification in vault and, as a 
result, eliminate the blend substitution attack, enhance general security. 

Keywords: Biometric template security, fuzzy vault, CRC, blend substitutions 
attack, cyclic hashing, linear projection. 

1 Introduction 

Nowadays, though biometric are widely applied in authentication as well as authori-
zation systems, there are still several concerns against the use of them. Most of the 
worries related to the lack of robust security schemas to protect the biometric template 
and efficiently handle errors caused by noises. Reviewing the state of the arts  
techniques addressing those concerns lead us to two mains technologies: biometric 
cryptosystems and cancelable biometrics [1]. Toward protecting biometric template, 
biometric cryptosystems (BCSs) try to integrate biometric with cryptographic.  
Specifically, cryptographic key will be bind directly with biometric template in key 
binding schemas or generated from biometric information in key generator schemas.  
Meanwhile, cancelable biometrics (CB) chooses to transform and compare biometric 
within transformed domain. Along with those techniques, there are researches around 
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hybrid schemas which merge CB with BCSs. Specifically, biometric templates will be 
transformed before treated as input for BCSs. 

Within this paper, we pay attention to fuzzy vault, one of the most popular key bid-
ing techniques. Fuzzy vault schema, first introduced by Juels and Sudan [2], is well-
designed for unordered set and can handle noisy data by applying error correction 
code. Within fuzzy vault systems, an unordered set A and secrete key k are bind to-
gether by applying polynomial projection, yielding a vault, denoted by VA. The secrete 
key, later, is reconstructed if and only if the system receive an unordered set B which 
has sufficient overlapping elements with A. Most of the implement of fuzzy vault 
schema includes two mains phases: the enrollment phase and the authentication 
phase. During the enrollment phase, secret key k is used to generate coefficients of  
a predefined mono polynomial p. Projecting each element of set A to 2D-space by this 
polynomial results a set of genius points. For hiding genius points, random chaff 
points are added. The set of all points, including genius points as well as chaff points, 
forms the vault VA. Considering authentication stage, the input set B needs a tolerable 
overlap with A in order to locate sufficient amount of genius points for reconstruction 
of p. For the successful regeneration of p, subsequently secrete k, error correction 
code are applied on B. The essential security of the whole system is based on the 
complexity of reconstruction polynomial without knowing genius points hiding 
among considerable amount of chaff points.  

Juels and Sudan suggest the use of RS error correction code within their schema 
for efficiently decoding vault with noise. As mentioned above, recent researches on 
fuzzy vault, [3] [4] [5] [6], propose approach of using the combination of CRC and 
Lagrange interpolation for vault decoding. Within new approach, authentication’s 
conclusion will be evaluated from sort-list of candidates not just based on one specific 
error correction result. However, significant performance and security problems of 
CRC approach as reported in [7] are left behind. 

This paper proposed a novel method address solving current CRC-based fuzzy 
vault’s problems. Additional to traditional modules of fuzzy vault schema, we intro-
duce a modified chaff point generator and new chaff points verifier modules. Conti-
nuously hashing and linear projection will be used to structural generate chaff points 
at enrollment phase. As the consequence, authentication phase applies the same algo-
rithm to regenerate the same chaff points before giving final decision. Within the 
proposed schema, chaff points will be treated as signature for the combination of 
biometric template and secure key. Applying our approach, any modification of de-
coding vault in compare with originate vault will be detected at authentication phase, 
preventing the attack of blend substitutions. 

Turning to the main structure of this paper, after a brief review of technical approach 
of fingerprint-based fuzzy vault implements, another significant security flaw of CRC-
based fuzzy vault schema will be described in section 1. Assume that attacker has 
read/write permission to template database, by using blend substitutions attack; attacker 
can exploit above flaw to gain access to our system without effecting current user work-
ing, as a consequence, hiding from detection. Within section 2, proposed approach to 
overcome that flaw as well as enhance totally security level of whole systems will be 
introduced. Two additional modules and major changing in chaff points generating 
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process will be described in details. This section also contains security analysis of the 
proposed schema. Finally, experiments results will be reported in section 3. 

2 Related Work  

2.1 Fuzzy Vault Implements  

Originally, Juels and Sudan, in [2], discuss problems of using ordered set within bio-
metric system to authentication and cryptography integration. As a consequence, they 
introduced the schema of fuzzy vault for unordered set and the application of error 
correction code to deal with the variant of input set. The schema including two main 
algorithms: LOCK and UNLOCK basing basically on the complexity of the polynomi-
al reconstruction problem, a special case of the RS decoding problem, to achieve ap-
propriate security level. Nevertheless, there isn’t detail implementation as well as real 
evaluation base on practical data is introduced. 

Clancy et al., in [8], provide a practical implement of fuzzy vault on smart card using 
fingerprint information. Within this implementation, finger print image are assumed to be 
pre-aligned. User’s minutiae are extracted from finger print and form the unordered input 
set for fuzzy vault schema. Chaff points are, then, randomly inserted with a restriction of 
having to keep minimum distance d from other points of vault. For the chosen of error 
correction code, they keep the work of RS, just as in [2]. Two main contributions of [8] 
are proving of attacking complexity on fuzzy vault schema and the introduction of a 
practical implement of fuzzy vault with real data set. However, as mentioned above, the 
system need a pre-aligned finger print, which is not practical within real world and there 
isn’t a details RS code implement is described. 

Toward a more practical implement, Udulag and Jain [3] introduce two specific 
changings on fuzzy vault schema in compare with previous systems. First, at enrol-
ment phase, they apply Orientation Field Flow Curves (OFFC) estimation and Itera-
tive Closet Point (ICP) based alignment on finger print image to extract a specific 
helper data. Those helper data, later, are used to align the decoding fingerprint image 
at authentication phase and as the consequence reduce noises and improve accuracy 
of the whole system. Second, in spite of using RS error correction code, Lagrange 
interpolation and CRC are used to regenerate the correct polynomial from combina-
tion sets of potential genius points chosen from vault. For details implements, CRC of 
genius key will be calculated and appended directly to the end of original key, this 
new key will be used for encoding algorithm. At decoding phase, after getting the 
key, CRC part will be retrieved and used to check whether current key is genius or not 
and as the consequence user will be gain access permission or not. 

CRC is continuously applied in Nandakumar et al. implement [6]. Inherit from the 
previous research, this paper apply the work of Udulag [3] to reduce environmental 
noise by extracting helper data as described above. Main enhancement of [6] is the 
integration of password-based transformation. Biometric template, the fingerprint 
minutiae, is individually transformed by user-provided password. Particularly, the 
coefficients and orientation of each minutiae will be transformed by adding user’s 
password (after converted to bit strings) and modulo by maximum value of each  
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dimensions. Transformed minutiae, then, is used as input for fuzzy vault schema. 
Within the security perspective, this composite technique is proved to be secure 
against essential attacks on fuzzy vault schema such as record multiplicity attack, 
brute force attack and key-inversion attack. However, because of limitation of CRC-
based approach, this schema still can be attack via blend substitutions method. 

Main schema of CRC-based fuzzy vault system is described in figure 1 as below: 

 

Fig. 1. Original CRC-based fuzzy vault  

2.2 Attack against Fuzzy Vault Systems 

Bruce Force Attack 
Preda, in [9], build a brute force attack model on Clancy’s fuzzy vault’s implement 
[8]. Providing a vault and information about degree k of chosen polynomial, attacker 
continuously find k+1 points from vault and apply Lagrange interpolation to get can-
didate key. By verifying CRC of the result key, attacker can identify the genius one. 
Within this work, mathematic model to appropriate the complexity of attacking algo-
rithm are constructed. From author’s analysis, the attack’s complexity grows when 
increasing the degree of the polynomial, the number of chaff points per vault or  
reducing the number of genius points. On the other hand, choosing insufficient com-
bination of configurations can lead to significant decrease of complexity.   

Statistical Analysis Attack 
Base on the definition of free area, the available space to put in new points without 
violate minimum distance restriction between points in vault, and the assumption that 
points are selected to insert one-by-one, Ea-Chien et al. [10] provide a novel method 
to narrow the size of candidates for genius point when applying brute force attack. 
From their observation, points that are inserted later to vault are more likely to have 
smaller free space. As the result, when receiving a vault, attacker firstly tries to com-
pute free area of all points. Brute force attack, as the later step, firstly chooses points 
which have large free area as input. 
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Collusion Attack 
Collusion attack on fuzzy vaults considers the case when attacker gains access to 
multiple vaults of same biometric template and/or same secret case. By comparing 
points across vaults, attacker can identify and remove chaff points, thus, reducing the 
number of spurious polynomials. Hoi Ting Poon, in [11], examines in details each 
collusion attack scenarios and analyses the security loss in practical implement.  

Key Inversion Attack 
Key inversion attack addresses the case when secret key are compromised. Knowing 
the secret key, attacker can regenerate genius polynomial, thus, identify genius points 
among chaff points by filter those which have coordinates satisfy the genius poly-
nomial. Because of the ability to directly disclose user’s real biometric template, key 
inversion attack is a critical attack on fuzzy vault systems. Recall that biometric tem-
plate is almost unique and hard to be replaced in practical. 

Blend Substitution Attack 
Within this kind of attack, by clever calculation and injection of fake points to vault, 
attacker can gain access to system without effect to current user’s authentication 
process. By applying this attack, attacker can generate a backdoor to continuously 
penetrate our authentication mechanism without detected. In [12], blend substitution 
attack via biometric systems is reported and analyzed with significant notice. 

2.3 CRC Problems 

Previously Reported Problems 
Hoi and Ali, in [7], point out two main security problems related to CRC-based fuzzy 
vault schema. First, current CRC implement often results a checking code with short 
length such as 16 or 8 bits in length, thus, gain the probability of CRC collision.  
The paper’s implement shows that, within 16-bits CRC, when working with large 
number of interpolations to decode, result key can have up to 50% CRC collision. 
Within a CRC-based fuzzy vault system, a CRC collision can lead to accepting illegal 
result key and returning authentication successful, thus, increase False Accept Rate 
(FAR). Second, adding CRC to secret key before apply polynomial generation can 
lead to requirement of higher degree of polynomial in compare with secret key only. 
As a result, to assure the security level, our encoding and decoding have to work with 
high degree polynomial, thus, need more genius points to successful decode same 
vault leading to increasing of False Reject Rate (FRR). 

Blend Substitutions Attack on CRC-based Fuzzy Vault 
Number of points per vault of a fuzzy vault system normally is a predefined parame-
ter of encode/decode algorithm. Therefore, any modification lead to the change of this 
number of specific vault will be easily detected by the system. Within blend  
substitution attack, main target of attacking is bypassing the authentication system 
without being detected. To archive this goal, attacker have to apply fake injection on 
vault without modify total number of points while keeping current authentication 
behavior of genius users.  
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Figure 2 is demo of blend substitution attack on vault. In order to perform the at-
tack, attacker, firstly, generate their fake key and corresponding CRC. Applying fuzzy 
vault encoding algorithm on fake key and biometric, fake genius points with sufficient 
information to bypass the authentication system will be generated and injected to 
current vault after randomly deleting some vault's points. Consider vault V with g 
genius points and c chaff points, n denoted for the level of current polynomials, for 
successful regenerate key from that vault, from the theory of polynomial reconstruc-
tion, genius user need to have at least (n+1) matching genius points from their biome-
tric information. Consequently, attacker will need to delete at least (n+1) points from 
vault V to inject his own fake points. Let’s consider a practical case, suppose that  
n = 9, g = 24, within the worst case, 10 genius points are deleted from vault via blend 
substitution attack. Considering vault still have 14 genius points belonging to genius 
user allowing genius user to perform successful authenticating action. Recall that to 
attempt a successful authentication, genius user, as well as attacker, just need 10 
points matched. 

 

Fig. 2. Blend substitutions attack on CRC-based Fuzzy Vault systems: a) Original vault with 
only one genius polynomial; b) Blend attacked vault with genius polynomial together with fake 
polynomial 

3 Proposed 

3.1 Proposed Schema 

In addition to traditional fingerprint-fuzzy vault modules, we modify and integrate 
two specific modules: chaff points generator and chaff points verifier. New modules 
are used as a replacement for current CRC mechanism of CRC-based fuzzy vault 
systems:  

• Chaff points generator module accepts feature set extracted from biometric tem-
plate and secrete key as input, then, outputs corresponding set of chaff points.  

• Chaff points verifier module apply the same algorithm with chaff points generator 
to verify vault’s chaff points after successful regenerate secret key.  

Integration of new modules with original fuzzy vault schema can be found in figure 3. 
Within new schema, chaff points can be seen as a virtual ‘CRC’ for genius points and 
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secret key. By checking chaff points at authentication phase, we can not only verify 
the secret key but also detect any unauthorized modification on vault and, as a result, 
prevent efficiently blend substitution attack. 

Algorithms to implement new modules can be varied however they have to satisfy 
basic conditions: 

1. Generated chaff points have to depend directly on both biometric information and 
secret key in order to prevent attack of reducing candidate set when knowing part 
of biometric template or secret key   

2. Provide unique output for each combination of biometric and secret key in order to 
eliminate collusion attack on different vaults of same biometric. 

3. Low entropy loss: additional implement mostly leads to increasing of saving data 
and/or providing additional potential attacking methods. New algorithm need to 
eliminate all those kinds of entropy loss.   

 

Fig. 3. Proposed schema: Fuzzy vault with chaff point generator and chaff point verifier 

3.2 Proposed Algorithm 

Within scope of this paper, we introduce a novel method to implement new proposed 
schema by apply continuous hashing and linear projection.  

Consider a fingerprint-fuzzy vault system processing vaults with g genius points and 
c chaff points. Each genius points have the form as G(X,Y) in which X is an l-bits in-
teger formed by the combination of user biometric and Y is f(X):  

• X = x||y||ϴ   (|| : bitwise concatenation) 
• Y = f(X) 
Where: 

o x: x-coordinate of user’s minutiae 
o y: y-coordinate of user’s minutiae 
o ϴ: orientation of  user’s minutiae  
o f(x): the polynomial generated from secret key k 
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Fig. 4. Proposed algorithm to implement new fuzzy vault modules 

Chaff Point Generator 
At enrollment phase, each genius points have the responsibilities to generate a fix 
number of ⌈ ⌉ chaff points. For generating one specific chaff point, x-coordinate of 
current genius point X will be concatenated with secret k to form the input of a hashing 
module. The first two non-overlap l-bits strings of hashing result are retrieved to form 
two coefficients a, b of a linear function y = ax + b within the 2D-space. Correspond-
ing raw chaff point will be the result of projecting current genius points onto y = ax + 
b. The projection has responsibility to remove the link between hash values while 
keeping point generation to be random. In order to make new raw chaff points be uni-
form with the others in same vault, modulo function to maximum value of each genius 
points’ coordinates is applied. This candidate chaff point will be considered as real 
chaff points if it satisfies all chaff point‘s conditions as: 

1. Satisfy minimum distance requirement with other points in vault in order to  
prevent statistical analysis attack. 

2. Not belong to the main polynomial of current vault to guarantee an accurate  
decoding. 

3. Not have the same x-coordinator value with other points in vault because x- coor-
dinator of genius points is generated by combining information of fingerprint  
minutiae. Recall that there will be no two fingerprint minutiae of a user that have 
identical information. 

New conditions or transformations based on specific implements can be applied 
easily at this phase.  

The hashing result will, continuously, be concatenated with secret key and put in 
hashing module again to get the new chaff points, following the same procedure. The 
loop for current genius point will be stopped and continued with the next one when-
ever sufficient number of chaff points is gotten or maximum loop per genius points is 
reached. 

Within each genius points, number of tries to generate chaff points is counted and 
saved to a specific list. At the end of chaff points generation phase, this list will be 
sorted descending based on the value of appropriate x-coordinates. After removing all 
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x-coordinates data, result list will be saved as helper data for verification phase. 
Summary of proposed algorithm is described in figure 4. 
 -------------------------------------------------------------------------------------------------------------------  
Algorithm CHAFF_GENERATE.  

Public parameters: an integer number MaxLoop, a SHA hashing al-
gorithm SHA, 2-D space linear projection algorithm LinearProjec-
tion 
Input: a fingerprint feature set G, secret key K  
Output: a vault V, helper data RCT 
Begin 

Input G, K 

V • G; G; 

CT • {Ø} {Ø} 

for i = 1 to g do 
begin 

X • G[ G[i].X; 
Hi • X || K; X || K; 
Ho • SHA(Hi); SHA(Hi); 
j • 0; 0; 
count • 0; 0; 
while j < t AND count < MaxLoop do 
begin 

a • GetNext16bits(Ho); GetNext16bits(Ho); 
b • GetNext16bits(Ho); GetNext16bits(Ho); 
tempChaff • LinearProjection(G[i], f(x) = ax + b); LinearProjection(G[i], f(x) = ax + b); 
 if(Verify(tempChaff) == true) 
  V • V  {temChaff}; 
  j • j + 1; j + 1; 
 Ho • Ho || K; Ho || K;  
 count • count + 1; count + 1; 

end; 
 CT • CT  CT  {(G.X,count)}; 
end; 
RCT • RemoveX(Sort(CT))   
End; 

 -------------------------------------------------------------------------------------------------------------------  

Chaff Point Verifier 
At authentication phase, after generate candidate key from user-provided biometric, 
appropriate polynomial as well as candidate genius points can be retrieved easily from 
vault. Next, genius points list is sorted base on x-coordinates. By combining with 
previous helper data, we can know exactly number of tries that need to apply on each 
genius points to get their chaff points. Knowing key as well as genius points, chaff 
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points generation algorithm can be reapplied to regenerate chaff points. Modification 
of vault can be detected by one of the following cases: 

1. Number of genius points less than length of helper list 
2. For specific genius point: 

(a) The number of tries less than maximum loop per chaff points and the number 
of chaff points generated less than required 

(b) Or number of chaff points generated larger than required 
(c) Or there are points that are not belong to genius points set and chaff points set 

In the case of combination of candidate key and candidate genius points regenerates 
exactly the other points of vault, authentication will be successful. 
 ------------------------------------------------------------------------------------------------------  
Algorithm CHAFF_VERIFIER.  

Public parameters: a SHA hashing algorithm SHA, 2-D space linear 
projection algorithm LinearProjection 
Input:  a vault V, helper data RCT, secrete key K 
Output: a bool value result of authentication process result 
Begin 

Input V, K, RCT 

G • GeniusFilter(V,K); GeniusFilter(V,K); 

G •  OrderDescByX(G); 
CountInVault • Count(G) Count(G) 

for i = 1 to Count(G) do 
begin 

X • G[ G[i].X; 
Hi • X || K; X || K; 
Ho • SHA(Hi); SHA(Hi); 
j • 0; 0; 
while j < RCT[i] do 
begin 

a • GetNext16bits(Ho); GetNext16bits(Ho); 
b • GetNext16bits(Ho); GetNext16bits(Ho); 
tempChaff • LinearProjection(G[i], f(x) = ax + b); LinearProjection(G[i], f(x) = ax + b); 
if(InVault(V,tempChaff) == true) 
  CountInVault • CountInVault + 1 CountInVault + 1 
j • j + 1; j + 1; 
Ho • Ho || K; Ho || K; 

 end; 
end; 
if CountInVault == Count(V) 
result • true; true; 

End; 
 ----------------------------------------------------------------------------------------------------------  
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3.3 Security Analysis 

Blend Substitution Attack Problem 
Supposed that attacker have permission to access directly to template database server. 
To successfully attack our system via blend substitution method, attacker has to ran-
domly delete at least n+1 points and injects his own fake points into our vault.  

• In case deleted points are genius points, real chaff points that belong to those ge-
nius points cannot be regenerated at verification phase. As a result, legitimate user 
fail to authenticate to our system and problem will be reported.  

• In other case, if deleted points are chaff points, without the knowledge of secret 
key, attacker cannot apply our chaff point generation algorithm to generate accu-
rate chaff points. So, fake points will be realized as not belong to any genius points 
and lead to legitimate user’s authentication fail. 

Previous CRC Problems 
By removing CRC from general schema, all previous reported problem related to CRC 
are eliminated. There will be no CRC collision that leads to increasing of FAR. Fur-
thermore, input of polynomial construction will be reduced in length while still keep-
ing sufficient degree to ensure the security level, as a result, decreasing FRR. 

Entropy Loss Evaluation 
Hash function, in general, is sensitive with bit change. So, by continuous concatenat-
ing hash result with original value, we can vary the linear function and chaff points, as 
consequence, keep the “random characteristic” of chaff points.  

In case attacker try a brute force attack by investigate all possible hashing value of 
current hash function, the linear projection will be an additional protection layer.  
Linear projection, as mentioned above, helps to remove all links between hash values. 
Recall that chaff points are the result of project genius points to 2D-line but we save 
nothing related to the 2D-line.  

In case attacker have information about a genius points or a chaff points in a 
chains, the other chaff points of current chain still be safe because he need to get the 
secret key to figure them out.  

Considering the helper data, the helper list contains only the number of tries for 
each genius points. By applying sorting base on x-coordinator value of genius points 
at enrollment phase, list of appropriate genius points and its corresponding number of 
tries can be retrieved easily without saving information about x-coordinator in the 
helper data. 

4 Experiments 

As mentioned above, Nandakumar et al. in [6], provide a composite protection sche-
ma from fuzzy vault attacks based on the combination of fuzzy vault with helper data 
and password schema. In inheritance from previous achievements, we choose to 
represent our new modules built upon the foundation of Nandakumar et al. schema. 
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4.1 Nandakumar’s System 

For general ideal of Nandakumar implement, there are two main phases: enrollment 
and authentication.   

 

Fig. 5. Nandakumar’s schema 

Enrollment Phases 
User’s genius minutiae, receiving from fingerprint preprocessing module, are applied 
transformation by user-provided password when going through Feature Extraction 
and Transformation module. Transformed minutiae and secret key will be used as 
input for Vault Encoding to generate vault. 

Authentication Phases 
Within the case of genius users, when receiving query biometric as well as query 
password, transformation will be reapplied to generate nearly identical transformed 
minutiae. By using Lagrange interpolation and CRC check, vault decoding modules 
can output the previous secret key, thus, lead to authentication successful.  

In Figure 5, Key Generation module generates key for encrypting vault. Generated 
keys are separated with secret key using in fuzzy vault schema. Furthermore, because 
of independence between password and secret key, applying password transformation 
appear to be an additional protection layer to current system without effecting current 
security level of fuzzy vault. 

4.2 Nonrandom Chaff Point Generator Integration 

For the encoding phase, after apply password transformation on user minutiae, ran-
dom chaff points will be generated by apply chaff points generation algorithm on 
output of Feature Extraction and Transformation module and secret key k.  
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For the authentication phase, after receiving vault V from Decryption module and 
decoding template from Feature Extraction and Transformation module, fuzzy vault 
decoding algorithm will be applied. All result candidate keys will be verified by our 
chaff points verifier module. 

4.3 Experiment Result 

In order to testing our proposed nonrandom chaff point-based fuzzy vault system, we 
choose the FVC2004-DB1 as our main testing database. FVC2004-DB1 [15] is a 
public domain database with 800 images (100 fingers x 8 impressions/fingers) of size 
640x480 and resolution 500 dpi. Evaluation of result base on two main criteria genius 
accept rate (GAR) and false accept rate (FAR). GAR represents the percentage of 
successful authentication of genius users. For testing GAR, one impression is used as 
encoding template and the other of same fingerprint are the decoding ones (totally we 
have 7x8x100 = 5600 cases). On the other hand, FAR shows the amount of successful 
authentication of illegal users. Within this case, one impressions of each fingerprint 
will be chosen as encoding template. The decoding template will be random selected 
from impressions of other users. We will have 99*100 = 9900 cases for FAR testing. 

Turning to basic parameter of fuzzy vault schema, we fix the number of genius 
points for each fingerprint as g = 25. The number of chaff point c is 10 times the 
number of genius points. Minimum distance of points in vault is d = 10. Finally, 
length of secret key k , which has significant effect to GAR and FAR, is chosen in 
order to result main polynomial p with degree n within the range of [8, 11]. 

Table 1. Genius Accept Rate (GAR), False Accept Rate (FAR) of Original Nandakumar's 
system and proposed system for FVC2004-DB1. Here n represent the degree of the polynomial 
used in vault encoding. 

 
 
From Table 1, it can be proved that the proposed schema have significant  

enhancement on GAR, or decreasing FRR. The additional 16 bits CRC on secret key 
of original Nandakumar’s system can be seen as the main reason for the different. 
Within same start secret key, polynomial generation module of Nandakumar’s schema 
need to work with longer input (original secret key plus 16 bits CRC) and output a 
higher degree of polynomial. As the consequence, the system required additional 
genius points for a successful authentication. 

Within current experiments, beside traditional evaluation of GAR and FAR, we also 
try to analyze space distribution between points in vaults of traditional and new schema. 
Mean value of distance between all points, genius points versus chaff points of both 
schema are calculated and result of evaluation for each schema are reported in table 2. 

GAR(%) FAR(%) GAR(%) FAR(%) GAR(%) FAR(%) GAR(%) FAR(%)

Original 80% 9% 77% 6% 73% 2% 69% 0%
Propose 92% 7% 81% 13% 79% 3% 74% 0%

n = 11n = 10n = 9n = 8
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Particularly, within each system (Nandakumar and Proposed schemas), we calculate 
mean of distance between points of same vault by the below formula: 

 ∑ ∑ ,    
 

And mean of distance between genius points and their corresponding chaff points by: 

 ∑ ∑ ,    
 

 

Where 
 n: total number of vault (within our experiments, n = 100) 
 d(i,j): distance between two point i , j of vault  
 g: number of genius points for each vault (within our experiments, g = 25) 
 c: number of chaff points belonging to specific genius point (within our 

experiments, c = 10) 

Table 2. a) Mean value of distance between all points in vaults generated from Nandakumar’s 
system and proposed system; b) Mean value of distance between all points in vaults and 
between genius points together with their corresponding chaff points of proposed system. Here 
we choose polynomial with degree as n = 8.   

 

 
As can be seen from Table 2, proposed system does not take effect on current dis-

tribution of points in vaults. Mean values of all points within vault are around 200. 
There is just a soft decrease when comparing proposed and original schemas. Consi-
dering proposed system, mean distance between chaff points and there corresponding 
genius points are almost the same with the one of all vault points. From that observa-
tion, it is quite difficult for attacker to apply statistical attack on vault generated by 
our proposed system.  

5 Conclusions 

Our contribution is addressing a significant problem of current CRC-based fuzzy 
vault system, the blend substitution attack. As a consequence, additional nonrandom 
chaff point generator and verifier modules are introduced. By applying continuously 
hashing and linear projection, new modules can detect any of modification from orig-

Nandakumar et al.  Vaults
Proposed system Chaff per Genius

 
n = 8

190.67
189.47

 
n = 8

209.33
190.67

a) b) 
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inal vault, thus eliminate blend substitution attack on traditional CRC-based fuzzy 
vault. Security analysis of new schemas and experiments result on FVC2004-DB1  
are provided. The analysis and practical result show that the proposed algorithm  
does not lead to changing in current FRR and FAR of previous schema meanwhile 
total security level have significant enhancement. On the other hand, by demonstrat-
ing the integration of proposed modules with current Nandakumar et al. system, we 
show that new modules can be easily integrated with previous system and open for 
enhancement. 
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Abstract. Mobile devices (e.g., PDA, mobile phone, tablet, and note-
book PC) become necessary for a convenient and modern life. So, we can
use them to access services, for examples online shopping, internet bank-
ing. In such insecure environment, we see that communications are more
and more essential because they defend users and providers against illegit-
imate adversaries. Recently, Shin et al have proposed scientific paper enti-
tled ’A Remote User Authentication Scheme with Anonymity for Mobile
Devices’ to enhance security for remote user authentication. They claimed
that their scheme is truly more secure than previous ones and it can resist
various attacks. However, it is not true because their scheme’s vulnerable
to insider, impersonation and replay attacks. In this paper, we present an
improvement to their scheme to isolate such problems.

Keywords: Authentication, Dynamic ID, Impersonation, Session key.

1 Introduction

With rapid growth of mobile devices, such as smart-phones, tablets, or even
wearable devices, electronic transactions are more and more widely deployed on
them. Therefore, the users easily access online services at anytime and anywhere
[6,8,13,4,7]. In reality, when the users upload some data to cloud storage servers,
they want to keep secret the content. Furthermore, in telecare-medicine services,
servers need assuring security and integrity for customers information when com-
municating with them. Or in mobile-banking services, user anonymity is the
most important aspect servers need to achieve [3,11]. Clearly, while the users
communicate with online services through mobile devices, such as smart-phones
or wearable devices, both servers and users need to be protected from popular
attacks, such as impersonation or information leaking [9,15,10]. Authentication
scheme must be carefully designed to ensure security criteria and have low-
computational cost. Some power and capacity-limited devices need light-weight
protocols which do not have modular exponentiation to decrease energy-using
and enhance time-using [2,16,18,19].

In this paper, we propose new method for user authentication while accessing
online services. Also, our scheme supports for energy-limited wearable devices

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 220–233, 2014.
c© Springer International Publishing Switzerland 2014
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because of having fixed-computational cost which Shin et als scheme [14] can-
not provide. Instead of following traditional approaches such as bilinear-pairing
or elliptic curve operations, we take advantage of hash function combined with
cryptography algorithms for withstanding popularly-known attacks, such as re-
play [5], impersonation [1], reflection [17], or parallel session attacks [12], etc...
It is said that proposed scheme not only overcomes some limitations existing
Shin et al.’s, but also enhances security and is suitable for resource-limited mo-
bile devices.

The remainder of this paper is organized as follows: section 2 quickly reviews
Shin et al.’s scheme and discusses its weak points. Then, our proposed scheme
is presented in section 3, while section 4 discusses the security and efficiency of
the proposed scheme. Our conclusions are presented in section 5.

2 Review and Cryptanalysis of Shin et al.’s Scheme

In this section, we review Shin’s scheme [14] and analyze it on security aspect.

2.1 Review of Shin et al.’s Scheme

Their scheme includes four phases: registration, login and authentication, key
agreement and secure password update phases. Some important notations in
this scheme are listed as follows:

Table 1. The notations used in the proposed scheme

Notations Description

Ui User i.

PWi Unique password of Ui.

S The remote server.

KS The secret key of server.

KU The common key of user for S.

TIDi The transformed identity of Ui.

CTIDi The changed identity of Ui.

DIDi The dynamic identity of Ui.

DIDS The dynamic identity of S.

SKi The generated session key of Ui.

SKU The generated session key of S.

h(.) A one-way hash function.

hk(A) Perform hash function of k times.

⊕ The bitwise exclusive-or operation.

‖ The string concatenation operation.

A ⇒ B : M A sends M to B through a secure channel.

A → B : M A sends M to B through a common channel.

ESKi{M} Encrypted message by the session key, SKi.
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2.2 Registration Phase

When U i wants to access a remote server from a service legally, U i performs
the following registration steps before the access. The procedure is as follows:

– Step 1. Ui ⇒ S : IDi, h(PW i).
Ui freely chooses his/her ID i and password PW i for registration and submits
IDi and h(PW i) hashed value of PW i to S via secure channel.

– Step 2. After receiving ID i and h(PW i) from U i, S performs:

1. Generate TID i = h(ID i ‖ h(PW i)), and check the existence of TID i

in the database. If the identity already exists in the database, S re-
quests U i to re-initiate the registration procedure with different ID i or
PW i. Otherwise, S stores TID i in the database. This process ensures
the uniqueness of the user’s TID i.

2. Compute Ai = h(KU ) ⊕ K S , where K S is a secret key of S and KU is
user’s common key for S. KU is used to generate DID i in the login and
authentication phase.

3. Compute B i = (gAi mod p) ⊕ h(PW i), where g is primitive element in
Galois field GF (p) and p is large prime positive integer.

4. Store TID i, B i, h(.) and KU in smart card and issue it to U i.

Fig. 1. Shin et al.’s registration phase

In their registration phase, we see that there are two advantages: another user
can choose PW i and ID i freely. Furthermore, user also can hide his/her password
from server by sending a hash value h(PW i) instead of only PW i. And at these
points, our scheme proposed later completely inherits them. However, Ai in their
scheme is a combination of KU and K S , which are common for all different users.
And this is a dangerous point we need to consider. Therefore, our scheme will
supply a random value e for each user’s registration.



Smart Card Based User Authentication Scheme with Anonymity 223

Fig. 2. Shin et al’s login and authentication phase

Login and Authentication Phase. After registering to S, U i sends a login
message to S. The login message contains DID i to protect anonymity. After
verification of the login message, U i can authenticate S and vice versa.

– Step 1. U i → S : DID i, CTID i, C i, k i

U i inserts his/her smart card to a card reader. He/she inputs ID i and PW i.
The smart card performs the following steps

1. Generate nonce, ni and k i

2. Compute CTID i = TID i ⊕ ni, C i = h(B i ⊕ h(PW i)) ⊕ ni, M i = KU

mod k i and DID i = hMi(TID i ⊕ B i ⊕ h(PW i))
3. U i sends DID i, CTID i, C i and k i with the login request message to S

– Step 2. S → U i: DIDS, CTIDS

S does the following steps to authenticate U i

1. Compute Ai = h(KU ) ⊕ K S , ni′ = C i ⊕ h(gAi mod p) and TID i′ =
CTID i ⊕ ni′ .

2. Then S checks that TID i′ is the registered transform identity in the
database. S terminates the connection if TID i′ is not valid; otherwise,
S continues the process.

3. Then, S computes M i = KU mod k i and DID i′ = hMi(TID i ⊕ B i ⊕
h(PW i))

4. S compares the received value, DID i and the generated value, DID i′ , S
authenticates the legal user, U i. Otherwise, S fails authentication of U i

and S terminates the connection with U i

5. S generates nonce nS and computes DIDS = h(DID i ⊕ ni ⊕ nS) and
CTIDS = CTID i ⊕ nS

6. Finally, S sends DIDS and CTIDS to U i
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– Step 3. U i → S : DID iS

U i authenticates S and mutual authentication is completed according to the
following steps.
1. Compute nS′ = CTIDS ⊕ CTID i.
2. U i computes DIDS′ = h(DIDS ⊕ ni ⊕ nS′ ) and compares the received

value, DIDS. If DIDS′ = DIDS, U i authenticates S. Otherwise, U i fails
server authentication and terminates connection with S.

3. U i computes DID iS = DIDS ⊕ ni ⊕ (nS + 1) and sends DID iS to S
4. S computes (nS + 1)

′
= DID iS ⊕ ni ⊕ DIDS, compares the value, (nS

+ 1) and the generated value (nS + 1)
′
. If (nS + 1)

′
= (nS + 1), mutual

authentication is complete. Otherwise, S terminates connection with U i

In their login and authentication phase, we see that user generates two random
values ni and k i to challenge S. This guarantees no one except S can know
transformed identity of U. However, drawback of this phase is that anyone can
also compute TID i of U from message packages transmitted in this phase, so
we will fix this weak point of their phase.

2.3 Key Agreement Phase

After authenticating successfully in login and authentication phase, Ui and S
compute common SK. Ui computes SK i = h(B i ⊕ h(PW i) ⊕ ni ⊕ nk) and S
computes SK S = h((gAi mod p) ⊕ ni ⊕ nS). We see that SK i and SK S are
equal to each other because (gAi mod p) and (B i ⊕ h(PW i)) are the same.

Secure Password Update Phase. When U i wants to change his/her pass-
word, he/she can change it freely. Following are steps to change.

1. U i → S : DID i, CTID i, C i, k i, M request−change−PWi

Ui inserts the smart card into card reader and sends DID i, CTID i, C i and
k i with M request−change−PWi , the request message.

2. Mutual authentication is acted between U i and S, as in the login and au-
thentication phase.

3. U i types new password, PW i
∗ and computes TID i

∗ = h(ID i ⊕ h(PW i
∗)).

4. U i → ESKi{TID i
∗}

U i encrypts new TID i
∗ using SK i and sends this message to S.

5. S decrypts the received message using SK S and then replaces the value TID i

with the received value TID i
∗. S sends the response message to U i.

6. After receiving the response message from S, U i computes B i
∗ = B i ⊕

h(PW i) ⊕ h(PW i
∗) and replaces stored values in the smart card, TID i and

B i with TID i
∗ and B i

∗ with each other.

We see that the security of their secure password update phase is completely
based on the security of login and authentication phase. In the next section,
we will prove their login and authentication phase is insecure. Therefore, their
password update phase is insecure too.
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Fig. 3. Shin et al’s secure password update phase

3 Cryptanalysis of Shin et al.’s Scheme

In this subsection, we present our results on Shin et al.’s scheme. We will show
that their scheme is vulnerable to replay, stolen-verifier, impersonation from
other valid user’s attacks. Besides, their scheme does not provide forward secrecy.

Replay Attack. Shin et al claimed that their scheme is secure against replay
attack due to secrecy of two random values ni and nS . This is not true because we
will show the way of computing these two random values from message packages
eavesdropped. Assuming that {DID i, CTID i, C i, k i}, {DIDS, CTIDS} and
DID iS are spied. Attacker A will perform following steps to obtain ni and nS .

– A gets nS by performing CTIDS ⊕ CTID i and ni by performing DID iS ⊕
DIDS ⊕ (nS + 1).

– A has ni, so A can use the previous message {DID i, CTID i, C i, k i} con-
stantly. For example, A re-sends {DID i, CTID i, C i, k i} to S. Then, S replies
{DIDS, CTIDS} and A easily computes nS by performing CTIDS ⊕ CTID i.
Finally, A computes DID iS = DIDS ⊕ ni ⊕ (nS + 1).

Clearly, we see that everything’s valid. So we conclude that Shin et al.’s scheme
is insecure against to replay attack.

Stolen-Verifier Attack. Shin et al claimed that their scheme is secure against
stolen-verifier attack because only malicious insider or intruder gets the table of
the user’s transformed identity. This is not true because we will show the way of
computing the value TID i from message packages eavesdropped. Assuming that
{DID i, CTID i, C i, k i}, {DIDS, CTIDS} and DID iS are spied. Attacker A will
perform following steps to obtain TID i.

– A computes nS = CTIDS ⊕ CTID i and ni = DID iS ⊕ DIDS ⊕ (nS + 1).
– A has ni, so A can achieve TID i = CTID i ⊕ ni.
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Obviously, we see that U i’s TID i will be leaked by computing information of
packages eavesdropped. So we conclude that Shin et al.’s scheme is insecure
against to stolen-verifier attack.

Impersonation from Other Valid Users Attack. Shin et al claimed that
their scheme is secure against impersonation attack. This is not completely true
because we will show the way of attack from other valid users. Assuming that
{DID i, CTID i, C i, k i}, {DIDS, CTIDS} and DID iS are spied. Another U i will
perform following steps to obtain TID i.

– U i computes nS = CTIDS ⊕ CTID i and ni = DID iS ⊕ DIDS ⊕ (nS + 1).
– U i has ni, so U i can achieve TID i of victim by performing CTID i ⊕ ni.
– With victim’s TID i, U i uses it to start computing {DID i, CTID i, C i, k i}

to masquerade victim. Firstly, U i generates two random values ni and k i.
U i computes CTID i = TID i ⊕ ni. Secondly, U i computes C i = h(B i ⊕
h(PW i)) with PW i and B i belonging to U i but not victim. Finally, U i

computes M i = KU mod k i. So U i has a valid login message to fake victim.

Therefore we conclude Shin et al.’s scheme is insecure against to impersonation
from other valid users’ attacks.

Inability to Provide Forward Secrecy. Shin et al claimed that their scheme
provide forward secrecy due to the fact that no one can derive two random
values ni and nS . This is not true because in above section we show the way
of detecting them. So, if the long-term secret key material is revealed to an
adversary, all previous session keys will be easily leaked.

4 Proposed Scheme

In this section, we will propose revised scheme of Shin et al’s scheme that removes
the security problems described in the previous section. Our improved scheme
not only inherits the advantages of their scheme, it also enhances the security.
Before entering into each phase, we will present general ideas in our scheme more
detailed. In registration phase, our main goal is achieving h(KU ‖ e) and h(K S

‖ TID i ‖ e). Random value e helps to register with the same identity but various
authentication keys at different time. In login and authentication phases, we only
use two random values ni and nS for server and user to challenge each other.
Furthermore, we employ three-way challenge-response handshake technique to
resist replay or impersonation attacks. And it is very important to have the same
session key for user and server after authenticating successfully. Our scheme is
also divided into the four phases of registration, login, mutual authentication
and secure password update phase.

4.1 Registration Phase

Before we continue to present, we list three requirements for a registration phase:
secrecy for information transmitted between user and server, the true password
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of user should not shown to anyone even the server, and difference between keys
provided for each time of registration by server. Easily, we see that Shin et al.’s
scheme achieved first two requirements but not the last. So, we will recover this
point to accomplish a good registration phase. When Ui wants to register to S,
he/she has to submit his/her ID i, h(PW i ‖ N ), where N is a nonce chosen by
U i. Figure 4 illustrates the steps of registration phase.

1. U i freely chooses ID i, PW i and generates a random value N.
2. U i sends {ID i, h(PW i ‖ N )} to S via secure channel.
3. S computes TID i = h(ID i ‖ h(PW i ‖ N )) and checks its existence. If TID i

does not exist, S goes to next step. Otherwise, S requests U i to re-register.
4. S computes T i = h(h(PW i ‖ N ) ‖ TID i) and generates e.
5. S computes Ai = h(KU ‖ e) ⊕ T i, B i = h(K S ‖ TID i ‖ e) ⊕ T i and K i

= h(h(KU ‖ e) ‖ h(K S ‖ TID i ‖ e)).
6. S issues a smart card {K i, Ai, B i, h(.), e} to user U i via secure channel.
7. U i inserts N into smart card.

Fig. 4. Proposed registration phase

4.2 Login Phase

The U i types his/her ID i, PW i to login S, and then the smart card performs:

1. Compute TID i = h(ID i ‖ h(PW i ‖ N )), Ri = h(h(PW i ‖ N ) ‖ TID i), K 1

= Ri ⊕ Ai and K 2 = Ri ⊕ B i.
2. Check K i ?= h(K 1 ‖ K 2). If the equation holds, smart card goes to the next

step. Otherwise, it terminates the session.
3. Generate a random value ni.
4. Compute CTID i = ni ⊕ TID i, C i = K 1 ⊕ ni and DID i = h(K 2 ‖ TID i ‖

K 1 ‖ ni).
5. Send {CTID i, DID i, C i, e} to S via common channel.
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Fig. 5. Proposed login, mutual authentication and session key agreement phase

4.3 Mutual Authentication and Session Key Agreement Phase

Similarly, we propose three requirements that help authentication be more se-
cure: user must use a random value to challenge server, server must use a random
value to re-challenge user. And user and server share a secret session key. In Shin
et al.’s scheme, their design is vulnerable to break and anyone can detect these
random values. In this section, S will receive the login request message (CTID i,
DID i, C i, e) from U i in the login phase. Figure 5 illustrates the steps that S
authenticates U i.

1. S computes K
′
1 = h(KU ‖ e), n

′
i = K

′
1 ⊕ C i and TID

′
i = CTID i ⊕ n

′
i.

2. S checks the validity of TID
′
i in database. If everything is alright, S goes

to the next step. Otherwise, S terminates the session.
3. S computes K

′
2 = h(K S ‖ TID

′
i ‖ e)

4. S checks DID i ?= h(K
′
2 ‖ TID

′
i ‖ K

′
1 ‖ n

′
i). If the equation holds, S goes

to the next step. Otherwise, S terminates the session.
5. S generates a random value nS .
6. S computes DIDS = h(TID

′
i ‖ nS ‖ K

′
1 ‖ K

′
2) and CTIDS = h(K

′
1 ‖

K
′
2 ‖ TID

′
i) ⊕ nS .

7. S sends {DIDS, CTIDS} to U i via common channel.
8. After receiving S ’{DIDS, CTIDS} to U i, U i computes n

′
S = CTIDS ⊕

h(K 1 ‖ K 2 ‖ TID i).
9. U i checks DIDS ?= h(TID i ‖ n

′
S ‖ K 1 ‖ K 2). If the equation holds, U i

accepts S and computes SK = h(ni ‖ K 1 ‖ n
′
S ‖ K 2). Otherwise, U i

terminates the session.
10. U i computes DID iS = h(ni ‖ n

′
S), sends DID iS to S via common channel.

11. After receiving {DID iS}, S checks DID iS ?= h(n
′
i ‖ nS). If the equation

holds, S accepts U i and computes SK = h(n
′
i ‖ K ′

1 ‖ nS ‖ K ′
2). Otherwise,

S terminates the session.
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4.4 Secure Password Update Phase

In Shin et al’s scheme, we see that the security of this phase is completely based
on the security of login and authentication phase. So, their password update
phase is not enough confident. Consequently, we will recover this phase with
many adjustments to improve security. If U i would like to change password for
some reasons, he/she must perform login and authentication phase firstly. After
authenticating successfully, S will replace old TID i with new TID∗

i. Then S
sends ESKi

{h(K S ‖ TID∗
i ‖ e), Response} to U i. After receiving package from

S, U i will perform following steps:

– The smart card computes h(KU ‖ e) = Ai ⊕ T i.
– The smart card decrypts message from S by using session key SK i to obtain

h(K S ‖ TID∗
i ‖ e).

– Then, it derives K ∗
i = h(h(KU ‖ e) ‖ h(K S ‖ TID∗

i ‖ e)).
– Smart card continues to computes T ∗

i = h(h(PW ∗
i ‖ N ) ‖ TID∗

i), A
∗
i =

h(KU ‖ e) ⊕ T ∗
i and B∗

i = B i ⊕ T i ⊕ T ∗
i.

– Finally, smart card replaces B i, Ai, K i with B∗
i, A

∗
i, K

∗
i

Fig. 6. Proposed secure password update phase

5 Security and Efficiency Analysis

In this section, we analyze our scheme on two aspects: security and efficiency.

5.1 Security Analysis

In this subsection, we present these security analyses of our scheme and show
that proposed scheme can resist many kinds of attack. Assume that wireless
communications are insecure and there exists an attacker. He/she has capability
to intercept all messages communicated between server and user. Furthermore,
we assume the attacker can obtain or steal information of user’s mobile device.



230 T.-T. Truong, M.-T. Tran, and A.-D. Duong

Replay Attack. The replay attack is replaying the same message of the receiver
or the sender again. Our scheme uses nonce and three-way challenge-response
handshake technique instead of time stamp to withstand replay attacks. For
example, another attacker A resends {CTID i, C i, DID i, e} to S. Then, S will
send {DIDS, CTIDS} to attacker A. Without knowing ID i, PW i and nonce N
of valid user, attacker A cannot compute K 1 and K 2 to obtain DID iS to send
to S. So, S recognizes someone is impersonating U i and S will terminate the
session. Therefore, our scheme can frustrate this kind of attack.

Impersonation Attack. In our scheme, if another attacker A would like to
fake U i to cheat S, he/she must have user’s ID i, PW i and random value N. In
addition, A must also have smart card of user to extract h(KU ‖ e) and h(K S

‖ TID i ‖ e) to construct {CTID i, C i, DID i, e}. Clearly, attacker A has no
chance to do this. And if attacker A would like to fake S to cheat U i, A must
have KU and K S of server to build {DIDS, CTIDS}. Obviously, there aren’t
also no chance for A to perform this task. Consequently, our scheme can resist
this kind of attack.

Stolen Verifier Attack. In our scheme, S maintains users’TID i. If an attacker
A would like to steal TID i, A only computes information based packages between
U i and S. But in our scheme, A needs to have h(KU ‖ e) to know random value
ni. And from this random value ni, A can compute TID i = C i ⊕ h(KU ‖ e).
Clearly, A has no way to have h(KU ‖ e). So our scheme can withstand this
kind of attack.

Stolen Information from Smart Card. Assuming that users lose their smart
card SC, an attacker A can extract information from it to harm users. In our
scheme, if SC containing {K i, Ai, B i, h(.), e, N } of another user is stolen by
A. He/she cannot extract any information from this SC. Hence, our scheme is
immune from this kind of attack.

Password Guessing Attack. In our scheme, the hash value of password of
user consists of PW i and random value N. So it is very difficult for server to
predict user’s password. Towards people from outside, we see that they achieve
nothing from packages transmitted from user and server. In case of losing smart
card, people from outside also have no way to infer password even the hash value
of it. Thereupon, our scheme can counteract this kind of attack.

Our scheme is a revised version of Shin et al.’s scheme, so it can also resist
known-key, insider attacks. Additionally, our scheme provides mutual authen-
tication and user anonymity. However, we still cannot find the way to provide
forward secrecy if long-term secret key material is revealed to adversary. If KS

and KU are leaked and adversary A has previous packages, A easily re-computes
two random values ni, nS and h(KU ‖ e), h(K S ‖ TID i ‖ e) to know SK.

5.2 Efficiency Analysis

To compare efficiency between our scheme and the previous scheme proposed
by Shin et al, we reuse approach used in that previous scheme to analyze
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computational complexity. That is, we calculate the number of one-way hash
function execution. Let H be one-way hash function, C be concatenation, ⊕
be bitwise exclusive, M be modular exponentiation, E be encryption, D be de-
cryption, A be arithmetic operation, O be comparison. In table 2, there are our
scheme and Shin et al’s scheme. Shin et al.’s scheme needs 1C, 3H, 2⊕ and 1M
in registration phase, and 8H+, 16⊕, 1M, 2A, 3O in login and authentication
phase. Our scheme needs 7C, 6H and 2⊕ in registration phase, and 14H, 8⊕,
24C, 4O in login and authentication phase.

Table 2. A comparison of computation costs

Schemes Registration Login and Authentication

Shin et al [14] 1C, 3H, 2⊕, 1M 8H+, 16⊕, 1M, 2A, 3O

Our 7C, 6H, 3⊕ 24C, 14H, 8⊕, 4O

Proposed scheme almost needs more computational amount than Shin et al.’s
scheme. However, our scheme has stable quantity of operations while Shin et
al’s scheme must depend on random value M i = KU mod k i to determine how
many operations do their scheme has. Furthermore, their scheme uses modular
exponentiation which cost too much. So, our scheme is still better than their
scheme. In short, proposed scheme not only reduce computational costs but also
enhances security.

In table 3, we list the comparisons between our improved scheme and Shin et
al.’s scheme for withstanding various attacks. We see that Shin et al.’s scheme
cannot resist to impersonation, stolen verifier and replay attacks. It can be seen
that our proposed scheme is more secure against various attacks.

Table 3. Comparison between our scheme and the Shin’s for withstanding various
attacks

Shin et al [14] Our

Replay attack No Yes

Impersonation attack No Yes

Stolen verifier attack No Yes

Password guessing attack Yes Yes

Insider attack Yes Yes

Known-key attack Yes Yes

Mutual authentication Yes Yes

Session key agreement Yes Yes

Forward secrecy No No

Stolen information from SC No considering in scheme Yes
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6 Conclusions

In this paper, we review remote user authentication scheme with anonymity
for mobile device scheme of Shin et al. Although their scheme can withstand
some attacks, such as insider, known-key attacks. However, we see that their
scheme is still vulnerable to replay attack, impersonation and stolen verifier
attacks. Moreover, their scheme cannot guarantee forward secrecy. Wherefore,
we propose an improved scheme to eliminate such problems.
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Abstract. Enterprise Resource Planning (ERP) and cloud computing are be-
coming more and more important in the World of Information Technology (IT) 
and Communication. These are two different sectors of modern information 
systems, and there are several in-depth investigations about ERP and also cloud 
computing. Recently, there have been some studies on ERP in cloud computing, 
but not much work as regards its applications in the field of education has been 
done. Besides that, deploying traditional ERP systems can be challenging and 
often costly and resource intensive. However, with the emergence of cloud-
based ERP solutions, it has lower cost implications than traditional ERP. In this 
scenario, implementing a study on cloud-based ERP for modern education is an 
important and beneficial work. By considering this point, the objective of this 
research is to approach the relevant concepts multi-dimensionally; illustrating 
the advantages and challenges of cloud-based ERP on education and proposing 
a cloud-based ERP solution that can apply to any educational institution in 
Vietnam. 

Keywords: Cloud computing, Enterprise Resource Planning, Information Sys-
tem, Information Technology, modern education, Vietnam. 

1 Introduction 

Cloud computing is a concept that has been researched more and more in some recent 
years. However, it is not an entirely new technology. The services and applications of 
cloud computing are growing steadily at a rate of about 40% per year [4]. Several au-
thors have suggested that cloud computing would represent the future of IT usage in 
organizations or enterprises. For instance, Barnatt [3]; Velte et al. [40]; Zhang et al. [42] 
showed that the power of computer in cloud computing will profoundly have an  
influence on the IT industry. Organizations will not need to install software on their 
Information System (IS), and will not need to purchase hardware or software as these 
will be available for rent online. Besides that, Enterprise Resource Planning (ERP) is 
integrated into the packaged software with a common database, which support the oper-
ating procedures of the organizations [37]. Since ERP systems support the core 
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processes of organizational structures with many different scales and sectors, ERP has 
got the customization process to harmonize with a specific organization or enterprise, 
and often associated with other software systems. Therefore, this expedience must  
be resolved before deployment on cloud computing. While there are no doubt about the 
fact that cloud computing can bring many benefits in the field of the offices and  
the collaboration of group works [3], it is also interesting to consider the different active 
forms of a complex IS as ERP in cloud computing. Overall, both ERP and cloud com-
puting can meet many requirements of the modern IS, and they are the development 
trend of the future [12].  

On the other hand, most of the education systems in the countries around the 
World continue to research the optimal scale and educational method appropriate. In 
some countries, education is seen as a national policy. For example, in Vietnam, there 
are over 290 universities and colleges having training in IT and telecommunications. 
In 2012, the enrollment rate of this sector is about 11% of the target for the academic 
year; the students are studying at universities and colleges being about 170,000. Be-
sides that, the Ministry of Education and Training is implementing several projects 
that relate to IT (e.g., Project of educational networks and IT applications in education 
and project of educational management computerization) [24]. These are favorable 
conditions for the modern educational organizations to perform the deployment of IT 
applications. Although many authors have researched on education (e.g., Marquez 
et al. [22]; Franc et al. [8]; Nguyen et al. [25, 26]; Deshmukh [6]; and Garcıa et al. 
[10]), the majority did not propose any solution as regard ERP on cloud computing. 
Hence, the research of cloud-based ERP for modern education is a necessary work. 
The objective of this study is to approach the relevant concepts of cloud computing 
and ERP, discusses the advantages and challenges when deploying cloud-based ERP 
for education, and some case studies of the model of ERP in cloud computing  
were applied in some educational institutions. The research brings benefits not only to 
the educational institutions but also to the participants who work in the field of educa-
tion. In addition, the study also contributes to the knowledge about ERP in cloud 
computing. 

The paper is organized in 4 sections. The backgrounds of cloud computing, ERP, 
ERP in cloud computing, advantage and challenges for application of ERP in cloud 
computing, and cloud-based ERP vendors are summarized in section 2. Application of 
cloud-based ERP in modern education with reasons, a case study, and the E-EVN 
model are presented in section 3. Conclusions drawn is given in section 4.  

2 Background 

2.1 Cloud Computing 

Cloud computing is becoming more popular in the ICT world and is bound to revolu-
tionize it. The most significant reason for this is the search for an adaptive and dy-
namic IT infrastructure, which does not prevent business development [17]. If an 
organization wants to prepare their cloud computing strategy, they will need to know 
inherent capabilities that are supplied by cloud computing. By creating opportunities 
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for saving cost and organizational quickness, these capabilities can make the competi-
tive advantage; these capabilities are determined such as interface, location depen-
dence, sourcing independence, ubiquitous access, virtual business environments,  
addressability and traceability, and rapid elasticity. Not only does an organization 
save cost, but also reacts to changes in the environment quickly by implementing an 
optimal merge of these capabilities [14]. 

IT developers, IT managers and end users all understand cloud computing in different 
ways [19]. The National Institute of Standards and Technology (NIST) has defined that 
on demand self-service, broad network access, location independent resource pooling and 
payment for resources used, rapid elasticity, and measured service are the characteristics 
of the cloud-computing model [20]. Instead of installation and storage for each compu-
ting device, users only have to gain access to organize applications, personal applications, 
data storage, and remote processing power from the cloud, so there is no need for the data 
center. It is the trend of computing [3]. Figure 1 shows cloud components, which include 
applications, storage and networking, databases, and server. There are 3 main models of 
cloud computing, namely Platform as a Service (PaaS), Infrastructure as a Service 
(IaaS), and Software as a Service (SaaS) [34]. In the SaaS model, customer approaches 
applications as services offered via the Internet and payment is determined based on use. 
SaaS is a model based on multi users where each customer owns separate storage space 
but share the same program code. Software that needs to have many customizations and 
integration with other applications is not suitable for SaaS [38]. Mell & Grance [20]  
also described four cloud computing deployment models: private cloud, public cloud, 
community cloud, and hybrid cloud. 

Server

Databases

Applications

Storage 
and Network

 

Fig. 1. Cloud Components (Source: Goel et al. [12]) 

The typical service providers of cloud computing, namely Google: Google Apps 
(SaaS), EMC: VMware (IaaS), Microsoft: Azure services (PaaS); Windows Live 
(SaaS), IBM: Lotus Live (SaaS), Amazon: Amazon DB (PaaS); Amazon EC2 (IaaS), 
and Salesforce: Cloud computing business (SaaS) [37].  

2.2 ERP 

The term ERP has appeared 1990s, and has gained popularity since then. It is pack-
aged software, which integrates all information about finance, accounting, human 
resource and supply chain into one database. Vendors built up ERP systems and sold 
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it as standard software that met the needs of many organizations [5]. The structural 
model of ERP system is shown in Figure 2. 

The ERP vendors, with the estimated market share are: SAP (30%), Oracle (21%), 
Sage (18%), Microsoft Dynamics (14%), and SSA (7%) [27]. Asides this, there are 
hundreds of ERP vendors for Small and Medium Enterprises (SME). The big compa-
nies have the models and different channels; for example, Microsoft has used indirect 
sales channels and built the networks of the partners to deploy Dynamics system [1]. 
In addition, there are many SaaS providers for individual customers and SMEs such 
as Zoho (database), Employ Ease (HRM), Clarizen (project management), Net Suite 
(business applications), and Web Office (collaboration tool) [3]. Meanwhile, some 
companies in Vietnam also have introduced solutions such as Fast: Fast Business 
Online, Neo: Cloud SME, VNPT: Mega ERP, and Viami: RVX Cloud.  
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Fig. 2. The Structural Model of ERP System (Source: Laudon & Laudon [19]) 

2.3 ERP in Cloud Computing 

ERP systems support the core business processes and have to reflect the organiza-
tional structure of the company. Thus, ERP solutions are tailored to meet the need 
of each industry [17]. SAP offered more than 25 industry-specific solutions, which 
provide the pre-customized system that adapted to the standard process used in the 
selected industries [30]. If an ERP system is deployed in the cloud, it will become 
an ERP in cloud computing. Virtualization and load balancing technologies allow 
applications to be deployed across multiple servers and database resources that are 
used in cloud environments [29]. Figure 3 illustrates 3 types of cloud-based ERP 
services: 

(1) IaaS for ERP: Organization leases the computing resources from a cloud service 
provider, but the organization can still select the ERP vendor and pay for the software 
licenses. This characteristic makes a viable operational model, linking with ERP vendors 
or third parties and cloud service providers can make a combination to offer the users of 
the organizations. If an ERP vendor offers IaaS by themselves, they will create a vertical 
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integration [32]. (2) PaaS for ERP: This level provides an environment that accommo-
dates for software development, testing, distribution software, but is not suitable for an 
ERP system [32]. (3) SaaS for ERP: The roles of ERP vendors and cloud service  
providers are combined as vertical integration in this model. ERP is provided as a service 
by the cloud service providers. Recently, cloud-based ERP versions have been developed 
and supplied by many ERP vendors. The organizations can select a solution that is ap-
propriate for them (e.g., Running the ERP software in their own internal cloud or an 
external private cloud) [32]. Flexibility and effect on cost and in further consequence on 
the total cost of ownership (TCO) - which represents the difference between the classical 
ERP system and the SaaS solution [11]. 

Cloud 
Infrastructure

Client (Browser)

Application (ERP)

Platform (OS)

Cloud Infrastructure (Hardware)

Cloud 
Platform

Client (Browser)

Application (ERP)

Cloud Platform

Cloud Infrastructure

(OS, Hardware)

Cloud 
Application

Client (Browser)

Cloud Application

Cloud Platform

Cloud Infrastructure

(ERP, OS, Hardware)

 

Fig. 3. 3 Types of Cloud-Based ERP Services (Source: Johnson [15]) 

Iyer & Hednderson [14] mentioned that the advantages of an organization make 
connections to their partners in what is known as the extended enterprise. The cloud 
strategy can also have industry structure or ecosystem impacting it in an increasingly 
network-based competition. Hence, cloud-based ERP will make big advantages in 
exchange of data with the extraneous organizations (B2B model) [4]. According to 
Panorama [28], the low cost of the cloud-based ERP solutions is a common selling 
point for cloud providers. The risk of security breaches is still barriers, which make 
the solicitude for organizations. However, Panorama has shown that the cloud-based 
ERP vendors typically provide secure and reliable solutions. When the board of man-
agement should envisage this factor during the selection of the software solutions. In 
fact, more than a half of the organizations, which use cloud-based ERP, confirm that 
they had saved roughly 40% of the cost [28]. 

The Advantages and Challenges of ERP in Cloud Computing 
Of the three types of cloud computing services, SaaS is most interesting as relating 
to our subject matter. The benefits of SaaS are low cost, fast installation, and less 
hassle in maintenance. An ERP system runs on the web as a SaaS running in the 
cloud, in which organizations will be having the benefits while deployment.  
Accordingly, the cloud-based ERP providers can accommodate three types of  
services with the different benefits for the organization in Table 3. In addition, 
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Johnson [15] noted that besides the benefits that cloud-based ERP offers, draw-
backs also exist. If the vendors do not have the ability to customize the applica-
tions, users will not have the option of moving an application to other providers. 
Moreover, educational institutions will precede many difficulties in the infrastruc-
ture management, because the vendors provide cloud computing being difference 
with ERP application service providers. 

According to a survey of IMA (Management Accounting Institute of Montvale, USA), 
the main benefits of cloud-based ERP is total cost being low (about 30%), access data 
anytime and any anywhere (28%), streamline business processes (21%), easy to upgrade 
(9%), low storage volume (7%), and fast deployment speed (5%) [39]. Cloud-based ERP 
allows cost reduction of IT and increases usage efficiency, users only need a personal 
computer that has Internet access to maximize the efficiency of the applications. 

Table 1. The Advantages and Challenges of SaaS 

 Offering  Advantages  Challenges 

1 SaaS uses a Cloud 
Application 

Maximizes efficiencies 
for “cookie cutter” ap-
plications. 

Vendor “lock-in”, the customer does not 
have the option to move an application 
to a different provider. 

2 SaaS uses a Cloud 
Platform 

Mix of flexibility and 
savings. 

Coordination challenges - vendor man-
ages the application while a service pro-
vider manages infrastructure. 

3 SaaS uses a Cloud 
Infrastructure 

Maximizes flexibility to 
switch providers or 
move on-premise. 

Some would argue this is nothing more 
than a hosted service with a slightly low-
er pricing structure. 

Source: Johnson [15] 

Besides that, some specific benefits of cloud-based ERP in modern education, such 
as (1) Reduced cost: The entirety of the hardware used is hosted on the cloud and 
belongs to the service providers. Thus, an organization does not need to own the 
hardware. The software costs are also reduced, as organizations using cloud-based 
ERP do not need to purchase the user licenses, but only pay for cloud-based ERP 
services [12]. (2) Scalability: Cloud-based ERP solutions can be easily customized 
and expanded; users can customize the interfaces or reports easily and add more data-
base indexes [12]. (3) Unfettered access: Allowing faculty members, students, par-
ents, administrators and vendors to log on to the systems with the rights of the users. 
This access can be made through any specific protocol via wired or wireless devices 
of their choice [12]. (4) Increased innovation: It is conducted through the use of open 
source software, all fields relating to education have benefited from the acceleration 
of innovation that is brought about from cloud computing [32]. (5) Less staff: it needs 
less business analysis specialists and IT staff as most of the ERP services including 
technical support can be handled by experts outside of the organization [34]. (6)  
Mobility: this allows users to access the ERP services through mobile devices (e.g., 
Laptops, tablets and smartphones) [12]. The cloud-based ERP benefits are summa-
rized in Figure 4. 
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On the other hand, issues of IS security are major challenges for cloud-based ERP 
applications. However, currently there are many security solutions for both hardware 
and software applying to the Internet platform, and cloud computing has security 
standards that are of higher level than the Internet. Therefore, cloud computing  
service providers must provide the latest technologies together with the commitment 
to ensuring security. Also, considering the correlation between the benefits and the 
security risks, the organization can fully designate the secure cloud computing appli-
cations. Because the potential of cloud-based ERP services are stentorian [18]. 
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Fig. 4. The Benefits of ERP in Cloud Computing 

Cloud-Based ERP Vendors 
Cloud-based ERP vendors are becoming increasingly more and more competitive  
as the “SaaS wars” continue to expand across the World of enterprise software.  
The cloud is quickly becoming a dominant choice for deployment of ERP. As a result, 
the cloud-based ERP vendors have warmed up in recent years and it can be hard for 
users to separate, compare, and contrast all the different offerings [7]. Table 2 is the 
list of some cloud-based ERP vendors, some top vendors are Acumatica, Netsuite, 
Plex Systems, Ramco, and Workday. 

Table 2. Top 5 Cloud-Based ERP Vendors 

 Vendor Operation Deployment  Product 

1  Acumatica 
Windows,  
Mac OS 

Cloud or  
On-Premise 

Distribution,  
Accounting 

2 
 

Netsuite 
Windows,  
Mac OS 

Cloud  Services 

3  Plex Systems 
Windows,  
Mac OS 

Cloud  Manufacturing 

4  Ramco 
Windows,  
Mac OS 

Cloud or  
On-Premise 

Manufacturing 

5  Workday 
Windows,  
Mac OS 

Cloud  
Human Resources, 
Payroll 

Source: erpcloudnews.com [7] 
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3 Cloud-Based ERP for Modern Education 

3.1 The Reasons for Implementing Cloud-Base ERP in Education Institutions 

One of the important reasons for implementing cloud-based ERP for education is the 
service improvement for students from the beginning to the end of the courses, increasing 
the quality and transparency of data, and being controlled by the functional departments 
in the organization [6]. Besides that, helping the organizations to increase educational 
efficiency, improve curriculum quality and other resource activities can be effectuated in 
cloud computing [6], which will help the educational institutions be appreciated from the 
agencies of educational management. 

In addition, the teaching and learning would be better to serve the number of appli-
cations for education as installed in cloud computing. Some reasons for implementing 
cloud-based ERP in educational institutions are shown in Table 3. Accordingly, al-
though the replacement of the old system accounts approximately for 30%, this illu-
strates the need for innovation in education to meet the increasing development of 
modern technology; in fact it contributes about 70% to the raising of quality of educa-
tion. Moreover, the improvement of services for teachers and learners; transforming 
institution operations in educational institutions; modernizing campus IT environ-
ment, can create competition among educational institutions while also improving the 
quality of modern education. On the other hand, increased efficiency and better teach-
ing /learning process are also necessary reasons for the implementation of cloud-
based ERP in educational institutions. The accountability or regulatory compliance 
has influence on, at least the deployment of IS in educational institutes. 

Table 3. Reasons for Implementing ERP Systems in Education Institutions 

 Elements Percentage (%) 

1 Replacing aging legacy systems 30 

2 Improve service to customers  21 

3 Transforming institution operations  16 

4 Modernize campus IT environment  12 

5 Keep institution competitive  7 

6 Increase efficiency  5 

7 Better teaching learning process  5 

8 Accountability/Regulatory compliance  4 

 Total 100 

Source: Deshmukh [6] 

3.2 Cloud-Based ERP in Education 

The university is a site to create the prerequisites for application development and  
IT support. Cloud computing is a natural technical progression of standards and  
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architectures Internet-based IT that fully exploits the economic scale and this change 
is strategic. However, those factors will slow adoption based on culture, organization, 
and management, rather than technical issues. Adoption will follow a standard tech-
nology model [22, 16].  

Before that, deploying traditional ERP systems resist many challenges and often 
take much cost to deploy, from the investment in IT infrastructure to the cost in the 
software license. Thus, ERP is still far away for SMEs in Vietnam. However, with the 
emergence of cloud-based ERP solutions, SaaS has lower cost than traditional ERP. 
On this basis, universities and research institutes can offer cloud-based ERP into 
widespread usage in modern education. Evolution of ERP implementation in higher 
educational institutions includes four stages: (1) Traditional ERP implementation, (2) 
On-campus implementation, (3) Implementation with host Internet provider, and (4) 
cloud implementation. Besides these, improving the cost, maintenance and technical 
efficiency are helpful. In addition, there are many problems that need to be resolved 
(e.g., Proper planning, combination of the right resources and the right timing) [12]. 

In implementing campus ERP systems or on-premise ERP systems, organizations 
must overcome many challenges. Managing all these processes can be nightmarish 
[6]. SaaS and cloud-based ERP trends will surpass these challenges. However, if an 
organization selects a cloud-based ERP solution, they will face the attendant chal-
lenges. Thus, the ERP life cycle model discovered challenges of cloud-based ERP for 
each of four phases [13, 21]: (1) A cost-benefit analysis is useful for educational insti-
tutions, which helps organization see their future with total cost (e.g., Customization, 
integration, and maintenance) has perceived benefits. (2) Organizations need to eva-
luate the level of customization and integration because every organization is unique, 
and a software solution must support their process. The organization should consider 
the level of customization provided by cloud-based ERP providers. If an educational 
institution manages following a standard processes such as ISO, it will be advanced. 
There are two approaches to cloud-based ERP adjustment called configuration and 
customization. Configuration is normal set-up of the software, and does not require 
changes to the source code. Customization requires changes to the source code. (3) 
Organizations should plan system performance measures. (4) User adoption is an 
important phase to get full cloud-based ERP benefits. Users need to have some  
knowledge about cloud-based ERP technology. Fortunately, most users in educational 
institutions are students, lecturers, and researchers who have knowledge, skill and 
capability to cope with new trends quickly, so their adoption is more advanced. 

Nguyen et al. [25] based on the Unified Theory of Acceptance and Use of Tech-
nology (UTAUT2) proposing a model of the acceptance and use of E-learning based 
on cloud computing in Vietnam. After that, another model with the roles of consumer 
innovativeness had been added into the acceptance and use of E-learning based on 
cloud computing [26]. Educational institutions and research institutes, the three-layer 
model of cloud-based ERP can be helpful for supplying general solutions. It is  
useful not only in teaching, learning, and research, but also managing education. 
Cloud-based ERP models in China and India bring significant benefits to educational 
institutions and users [37, 41]. Virtual laboratory model in Ho Chi Minh city universi-
ty of technology showed that important problems that need to be resolved are cost and 
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payment, application store, software license, and cross-cloud platforms. Teaching 
requirement and research requirement in developing countries have several different 
characteristics [38]. 

3.3 Cloud-Based ERP Solution for Education 

Hoa Sen Case Study 
Hoa Sen, a private university in Ho Chi Minh city - Vietnam, one of the first universi-
ties to deploy and use ERP. Firstly, with available IT infrastructure, Hoa Sen has  
chosen and deployed the Peoplesoft solution since 2011. Over the time and effort to 
custom the ERP system appropriate to the needs of the university. Currently,  
Peoplesoft system is used online for two goals that are academic and management. 
Peoplesoft allows students to organize themselves, plan individual learning in a flexi-
ble way, and shape the roadmap and also desiderata the cost of the semester. Based on 
Peoplesoft database, the faculties, training department and accounting department can 
easily elaborate and plan the necessary resources to open classes in accordance with 
the needs of students. Compared with the old solution, Peoplesoft helps to eliminate 
prodigal exertion, free time when the classes do not open and cancel the courses with-
out registration students and the course registration of students also happening faster 
and simpler than, because of everything has been planned in advance. For these ob-
jects, such as training department, faculties, program chair, all essential data are 
available on the system for query, statistics or drill down to see details of a specific 
case certain. Preceptors can muster, manage, control, evaluate and review students 
online via E-learning system is integrated into the ERP system. Next, in this solution, 
the interaction between teachers and students is very superior. Although the activity 
for both purposes are improved from course registration, student management to 
training management, administration, a measurable evaluation of costs and benefits 
has not been implemented clearly to look more consistent. Finally, the Cloud Campus, 
accordingly, the hourly rate of the traditional classes hourly is roughly 40%, the on-
line classes hourly is about 60%. Cloud Campus provides the animation, video, audio, 
digital libraries, in particular, the Lab is directly put into the cloud that helps learners 
or teachers can easily interact with IS via mobile devices, such as laptop, tablet, and 
smartphone users can connect to Cloud Campus and use the services of online educa-
tion anytime and anywhere. In addition, training and learning in Cloud Campus would 
be increasing the interactivity between the trainers and the learners in the cloud. Spe-
cifically, lecturers can closely monitor the learning processes of students, and the 
students can evaluate their knowledge and levels, thereby proactively design path-
ways of appropriate learning for their capacity.  

In addition, with the developed infrastructure by themselves, the difficulty of technical 
issues and bandwidth issues are faced a regular basis, which reduce the gap between the 
effective and the cost of the system. For example, at the time of course registration,  
the network congestion frequently occurs, though students were more convenient for 
course registration. This is also the common challenge of traditional ERP solutions.  
With cloud-based ERP, these problems will be supported from providers (cloud and 
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ERP), Hoa Sen only focus on management and academic operations. Hence, this is a 
solution that the university should also deliberate to vanquish the current difficulties. 

Cloud-Based ERP Solution for Education in Vietnam 
Based on the theoretical basis, the relevant models were implemented in the 
educational institutions in some countries in the world, combining with the actual 
conditions of the IT infrastructure in Vietnam. Therefore, a solution of cloud-based 
ERP for education in Vietnam (E-EVN) has been proposed as Figure 5. Accordingly, 
E-EVN is designed for E-learning, E-researching, and functional management of  
the educational institution. E-EVN model has 3 main components: (1) Clouds: Private 
cloud and public cloud, which are based on the standard configuration of the cloud 
computing. (2) ERP application modules: Academic function, administration, human 
resource, and finance will be built and developed based on the technological platform 
of SaaS. (3) End users: Students, lecturers, researchers, and managers. In which, 
faculty can install exercise applications on the private cloud, and students can access 
and practice the exercises. Besides that, researchers can manipulate on the private 
cloud and external cloud for their feasibility studies. In addition, educational 
administrators can log in to different service modules as authorized by each respective 
roles and specific management functions in the universities or educational institutions. 

Private Cloud Public Cloud
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Human Resource

ReseacherStudent Lecturer

 

Finance

Manager

 

Fig. 5. The Model of Cloud-Based ERP for Education 

E-EVN is an integrated model based on ERP applications and cloud computing 
services. E-EVN solutions will help educational institutions in Vietnam reduce dep-
loyment cost to a minimum, no need to invest more on IT infrastructure and software 
license. Hence, the E-EVN model can be applied widely in universities or educational 
institutes of large scale, especially the educational institutions of engineering where 
the experts and researchers specialize in ERP and cloud computing. For SMEs of 
education, cloud-based ERP solution can also be executed through the advice and 
support of the university's leading engineering, ERP application providers, and cloud 
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computing service vendors. Moreover, the adoption of the users is also a critical fac-
tor to evaluate the success of cloud-based ERP solutions. In the educational environ-
ment, most people use IS (e.g., Pupils/students, teachers, researchers) having the best 
skills and knowledge as well as approach with the trends of modern educational tech-
nology. Thus, the acceptance and use of cloud-based ERP solutions will intervene 
more easily and fairly. 

4 Conclusions 

The term of cloud computing is a new synopsis of ITC in the world. The construction 
of infrastructure for cloud computing application development is realized with mul-
tiple methods and solutions, which are the reasons why, cloud computing is becoming 
increasingly popular. Besides that, ERP is also a new research field of modern IS, as 
many companies provide the total solutions. These systems contain important data 
and are integrated into the ERP system to support the operating procedures of the 
organizations or enterprises. On the other hand, cloud-based ERP brings many bene-
fits in reduced costs, scalability, unfettered access, increased innovation, less staff, 
and mobility. Besides these, there are many challenges relating to IT infrastructure, 
ERP applications, cloud computing services and information security. Deploying 
traditional ERP systems resist many challenges and often take a lot of cost to deploy, 
from the investment in IT infrastructure to the cost in the software license. However, 
with the emergence of cloud-based ERP solutions, SaaS has lower cost than tradition-
al ERP. The implementation of cloud-based ERP for modern education has also been 
synthesized and developed in several stages and different IS. In addition, in this work, 
the case study of Hoa Sen is shown as an example of cloud-based ERP in Vietnam, 
Finally, E-EVN solution is proposed as a typical model for the educational institutions 
in Vietnam. This model is not only minimizing the cost, but also optimizing the appli-
cations for the universities or educational institutions, and appreciating the teaching, 
learning, research, and management in modern education. 
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Abstract. High performance computing (HPC) clouds have become
more popular for users to run their HPC applications on cloud infrastruc-
tures. Reduction in energy consumption (kWh) for these cloud systems
is of high priority for any cloud provider. In this paper, we first study the
energy-aware allocation of virtual machines (VMs) in HPC cloud systems
along two dimensions: multi-dimensional resources and interval times of
virtual machines. On the one hand, we present an example showing that
using bin-packing heuristics (e.g. Best-Fit Decreasing) to minimize the
number of physical servers could not lead to a minimum of total en-
ergy consumption. On the other hand, we find out that minimizing total
energy consumption is equivalent to minimizing the sum of total com-
pletion time of all physical machines. Based on this finding, we propose
the MinDFT-ST and MinDFT-FT algorithms to place the VMs onto the
physical servers in such a way that minimizes the total completion times
of all physical servers. Our simulation results show that MinDFT-ST and
MinDFT-FT could reduce the total energy consumption by 22.4% and
respectively 16.0% compared with state-of-the-art power-aware heuris-
tics (such as power-aware best-fit decreasing) and vector bin-packing
norm-based greedy algorithms (such as VBP-Norm-L1, VBP-Norm-L2,
VBP-Norm-L30).

1 Introduction

High Performance Computing (HPC) clouds have been popularly adopted
[12,14,16,19] and are provided by industrial companines such as Amazon Web
Service Cloud [2]. A HPC cloud is a cloud system that provides users with
computing resources in terms of virtual machines (VMs) to run their HPC ap-
plications [10,14]. These cloud systems are often built from virtualized data
centers [18,4]. Powering these cloud systems is very costly and is increasing with
the increasing scale of these systems. Therefore, advanced scheduling techniques
for reducing energy consumption of these cloud systems are highly concerned
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for any cloud providers. Energy-aware scheduling of VMs in HPC cloud is still
challenging [10,12,17,20,21].

There are several works that have been proposed to address the problem of
energy-efficient scheduling of VMs in cloud data centers. A large body of works
[4,5,15] presents methodologies for consolidating virtual machines in cloud data
centers by using bin-packing heuristics (such as FFD, BFD). They attempt to
minimize the number of running physical machines and to turn off as many idle
physical machines as possible. In this paper, we find out that using a minimum
number of physical machines is not necessarily a good solution to minimize total
energy consumption. For example, consider a d-dimensional resource allocation
where each user requests a set of virtual machines (VMs). Each VM requires
multiple resources (such as CPU, memory, and IO) and a fixed quantity of each
resource at a certain time interval. Under this scenario, using a minimum of
physical machines may not be a good solution. For example, given five virtual
machines (VMs) with their resource demands described in Table 1. In the ex-
ample, a bin-packing-based algorithm could result in a schedule S1 in which
two physical servers are used: one for allocating VM1, VM3, and VM4, and an-
other one for allocating VM2 and VM5. The resulted total completion time is 20
hours. However, in another schedule S2 where VMs are placed on three physical
servers: VM1 and VM2 on the first physical server, VM3 and VM4 on the second
physical server, and VM5 on the third physical server, then the total completion
time of the five VMs is only 12 hours. In a homogeneous environment where all
physical servers are identical and the power consumption of each physical server
is linear to its CPU utilization, a schedule with longer working time (such as
S1) will consume more energy consumption than another schedule with shorter
working time (such as S2).

Table 1. Example showing that using a minimum number of physical servers is not
optimal. (*: normalized demand resources to physical server’s capacity resources)

Virtual machine CPU* RAM* Network* Start-time Duration (hour)

VM1 0.5 0 0 1 10
VM2 0.5 0 0 1 10
VM3 0.2 0.5 0 1 1
VM4 0.2 0.5 0 1 1
VM5 0.1 0.1 0.1 1 1

The resource allocation of VMs with multiple resources is a hard problem.
Each VM requires multiple resources such as CPU, memory, I/O to execute its
applications. The resource allocation problem can be seen as a d-dimensional
(d = 1, 2, 3...) Vector Bin Packing problem (V BPd) [15], in which each phys-
ical server with multiple resources is considered as a d-dimensional bin, and
each virtual machine is a d-dimensional item with various sizes of the requested
resources (e.g. CPU, memory). The V BPd problem is known as NP-hard for
∀d ≥ 1 and APX-hard for ∀d ≥ 2 [15]. Therefore, the resource allocation
of VMs with multiple resources is also NP-hard. In this paper, we propose
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MinDFT-ST and MinDFT-FT heuristics for the power-aware VM allocation
problem with d-dimensional resources and interval times. Using numerical sim-
ulations, we compare the MinDFT-ST and MinDFT-FT algorithms with a pop-
ular power-aware best-fit decreasing (PABFD) [5] and vector bin-packing
norm-based greedy (VBP-Norm-L1/L2/L30) [15]. Simulation results showed
that our proposed MinDFT-ST, MinDFT-FT can reduce the total energy con-
sumption of the physical servers more than the PABFD and VBP-Norm-L1/L2/
L30 algorithms on a real workload (LPC log) on the Parallel Workload
Archive [1].

The rest of this paper is structured as follows. Section 2 discusses related
works. Section 3 describes the energy-aware virtual machine allocation with mul-
tiple requested resources, fixed starting and duration time. We also formulate
the objective of scheduling and present our scheduling algorithms in Section 3.
Section 4 discusses our performance evaluation using simulations. Section 5 con-
cludes this paper and introduces future works.

2 Related Works

Cloud computing has been developed as a utility computing model [6] and is
driven by economies of scale. Sotomayor et al. [19,18] proposed a lease-based
model and implemented First-Come-First-Serve (FCFS) and back-filling algo-
rithms [9] to schedule best effort, immediate and advanced reservation VM-based
leases. The FCFS and back-filling algorithms consider only one performance met-
ric such as waiting time and slowdown, without mentioning energy efficiency. To
maximize performance, these scheduling algorithms tend to choose free load
servers (i.e. those with the highest-ranking scores) when allocating new VMs.

There are several works that have been proposed to address the problem
of energy-efficient scheduling of VMs in cloud data centers. Some works [3,11]
proposed scheduling algorithms to flexibly change processor speed in such a
way that meets user requirements and reduces power consumption of processors
when executing user applications. Some other works proposed algorithms that
consolidate VMs onto a small set of physical servers in virtualized datacenters
[5,4,20] such that power consumption of physical servers is minimized.

Albers et al. [3] reviewed some energy-efficient algorithms which are used to
minimize flow time by changing processor speed according to job size. Laszewski
et al. [11] proposed scheduling heuristics and presented application experience
for reducing power consumption of parallel tasks in a cluster with the Dynamic
Voltage Frequency Scaling (DVFS) technique. We did not use the DVFS tech-
nique to reduce energy consumption on data centers. We propose software-based
VM allocation algorithms to independent to vendor-locked hardware.

Many works have considered the VM placement problem as a bin-packing
problem. They use bin-packing heuristics (e.g. Best-Fit Decreasing (BFD)) to
place virtual machines (VMs) onto a minimum number of physical servers to
minimize energy consumption [5,4]. Microsoft research group [15] has studied
first-fit decreasing (FFD) based heuristics for vector bin-packing to minimize
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number of physical servers in the VM allocation problem. Beloglazov et al. [5,4]
have proposed VM allocation problem as bin-packing problem and presented a
power-awaremodified best-fit decreasing (denoted as PABFD) heuristic. PABFD
sorts all VMs in a decreasing order of CPU utilization and tends to allocate
a VM to an active physical server that would take the minimum increase of
power consumption. However, choosing a host with a minimized increasing power
consumption does not necessarily imply minimizing total energy consumption in
VM allocation problems where all physical servers are identical and the power
consumption of a physical server is linear to its CPU utilization. The PABFD
will assign new VM to any physical server. The PABFD also does not consider
the starting time and finishing time of these VMs. Therefore, it is unsuitable for
the power-aware VM allocation considered in this paper, i.e. the PABFD may
not result in a minimized total energy consumption for VM placement problem
with certain interval time while still fulfilling the quality-of-service. In contrast,
our proposed MinDFT-ST and MinDFT-FT consider the case where each user
VM has a certain interval time (i.e. started at a starting time in non-preemptive
duration).

Some other research [10,12,20] considers about HPC applications/jobs in HPC
cloud. Garg et al. [10] proposed a meta-scheduling problem to distribute HPC
applications to cloud systems with distributed N data centers. The objective
of scheduling is minimizing CO2 emission and maximizing the revenue of cloud
providers. Le et al. [12] distribute VMs across distributed cloud virtualized data
centers whose electricity prices are different in order to reduce the total electric-
ity cost. Takouna et. al., [20] presented power-aware multi-core scheduling and
their VM allocation algorithm selects a host which has the minimum increasing
power consumption to assign a new VM. The VM allocation algorithm, how-
ever, is similar to the PABFD’s [5] except that they concern memory usage in
a period of estimated runtime for estimating the host’s energy. The work also
presented a method to select optimal operating frequency for a (DVFS-enabled)
host and configure the number of virtual cores for VMs. Our proposed MinDFT-
ST and MinDFT-FT, which are VM allocation algorithms, differ from the these
previous works. Our algorithms use the VM’s starting time and finished time to
minimize the total working time on physical servers, and consequently minimize
the total energy consumption in all physical servers.

Mämmelä et. al., [13] presented energy-aware First-In, First-Out (E-FIFO)
and energy-aware Backfilling First-Fit and Best-Fit (E-BFF, E-BBF) scheduling
algorithms for non-virtualized high performance computing system. The E-FIFO
puts new job at the end of job-queue (and dequeue last), finds out an available
host for the first job and turns off idle hosts. The E-BFF and E-BBF are similar
to E-FIFO, but the E-BFF and E-BBF will attempt to assign jobs to all idle
hosts. Unlike our proposed MinDFT-ST and MinDFT-FT, the Mämmelä’s work
do not consider power-aware VM allocation.
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3 Problem Description

3.1 Notations

We use the following notations in this paper:
vmi: The ith virtual machine to be scheduled.
Mj : The jth physical server.
S: A feasible schedule.
P idle
j : Idle power consumption of the Mj .

Pmax
j : Maximum power consumption of the Mj .

Pj(t): Power consumption of a single physical server (Mj) at a time point t.
Uj(t): CPU utilization of the Mj at a time point t.
tsi: Fixed starting time of vmi.
duri: Duration time of vmi.
T : The maximum time of the scheduling problem.
rj(t): Set of indexes of all VMs that are assigned to the physical machine Mj

at time t.
Tj : The working time of a physical server.
ei: The energy consumption for running the vmi in the physical machine that

the vmi is allocated.

3.2 Power Consumption Model

In this paper, we use the following energy consumption model proposed in [8] for
a physical server Mj . The power consumption of each physical server denoted
as Pj(.) formulates as:

Pj(t) = P idle
j + (Pmax

j − P idle
j )× Uj(t) (1)

The CPU utilization, denoted as Uj(t), of the physical server at time t for-
mulates as:

Uj(t) =

PEj∑
c=1

∑
i∈rj(t)

mipsi,c
MIPSj,c

(2)

The energy consumption of the server at time t formulates as:

Ej =

∫ t2

t1

Pj(Uj(t))dt (3)

where:
Uj(t) is CPU utilization of the server Mj at time t and 0 ≤ Uj(t) ≤ 1.
PEj : Number of processing elements (i.e. cores) of the physical server Mj.
mipsi,c : Allocated MIPS of the cth processing element to the vmi by Mj.
MIPSj,c : Total MIPS of the cth processing element on the Mj .
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3.3 Problem Formulation

Given a set of virtual machines vmi (i = 1, 2, ..., n) to be scheduled on a set of
physical servers Mj (j = 1, 2, ...,m). Each VM is represented as a d-dimensional
vector of demand resources, i.e. vmi = (xi,1, xi,2, ..., xi,d). Similarly, each phys-
ical machine is denoted as a d-dimensional vector of capacity resources, i.e.
Mj = (yj,1, yj,2, ..., yj,d). We consider types of resources such as processing ele-
ment (PE), computing power (Million instruction per seconds -MIPS), physical
memory (RAM), network bandwidth (BW), and storage. Each vmi is started at
a fixed starting time (tsi) and is non-preemptive during its duration time (duri).

We assume that the power consumption model is linear to CPU utilization.
Even if all physical servers are identical and all VMs are identical too, the
scheduling is still NP-hard with d ≥ 1 [15]. In the problem, when all physi-
cal servers are identical and their power consumption models are linear to their
CPU utilization as can be seen in the two equations (1) and (3). The energy
consumption of a physical server in a unit of time is denoted as E0 and is the
same for all physical servers since the servers are identical. The energy con-
sumption of each VM, denoted as ei, is independent with mapping to any phys-
ical server. A feasible schedule S indicates a successful mapping of all VMs to
physical servers , i.e. ∀i ∈ {1, 2..., n}, ∃j ∈ {1, 2, ...,m} : allocated(vmi,Mj)
where allocated(vmi,Mj) holds when vmi is allocated on the physical server
Mj. The objective is to find out a feasible schedule S that minimizes the total
energy consumption, denoted as Energy(S) in the equation (4) as following with
i ∈ {1, 2, ..., n}, j ∈ {1, 2, ...,m}, t ∈ [0;T ]:

Minimize (E0 ×
m∑
j=1

Tj +

n∑
i=1

ei) (4)

where the working time of a physical server, denoted as Tj, is defined as union of
interval time of all VMs that are allocated to a physical machine jth at time t.

Tj =
⋃

vmi∈rj,t

[tsi; tsi + duri] (5)

The union of two time intervals [a;b] and [c;d] is defined as: [a; b] ∪ [c; d] = {x ∈
R | x ∈ [a; b] or x ∈ [c, d]}

The scheduling problem has the following hard constraints:

– Constraint 1: Each VM is run by a physical server (host) at any time.
– Constraint 2: VMs do not request any resource larger than total capacity

resource of their hosts.
– Constraint 3: Let rj(t) be the set of VMs that are allocated onto a host Mj .

The sum of total demand resources of these allocated VMs is less than or
equal to total capacity of the resources of the Mj.

∀c = 1, ..., d :
∑

vmi∈rj(t)

xi,c ≤ yj,c (6)
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where:
- xi,c is resource of type c (e.g. CPU core, computing power, memory, etc.)

requested by the vmi (i=1,2,...,n).
- yj,c is capacity resource of type c (e.g. CPU core, computing power, memory,

etc.) of the physical machine Mj (j = 1, 2, ...,m).

Our key observation is that, according to the objective function described in
(4), E0 is constant while ei is independent with any mapping (i.e. any schedule).
Therefore, minimizing total energy consumption is equivalent to minimizing the
sum of total completion time of all physical machines (

∑m
j=1 Tj).

Minimize (E0 ×
m∑
j=1

Tj +

n∑
i=1

ei) ∼ Minimize (

m∑
j=1

Tj) (7)

Based on the above observation, we propose our energy-aware algorithms as
presented in the next section.

3.4 Scheduling Algorithm

Algorithm 1. MinDFT-ST and MinDFT-FT: Heuristics for energy-aware VM
allocation in HPC Clouds
1: function MinDFT-ST
2: Input: vmList - a list of virtual machines to be scheduled
3: Input: hostList - a list of physical servers
4: Output: mapping (a feasible schedule) or null
5: vmList = sortVmListByStartTime( vmList ) � 1
6: return MinDFT( vmList, hostList )
7: end function
8: function MinDFT-FT
9: Input: vmList - a list of virtual machines to be scheduled
10: Input: hostList - a list of physical servers
11: Output: mapping (a feasible schedule) or null
12: vmList = sortVmListByFinishTime( vmList ) � 2
13: return MinDFT( vmList, hostList )
14: end function

In this section, we present our energy-aware scheduling algorithms. We present
two algorithms, MinDFT-ST and MinDFT-FT, which are best-fit decreasing
heuristics to allocate a new VM to a physical server in such a way that minimizes
the total completion times of all physical servers. Algorithm 1 shows the pseudo-
code for our proposed MinDFT-ST and MinDFT-FT, both are based on the core
algorithm MinDFT presented in Algorithm 2.

The MinDFT uses an array T whose element is the total completion time
of each physical server. Initially, T is initialized to zeros (lines 5-7). In the ith

iteration of the loop at line 8, the ith VM (denoted as vm) in the set of n VMs is
selected (line 9). At the beginning, vm is not allocated onto any host or physical
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Algorithm 2. MinDFT: Core Algorithm for energy-aware VM allocation in
HPC Clouds
1: function MinDFT
2: Input: vmList - a sorted list of virtual machines to be scheduled
3: Input: hostList - a list of physical servers
4: Output: mapping (a feasible schedule) or null
5: for j = 1 to m do
6: T[j] = 0
7: end for
8: for i = 1 to n do
9: vm = vmList.get(i)
10: allocatedHost = null
11: T1 = sumTotalHostCompletionTime( T ) � Calculating the total

completion time of all active physical servers:
12: minDiffTime = +∞
13: for j = 1 to m do
14: host = hostList.get(j)
15: if host.checkAvailableResource( vm ) then
16: � host’s available resources has enough the vm’s requested resources
17: if host.isOverUtilizedAfterAllocationVm( vm ) then
18: � host is over utilized after allocation the vm
19: continue
20: end if
21: preTime = T[ host.id ]
22: host.vmCreate(vm) � begin test
23: T[ host.id ] = host.estimateHostTotalCompletionTime( vm )
24: T2 = sumTotalHostCompletionTime( T )
25: host.vmDestroy(vm) � end test
26: diffTime = T2 - T1
27: if (minDiffTime > diffTime ) then
28: minDiffTime = diffTime
29: allocatedHost = host
30: else
31: T[ host.id ] = preTime
32: end if � Next iterate over hostList and choose the host that

minimize the different time
33: end if
34: end for � End for host list
35: if (allocatedHost != null) then
36: allocate the vm to the host
37: add the pair of vm (key) and host to the mapping
38: end if
39: end for � end for vm list
40: return mapping
41: end function
42: sumTotalHostCompletionTime(T[]) =

∑m
j=1 Tj � T[1...m]: Array of total

completion times of m physical servers
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server (line 10). The two variables T 1 and T 2 are used to compute the sums of
total completion times of physical servers before (line 11) and respectively after
(line 24) the VM scheduler assigns a new VM onto a physical server. The jth

iteration at line 13 is used to find out the best-fit physical server to assign the
ith VM (vm) such that the sum of total completion times increases minimally.
The algorithm chooses any host host (line 14) and checks whether the host has
enough resource to provision for the requested resources of vm and is not over-
utilized after allocating the vm onto it (lines 15-17). The available resources
(such as CPU cores, computing power (in MIPS), memory (i.e. RAM), network
bandwidth, and free size of in storage systems) of the selected host host should
meet the requested resources of vm. Otherwise, MinDFT fails to allocate vm onto
host. If the selected host has enough resources and is not over-utilized after the
allocating the allocating vm, the algorithm stores the current completion time
of the host (line 21) and attempts to allocate vm onto the selected host (line
22). The algorithm then calculates the new total completion time of host after
allocating vm onto it (line 24). The increase diffT ime between total completion
times T 2 and T 1 is computed (line 26). The MinDFT algorithm will assign a new
VM vm to any physical server host in such a way that minimizes the difference
between T 1 and T 2 (lines 27-32). This, consequently, minimizes the sum of total
of completion times of physical servers as described in the formula (7). The
MinDFT is a best-fit-based heuristic.

The MinDFT-FT differs from the MinDFT-ST in the sorting order of the list
of VMs. While MinDFT-ST sorts the list in the ascending order of the VMs’
start time at line 5, MinDFT-ST sorts the list of VMs in the ascending order
of the VMs’ finish time at line 12. The MinDFT-ST and MinDFT-FT solve the
scheduling problem in time complexity of O(nm) where n is the number of VMs
to be scheduled and m is the number of physical servers.

4 Experimental Study

In this section, we study the following VM allocation algorithms:

– PABFD, a power-aware and best-fit decreasing heuristic presented in [5]. The
PABFD sorts the list of VMi (i=1, 2,..., n) by their total requested CPU
utilization, and assigns new VM to any host that has a minimum increase
in power consumption.

– VBP-Norm-LX, a family of vector packing heuristics that is presented as
Norm-based Greedy with degree X=1, 2, 30 [15]. Weights of these Norm-
based Greedy heuristics use FFDAvgSum which are exp(x), which is the
value of the exponential function at the point x, where x is average of sum
of demand resources (e.g. CPU, memory, storage, network bandwidth, etc.).
VBP-Norm-LX assigns new VM to any host that has minimum of these norm
values.

– EPOBF-ST and EPOBF-FT, presented in [17]. The EPOBF-ST and
EPOBF-FT algorithms sorts the list of VMi (i=1, 2,..., n) by their starting
time (tsi) and respectively by their finished time (tsi + duri).
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– MinDFT-ST and MinDFT-FT, our proposed algorithms discussed in Section
3.4. The MinDFT-ST sorts the list of VMs by VM’s starting time. The
MinDFT-FT sorts the list of VMs by VM’s finished time (tsi + duri).

The algorithms are evaluated using CloudSim [7], a popular simulation tool
for modeling cloud systems and evaluates VM allocation algorithms. We used
the LPC log-trace from a real HPC system in the Parallel Workloads Archive
[1]. Each row of the LPC log-trace simulates a HPC job that requests a VM.
In our simulation, there are four type of VMs with configuration as the Table 2
and all physical servers are homogeneous with host configuration of 2660 MIPS,
4 cores, 8192 MB of physical memory, 1 Gb/s of network bandwidth, 1 TBytes
of storage. Power model of physical servers is shown in Table 3.

Table 2. Four VM type in simulations

Type Cores MIPS Memory (MB) Network (Kb/s) Storage (MB)

VM1 1 2500 871 100000 5000
VM2 1 2000 3840 100000 5000
VM3 1 1500 1536 100000 5000
VM4 1 1000 613 100000 5000

Table 3. Host power consumption model with CPU utilization of an IBM server x3250
(1 x [Xeon X3470 2933 MHz, 4 cores], 8GB).

CPU Utilization (%) 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Host power (Watts) 41.6 46.7 52.3 57.9 65.4 73.0 80.7 89.5 99.6 105.0 113.0

Table 4. Simulation results with 10K jobs and 5K hosts.

Algorithm #Hosts #VMs Energy (kWh) Energy Saving (%)

PABFD (baseline) [5] 5000 10000 5,677.294 0.0%
VBP-Norm-L1 [15] 5000 10000 5,677.294 0.0%
VBP-Norm-L2 [15] 5000 10000 5,677.294 0.0%
VBP-Norm-L30 [15] 5000 10000 5,677.294 0.0%
EPOBF-ST [17] 5000 10000 4,969.455 12.5%
EPOBF-FT [17] 5000 10000 4,766.789 16.0%
MinDFT-ST 5000 10000 4,405.329 22.4%
MinDFT-FT 5000 10000 4,766.789 16.0%

The simulation results are shown in Table 4 and Figure 1. Table 4 shows simu-
lation results of scheduling algorithms solving scheduling problems with 10K jobs
and 5K hosts. The Figure 1 shows a bar chart comparing energy consumption
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Fig. 1. Energy (kWh)

of VM allocation algorithms. None of the algorithms use VM migration tech-
niques, and all of them satisfy the Service-Level Agreement (e.g. the scheduling
algorithm provisions maximum of user VM’s requested resources). We use total
energy consumption as the performance metric for evaluating these VM alloca-
tion algorithms. The energy saving shown in Table 4 is the reduction of total
energy consumption of the corresponding algorithm compared with the baseline
PABFD [5] algorithm.

We choose PABFD [5] as the baseline algorithm because the PABFD is a
famous power-aware best-fit decreasing in the energy-aware scheduling research
community. We also compare our proposed VM allocation algorithms with three
vector bin-packing algorithms to show the importance of with/without consider-
ing VM’s starting time and finish time in reducing the total energy consumption
of VM placement problem. Table 4 shows that, compared with PABFD [5], our
MinDFT-ST and MinDFT-DL algorithms reduce the total energy consumption
by 22.4% and respectively 16.0%. MinDFT-ST and MinDFT-DL also reduce the
total energy consumption by 22.4% and 16.0% compared with norm-based vector
bin-packing algorithms such as VBP-Norm-L1, VBP-Norm-L2, VBP-Norm-L30.
The PABFD generates a schedule that uses higher energy consumption than
the MinDFT-ST and MinDFT-FT because of following main reasons. First, our
hypothesis in this paper that each VM consumes the same energy consumption
in any physical server (ei) and all physical servers are identical. In consequence,
the PABFD will choose a random physical server to map a new VM. Instead of
that, our proposed MinDFT assigns a new VM to a physical server in such a
way that has minimum increase of completion times.

Moreover, sorting the list of VMs by starting and finished times is important
because they can reduce total energy consumption in the VM allocation problem
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with HPC jobs. In Table 5, theMinDFT-DescU is theMinDFTwiththe list of VMs
sorted in a decreasing order of requested CPU utilizations. The MinDFT-DescU
has total energy consumption is 5327.430KWh; it reduces the energy consumption

Table 5. Sorting the list of VMs by decreasing VM’s requested CPU utilization. Energy
consumption (KWh).

Algorithm #Hosts #Jobs Energy (kWh) Saving Energy (%)

PABFD 5000 10000 5677.294 0.0%
VBP-Norm-L1 5000 10000 5677.294 0.0%
VBP-Norm-L2 5000 10000 5677.294 0.0%
VBP-Norm-L30 5000 10000 5677.294 0.0%
MinDFT-DescU 5000 10000 5327.430 6.2%

Table 6. Sorting the list of VM’s by their starting time. Energy consumption (KWh).

Algorithm #Hosts #Jobs Energy (kWh) Energy saving (%)

BFD-ST (base line) 5000 10000 4969.455 0.0%
VBP-Norm-L1-ST (*) 5000 10000 4969.455 0.0%
VBP-Norm-L2-ST (*) 5000 10000 4969.455 0.0%
VBP-Norm-L30-ST(*) 5000 10000 4969.455 0.0%
MinDFT-ST 5000 10000 4405.329 11.4%
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to about 6.2% comparedwith the based line algorithms (e.g. PABFD, VBP-Norm-
L1/2/30). In addition, we also study on variety of the bin-packing heuristics such
as BFD-ST, VBP-Norm-L1-ST, VBP-Norm-L2-ST, VBP-Norm-L30-ST, which
are the PABFD, VBP-Norm-L1, VBP-Norm-L2, VBP-Norm-L30 algorithms ex-
cept that they sort the list of VMs by starting time instead of CPU utilization.
Simulation results are shown in Table 6. The results show that the MinDFT-ST
is better than the BFD-ST, VBP-Norm-L1-ST, VBP-Norm-L2-ST, VBP-Norm-
L30-ST, i.e. the MinDFT-ST reduces 11.4% total energy consumption when com-
pared with the BFD-ST.

5 Conclusion and Future Work

In this paper, we formulated an energy-aware scheduling problem and discussed
our key observation in the VM allocation problem: minimizing total energy con-
sumption is equivalent to minimizing the sum of total completion time of all
physical machines. Based on the observation, we proposed MinDFT-ST and
MinDFT-FT algorithms to solve the scheduling problem in time complexity of
O(nm). Evaluation showed that our proposed MinDFT-ST and MinDFT-DL re-
duce the total energy consumption by 22.4% and respectively 16.0% compared
with well-known PABFD [5] and norm-based vector bin-packing algorithms [15].

In future, we plan to integrate our MinDFT-ST and MinDFT-FT into a cloud
resource management software (e.g. OpenStack Nova Scheduler). Additionally,
we are interested in cloud systems with heterogeneous physical servers and job
requests consisting of multiple VMs. The cloud systems can provide resources to
many types of VM-based leases [18] including best-effort, advanced reservation,
and immediate leases at the same time. We are also studying Mixed Integer Lin-
ear Programming models and meta-heuristics (e.g. Genetic Algorithms, Particle
Swarm Optimization (PSO)) of the VM allocation problem.
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Abstract. Hibernate Query Language (HQL) provides a framework for
mapping object-oriented domain models to traditional relational
databases. In this context, existing information leakage analyses cannot
be applied directly, due to the presence and interaction of high-level ap-
plication variables and SQL database attributes. The paper extends the
Abstract Interpretation framework to properly deal with this challenging
applicative scenario, by using the symbolic domain of positive propo-
sitional formulae to capture variable dependences affecting (directly or
indirectly) the propagation of confidential data.
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1 Introduction

Hibernate Query Language (HQL) provides a framework for mapping object-
oriented domain models to traditional relational databases [1, 2, 6]. Basically it is
an ORM (Object Relational Mapping) which solves object-relational impedance
mismatch problems, by replacing direct persistence-related database accesses
with high-level object handling functions. Various methods in “Session” are
used to propagate object’s states from memory to the database (or vice versa).
Hibernate will detect any change made to an object in persistent state and
synchronizes the state with the database when the unit of work completes. A
HQL query is translated by Hibernate into a set of conventional SQL queries
during run time which in turn performs actions on the database.

Preserving confidentiality of sensitive information in software systems al-
ways remains a thrust area for researchers. Sensitive data may be leaked mali-
ciously or even accidentally through a bug in the program [14]. For example,
any health information processing system may release patient’s data, or any on-
line transaction system may release customer’s credit card information through
covert channels while processing.

The following code fragments depict two different scenarios (explicit/direct
flow and implicit/indirect flow) of information leakage:

T.K. Dang et al. (Eds.): FDSE 2014, LNCS 8860, pp. 262–274, 2014.
© Springer International Publishing Switzerland 2014
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Explicit Flow Implicit flow

if(h==0)
l := h l=5;

else
l=10;

Assuming variables ‘h’ and ‘l’ are private and public respectively, it is clear
from the code that confidential data in ‘h’ can be deduced by attackers observing
‘l’ on the output channel.

As traditional security measures (e.g. access control, encryption, etc.) do not
fit to solve this when sensitive information is released from the source legiti-
mately and it is propagated through the software during computations, various
language-based information flow security analysis approaches are proposed
[9, 10, 14, 15]. This is formalized by the non-interference principle that says
“a variation of confidential data does not cause any variation to public data”.
Works in this direction have been starting with the pioneering work of Dennings
in the 1970s [5].

Most of the notable works [8–10, 13] which refer to imperative, object-
oriented, functional, and structured query languages, can not be applied directly
to the case of HQL due to the presence and interaction of high-level HQL vari-
ables and database attributes through Session methods. Moreover, analyzing
object-oriented features of HQL does not meet our objectives neither.

In this paper, we extend the abstract interpretation-based framework in [16]
to the case of HQL, focussing on Session methods which act as persistent
manager. This allows us to perform leakage analysis of sensitive database in-
formation when is accessed through high-level HQL code.

The proposed approach is two-folded:

– Defining the concrete and an abstract transition semantics of HQL, by using
symbolic domain of positive propositional formulae.

– Analyzing possible information leakage based on the abstract semantics,
focussing on variable dependences of database attributes on high-level HQL
variables.

The structure of the paper is as follows: Section 2 provides a motivational
example. In Section 3, we formalize the concrete and an abstract transition
semantics of HQL, by using the symbolic domain of positive propositional
formulae. In Section 4, we perform information leakage analysis of programs
based on the abstract semantics which captures possible leakage of confidential
data. Section 5 concludes the paper.

2 Motivating Example

The language-based information flow security analysis has been applied in case
of object-oriented languages, aiming at identifying possible information leakage
to unauthorized users [9, 10, 12]. However, the conventional approaches do
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1. Session session= getSessionFactory().openSession();
2. Transaction tx =session.beginTransaction();
3. Query Q1 = session.createQuery(“SELECT id1, h1 FROM c1”);
4. List R1 = Q1.list();
5. for(Object[] obj:R1){
6. pk=(Int) obj[0];
7. h2=(Int) obj[1];
8. Query Q2 = session.createQuery(“UPDATE c2 SET l2 = l2 +1

WHERE id2 = pk AND h2=1000”);
9. int result = Q2.executeUpdate();}
10. tx.commit();
11. session.close();

(a) A HQL program P

 

 

 

 

id1 h1 …… 
   
   
   

id2 l2 …… 
   
   
   

SELECT 
Q1 

  

UPDATE 
Q2 

Table corresponding to c1 

List R1 

Table corresponding to c2 

R1.[0]          R1.[1] 

 

R1.[0]         R1.[1] R1.[0]         R1.[1] 

Obj[0]= R1.[0] 
Obj[1]= R1.[1] 
pk= Obj[0] 
h2= Obj[1] 

(b) Execution view of P

Fig. 1. An example HQL program and its execution view

not fit to the case of HQL, when considering the sensitivity level of database
information and influence on them through high-level HQL variables.

Consider, for instance, an example in Figure 1(a). Here, values of the table
corresponding to the class c1 are used to make a list, and for each element
of the list an update is performed on the table corresponding to the class c2.
Observe that there is an information-flow from confidential (denoted by h) to
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public variables (denoted by l). In fact, the confidential database information h1

which is extracted at statement 3, affects the public view of the database infor-
mation l1 at statement 8. This fact is depicted in Figure 1(b). The new challenge
in this scenario w.r.t. state-of-the-art of information leakage detection is that we
need to consider both application variables and SQL variables (corresponding
to the database attributes).

3 Concrete and Abstract Semantics of HQL

We refer to the semantics of object-oriented programming language as defined in
[11]. We just recall some basics of it. Then we formalize the concrete and abstract
transition semantics of HQL, considering the Hibernate Session Objects, in
order to identify possible information leakage.

3.1 Concrete Semantics

Object-Oriented Programming (OOP) language consists of a set of classes in-
cluding a main class from where execution starts. Therefore, a program P
in OOP is defined as P = 〈cmain, L〉 where Class denotes the set of classes,
cmain ∈ Class is the main class, L ⊂ Class are the other classes present in P.
A class c ∈ Class is defined as a triplet c = 〈init, F, M〉 where init is the
constructor, F is the set of fields, and M is the set of member methods in c.

Let Var, Val and Loc be the set of variables, the domain of values and the
set of memory locations respectively. The set of environments is defined as
Env : Var −→ Loc. The set of stores is defined as Store : Loc −→ Val.

The semantics of constructor and methods are defined below. Given a store
s, the constructor maps its fields to fresh locations and then assigns values
into those locations. Constructors never return output, but methods may return
output.

Definition 1 (Constructor Semantics). Given a store s. Let {ain, apc} ⊆ Loc be the
free locations, Valin ⊆ Val be the semantic domain for input values. Let vin ∈ Valin

and pcexit be the input value and the exit point of the constructor. The semantic of the
class constructor init, S[[init]] ∈ (Store× Val→ ℘(Env× Store)), is defined by

S[[init]](s, vin)

=
{
(e0, s0) | (e0 � Vin → ain, pc→ apc) ∧ (s0 � s[ain → vin, apc → pcexit])

}

Definition 2 (Method Semantics). Let Valin ⊆ Val and Valout ⊆ Val be the se-
mantic domains for the input values and the output values respectively. Let vin ∈ Valin

be the input values, ain and apc be the fresh memory locations, and pcexit be the exit
point of the method m. The semantic of a method m, S[[m]] ∈ (Env × Store× Valin →
℘(Env× Store × Valout), is defined as

S[[m]](e, s, vin) =
{
(e′, s′, vout) | (e′ � e[Vin → ain, pc→ apc])∧

(s′ � s[ain → vin, apc → pcexit]) ∧ vout ∈ Valout

}
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Object semantics in object-oriented languages is defined in terms of interaction
history between the program-context and the object.

Set of Interaction States. The set of interaction states in object-oriented languages
is defined by

Σ = Env × Store × Valout × ℘(Loc)

where Env, Store, Valout, and Loc are the set of application environments, the
set of stores, the set of output values, and the set of addresses (escaped ones
only) respectively.

Set of Initial Interaction States. The set of initial interaction states is defined by

I0 =
{
〈e0, s0, φ, ∅〉 | S[[init]](vin, s) � 〈e0, s0〉, vin ∈ Valin

}

Observe that φ denotes no output produced by the constructor and ∅ represents
the empty context with no escaped address.

Transition Relation. Let Lab = (M × Valin) ∪ {upd} be a set of labels, where M

is the set of class-methods, Valin is the set of input values and upd denotes an
indirect update operation by the context.

The transition relationT : Lab×Σ→ ℘(Σ) specifies which successor interac-
tion statesσ′ = 〈e′, s′, v′, Esc′〉 ∈ Σ can follow (i) when an object’s methods m ∈M
with input vin ∈ Valin is directly invoked on an interaction state σ = 〈e, s, v, Esc〉
(direct interaction), or (ii) the context indirectly updates an address escaped
from an object’s scope (indirect interaction).

Definition 3 (Direct Interaction Tdir). Transition on Direct Interaction is defined
below:

Tdir[[(m, vin)]](〈e, s, v, Esc〉) =
{
〈e′, s′, v′, Esc′〉 | S[[m]](〈e, s, vin〉) � 〈e′, s′, v′〉

∧ Esc′ = Esc ∪ reach(v′, s′)
}

where

reach(v, s) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if v ∈ Loc
{v} ∪ {reach(e′( f ), s) | ∃B. B = {init, F, M}, f ∈ F,
s(v) is an instance of B, s(s(v)) = e′

else ∅

Definition 4 (Indirect Interaction Tind). Transition on Indirect Interaction is de-
fined below:

Tind[[upd]](〈e, s, v, Esc〉) =
{
〈e, s′, v, Esc〉 | ∃a ∈ Esc. Update(a, s) � s′

}

where Update(a, s) = {s′ | ∃v ∈ Val. s′ = s[a← v]}
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Definition 5 (Transition relation T ). Let σ ∈ Σ be an interaction state. The transi-
tion relation T : Lab× Σ→ ℘(Σ) is defined as T = Tdir ∪Tind, where Tdir and Tind

represent direct and indirect transitions respectively.

Concrete Semantics of Session Objects. An attractive feature of HQL is the
presence of Hibernate Sessionwhich provides a central interface between the
application and Hibernate and acts as persistence manager. A transient object is
converted into persistent state when associated with Hibernate Session, which
has a representation in the underlying database. Various methods in Hibernate
Session are used to propagate object’s states from memory to the database (or
vice versa).

We denote the abstract syntax of a Session method by a triplet 〈C, φ, OP〉,
where OP is the operation to be performed on the database tuples corresponding
to a set of objects of classes c ∈ C satisfying the condition φ. This is depicted in
Table 1.

Following [7], the abstract syntax of any SQL statement Q is denoted by a tuple
〈A, φ〉, meaning that Q first identifies an active data set from the database using a
pre-conditionφ that follows first-order logic, and then performs the appropriate
operations A on the selected data set. For instance, the query “SELECT a1, a2

FROM t WHERE a3 ≤ 30” is denoted by 〈A, φ〉where A represents the action-part
“SELECT a1, a2 FROM t” and φ represents the conditional-part “a3 ≤ 30”. The
database environment ρd and the table environment ρt are defined as [7]:

Database Environment. We consider a database as a set of indexed tables {ti | i ∈ Ix}
for a given set of indexes Ix. We define database environment by a function ρd

whose domain is Ix, such that for i ∈ Ix, ρd(i) = ti.

Table Environment. Given a database environment ρd and a table t ∈ d.
We define attr(t) = {a1, a2, ..., ak}. So, t ⊆ D1 × D2 × .... × Dk where, ai is the
attribute corresponding to the typed domain Di . A table environment ρt for a
table t is defined as a function such that for any attribute ai ∈ attr(t),

ρt(ai) = 〈πi(l j) | l j ∈ t〉

Where π is the projection operator, i.e. πi(l j) is the ith element of the l j-th row.
In other words, ρt maps ai to the ordered set of values over the rows of the
table t.

Given a HQL environment e ∈ Env, a HQL store s ∈ Store, and a database
environment ρd ∈ Ed. The concrete semantics of Sessionmethods are defined by
specifying how they are executed on (e, s, ρd), resulting into new state (e′, s′, ρd′).
These make the use of the semantics of database statements SELECT, INSERT,

UPDATE, DELETE [7].

Fix-Point Semantics of HQL. We extend the notion of interaction states of
OOP [11] to the case of HQL, considering the interaction of context with
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Table 1. Abstract Syntax of Session Methods

Constants and Variables
n ∈ N Set of Integers
v ∈ V Set of Variables

Arithmetic and Boolean Expressions
exp ∈ E Set of Arithmetic Expressions
exp ::= n | v | exp1 ⊕ exp2

where ⊕ ∈ {+,−, ∗, /}
b ∈ B Set of Boolean Expressions
b ::= true | false | exp1 ⊗ exp2 |¬b|b1 � b2

where ⊗ ∈ {≤,≥,==, >,�, . . . } and � ∈ {∨,∧}
Well-formed Formulas

τ ∈ T Set of Terms
τ ::= n | v | fn(τ1, τ2, ..., τn)

where fn is an n-ary function.
af ∈ A f Set of Atomic Formulas
af ::= Rn(τ1, τ2, ..., τn) | τ1 == τ2

where Rn(τ1, τ2, ..., τn) ∈ {true, f alse}
φ ∈ W Set of Well-formed Formulas
φ ::= af | ¬φ | φ1 � φ2

where � ∈ {∨,∧}
HQL Functions

g(	e) ::= GROUP BY( 	exp) | id
where 	exp = 〈exp1, ..., expn | expi ∈ E〉

r ::= DISTINCT | ALL
s ::= AVG | SUM | MAX | MIN | COUNT

h(exp) ::= s ◦ r(exp) | DISTINCT(exp) | id
h(∗) ::= COUNT(*)

where * represents a list of database attributes denoted by 	vd
	h(	x) ::= 〈h1(x1), ..., hn(xn)〉

where 	h = 〈h1, ..., hn〉 and 	x = 〈x1, ..., xn | xi = exp ∨ xi = ∗〉
f ( 	exp) ::= ORDER BY ASC( 	exp) | ORDER BY DESC( 	exp) | id
Session Methods

c ∈ Class Set of Classes
c ::= 〈init, F, M〉

where init is the constructor, F ⊆ Var is the
set of fields, and M is the set of methods.

mses ∈ Mses Set of Session methods
mses ::= 〈C, φ, OP〉

where C ⊆ Class

OP ::= SEL( f ( 	exp′), r(	h(	x)), φ, g( 	exp))
| UPD(	v, 	exp)
| SAVE(obj)
| DEL()

where φ represents ‘HAVING’ clause
and obj denotes an instance of a class.
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Session objects. To this aim, we include database environment in the definition
of HQL states. The set of interaction states of HQL is, thus, defined by

Σ = Env × Store× Ed × Valout × ℘(Loc)

where Env, Store, Ed , Valout, and Loc are the set of application environments,
the set of stores, the set of database environments, the set of output values, and
the set of addresses respectively.

We now define the transition relation, by considering (i) the direct interaction,
when a conventional method is directly invoked, (ii) the session interaction,
when a Sessionmethod is invoked, and (iii) the indirect transition, when context
updates any address escaped from the object’s scope.

Definition 6 (Transition RelationT ). Let σ ∈ Σ be an interaction state. The transi-
tion relation T : Lab×Σ→ ℘(Σ) is defined as T = Tdir∪Tind∪Tses, where Tdir, Tind

and Tses represent direct, indirect, and session transitions respectively. Lab represents
the set of labels which include Session methods Mses, conventional class methods M,
and an indirect update operation Upd by the context.

We denote a transition by σ
a−→ σ′ when application of a label a ∈ Lab on

interaction state σ results into a new state σ′.
Let I0 be the set of initial interaction states. The fix-point trace semantics of

HQL program P is defined as

T [[P]](I0) = lfp⊆∅ F (I0) =
⋃

i≤ω
F i(I0)

where F (I) = λT . I ∪
{
σ0

a0−→ . . . an−1−−→ σn
an−→ σn+1 | σ0

a0−→ . . . an−1−−→ σn ∈ T
∧σn

an−→ σn+1 ∈ T
}

3.2 Abstract Semantics

Authors in [16, 17] used the Abstract Interpretation framework [3, 4] to define an
abstract semantics of imperative languages using symbolic domain of positive
propositional formulae in the form

∧

0≤i≤n, 0≤ j≤m

{yi → zj}

which means that the values of variable zj possibly depend on the values of
variable yi. Later, [8] extends this to the case of structured query languages.
The computation of abstract semantics of a program in the propositional for-
mulae domain provides a sound approximation of variable dependences, which
allows to capture possible information flow in the program. The information
leakage analysis is then performed by checking the satisfiability of formulae
after assigning truth values to variables based on their sensitivity levels.
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An abstract state σ� ∈ Σ� ≡ L×Pos is a pair 〈, ψ〉whereψ ∈ Pos represents the
variables dependences, in the form of propositional formulae, among program
variables up to the program label  ∈ L.

Methods in HQL include a set of imperative statements1. We assume, for the
sake of the simplicity, that attackers are able to observe public variables inside of
the main method only. Therefore, our analysis only aims at identifying variable
dependences at input-output labels of methods.

The abstract transition semantics of constructors and conventional methods
are defined below.

Definition 7 (Abstract Transition Semantics of Constructor). Consider a class
c = 〈init, F, M〉 where init is a default constructor. Let  be the label of init. The
abstract transition semantics of init is defined as

T �[[init]] = {(, ψ)→ (Succ(init), ψ)}

where Succ(init) denotes the successor label of init. Observe that the default con-
structor is used to initialize the objects-fields only, and it does not add any new depen-
dence.

The abstract transition semantics of parameterized constructors are defined
in the same way as of class methods m ∈ M.

Definition 8 (Abstract Transition Semantics of Methods). Let U ∈ ℘(Var) be
the set of variables which are passed as actual parameters when invoked a method m ∈ M
on an abstract state (, ψ) at program label . Let V ∈ ℘(Var) be the formal arguments
in the definition of m. We assume that U∩V = ∅. Let a and b be the variable returned by
m and the variable to which the value returned by m is assigned. The abstract transition
semantics is defined as

T �[[m]] = {(, ψ)→ (Succ(m), ψ′)}

where ψ′ = {xi → yi | xi ∈ U, yi ∈ V} ∪ {a → b} ∪ ψ and Succ(m) is the label of the
successor of m.

We classify the high-level HQL variables into two distinct sets: Vard and
Vara. The variables which have a correspondence with database attributes be-
long to the set Vard. Otherwise, the variables are treated as usual variables
and belong to Vara. We denote variables in Vard by the notation v, in order
to differentiate them from the variables in Vara. This leads to four types of
dependences which may arise in HQL programs: x → y, x → y, x → y and
x→ y, where x, y ∈ Vara and x, y ∈ Vard.

The abstract labeled transition semantics of various Sessionmethods are de-
fined in Table 2, where by Var(exp) and Field(c) we denote the set of variables

1 For a detailed abstract transition semantics of imperative statements, see [16].
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in exp and the set of class-fields in the class c respectively. The function Map(v) is
defined as:

Map(v) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

v if v has correspondence with a database attribute,

v otherwise.

Notice that in Table 2 the notation ṽ stands for either v or v.

Table 2. Definition of Abstract Transition Function T � for Session methods

T �[[msave]]
de f
= T �[[(C, φ, SAVE(obj))]]
de f
= T �[[({c}, FALSE, SAVE(obj))]]
de f
= {〈,ψ〉 SAVE−−−→ 〈Succ(msave), ψ〉}

T �[[mupd]]
de f
= T �[[(C, φ, UPD(	v, 	exp))]]
de f
= T �[[({c}, φ, UPD(	v, 	exp))]]
de f
= {〈,ψ〉 UPD−−→ 〈Succ(mupd), ψ′〉}
where ψ′ =

∧{
ỹ→ zi | y ∈ Var[[φ]], ỹ = Map(y), zi ∈ 	v

}⋃
∧ {

ỹi → zi | yi ∈ Var[[expi]], expi ∈ 	exp, ỹi = Map(yi), zi ∈ 	v
}⋃
ψ′′

and ψ′′ =

⎧⎪⎪⎨⎪⎪⎩
ψ �
(
ã→ zi | zi ∈ 	v ∧ a ∈ Var ∧ ã = Map(a)

)
if φ is TRUE by default.

ψ otherwise

T �[[mdel]]
de f
= T �[[(C, φ, DEL())]]
de f
= T �[[({c}, φ, DEL())]]
de f
= {〈,ψ〉 DEL−−→ 〈Succ(mdel), ψ′〉}
where ψ′ =

∧{
ỹ→ z | y ∈ Var[[φ]], ỹ = Map(y), z ∈ Field(c)

}⋃
ψ′′

and ψ′′ =

⎧⎪⎪⎨⎪⎪⎩
ψ �
(
ã→ zi | zi ∈ 	v ∧ a ∈ Var ∧ ã = Map(a)

)
if φ is TRUE by default.

ψ otherwise

T �[[msel]]
de f
= T �[[(C, φ, SEL( f ( 	exp′), r(	h(	x)), φ, g( 	exp))]]
de f
= {〈,ψ〉 SEL−−−→ 〈Succ(msel), ψ′〉}
where ψ′ =

∧{
ỹ→ z̃ | y ∈ (Var[[φ]]∪ Var[[	e]] ∪ Var[[φ′]] ∪ Var[[	e′]]), z ∈ Var[[	x]],

ỹ = Map(y), z̃ = Map(z)
}⋃
ψ

Let SF(ψ) denotes the set of subformulas in ψ, and the operator � is defined
by ψ1 � ψ2 =

∧(
SF(ψ1)\SF(ψ2)

)
.
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4 Information Leakage Analysis

We are now in position to use the abstract semantics defined in the previ-
ous section to identify possible sensitive database information leakage through
high-level HQL variables. After obtaining over-approximation of variable de-
pendences at each program points, we assign truth values to each variable
based on their sensitivity level, and we check the satisfiability of propositional
formulae representing variable dependences [16].

Since our main objective is to identify the leakage of sensitive database in-
formation possibly due to the interaction of high-level variables, we assume,
according to the policy, that different security classes are assigned to database
attributes. Accordingly, we assign security levels to the variables in Vard based
on the correspondences. Similarly, we assign the security levels of the variables
in Vara based on their use in the program. For instance, the variables which
are used on output channels, are considered as public variables. Observe that
for the variables with unknown security class, it may be computed based on
the dependence of it on the other application variables or database attributes of
known security classes.

Let Γ : Var → {L,H,N} be a function that assigns to each of the variables a
security class, either public (L) or private (H) or unknown (N).

After computing abstract semantics of HQL program P, the security class of
variables with unknown level (N) in P are upgraded to either H or L, according
to the following function:

Upgrade(v) = Z if ∃ (u→ v) ∈ T �[[P]]. Γ(u) = Z ∧ Γ(u) � N ∧ Γ(v) = N (1)

We say that program P respects the confidentiality property of database
information, if and only if there is no information flow from private to public
attributes. To verify this property, a corresponding truth assignment function Γ
is used:

Γ(x) =
{

T if Γ(x) = H
F if Γ(x) = L

If Γ does not satisfy any propositional formula in ψ of an abstract state, the
analysis will report a possible information leakage.

Let us illustrate this on the running example program P in section 2. Ac-
cording to the policy, let the database attribute corresponding to variable h1

is private, whereas the attributes corresponding to id1, id2 and l2 are public.
Therefore,

Γ(h1) = H and Γ(id1) = Γ(id2) = Γ(l2) = L

For other variables in the program, the security levels are unknown. That is,

Γ(R1.[0]) = Γ(R1.[1]) = Γ(obj[0]) = Γ(obj[1]) = Γ(pk) = Γ(h2) = N
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Considering the domain of positive propositional formulae, the abstract se-
mantics yields the following formulae at program point 9 in P:

id1 → R1.[0]; h1 → R1.[1]; R1.[0]→ obj[0]; R1.[1]→ obj[1];
obj[0]→ pk; obj[1]→ h2; pk→ l2; id2 → l2; h2 → l2;

According to equation 1, the security levels of the variables with unknown
security level N are upgraded as below:

Γ(R1.[0]) = L, Γ(R1.[1]) = H, Γ(obj[0]) = L, Γ(obj[1]) = H
Γ(pk) = L, Γ(h2) = H

Finally, we apply the truth assignment function Γ which does not satisfy the
formula h2 → l2, as Γ(h2) = T and Γ(l2) = F and T → F is false.

Therefore, the analysis reports that the example program P is vulnerable to
leakage of confidential database data.

5 Conclusions

Our approach can capture information leakage on “permanent” data stored in
a database when a HQL program manipulates them. This may also lead to a
refinement of the non-interference definition that focusses on confidentiality of
the data instead of variables. We are now investigating a possible enhancement
of the analysis integrating with other abstract domains.

Acknowledgments. Work partially supported by PRIN “Security Horizons”
project.
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Abstract. Common spatial patterns (CSP) is one of the most prevalent
feature extraction approaches that has been used in Brain-computer in-
terfaces (BCI) due to its simplicity and efficiency. Nevertheless, CSP suf-
fers from the problems of sensitivity to noise and overfitting. To overcome
these issues, the regularized CSP (RCSP) has been proposed recently. In
addition, CSP was originally designed for two-class classification. How-
ever, a practical BCI usually needs four-class commands to be able to
operate. Thus, there is a high demand for increasing the performance
of multi-class BCI. In this paper, we provide a complete study of clas-
sification accuracy in multi-class BCI using regularization theory, and
compare it with the standard CSP to determine the suitable method for
feature extraction in BCI learning. Besides CSP, linear discriminant anal-
ysis (LDA) has shown its robust and widespread use for machine learning
in BCI. LDA estimates covariance matrices from extracted features. But
for high-dimensional features with only a small amount of training data
given, the estimation may become imprecise. In the attempt of clarifying
the regularizing effects in BCI, this paper also provides the classification
results of the regularized LDA (RLDA). The performance evaluation of
this work was taken on data from 9 subjects, from BCI competition
datasets. Results show that the combination of standard CSP and LDA
has a slightly better accuracy than the regularizing methods.

Keywords: Brain-computer interfaces (BCI), common spatial patterns
(CSP), Linear discriminant analysis (LDA), regularization, electroen-
cephalography (EEG).

1 Introduction

Brain-computer Interfaces (BCIs) are systems that provide a novel communica-
tion channel, which enables users to control external devices using brain signals
[16]. Most paralyzed patients lose muscle movement, but their minds are unaf-
fected. Thus, translating human thoughts directly to the outside world can ad-
dress the problem of communication for the patients. This process is generally
measured by electroencephalography (EEG) due to its good quality and low-cost
recording devices [1,13,14].
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An overview of BCI system is shown in Figure 1. Typically, BCI system con-
sists of different components i.e. signal acquisition, preprocessing, feature extrac-
tion and classification or usually called pattern recognition. This part in BCI is
designed according to the feature extraction from EEG signals, i.e., using a clas-
sifier to separate the user’s intentions from such EEG features [9]. One of the
most popular feature extraction methods is the common spatial patterns (CSPs)
that can extract the topographic patterns of brain oscillations by maximizing the
discriminability of two classes [11,15]. The algorithm was extended to multiple
class paradigm and significantly increased the performance in BCI application
[4,5]. Despite the popularity and efficiency of CSP algorithm, it still has some
drawbacks which are highly sensitive to noise or artifacts, data overfitting es-
pecially when the training sets are small. Moreover, it has been a challenging
issue on the number of electrodes used for the recording data due to its effects
on patient mentality and the effort to set up equipments [3]. Another problem
in BCI is it requires long period of calibration sessions since the EEG signal has
a huge inter-subject variability [1] .

Fig. 1. Overview of the Brain-computer Interface system

To address these shortcomings, recent studies have added prior information
into the CSP method which is the form of regularization [6,10]. F. Lotte
et al. provided a comprehensive study about CSP regularization approaches.
The authors compared classification accuracies of multiple CSP variants across
three different datasets [10]. Results have shown that these regularized CSP
outperformed the original CSP. However, the experiment only estimated the
discrimination between two classes of EEG data. Moreover, in the calculation
of CSP matrices the author chose fixed parameters which are the time interval
and the pairs of spatial filters to extract features for all subjects, thus made
it difficult to access the peak performances in case of multiple class problem.
The use of BCI systems is severely limited because of the low bit-transfer rate.
Hence, researchers have tried to extend the classification in BCIs into multi-class
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paradigms to increase the bit transfer rate [4]. The performance of the system
usually decreases as the number of classes increases, and the duration that user
has to produce a continuous signal seems to be longer [3].

In this paper, we investigate the performance of BCI when applying regular-
ization theory for four-class classification. Specifically, we select the CSP with
Tikhonow Regularization (TRCSP), which is one of the best approaches in [10],
for the feature extraction process. It should be mentioned that we use our prelim-
inary study of increasing performance for four-class BCI to improve the accuracy
[7] for each subject in the dataset in terms of selecting suitable parameters. More-
over, regularization has shown its effects on overcoming the imprecision in the
calculation of covariance matrices [2]. Thus, it has been an unexplored aspect on
whether or not should the regularization be implemented in both feature extrac-
tion (e.g. CSP) and machine learning (e.g. classification using linear approaches).
To clarify this issue, we also study the regularizing approach for classification
mechanism with linear discriminant analysis (LDA) or RLDA for short, and com-
pare with the accuracies of the standard CSP and LDA. As a result, four different
types of combinations are measured in our study, i.e., CSP/LDA, RCSP/LDA,
CSP/RLDA and RCSP/RLDA. The experiment was done with the dataset IIa in
BCI competition 2008.

2 Methodology

2.1 CSP Algorithm

The purpose of CSP is to learn spatial filters that maximize the variance of one
class data, and simultaneously minimize the variance for the other class [11,15].
Since the variance of the band-pass filtered EEG signals in a given frequency
band is equal to band-power [3], CSP aims at obtain an optimal discrimination
of user’s intentions. A solution for the following maximization problem is the
spatial filters w ∈ R

n (n is the number of data channels) that are used in CSP
technique:

maximize
w∈Rn

J(w) =
wTC1w

wTC2w
(1)

where Ci denotes the spatial covariance matrix from class i, calculated by Ci =
XT

i Xi (i ∈ {1,2}), T denotes the transpose and Xi is the bandpass filtered EEG
data matrix for class i. One way to solve this optimization problem is using the
Lagrange multiplier method, maximizing J(w) is equivalent to maximizing the
following function:

L(λ,w) = wTC1w − λ(wTC2w − 1) (2)

The filters w can be obtained by solving the derivative of L

∂L

∂w
= 2wTC1 − 2λwTC2 = 0

⇐⇒ C1w = λC2w

⇐⇒ C−1
2 C1w = λw
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The result matrix w that extremizing (1) is the eigenvectors of M = C−1
2 C1,

which corresponds to its lowest and largest eigenvalues.

2.2 CSP with Tikhonov Regularization

The regularization technique is used for overcoming the sensitivity of CSP to
outliers and overfitting. In [10], Dr. F. Lotte et al. reviewed two means of
regularization in CSP, which are the covariance matrix estimation level and
the regularizing at the CSP objective function (1). The authors proposed the
CSP with Tikhonov Regularization (TRCSP) that is based on the regularization
of the CSP objective function. Generally, such method aims at penalize the
spatial filters by adding a regularization term to the CSP objective function.
The objective function formally becomes

JP1(w) =
wTC1w

wTC2w + αP (w)
(3)

where P (w) is the penalty function and α is a user-defined regularization pa-
rameter (α > 0). The more the spatial filters w satisfy a given prior , the lower
P (w). Hence, maximizing JP1(w) is equivalent to minimizing P (w). This reg-
ularization is expected to guide the optimization process toward good spatial
filters, particularly in the limited or noisy training EEG data.

Tikhonov regularization was initially introduced for regression problems [10],
which consists the penalty term P (w) = ||w||2 = wTw = wT Iw (where I is
the identity matrix). This method is expected to mitigate the influence of noises
and artifacts since it constrains the solution to filters with a small norm. With a
quadratic penalty term, (3) becomes

JP1(w) =
wTC1w

wTC2w + αwT Iw
=

wTC1w

wT (C2 + αI)w

The corresponding Lagrange is

LP1(λ,w) = wTC1w − λ(wT (C2 + αI)w − 1) (4)

By applying the same approach in the CSP algorithm section, the eigenvalue
problem is as the following:

∂L

∂w
= 2wTC1 − 2λwT (C2 + αI) = 0

⇐⇒ wC1 = λw(C2 + αI)

⇐⇒ (C2 + αI)−1C1w = λw

Then, the result spatial filters w that satisfy the penalty function P (w) are the
eigenvectors corresponding to the largest eigenvalues of M1 = (C2 + αI)−1C1.
In normal CSP, the spatial filters are only the eigenvectors corresponding to
both the largest and smallest eigenvalue of M = C−1

2 C1. However, for RCSP in
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general, or TRCSP specifically, the spatial filters are obtained by maximizing
another objective function:

JP2(w) =
wTC2w

wTC1w + αP (w)
(5)

The eigenvectors correspond to the largest eigenvalues of M2 = (C1 + αI)−1C2

are also used in the filters w for TRCSP. The reason for this is because the
eigenvectors correspond to the lowest eigenvalues of M1 minimize (3), and then
maximize the penalty term. Thus, maximizing the function (5) help to obtain
the filters that maximize C2 while minimizing C1. In short, TRCSP uses the
spatial filters that are eigenvectors corresponding to the largest eigenvalues of
M1 and to the largest eigenvalues of M2.

2.3 Linear Discriminant Analysis (LDA)

LDA is one of the most popular approaches in machine learning for BCI [1,9,12]
due to its efficiency and simplicity. LDA separates two classes data with a hyper-
plane by minimizing the risk of misclassification [1]. It assumes that data follows
the normal distribution with equal covariance for both classes. The function for
classifying two classes data is given by the following :

w0 + wTx = y (6)

with w0 and wT are calculated by:

Σ = (Σ1 +Σ2)/2

w0 = −1/2(μ1 + μ2)Σ
−1(μ1 − μ2)

T

w = Σ−1(μ1 − μ2)
T

where Σj denotes the common covariance matrix and μj (j = 1,2) denotes the
class mean. The separating function is obtained by calculating the projection
that minimizes the distance of the interclass variance and maximizes it between
two classes means [9]. For a two-class problem, the sign of y (e.g. y > 0 or y <0)
in (6) determines the class of a feature vector. To solve a multiclass problem,
several separating functions are employed. The strategy that is generally used
in four-class BCI is the one-versus-the-rest, which composes of discriminations
for each class from all the others.

2.4 Regularized Linear Discriminant Analysis (RLDA)

The LDA needs to calculate the covariance matrix for features of each class.
However, if the training data set is noisy or small, the estimation may become
imprecise. Thus, it degrades the classification performance of LDA. It is ap-
propriate to add prior information to these estimates by using regularization
terms. One form of regularizing covariance matrix in literature is the method of
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Ledoit and Wolf [8], which consists in shrinking the covariance matrix toward
the identity matrix. Based on the method, it can be performed as follows:

Σ̃j = (1− γ)Σj + γI (7)

where Σ̃j is the regularized estimate, I is the identity matrix, γ is a parameter
that can be automatically identified using then method in [8]. The aim of γ is to
shrink the covariance matrix toward the identity matrix, to neutralize a possible
estimation bias in small training set. The regularized covariance matrix Σ̃j is
then used for calculating the function (6) above.

3 Experiments

3.1 EEG Datasets

In order to access and compare the performance of regularization theory in
the four-class classification BCI, we used EEG data from 9 subjects, from the
publicly available datasets BCI competition IV - data set IIa [12]. The dataset
contains motor imagery (MI) EEG signals, i.e., data recorded while subjects
were performing left hand, right hand, foot and tongue MI. The EEG signals
were measured using 25 electrodes which composed of 22 EEG signals from
brain activities and 3 Electrooculography (EOG) signals from eye movements.
Only signals corresponding to brain oscillations were used for this experiment
to investigate the performance of CSP and TRCSP in the noisy environment.
Each subject had done the recording in two sessions on different days, 288 trials
in each session which contains 72 trials for each MI task. The first data session
of a subject was used for training, the testing phase was performed on the other
data session.

3.2 Data Processing

In this paper, we design a paradigm that used for four-class BCI training as in
Figure 2. At the beginning, data was divided into separate trials. To eliminate the
noise from the initial period, the first 0.5s of each trial after the cue instructed the
subject to perform MI task is omitted in this study. In the preprocessing process,
the bandpass filter was applied for the training data in the frequency range of
7-30Hz, as recommended in [3], in order to cover the mu (7-12Hz) and beta
(18-26Hz) bands of brain oscillations in which the MI tasks are characterized.

As mentioned before, for the feature extraction process, the CSP and TRCSP
were used to measure the effects of regularization theory. In literature, CSP for
multi-class problem is designed, as in [4], by combining two or more spatial
filters, then can reduce the multi-class classification into several binary deci-
sions. In the paradigm, four CSP filters (one spatial filter for each MI task)
in one-versus-the-rest schema were used. There are some parameters that need
to be considered when estimating the spatial filters. The first one is the time
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Fig. 2. Four-class BCI training paradigm

interval in order to calculate covariance matrices i.e. C1, C2. Most of other ex-
periments, they employed a fixed time interval for all subjects [14,10]. After
obtaining the spatial filter w, features of each trial are extracted by the function
log(wTXXTw). It reveals the second parameter which is the number of compo-
nents extracted from preprocessed EEG data, and it depends on the number of
columns of matrix w.

Studies have shown that the classifier’s accuracy depends on both the two
parameters i.e. the number of columns in the spatial filters and the time interval
used in the feature extraction process [3,12,17]. Thus, we divide the time range
in each trial into multiple sub-intervals whose length varies from 1s - 3.5s to find
an optimal time range for each subject. Similarly, we use three, four and five
pair of filters, as the result of our preliminary work, in [7], to extract features
from the EEG signals in order to obtain the peak performance for each person
i.e. classifiers run through all combinations of parameters to learn the optimal
parameters.

Besides the normal parameters of CSP, the TRCSP algorithm has one more
regularization parameter which is α, whose value must be defined by the user.
As in [10], we selected values among the set [10−10, 10−9, . . . , 10−1] for α in
the training phase.

3.3 Classification and Validation

The log-variances of the spatially filtered EEG data were then used as input data
to the corresponding LDA classifier. In order to classify four different subsets of
features from four CSP filters, four LDA classifiers were employed to discrim-
inate data in each feature subset. The output of these four classifiers contains
the class labels of each binary problem (e.g. left hand imagery versus rest), and
the probability of that class label. Final result for one trial training is based
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on the combination of the four LDA classifier by applying the method of ma-
jority voting strategy, i.e., the class label is assigned to the classifier that has
the largest probability value. After evaluating the standard procedure, which
employs the standard CSP for feature extraction and LDA for classification,
the other two approaches (e.g. RCSP and RLDA) then replace the methods in
extracting features and classification mechanism respectively. As a result, the
performances of four combinations (i.e., CSP/LDA, RCSP/LDA, CSP/RLDA
and RCSP/RLDA) were estimated in the experiment.

To prevent over-fitting in the calibration process, the 9-fold cross validation
procedure was performed, meaning that the data were partitioned into 9 equal
parts, in which one part was used as test set and the other 8 parts were employed
in model training. This process was repeated nine times with alternation of the
testing part. The models with the best average classification results were then
applied in the testing with unseen dataset.

3.4 Results and Discussion

For the purpose of comparison, each subject in the dataset was tested in both
standard CSP and the TRCSP algorithms for the features extraction, and then
took the output features for the classification using LDA and RLDA classifiers.
The first data session in the data set was used for training data models and
the testing accuracies were measured on the other session. Table 1 reports the
classification performance in the training phase obtained from the data sets.

Table 1. Classification accuracies in the training phase for each subject

Subject CSP/LDA RCSP/LDA CSP/RLDA RCSP/RLDA

S1 79.51 77.43 65.28 65.63

S2 71.18 69.09 64.93 65.28

S3 85.42 86.81 82.64 81.25

S4 65.94 56.94 54.86 56.25

S5 45.14 45.14 45.49 45.48

S6 51.74 51.74 47.92 52.08

S7 79.17 80.91 71.53 72.57

S8 82.64 85.76 81.59 82.29

S9 83.33 83.68 85.07 85.07

Average 70.56 70.83 66.59 67.32

Std 15.3 15.9 14.19 14.1

Results show that, the standard CSP/LDA and RCSP/LDA perform slightly
better than the other combinations for this data set in terms of average re-
sults of classification accuracy in training. The highest mean, which belongs to
the RCSP/LDA method is at 70.83%, with CSP/LDA is very close behind at
70.56%. The other methods obtained little lower average results, it decreases
approximately 3% - 4%.



Investigation of Regularization Theory for Four-Class Classification in BCI 283

The training results in some subjects are decreased from 2% - 9% when using
the regularization theory (e.g. subjects S1, S2, S4), which means their highest
training results lie in the combination CSP/LDA. There are a slight increase of
subjects S3, S6, S7, S8, S9 around 1%-3% in the regularization schemas i.e. using
RCSP or RLDA in the training for four-class BCI. Subject S5 nearly obtains the
same accuracy in each combination. The models with the best results, listed in
Table 1, are tested with the unseen data sessions to determine the performance
of each model.

Fig. 3. Testing accuracies of four types of combinations for 9 subjects

Figure 3 illustrates the classification accuracies in the testing phase of 9
subjects for four different types of combinations, i.e., CSP/LDA, RCSP/LDA,
CSP/RLDA and RCSP/RLDA. CSP/LDA observed a better performance in
most subjects among four methods. This, together with the result for each sub-
ject in the training phase, suggest that the RCSP is not effective for subjects
with good initial performance (e.g., S1, S3, S7, S8, S9). In fact, only subject S2,
S4 were observed an increase in its testing performance when using the RCSP,
the others performed roughly the same in both standard CSP and RCSP.

Testing results from the RLDA method reveal that it is not efficient to ap-
ply the regularization theory in LDA in this case since the dimension of ex-
tracted features had been optimized by exhaustive search, which means that the
dimension of features is relatively small in comparison with the training samples.
Precisely, most subjects in the RLDA scheme acquired 1% - 9% lower testing ac-
curacy than it does in the LDA method. Only subjects S3, S5 and S6 showed the
increase in CSP/RLDA combination. However, two subjects S5 and S6 reached
very low testing accuracy (< 50%), which is far from acceptable, then its result
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is rather be random. Interestingly, subject S3 possessed nearly the same testing
performance in different methods (about 72%). It shows that the regularizing
technique need to be accessed more in other cases, in which the large training
sets are not available, to see the truth effects of the regularization.

Our experiment result for four-class classification is agreed well with the result
in [10] for two-class problem, it also showed a slightly improvement for the
dataset when applying the TRCSP. Base on this, we concluded that the standard
CSP/LDA algorithm is more robust for already good and clean data. In addition,
the RCSP needs to turn the (α) parameter which consumes more time when
training BCI.

4 Conclusion

In this paper, we provide a complete study of regularization theory in multi-
ple classes BCI. We also give a performance comparison between the standard
CSP/LDA and RCSP/RLDA. The study evaluated the algorithms on EEG data
from 9 subjects, from BCI competition dataset. Results show that the standard
CSP/LDA performed slightly better the other combinations (i.e., RCSP/LDA,
CSP/RLDA and RCSP/RLDA). It leads to the conclusion of using regularizing
technique for BCI, i.e., it is not necessary to apply the regularization for sub-
jects whose performance are good in the training period. We, therefore, would
recommend that in training BCI we could detect the performance of a subject
in the first training and apply the regularization in case the produced signals
are not in good quality.

Our future work will be possibly related to measuring performances of the
regularization algorithms with very small data sets, since the methods aim at
dealing with noisy and limited data. It would also be interesting to build an
online feedback BCI system, as in [1], to study the performance of the proposed
approach for multiclass BCI.
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Abstract. Derivation of test scenarios from requirement presented by use-cases 
is an emerging methodology in software testing. Path analysis is commonly 
used to derive the most effective test-cases in white-box testing technique. 
However, when dealing with sophisticated and complex use-cases, this ap-
proach is unfeasible due to the extremely large number of possibilities.  Genetic 
algorithm (GA) technique has been proposed to prioritize test scenarios, allow-
ing the most critical ones to be taken into account first. In this paper, we further 
enhance this technique by employing cumulative probabilities to improve the 
convergence speed and fitness quality of the generated test scenarios. Our expe-
riments have proven the better effectiveness achieved compared to other pre-
vious works in this approach. 

Keywords: Genetic algorithm, cumulative probability, test scenarios generation. 

1 Introduction 

Testing a software or a large system is a complex and time-consuming task, not to 
mention it also bears a substantial cost [2]. Hence, researchers have conducted much 
investigation into implementing the testing phase automatically to alleviate the cost in 
the software development process. There are many approaches reported when it comes 
to dealing with this issue. White-box testing technique, which calls for internal design 
of the system to derive test cases [2], is one of them. Accordingly, it is hard as well as 
expensive to perform and usually done manually.  

Use case is the de facto artifact for testers to derive test cases in professional  
industry nowadays since it helps to specify the system behaviors from user’s pers-
pective. Since Unified Modeling Language (UML) has become a widely accepted 
standard for system specification, strategies for automatic acquisition of test cases 
from UML-based diagrams have been remarkably suggested [8]. However, in reali-
ty, use-cases are often expressed in natural language first, instead of being directly 
composed in UML forms. 
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Evolutionary Testing is an emerging methodology for automatically producing  
high quality test data [8]. Genetic algorithm (GA) is a notable form of the evolutionary 
algorithms, and it is suitable for problem whose search space is large. Some previous 
researches in testing have applied it for white-box testing approaches, such as the work 
discussed in 1. 

In this paper, we proposed a new approach to deal with the problem of test case de-
rivation from requirement presented in use-case. First, we developed a GUI-based 
program to assist users in designing use-cases, actors involving in the system and the 
relation between them in a use-case diagram. It also allows users to input detailed spe-
cification for each use-case. After that, the test case scenarios can be extracted from 
activity diagrams based on the use-case specification. However, in a sophisticated and 
complex use-case, the act of generating all those scenarios is unfeasible due to the 
extremely large number of possibilities. Therefore, based on the idea of [1], a GA-
based approach is applied in order to prioritize these possible scenarios. Especially, we 
enhance the GA algorithm with cumulative probabilities, inspired from the work re-
ported in [4]. The usage of cumulative probabilities allows higher chances for the GA 
algorithm to explore other execution path once the currently investigated flow seems to 
get stuck. Therefore, our enhanced algorithm is able to produce test scenarios in faster 
speed and better fitness quality, as proven by experiment. It is also our major contribu-
tion in this paper. 

The rest of this paper is organized as follows: in Section 2, we will touch upon test 
scenarios derivation from activity diagram. Section 3 gives the overview of test scena-
rios derivation using GA. In Section 4, we will go into details on our proposed  
GA algorithm. Then, Section 5 presents our experimental results. Finally, Section 6 
concludes the paper. 

2 Derivation of Test Scenarios from Activity Diagram 

Activity diagrams are commonly used to describe business processes and data flow in a 
system. They also come in handy when modeling the logic captured from a use case. 
The data flow or activities are described in a sequential or concurrent fashion.  
Moreover, the main advantage of this diagram is its simplicity and ease of understand-
ing the flow of logic of the system. Then, at the test generation phase, the activity dia-
gram’s flows are extracted so as to derive test scenarios. 

Based on the work presented in [3], we formalize an activity diagram and a test sce-
nario as follows: 

Definition 1 (Activity diagram):  An activity diagram is a tuple D = (A, T, F, C, aI, 
fr), where 

• A = {a1, a2, …, am} is a finite set of activity states. 
• T = {t1, t2, …, tn} is a finite set of completion transitions. 
• C = {c1, c2, …, cn}  is a finite set of guard conditions, and Ci is in the corres-

ponding transition ti. 
• F ⊆ (A×T×C)  (T×C×A) is a flow relation between activities and transitions. 
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aI ∈A  is the initial activity state, aF ∈  A  is the final activity state there is only one 
transition t such that (aI, t) ∈F , and  (t’, aI)  ∉ F and (aF, t’) ∉ F for any t’. 

Definition 2 (Test Scenario): Let D = (A, T, F , C , aI, aF) be an activity diagram, TS 
be the set of test scenarios of  D; CS be the current state. Furthermore: 

• , · denote pre-set and post-set of t respectively. 
• enabled(CS) is all of transitions started from CS .  
• fired(CS)  denotes the only fireable transition from  CS  at certain moment, 

then  fired(CS)  =  |  and · ·   and after t was 
fired  the new current state · · if there are more than one 
transition satisfies the condition, we can randomly choose one which is still un-
fired. 

• tS ∈TS is a sequence of activity states and conditioned transition, then …  where CS0 = {aI}, CSn = {aF}, CSi is current 
state, and ti = fired(CSi), Ci is the guard condition on , 0, ·· , 1.  

 
 

 

Fig. 1. An activity diagram 

There have been some researches in automatically generating test scenario from ac-
tivity diagrams. In [2], an approach is presented in which the activity diagram is  
 
 



 Enhancing GA with Cumulative Probabilities to Derive Critical Test Scenarios 289 

 

constructed from use-case. Then, a graph can be generated based on the states and  
transitions. Finally, graph traversal is applied to derive all scenarios from the activity 
graph. Let us illustrate this approach with a simple example depicted in Figure 1. It 
could be easily seen that on the diagram, there are 3 scenarios corresponding to 3 cov-
ering paths, namely: (i) a0  a1  a2  a3  a4  a5; (ii) a0  a1  a4; and (iii) 
a0  a1  a2  a4. From that, there are three test scenarios as presented in Table 1.  

Table 1. Test scenarios obtained from the activity graph in Figure 1 

ID   Action Condition 
Test Scenario 1 User inserts card 

User enters PIN 
User enters amount to 
be withdrawn 
User receives cash 
from the ATM 
End 

 
 
Correct PIN  
 
 
Amount < limit  

Test scenario 2 User inserts card 
User enters PIN 
End 

 
 
Incorrect PIN input > 3 
times 

Test scenario 3 User inserts card 
User enters PIN 
User enters amount to 
be withdrawn 
End 

 
 
 
 
Amount > limit 

 

However, this approach is only feasible for small and medium activity diagrams  
in which the number of possible paths can be obtained by traversing. Supposing we 
have a complicated activity diagram whose steps are extremely large, it will be a  
cumbersome and time-consuming task. More importantly, the diagram can contain con-
siderable loops, especially backward and inner ones, which leads to significant path 
explosion. Additionally, in some cases, the act of deriving all possible is not only costly 
but also redundant because we just have to test a subset of it in order to make sure of 
path coverage. 

Therefore, an emerging approach when dealing with this issue is to extract “best” 
path from a given activity diagram. However, as finding all of possible test scenarios is 
a well-known NP-hard problem (equivalent to the SAT problem), the act of finding the 
best test scenario is thus also a NP-hard problem as well. This is when we should fall 
back on alternative optimization methods, among which a technique approach recently 
emerging is using genetic algorithms. 

3 Derivation of the Best Test Scenarios Using Genetic Algorithm 

3.1 Genetic Algorithm 

Genetic Algorithms (GAs) are a part of evolutionary computing which is a subfield of 
artificial intelligence. GAs have manifested itself to be effective for exploring NP-hard  
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or complex non-linear search spaces, in comparison with intensive exhaustive search. 
The strength of GAs has been shown in their ability to exploit in a highly efficient  
manner in a large number of individuals. GAs are commonly used to solve a variety  
of problems and are becoming an important tool in machine learning and function 
optimization. 

GAs are search algorithms inspired by natural selection in which fittest individuals 
will survive after a series of selection. That individual in computer science field is 
represented as a string of binary digits called chromosome. Each bit composed.  
A chromosome consists of DNA which is a single digit and a sequence of DNA consti-
tutes gene. 

The pseudo code of a GA is as follows: 

Initialize (population)  
Evaluate (population)  
While (stopping condition not satisfied)  
{  
 Selection (population)  
 Crossover (population)  
 Mutate (population)  
 Evaluate (population)  
} 

The main task in each step is as follows: 

• Population initialization: The initial population can be randomly created when 
the chromosome’s length has been identified. 

• Population evaluation: The population is evaluated based on the predefined 
fitness function. 

• Selection: The purpose of this step in GAs is to select out potential individuals 
for mating in order to produce new offspring. In [1], the selection phase solely 
relies on fitness value in which individuals with highest fitness values are best 
candidates for the mating step.  

• Crossover: After selection, the crossover operation is applied to the selected 
chromosomes. They will be swapped their genes with each other.  

• Mutation: The DNA or single bit in the chromosome will be changed in this 
step. This operation helps to make the population more diverse. 

3.2 Previous Work 

Next, we will introduce the approach of [1] on applying GAs in activity diagram so as 
to prioritize test scenarios. In the next section, we will introduce our proposed  
approach by enhancing this work by using cumulative probabilities. 
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Initializing the Population 
In order to create the initial population, we have to identify the length of each chromo-
some first. A chromosome is used to represent a possible path in the activity diagram. 
We will use binary digits to represent chromosomes and their lengths depend on  
numbers of decision nodes and numbers of out-going paths of each decision node in 
the activity diagram. For instance, given an activity diagram with 3 decision nodes and 
each decision node has 2 outgoing paths, so we need 1 binary digit to describe each 
decision node. Therefore, it requires a string whose length is 3 binary digits to 
represent all its possible paths.  

After the chromosome length is identified, we can randomly create the initial popu-
lation. 

Evaluating the Population  
The fitness function is used to evaluate each individual in the population. The fitness 
value of each path is comprised of the value of each node belonging to that path.  
The value of each node is calculated based on 2 pieces of information: stack-based-
weight value and information flow (IF) metric, which are described as follows. 

• Stack-based-weight value is the number of operation to access an element in a 
stack which is formed by depth-first-search traversal. 

• IF metric is calculated by using the following equation: 

( ) ( ) ( )IF A FAN IN A FAN O U T A= ×  

Where FANIN (A) is the count of the number of other nodes that can call, or pass 
control to node A and FANOUT (A) is the number of nodes that are called by node A.  

Therefore, the sum of the weight of a node by stack-based-weight assignment ap-
proach and IF complexity contributes to the total weight of a node in an activity dia-
gram.  

( ) ( )Aw IF A STACKBASEDWEIGHT A= +  

Hence, the fitness value for each path in the activity diagram equals the total of its 
belonging nodes.  

1

n

i
i

F w
=

= 
 

Selection 
In this phase, two paths whose fitness values are the highest will be selected as parents 
for the mating process.  
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Algorithm 
 

Algorithm 1. Original genetic algorithm for prioritization of test case scenarios [1] 
1:   Convert the activity diagram into Control Flow Graph (CFG) 
2:   Use the decision nodes to generate the test data or chromosome popula-

tion randomly 
3:   foreach test data i = 1....n do 

a) Traverse the CFG by applying Depth first search (DFS) as well as 
Breadth first search (BFS) and identify the path. 
i. Find the neighbor node for the current node having next higher 

depth di by applying DFS 
ii. For each concurrent node, ci traverse the next neighbor node having 

next higher breadth value, bi  
iii. Update the top pointer, size s and k of the Stack 
iv. Assign weight, w to each node by applying weight assignment algo-

rithm 
b) Calculate the fitness value of each test data by using (2) and stack 

based weight assignment approach. 
c) For sub activity of each node, calculate the fitness value using 80-20 rule 

and by using (2). 
d) Select initial test data by ranking the fitness of chromosomes 
e) If initial population is not enough then randomly generate them  

       if r < 0.8 then perform crossover  
       else if r < 0.2 then perform mutation 

 4:    if test data for all the paths have not been covered then 
             Repeat the GA process 
        else    
             End system 

Example 

Let us illustrate this approach with the activity diagram presented in Figure 2. 
There are 6 decision nodes in this activity diagram. Each of them has 3 outgoing 

paths, which requires 2 bits to represent each node. Therefore, each path need 2 * 6 = 
12 bits to describe itself. In other words, the essential length for each chromosome is 
12.  We have the following information for the initial population: 

Table 2. Initial population information 

S No. X Fitness value (F) 
1 010101010001 631 
2 000101010100 679 
3 000101000101 670 
4 010100000101 648 

 



 Enhancing GA with Cumulative Probabilities to Derive Critical Test Scenarios 293 

 

 

Fig. 2. Illustrative example for algorithm in [1] 

Then, we have the following stack-based-weight assignment to all nodes in the illu-
strative graph.  

The pop-operation-based complexity is obtained from the stack constructed by 
graph traversal. It is calculated by relying on the number of occurences of a node in the 
stack.  

Let us take the first individual (010101010001) as an example to calculate the fit-
ness value. Each 2 bits represent a decision node. In this example, “00” means it will 
follow the first branch and “01”, “10” and “11” continue with remaining branches 
including basic path. Hence, the corresponding path of the individual is 1  2  D1 
 3  D2  4  5  6  D3  7  D4  7a.2  9  10  D6  11  End . 

Therefore, the fitness value for this path is the total complexity of each node present 
in it: 96 + 91 + 86 + 64 + 57 + 51 + 47 + 34 + 31 + 13 + 12 + 10 + 8 + 3 + 14 + 14 = 
631. 
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Table 3. Complexity of nodes of activity diagram in figure 2 

Node Complexity based on 

pop operation (I) 

IF = Fan In (A) 

* Fan Out (A) (II) 

Total Complexity  

= (I) + (II) 
1 96 0 96 
2 90 1 91 
D1 84 2 86 
2a.1 65 1 66 
3 13 1 14 
D2 12 2 14 
3a.1 11 1 12 
4 60 4 64 
5 55 2 57 
6 50 1 51 
D3 45 2 47 
6a.1 8 1 9 
7 32 2 34 
D4 28 3 31 
7a.1 6 1 7 
7a.2 12 1 13 
8 6 1 7 
D5 5 2 7 
8a.1 4 1 5 
9 10 2 12 
10 8 2 10 
D6 6 2 8 
10a.1 2 1 3 
11 2 1 3 

 
Similarly, we compute the fitness value for remaining chromosomes. Two individuals 

with highest fitness value will be selected as parents, which are X2 and X3. After 16th 
iteration, the stopping condition is satisfied. So the algorithm stopped with the best 
chromosome 000101010000 and its fitness value is 679. It means that the “best” test 
scenario for this activity diagram is 1  2  D1  2a.1  4  5  6  D3  7  
D4  7a.2  9  10  D6  10a.1  7     D4  8  D5  8a.1  10  D6 
 11  End. In other words, if the program has bug, it is most likely that the bug will 
occur on this path. 

4 Enhancing the Genetic Algorithm with Cumulative Probability 

The major problem with aforementioned approach is that it only focuses on individual 
with highest fitness value, which results in the lack of diversity in the population.  
In other hand, the overriding factor to make the population more diversified is the mu-
tation. However, the probability for this operation is low, which is less than 0.2. So, it 
takes a long iteration until all paths have been covered. 

This leads us to use cumulative probability to get around the mentioned issue [5]. 
By applying this technique, we can allow an individual with low fitness value to have a 
chance to participate in the mating process. Consequently, the population will increase 
its diversity and the iteration time therefore will be significantly decreased. 
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After all fitness values are calculated for each individual, the probability of selection 
pj for each path j is determined as follows: 

1

j
j n

j
j

F
p

F
=

=


 

where n is the number of individuals in the population and Fj is the fitness value for the 
individual j. 

Then cumulative probability ck is calculated for each path k with following equation: 

1

k

k j
j

c p
=

=  

Hence, we have modified the algorithm in [1] with our enhanced one. 
 

Algorithm 2. Genetic algorithm with cumulative probability 
1:    Set BackInit_flag = false 
2:    repeat 
3:       Initializing population 
4:       Evaluating population 
5:       while Fitness(new_population) > Fitness(old_population) 
6:         if random r1 < 0.8 then 
7:            select parents 
8             Calculate pj for each individual as in  (4) 
9:            Calculate ck as in (5) 
10:          Choosing candidates for mating based on ck value and 

corresponding random number 
11:          if mating pool contains 1 candidate then 
12:                BackInit_flag = true 
13:                break 
14:          Performs crossover 
15:        foreach individual in population do 
16:           if random r2 < 0.2 then 
17:                performs mutation 
18:     until BackInit flag = true

 
Let us illustrate our enhanced algorithm on the activity diagram in Figure 2 again.  

Table 4. Population information for enhanced algorithm 

Chromosome 

(X) 

Fitness  

value 

Probability (p) Cumulative 

probability (c) 

Random 

(r) 
010101010001 631 0.2453 0.2453 0.4998 
000101010100  679 0.2616 0.5069 0.9669 
000101000101  670 0.2612 0.7681 0.0105 
010100000101  648 0.2319 1 0.4484 



296 A.T. Tran, T.T. Quan, and T.D. Le 

 

Unlike the original algorithm, we do not choose X2 and X3 as parents. We have not 
decided parents when computing fitness value yet. Actually, we continue to compute 
the probability value for each individual. Then, cumulative probability is calculated as 
in (5), for instant, c1 = p1 = 0.2453; c2 = p1 + p2 = 0.5069 and so on.  

Next, we decide which individual will be placed in mating pool based on cumulative 
probability value and the corresponding number for each chromosome. Let us start 
with X1 first whose random number r1 is 0.4998 > c1 (0.2453). We advance to the next 
cumulative probability until it exceeded r1. Hence, we stopped at c2 since its value is 
larger than c1. So, X2 will be selected and placed in mating pool. Similarly, X4, X1 and 
X2 will be selected too in the next 3 iterations. 

After the selection phase, we have 2 X2, 1 X1 and 1 X4 in the mating pool. Among 
themselves, X1 and X2 have the largest fitness value, so they are chosen as parents for 
mating process. We continue the algorithm until the stopping condition is satisfied 
which is after 3th iteration. The survival individual is 000101010000, which is the same 
as the original algorithm but the number of iteration is far smaller. 

5 Expirimental Results 

We conducted the experiment on various test cases collected from a practical project 
developed at LARION Computing1, a professional software company.  Each test case 
was run about 20 times and we carried out on nearly 50 test cases with diverse kinds: 
diagrams with no backward loop, diagram with backward loops, and diagram with 
outer and inner loop. We also tested on different decision nodes with various outgoing 
paths.  

In addition, we would also like to demonstrate the efficiency of our algorithm in 
comparison with the exhaustive search approach and the original approach as in [1]. 
They are tested with the same initial population and fitness function. We also set the 
threshold for those (maximum number of iteration is 50000) in order to prevent endless 
running time. 

Furthermore, we also conducted the experiment with two stopping conditions: 

• First stopping condition: similar to that of in [1] – when all individuals have 
been covered and the new population is better than the old one. 

• Second stopping condition: following the standard stopping condition in GA – 
when the improvement between the new population and the old one is not that 
much under a given threshold. 

Experimental results have shown that the outcome of our enhanced algorithm is bet-
ter than the original one at about 65% under first stopping condition. Whereas under 
second stopping condition, our enhanced algorithm produced better outcome in com-
parison with the original one at about 80%.  

We would like to take a result of a test case out of all test cases as a representative. 
In doing so, we will have a clear observation so as to compare effectiveness. We also 
obtain similar results with remaining test cases under this stopping condition. 
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Table 5 presents the performance comparison of these 3 approaches in terms of  
execution time (which is number of iteration) and the value of the survival individual 
in 15 consecutive runs.   

Table 5. Performance comparison between 3 approaches under first stopping condition 

# 
Brute force Original algorithm Enhanced algorithm 

fitness execution 

time 

Fitness execution 

time 

fitness execution 

time 
1 2156 9866 1711 12 1750 6 
2 2156 9866 1750 2 1912 3 
3 2156 9866 1977 9 1982 11 
4 2156 9866 2156 10 2140 6 
5 2156 9866 1918 50000 1918 26 
6 2156 9866 1711 9 1984 13 
7 2156 9866 1987 21 1988 3 
8 2156 9866 2141 50000 1750 41 
9 2156 9866 2145 34 2156 50 

10 2156 9866 2155 83 2150 20 
11 2156 9866 2156 76 1983 71 
12 2156 9866 2141 5 2151 5 
13 2156 9866 1711 13 1711 5 
14 2156 9866 1750 3 2140 16 
15 2156 9866 2130 40 2156 28 

 
There are 10 out of 15 cases in which the enhanced algorithm produces better result 

than the original one. There are 2 times when the execution time of the original algo-
rithm reached the climax. Additionally, when we increased the size of the test case, the 
exhaustive search becomes unfeasible, since it always reached the given threshold.  

The above result is illustrated by the following line graph: 

 

Fig. 3. Performance comparison of execution time under first stopping condition  

Table 6 presents the result of a representative under the second stopping condition. 
There are 12 out of 15 cases in which enhanced algorithm produces better result 

than the original one. It can be seen clearly in the table, the original algorithm incurs a 
large number of iterations when compared with our algorithm.  
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Table 6. Performance comparison between 3 approaches under second stopping condition 

# 
Brute force Original algorithm Enhanced algorithm 

fitness execution 

time 

fitness execution 

time 

fitness execution 

time 
1 1430 12134 1252 1464 1353 98 
2 1430 12134 1236 4724 1236 32 
3 1430 12134 1305 5 1330 12 
4 1430 12134 1332 26 1354 8 
5 1430 12134 1338 5 1332 13 
6 1430 12134 1353 50000 1228 120 
7 1430 12134 1306 36 1354 9 
8 1430 12134 1330 1173 1354 74 
9 1430 12134 1332 26 1355 8 

10 1430 12134 1338 7 1332 13 
11 1430 12134 1340 71 1430 119 
12 1430 12134 1309 17 1354 2304 
13 1430 12134 1233 23529 1428 71 
14 1430 12134 1407 5 1407 21 
15 1430 12134 1354 11 1410 37 

 

 

Fig. 4. Performance comparison of execution time under second stopping condition 

As aforesaid elucidation, the original GA allows only individuals with highest  
fitness value to participate in the mating process, which results in the lack of diversity 
in the population. Consequently, it usually calls for long-winded iteration so as to  
terminate the algorithm.  

6 Conclusions and Future Work 

This paper has proposed a GA-based approach with cumulative probability enhance-
ment for deriving critical test scenario from use-cases. We have tested our improved 
algorithm in comparison with the brute force approach and other previous GA-based 
work [1]. Initial experimental results have shown that our proposed approach mostly 
produce better outcome in terms of execution time and survival individual.  
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In view of supporting tool, we have developed a tool allowing the user to input the 
use-cases and actors via GUI-based interaction. Our future work involves taking  
account of related use-cases in the Extend and Include relationship when analyzing a 
use-case. 
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Abstract. This research aims to introduce our Semantic Linked Data Retrieval 
Model (SLDRM) which is conceived to perform the traditional Ad-hoc Retriev-
al task of INEX 2013 Linked Data Track. SLDRM was built based on combin-
ing some novel semantic representation models for processing English retrieval 
queries, and proposed techniques for creating and optimizing queries on Indri 
search engine to effectively retrieve structured text data. Based on SLDRM, a 
Semantic Linked Data Retrieval System (SLDRS) was built to assess the 
performance of  SLDRM. The evaluation methods of the INEX 2013 Linked 
Data Track, based on using standard Ad-hoc search task’s testing topics and 
two standard scores MRR and TREC MAiP, were used to evaluate the accuracy 
of SLDRS. The experiments show that MAiP score of our SLDRS is the highest 
in comparision with all of submitted runs of INEX 2013 Linked Data Track.   

Keywords: Structured Text Retrieval, Linked Data, Search Engine, Query 
Language, Semantic Model. 

1 Introduction 

In this paper we present an approach to perform the traditional Ad-hoc Retrieval task 
of INEX 2013 Linked Data Track [1]. The Ad-hoc Retrieval task of INEX 2013 
Linked Data Track [1] aims to study effective methods to retrieve standard structured 
text data, which compose the data of Wikipedia [2], a partial data of DBpedia [1] (see 
[3]), and YAGO2 [1] (see [4]). Our research focused on proposing a semantic linked 
data retrieval model which can enhance our experimental system in comparison with 
all other systems submitted to INEX 2013 Linked Data Track [1]. 

To build a semantic linked data retrieval model, which can answer testing “topics” 
(this terminology is suggested by INEX 2013 Linked Data Track [1] to refer to  
English "query"), our approach bases on following steps: 

• Step 1: Use the Stanford Parser [5] to parse the topic and receive its depen-
dency relations of the Stanford Dependencies [6]. 

• Step 2: Based on the dependency relations of the topic, analyze these seman-
tic relations with our specific semantic representation models to construct the 
semantic representation of the topic. 

• Step 3: Use IndriBuildIndex [7] tool of Indri [9] search engine to index the 
semantic linked data of Wikipedia [2].  
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• Step 4: Use the semantic representation of the topic in step 2 to create its 
search engine query following the syntax of Indri Query Language [8]. 

• Step 5: Optimize the Indri [9] search engine’s query created in step 4. 
• Step 6: Execute the optimized query in step 5 on Indri [9] search engine. 

2 Architecture of Semantic Linked Data Retrieval Model 

The architecture of our Semantic Linked Data Retrieval Model (SLDRM) is designed 
to perform six operational steps mentioned above. Its components are:  

• Syntactic Parser: parses the dependency syntax of the retrieval query. This pars-
er performs the step 1 of the model. 

• Semantic Constructor: constructs the semantic representation of the retrieval 
query. This component performs the step 2 of the model. 

• Linked Data Indexer: indexes the linked data which will be retrieve on Indri 
search engine. As mentioned above, we use IndriBuildIndex [7] tool of Indri 
[9] search engine to index the linked data. 

• Indri Query Creator: creates query on Indri Query Language [8]. This com-
ponent performs the step 4 of the model. 

• Query Optimizer: optimizes the query on Indri Query Language [8]. This com-
ponent performs the step 5 of the model. 

• Retrieving and Ranking: retrieves query on Indri [9] search engine and rank-
ing the found data. This component performs the step 6 of the model. (In this 
paper we do not discuss this component.) 

 

Fig. 1. Architecture of SLDRM 
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3 Syntactic Parser 

The syntactic parsing performs the first stage in the process of analyzing English re-
trieval query to determine their grammatical relations. SLDRM uses Stanford Parser 
[5] to parse the English retrieval query and to return its Stanford Dependencies [6] 
relationships. A Stanford Dependencies [6] relationship consists of following parts: 1) 
relation (an abbreviation of relationship name), 2) gov (abbreviation of “Governor”), 
and 3) dep (abbreviation of “Dependency”). In addition, each Gov and Dep part has a 
position index number attached after it. 

Example 1: “famous computer scientists disappeared at sea”  

Stanford Parser parses the query in example 1 into dependency relations as 
presented in Table 1. 

Table 1. Parsed query of example 1 

Relation Gov Dep 

amod scientists-3 famous-1 

nn scientists-3 computer-2 

nsubj disappeared-4 scientists-3 

prep disappeared-4 at-5 

pobj at-5 sea-6 

4 Semantic Constructor 

The Semantic Constructor is built based on definition of semantic components, and 
semantic models which use these semantic components to form semantic representa-
tions of English retrieval query (cf. [18], [19]). 

4.1 Components of Semantic Models 

The proposed semantic models for English retrieval queries in SLDRM use the  
following semantic components: 

1) SLDRM_Main_Object: represents object, thing, or event to be retrieved in an 
English question. 

2) SLDRM_Identify_Object: provides supplementary information for 
SLDRM_Main_Object component. This semantic component includes two 
sub-components: SLDRM_Circumstances and SLDRM_Active_Modifier. 

• SLDRM_Circumstances: describes the context. 
• SLDRM_Active_Modifier: includes the following elements: 

o SLDRM_Verb: describes the action. 
o SLDRM_Time: describes the time. 
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o SLDRM_Poss: describes the possession. 
o SLDRM_Modifier: describes the modification. 

Example 2: “probabilistic models in information retrieval” 

 SLDRM_Main_Object = “probabilistic models”, SLDRM_Circumstances 
= “information retrieval”. 

Example 3: “July, 1850 president died Millard Fillmore sworn following day” 

 SLDRM_Verb = {died, sworn}, SLDRM_Time = {July, 1850}. 

4.2 Semantic Models of English Retrieval Queries 

SLDRM has three semantic models which are used to represent the semantics of re-
trieval queries. 

• Semantic model of type 1: [SLDRM_Main_Object] 

Example 4: “yoga exercise”, “IBM computer”, “Paul Auster”, “Einstein Relativity 
theory”, “best movie”, “greatest guitarist”, “French revolution”, …. 

• Semantic model of type 2:  

[SLDRM_Main_Object] + [SLDRM_Circumstances] 

Example 5: “Singer in Britain's Got Talent”, “probabilistic models in information 
retrieval”. 

 SLDRM_Main_Object = “Singer”, SLDRM_Circumstances = “Britain's 
Got Talent” 
 SLDRM_Main_Object = “probabilistic models”, SLDRM_Circumstances 
= “information retrieval” 

• Semantic model of type 3: 

[SLDRM_Main_Object] + [SLDRM_Active_Modifier] 

SLDRM_Active_Modifier = {SLDRM_Verb, SLDRM_Time, SLDRM_Poss, 
SLDRM_Modifier} 

Example 6: “1994 short story collection Alice Munro is Open”. 

 SLDRM_Main_Object = “short story collection”,  
 SLDRM_Active_Modifier = {1994, Alice Munro, is Open} 

5 Construction of Query on Indri Search Engine 

For each semantic model of English query, SLDRM has a respective query structure 
form which is defined to automatically build queries in Indri Query Language [8]. 

• Indri query of form 1: [SLDRM_Main_Object] 

The form of query in Indri Query Language [8]:  
#weight[passage800:500](3.0 #3(#3(title  
SLDRM_Main_Object) {tobe}) 3.0  
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#3(SLDRM_Main_Object).paragraph 3.0  
#3({SLDRM_Main_Object}).template 3.0  
#3({SLDRM_Main_Object }).tag) 

Example 7: “yoga exercise” 
The generated query of example 7 in Indri Query Language [8]:  

#weight[passage800:500](3.0 #3(#3(title yoga exer-
cise) {is are was were}) 3.0 #3(yoga exer-
cise).paragraph 3.0 #3({yoga exercise}).template 
3.0 #3({yoga exercise}).tag) 

• Indri query of form 2: [SLDRM_Main_Object] + [SLDRM_Circumstances] 

The form of query in Indri Query Language [8]: 
#weight[passage800:500](3.0 #3(SLDRM_Main_Object  
SLDRM_Circumstances).paragraph 3.0 #3(title  
SLDRM_Main_Object SLDRM_Circumstances) 3.0 #3(title  
SLDRM_Circumstances) 3.0  
#3(SLDRM_Circumstances).arg 3.0  
#3({SLDRM_Main_Object SLDRM_Circumstances}).tag 3.0  
#3({SLDRM_Main_Object SLDRM_Circumstances}).arg)  

Example 8: “electricity source in France” 
The generated query of example 8 in Indri Query Language [8]:  

#weight[passage800:500](3.0 #3(electricity source  
in France).paragraph 3.0 #3(title electricity  
source in France) 3.0 #3(title France) 3.0  
#3(France).arg 3.0 #3({electricity source in  
France}).tag 3.0 #3({electricity source in  
France}).arg)  

• Indri query of form 3: [SLDRM_Main_Object] + 
[SLDRM_Active_Modifier] 

The form of query in Indri Query Language [8]: 
#weight[passage800:500](3.0 #3({SLDRM_Main_Object  
SLDRM_Active_Modifier}).paragraph 3.0  
#3(SLDRM_Verb).paragraph3.0  
#3(SLDRM_Time).Paragraph3.0  
#3(SLDRM_Poss).paragraph 3.0  
#3(SLDRM_Modifier).paragraph 3.0  
#3({SLDRM_Main_Object SLDRM_Active_Modifier}).tag  
3.0 #3({SLDRM_Main_Object  
SLDRM_Active_Modifier}).arg)  

Example 9: “countries make up Central America” 
The generated query in Indri Query Language [8]:  

#weight[passage800:500](3.0 #3({countries make up  
Central America}).paragraph 3.0  
#3(countries).paragraph 3.0 #3({make up}).paragraph  
3.0 #3(Central America).paragraph 3.0 #3({countries  
make up Central America}).tag 3.0 #3({countries  
make up Central America}).arg) 
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6 Optimizing Indri Search Engine’s Queries 

In the dataset of INEX 2013 Linked Data Track [2], each Wikipedia article is linked 
to DBPedia and YAGO2 datasets. Our improving method is to exploit the information 
of these links, and to modify the structure and parameters of queries on Indri [9] 
search engine. 

6.1 Optimizing Technique 1 

The data DBpedia_Page_IDs of DBPedia [12] contains the titles of Wikipedia’s 
articles. The idea of our optimizing technique is to check the the title of a Wikipedia’s 
article in the searching information. If so, add “3.0 # 3 (title Retrieval_Query)” in the 
query. Otherwise, add “3.0 # 3 ({Retrieval_Query}).paragraph” in the query. 

Example 10:  “John Turturro 1991 Coen Brothers film” 
The original query in Indri Query Language [8]:  

#weight[passage800:500] (3.0 #3({John Turturro 1991  
Coen Brothers film }).paragraph 3.0 #3(John  
Turturro Coen Brothers film).paragraph 3.0  
#3(1991).paragraph 3.0 #3({John Turturro 1991 Coen  
Brothers film }).tag 3.0 #3({John Turturro 1991  
Coen Brothers film}).arg)  

Use optimizing technique 1:  
“John Turturro” and “Coen Brothers” are titles of Wikipedia articles, then we 
should add “3.0 # 3 (title John Turturro)” and “3.0 # 3 (title Coen Brothers)” 
in the query. 

The optimized query in Indri Query Language [8]:  
#weight[passage800:500] (3.0 #3(title John  
Turturro) 3.0 #3(title Coen Brothers)  3.0 #3({John  
Turturro 1991 Coen Brothers film }).paragraph 3.0  
#3(John Turturro Coen Brothers film).paragraph 3.0  
#3(1991).paragraph 3.0 #3({John Turturro 1991 Coen  
Brothers film }).tag 3.0 #3({John Turturro 1991  
Coen Brothers film}).arg)  

6.2 Optimizing Technique 2  

The knowledge data of YAGO2 [2] is organized in several groups having the same 
meaning. Therefore, our model will checks YagoFacts [13], YagoLiteralFacts [14]  
and YagoTypes [15] of YAGO2 [2] data. If they contains the information that links 
with SLDRM_Main_Object then we add “3.0 # 3 (Information_Yago {}). 
Paragraph” in the query. 

Example 11: “Joseph Luns” 
Data in YagoFacts [13]: 

<Joseph_Luns> <wasBornIn> <Rotterdam> . 
Data in YagoLiteralFacts [14]: 

<Joseph_Luns> <diedOnDate> "2002-07-17"^^xsd:date. 
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Data in YagoTypes [15]: 
<wikicategory_Dutch_people_of_World_War_II>. 
<wikicategory_Ministers_of_Foreign_Affairs_of_the_N
etherlands>. 
<wikicategory_Secretaries_General_of_NATO>. 
<wikicategory_Dutch_civil_servants>. 
<wikicategory_Roman-
Catholic_State_Party_politicians>. 
<wikicategory_Alumni_of_the_London_School_of_Econom
ics>. 
<wikicategory_People_from_Rotterdam>. 
<wikicategory_Dutch_diplomats>. 
<wikicategory_Catholic_People"s_Party_politicians>. 
<wordnet_officeholder_110371450>. 
<wikicategory_Leiden_University_alumni>. 

In YAGO2 [2] data, “Joseph Luns” will contains information of events “{wasBornIn, 
diedOnDate}” and links to information of events: “{Dutch people of World War II, 
Ministers of Foreign Affairs of the Netherlands, Secretaries General of NATO, Dutch 
civil servants, Roman-Catholic State Party politicians, Alumni of the London School 
of Economics, People from Rotterdam, Dutch diplomats, Catholic People’s Party 
politicians, Leiden University alumni}”. 

7 Experiments 

Based on our SLDRM, we tried to build a Semantic Linked Data Retrieval System 
(SLDRS) by using IndriCsharp.dll library and several supported indexing files which 
are published and provided by Indri [9] search engine: IndriBuildIndex.exe, 
IndexFile.xml, StructuresWiki.xml for indexing linked data and querying indexed 
data. 

7.1 Data Collections and Testing Topics 

SLDRS is conceived and designed to work on the standard dataset of INEX Linked 
Data Track [2]. It includes data of Wikipedia (version 2.0) [2], and a subset of  
Dbpedia (version 3.8) [16], YAGO2s [17]. 

For testing, SLDRS uses the “144 Ad-hoc search task topics”  [11] provided by 
INEX 2013 Linked Data Track [1]. These testing topics are related to several 
domains.  

7.2 Indexing and Querying Semantic Linked Data 

To index the data, SLDRS use the following supported tools and files of the Indri [9] 
search engine: IndriBuildIndex.exe, IndexFile.xml, and StructuresWiki.xml. SLDRS 
uses IndriCsharp.dll library supported by Indri [9] search engine to query the indexed 
data. 
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7.3 Evaluation 

We use the evaluation methods of the INEX 2013 Linked Data Track [1], which are 
based on using “144 Ad-hoc search task topics” [11] and two principal standard 
scores MRR and TREC MAiP, to assess the performance of the system. All of the 
P@5, P@10, P@20, P@30 are secondary scores used to consider the performance of 
the system. Precision-at-k (P@k) is the portion of the relevant documents in the first k 
ranks. Table 2 presents the experimental results of our SLDRS.  

Table 2. The experimental results of SLDRS 

MRR MAiP P@5 P@10 P@20 P@30 
0.7814 0.43269 0.454 0.3459 0.259 0.19827 

Table 3 presents the evaluation results of all the 8 submitted runs (systems) of the 
INEX 2013 Linked Data Track [1].  

Table 3. Results of the INEX 2013 Linked Data Track (Source: S. Gurajada et al. [10])  

Score Run_1 Run_2 Run_3 Run_4 Run_5 Run_6 Run_7 Run_8 

MRR 0.8772 0.7957 0.8861 0.7922 0.7449 0.8684 0.8888 0.8786 
MAiP 0.3733 0.2408 0.388 0.2577 0.2112 0.1489 0.1677 0.1629 
P@5 0.7028 0.5958 0.725 0.5986 0.5458 0.4444 0.4689 0.4689 
P@10 0.6424 0.5229 0.6674 0.5403 0.509 0.3204 0.3459 0.3443 
P@20 0.5979 0.4549 0.6174 0.4903 0.4618 0.2407 0.2615 0.2607 
P@30 0.5544 0.4134 0.5646 0.4426 0.4127 0.171 0.1891 0.1896 

Notes:  
- Table 3 composes the evaluation results published by S. Gurajada et al. [10] 

in INEX 2013 Linked Data Track [1], but they are re-organized for our 
purpose of presentation.  

- Name of  runs: ruc-all-2200 (Run_1),  ruc-all-2200-rerank (Run_2), ruc-
all-2200-paragraph-80 (Run_3), ruc-all-2200-paragraph-80-rerank (Run_4), 
OaucLD1 (Run_5), MPISupremacy (Run_6), MPIUltimatum_Phrases 
(Run_7), MPIUltimatum_NoPhrase (Run_8). 

- In total, 4 Ad-hoc search runs (Run_1, Run_2, Run_3, Run_4) were submit-
ted by Renmin University of China (RUC), 1 Ad-hoc search run (Run_5) 
was submitted by Oslo and Akershus University College of Applied 
Sciences (OAUC), 3 Ad-hoc search runs (Run_6, Run_7, Run_8) were sub-
mitted by the Max-Planck Institute for Informatics (MPI). 

Comparing MAiP scores of our SLDRS in Table 2 with all MAiP scores of submit-
ted runs of INEX 2013 Linked Data Track [1] in Table 3, we observe that our MAiP 
score 0.43269 is the highest. 
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8 Conclusion 

This paper presents the architecture and the building method of the Semantic Linked 
Data Retrieval Model (SLDRM) which was conceived to enhance the retrieval per-
formance of our experiments. The approach of SLDRM is founded on two main 
methods: 1) proposing semantic representation models to process the meaning of 
English topics and, 2) optimizing the query on Indri Query Language [8].  

Based on SLDRM, we built an experimental Semantic Linked Data Retrieval Sys-
tem (SLDRS) to assess the proposed retrieval model on semantic linked data. The 
experiments demonstrate that the MAiP score of our SLDRS is the highest in 
comparision with all MAiP scores of submitted runs of INEX 2013 Linked Data 
Track [1].  

However, in future works, we will study to improve the MRR score of SLDRS. 
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