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Abstract. Data clustering consists in finding homogeneous groups in
a dataset. The importance attributed to cluster analysis is related to
its fundamental role in many knowledge fields. Often data clustering
techniques are the ghost host of many innovative applications for a wide
range of problems (i.e. biology, marketing, customers segmentation, intel-
ligent machines, machine translation, etc.). Recently, there is an emerg-
ing interest in Data Clustering community to develop bio-inspired algo-
rithms in order to find new methods for clustering. It is widely observed
that bio-inspired algorithms and the Evolutionary Computation (EC)
techniques reach solutions similar to others computational approaches
but using a bigger computational power. This limitation represents a
concrete obstacle to an extensive use of Evolutionary (or bio-inspired)
approach to data clustering applications. In the present paper we propose
to use Interactive Evolutionary Computation (IEC) techniques where a
human being (the breeder) selects Cluster configurations (genotypes) on
the basis of their graphical visualizations (phenotypes). We describe a
first version of a software, called Revok, that implements the IEC basic
principles applied to data clustering. In the conclusion section we outline
the necessary steps to reach a mature IEC tool for data clustering.
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1 Introduction

Data clustering consists in finding homogeneous groups in a dataset. A very
general Data Clustering definition is the following: given a set of n points in a p
dimensional space, cluster analysis aims at grouping data into k groups that are
maximally homogeneous within each one and maximally heterogeneous between
them [6]. The importance attributed to cluster analysis is related to its funda-
mental role in many knowledge fields. In fact, on natural side, human and animal
learning/adapting processes produce clusters of objects and/or actions that we
refer to as concepts, mental categories, perceptual patterns, behavioural strate-
gies and so on. On the other hand, data clustering techniques are the ghost host
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of many innovative applications for a wide range of problems (i.e. genetics, mar-
keting, customer segmentation, intelligent machines, etc.). Because of their basic
importance in different fields, methods for data clustering have been indepen-
dently developed in very different scientific contexts where a variety of methods
have been proposed [6]. Recently, there is an emerging interest in Data Clustering
community to build-up algorithms using bio-inspired techniques (Neural Net-
works, Genetic Algorithm, Evolutionary Computation, Ant algorithms, Swarm
algorithms, etc.) [5,17,20,21]. More specifically, there is a consolidated scientific
literature concerning EC techniques applied to data clustering [1]. In general,
bio-inspired techniques, as all clustering methods, measure and optimize the effi-
ciency of a given algorithm on the basis of an evaluation function. In the case
of EC techniques it corresponds to the fitness function. The novelty of EC tech-
niques, respect to more traditional approaches, is represented by the possibility
to have a parallel competition between many different clustering variants. The
fittest variants are selected for reproduction. The selected individuals generate
new variants ready for a new evaluation (or evolution) phase. The evaluation,
selection and reproduction processes could be iterated until an efficient solu-
tion emerges. It is widely observed that EC techniques produce results similar
to other approaches but they require bigger computational resources. Perhaps,
all computational approaches (either bio-inspired and traditional) have reached
ceiling performances that cannot be overcome anymore. If we adopt a natural
cognition point of view this limitation could have an explanation that leads
to possible new approaches in Data Clustering. In psychological terms multi-
dimensional data clustering is a kind of categorization based on the analysis
of explicit information and quantitative variables (dimensions) that describe a
given phenomenon. On the contrary, the best clustering systems for multidi-
mensional domains actually known, the human beings, do not work only on the
basis of explicit information. They use also (or mainly) latent and implicit infor-
mation captured by (neuro)cognitive mechanisms that work under of conscious-
ness threshold. Psychological literature refer to these categorization mechanisms
(i.e. sensory analysis, perception, mental reasoning, etc.) as Cognitive Uncon-
scious [9]. According to these research findings all cognitive representations
emerge from a dynamic interplay between unconsciousness and consciousness
processes. Moreover, it is showed that Cognitive Unconscious mechanisms and
mental schemas are very hard to report at conscious level. The interplay of con-
scious and unconscious of our neurocognitive structures is particular evident in
the case of human experts of some specific domain. The human experts are usu-
ally trained for many years to recognize (categorize) natural phenomena on both
explicit and latent information. For example, take into consideration the classi-
fication abilities of a doctor that make a diagnosis. In this condition a doctor
reaches his decision (diagnosis) integrating explicit biological indexes captured
by technological tools with implicit knowledge that is produced by his/her pro-
fessional experiences and training. In other words, humans are extremely able
to apply sophisticated clustering algorithms but they are not able to explicit
them. This gap between explicit and implicit level of cognition could explain
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why the categorization performance of artificial systems are poorer compared
to those performed by human beings. In this work, we propose to improve EC
clustering techniques introducing some qualitative evaluation in selection phase.
In concrete terms we propose to apply the paradigm of Interactive Evolutionary
Computation (IEC) [14,18] to multidimensional data analysis domains. IEC is a
well-know technique used to perform optimization through the selection process
of a human evaluator. In the framework of data clustering, a genotype describes a
clustering configuration (a data partition) and/or its parameters (number of clus-
ters, clusters size, clusters centroids, etc.); the environment is a dataset extracted
from a data universe for a given problem; the phenotypic traits are quantitative
(i.e.: performances indexes) and/or qualitative (i.e.: pictorial data aggregations)
representations of organisms outputs. Individuals are selected for reproduction
taking in account phenotypic traits. Following the metaphors, we have now three
possibilities:

1. selecting the organisms on the basis of quantitative traits
2. selecting the organisms on the basis of qualitative traits
3. selecting the organism combining qualitative and quantitative traits

To our knowledge, the first option is almost the only method used in Evolu-
tionary Computation techniques applied to data clustering. In concrete terms, a
given performance criteria or fitness function is used to automatically select the
organisms and the EC techniques are used to minimize or maximize that fitness
measure. The other two selection procedures are (to our knowledge) completely
new in the field of data clustering while are currently used in other EC applica-
tions. These selection techniques require the intervention of a human operator
that interacts with the Artificial Evolution process. In other words, a Breeder
analyses the qualitative phenotypic traits and decides which organism is ready
for the reproduction. This procedure is usually called Interactive Evolutionary
Computation (for a review see [4]; for a recent application to robotics see [13]).
To our knowledge there have been only two attempts to introduce IEC in clus-
tering processes. In the first, IEC has been used in order to retrieve images from
a database according to a set of features extracted by a set of images presented
and evaluated by a human evaluator [10]. In the second paper, IEC has been
used in exploratory cluster analysis by showing 2d visualization maps of a set of
SOMs [19]. In both works the proposed solutions were suited to specific problems
while in the present paper we introduce a general solution feasible for a wide
range of clustering problems.

2 Clustering and GA

Clustering is an unsupervised classification technique whose objective is to par-
tition a set of data points into groups or clusters. Resulting clusters should show
homogeneity within groups and heterogeneity between groups so that the dis-
tance (or any similarity measure) between data points belonging to different
clusters be greater than the distance between data points belonging to the same
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cluster [8]. The most known clustering algorithm is the K-means, which aim is to
minimize the within-cluster sum of squares. Two problems affect the K-means
algorithm: the first is related to the number of clusters, a choice that a user
has to make a priori. The second problem refers to the sensibility to the initial
conditions. Different initial conditions led to different partitions by stopping the
algorithm in local optima. In order to overcome such kind of problems the use of
Genetic Algorithms (GA) has been proposed for clustering data. In particular,
GKA (Genetic K-means algorithm), FGKA (Fast GKA) and IGKA have proven
to be able to find a global optimal partition given a prefixed number of clusters
[17] while Bandyopadhyay and Maulik [2] have used GA to discover automati-
cally also the number of clusters. Clustering, as stated above, is an unsupervised
technique that partitions data in order to minimize variance within groups and
maximizing variance between groups. This statistical principle is well grounded
on the information contained in the data but completely ungrounded on the
needs and on the perceptual ability of who have to make use of such partition.
In order to solve this issue, in this paper, we introduce an interactive GA cluster-
ing. The use of evolutionary search along with the user guide, especially during
an exploration phase, can lead to the discovery of interesting and meaningful
solutions [14].

3 Interactive GA

In this paper we present an interactive evolutionary algorithm to clustering
datasets according to users’ needs and perceptual skills. In particular, it permits
a user to explore the search space in order to find a suitable partition with-
out specifying the number of clusters. During the initialization phase, a random
population of n partitions is created, where n is determined by the users. Each
partition is encoded in a genotype string and is displayed to the user through its
phenotype: a graphical representation of the found clusters. For each iteration
the user is asked to choose its favourite g partitions. Then the g chosen geno-
types undergo to a reproduction and mutation process in order to recreate a new
whole population. The evolutionary process ends when the user is satisfied by a
specific partition.

3.1 Genotype

Each genotype encodes a list of ¢ centroids of d+1 dimensions (genes), where d is
the number of attributes of a given dataset while the further binary dimension
is used to encode the centroid activation. In order to facilitate the clustering
process, data points within the dataset are ranged between [0,1]. Only one genetic
operator is applied to the genotype: mutation. Mutation is achieved by adding,
with a probability p, a value extracted from a normal distribution to each gene.
For each genotype then, a partition is created by assigning a data item to the
closest centroid.
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(a) Rousseuw Silhouette
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Fig. 1. Silhouette graphs of the same individual (three clusters). In (a) the Rousseuw
method in (b) the probabilistic method.
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3.2 Phenotype

The genotype-phenotype mapping represents a crucial factor because the phe-
notype has to describe a solution as clear as possible to the users, even those
that are not familiar with sophisticated statistical knowledge, moreover a suit-
able graphical representation has to allow a user to exploit his perceptual skills
in order to discover relations and clusters. For this reasons we decided to use
the Silhouette method to graphically represents a partition expressed by a geno-
type. Originally described by Rousseeuw [16], the Silhouette, computed on dis-
tance measures, provides a compact information about how well data items fit
into their assigned clusters. Silhouette comes in two formats: based on distance
measures [16] and based on a posteriori probability [12]. In the first case, each
data item is represented as an horizontal line whose maximum length is 1. A
positive length indicates that the item has been correctly clustered while a neg-
ative length indicates that the data item is in the wrong cluster (see Fig. 1a).
In the probability based Silhouette there are non negative values. This features
produces more linear and simple graph (see Fig. 1b). Through a pilot test we
observed that the probabilistic approach is more clear in the moment of choice.
The principal reasons are:

— the plotted values are positive (a posteriori probability of membership to a
specific cluster), in this way the cluster separation is more definite and the
user choice is more rapid as we see in Fig.1. The negative part of classic
Silhouette graph is misleading to recognize the number of classes.

— the concept of the probability of membership to a cluster is more intuitive
compared to the average of the distances of the classical approach, therefore
it is more understandable even in a non-expert user.

4 Revok: Simple Application for IEC in Data Clustering

The IEC data clustering has been implemented in Revok, an application devel-
oped in R [11]' (an interpreted language suitable for statistical purposes) for
clustering data through the feedback of a human evaluator. Revok allow users to
load their datasets and to set IEC parameters such as, for example, the number
of displayable individuals/partitions and mutation rate.

Once started, Revok presents users a series of graphical representations of
the partitions found according to the GA. The graphical representation we have
chosen for its mathematical properties and its understandable form (humans
are very good in perceptual categorization) is the Silhouette calculated accord-
ing to the method described in [12] by using a posteriori probability computed
according to the following equation [3]:

! The R environment can be downloaded from the internet along with its complete
documentation for free. It is an integrated set of software assets for the manipulation
and visualization of data. It allows object oriented programming which is particularly
suitable for iterative algorithms.
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Where d;(z) is the distance of the data item x from the j, centroid and K is
the number of centroids. The computed Silhouette is then presented to the user
in the display window (see Fig. 2).

In our simple evolutionary algorithm, as previously mentioned, each individ-
ual corresponds to a single partition which is the result of a different arrangement
of centroids in the solutions space.

The individuals of the next generation are generated from those chosen by the
user through a process of mutation. Mutation is applied by adding to each gene
an independent random Gaussian number N (0, ), where o is defined by the user.
Revok has been designed to allow users, without any particular mathematical
skill, to carry out their own clusterization relying only on their perceptual skills.
For this reasons we tested Revok with undergraduate students in psychology,
asking them to partition two UCI datasets, Iris and Haberman, following only
the request to obtain graphs with a low number of clusters and long horizontal
lines. Making use of the mentioned datasets allow us to compare revok users’
partitions with those provided with the UCI datasets.

Py (x) (1)

5 Results

Revok has been tested with two datasets: Iris and Haberman downloaded from
the UCI machine learning repository (http://archive.ics.uci.edu/ml/). In partic-
ular we asked to 10 undergraduate students in psychology to partition the two
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Fig. 3. The Silhouette and Clusplot graph for the Iris dataset after five generations
with Revok

datasets following only an aesthetic criterion. The following plotted results refer
to the typical partitions achieved by those students.
The characteristics of Iris dataset are:

— Multivariate and real dataset
— Number of instance: 150

— Number of attribute: 4

— Number of clusters: 3

The Fig.3 is a typical result after five generations with the following
parameters:

— maximum number of clusters: 6
— mutation rate: 0.2

- 0:0.1

— number of parents: 1

The figure reports the silhouette and the clusplot graph. The clusplot graph
creates a bivariate visualization of the clustered data [15]. All observations are
represented by points in the plot, using principal components (PCA). Clusters,
then are represented by the ellipses. To represents the distances between the
clusters, the clusplot method permits to draw segments of the lines between the
cluster centers as reported in our graphs.

The characteristics of Haberman dataset are:

— Multivariate and integer dataset
— Number of instance: 306

— Number of attribute: 3

— Number of clusters: 2
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Fig. 5. The reference Silhouette and Clusplot graph for the Haberman dataset

The Fig.6 reports a typical result after five generations with the following
parameters:

— maximum number of clusters: 6
— mutation rate: 0.2

- 0:0.1

— number of parents: 1

In the Figs.4 and 5 are shown the reference silhouette and clusplot graphs
for the Iris and Haberman dataset.
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Fig. 6. The Silhouette and Clusplot graph for the Haberman dataset after five gener-
ations with Revok

Results after few iterations, as can be seen from plotted graphs, approximate
well the real partitions of the two datasets.

6 Conclusions

Revok is still a proof of concept and we need to test it with many more datasets,
but clearly shows how IEC, along with compact visualization tools, can help
users in clustering data by simply relying on their perceptual skills. Moreover,
TEC can help users to ground the clustering process on their needs and knowledge
(even if this knowledge is almost unconscious [9]). In fact, when living animals
categorize incoming information, they categorize not only by virtue of the sta-
tistical property of the data flow but, above all, for their purposive behaviour
[7]. The importance of IEC in data clustering resides in this human value. In
order to improve Revok thus, we can act at different levels. A first level refers to
distance between data points, usually we utilise euclidean distances but studies
about the formation of concepts in humans, suggest that we may use different
metrics: future version of Revok will be able to capture such a feature. A second
level is about the visualization. At the moment each data point is shown as a
line in the silhouette graph, but it can be useful to see data items in terms of
physical features (i.e. color, shape etc.) in order to facilitate the recognition of
similarity between elements.
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