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1How Can an Understanding 
of Evolutionary Psychology 
Contribute to Social Psychology?

Virgil Zeigler-Hill, Lisa L. M. Welling  
and Todd K. Shackelford

V. Zeigler-Hill et al. (eds.), Evolutionary Perspectives on Social Psychology, Evolutionary Psychology,  
DOI 10.1007/978-3-319-12697-5_1, © Springer International Publishing Switzerland 2015

V. Zeigler-Hill () · L. L. M. Welling · 
T. K. Shackelford
Department of Psychology, Oakland University, 
212A Pryale Hall, Rochester MI 48309, USA
e-mail: zeiglerh@oakland.edu

L. L. M. Welling
e-mail: welling@oakland.edu

T. K. Shackelford
e-mail: shackelf@oakland.edu

There has been conflict and tension between 
social psychology and evolutionary psychology 
over the past few decades. This is understand-
able given that it is difficult to avoid conflict 
between different scientific approaches, with 
the emergence of string theory in physics being 
one recent example (e.g., Kuhn 1962). It is easy 
for scholars to become so focused on their own 
approaches and the sorts of questions that they 
care about that they fail to appreciate the value 
of other perspectives. As an illustration of the 
tension between social psychology and evolu-
tionary psychology, we recently heard an evolu-
tionary psychologist publicly discount the entire 
field of social psychology during a presentation 
at a conference as a “cabinet of curiosities” that 
has limited value because there is no overarch-
ing theory that connects the disparate pieces. He 
suggested that an evolutionary framework would 
be the best way to correct what he perceived as 
deep flaws in the approach that social psycholo-
gists have taken to understanding human behav-
ior during the past century. Social psychologists, 
in turn, have charged evolutionary psychologists 

with telling “just so stories” that can never be 
tested empirically.

This tension between social psychology and 
evolutionary psychology is similar in many re-
spects to the turmoil that surrounded the emer-
gence of social cognition within social psychol-
ogy in the 1980s. The focus on social cognition 
transformed some areas of research in social 
psychology over a remarkably brief period of 
time (e.g., attitudes, stereotyping). In fact, advo-
cates of the “social cognitive approach” believed 
that social cognition should be applied far more 
broadly with some especially enthusiastic sup-
porters—such as Ostrom (1984)—arguing that 
social cognition should have sovereignty over the 
entire field of social psychology. These sorts of 
claims concerning the sovereign status of social 
cognition—and the not-so-subtle implication that 
other approaches were inadequate—sparked con-
troversy and led to a great deal of resistance from 
social psychologists who were less enthusiastic 
about the idea that all social psychologists should 
be forced to adopt a social cognitive perspective. 
The social cognition enthusiasts were adamant 
that their perspective would revolutionize the 
field, which led to them being perceived by other 
social psychologists as having an almost evan-
gelical zeal (e.g., Carlston 2010). There were a 
wide variety of conflicts that emerged over the 
years concerning various issues, such as the top-
ics of conferences, editorial positions at journals, 
and funding priorities for federal agencies. The 
tension between the social cognition enthusiasts 
and the rest of the field eventually dissipated, 
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however, and social cognition has been integrat-
ed into the broader field of social psychology. 
In fact, social cognition has become such a fun-
damental part of modern social psychology that 
younger scholars are likely unaware of the fact 
that this conflict existed. It is likely that some-
thing similar will occur with regard to evolution-
ary reasoning becoming a fundamental aspect of 
social psychology such that young scholars 20 
years from now will be unaware that there was 
any tension about the integration of an evolution-
ary perspective.

It has been clear since the time of Charles Dar-
win that evolutionary processes have shaped the 
physical characteristics of humans, including our 
opposable thumbs, relatively large brain, and up-
right body posture. However, it was not until the 
1970s that researchers began to seriously con-
sider the possibility that the same evolutionary 
processes that led to the physical characteristics 
possessed by humans may have also engineered 
our mental processes (e.g., Wilson 1975). The ap-
plication of an evolutionary framework to psy-
chological phenomena was initially controver-
sial because most explanations for behavior and 
mental processes at that time focused on a form 
of unconstrained learning. That is, it was often 
assumed that individuals were born as relatively 
“blank slates” that were molded by their social 
environments. The possibility that our thoughts, 
feelings, and behaviors were enabled by biologi-
cal processes over the course of human evolu-
tion was a radical departure from this tabula rasa 
view of the human mind. During the intervening 
decades, the application of an evolutionary per-
spective to our understanding of psychological 
phenomena has become common and has offered 
insights that have deepened our understanding of 
human psychology and behavior. Despite this in-
tegration, there is still an uneasy tension that ex-
ists between evolutionary psychology and social 
psychology.

Evolutionary psychology is a metatheoretical 
perspective that influences how researchers ap-
proach questions about psychological phenom-
ena (Buss 1999). The most basic assumptions of 
evolutionary psychology (e.g., biological pro-
cesses play a role in the thoughts, feelings, and 

behaviors of individuals and these biological 
processes have acted over evolution) are widely 
accepted and supported by research from various 
fields. Evolutionary psychology is most often 
concerned with mid-level theories or models 
derived from an evolutionary framework, such 
as life history theory (e.g., Ellis et al. 2009) or 
parasite-stress theory (Fincher and Thornhill 
2012). These mid-level theories and models have 
already been used to enhance our understanding 
of social psychological phenomena and an evo-
lutionary perspective has the potential to make 
additional contributions to social psychology.

The purpose of this volume is to continue the 
dialogue between social psychologists and evo-
lutionary psychologists initiated in other forums 
(e.g., Cosmides et al. 1992; Forgas et al. 2007; 
Kenrick et al. 2005; Schaller et al. 2006; Simpson 
and Kenrick 1997). This is an important exchange 
of ideas because social psychologists may be able 
to learn valuable lessons and gain important in-
sights from those who have adopted an evolu-
tionary perspective that may further strengthen 
the field of social psychology. We are not advo-
cating that an evolutionary perspective must have 
sovereignty over the field of social psychology. 
Rather, we are suggesting that social psychology 
would benefit from more often incorporating an 
evolutionary perspective when considering social 
psychological phenomena. Both social psychol-
ogy and evolutionary psychology have made 
important contributions to our understanding of 
human psychology and behavior, and we expect 
that both areas will continue to do so in the future. 
However, neither of these approaches is perfect 
or able to offer complete explanations for all psy-
chological phenomena at the present time.

At the most basic level, the adoption of an 
evolutionary framework acknowledges that 
many thoughts, feelings, and behaviors are due, 
at least in part, to psychological adaptations built 
by natural selection acting over the course of 
human evolution. An evolutionary perspective 
may be able to offer insights and facilitate under-
standing of an array of topics included within so-
cial psychology, such as romantic relationships, 
stereotyping and prejudice, aggression, prosocial 
behavior, and social influence. Kenrick et al. 
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(2005) suggested that social psychologists may 
be able to benefit from learning the following les-
sons from evolutionary psychologists: (1) focus 
less on proximate triggers of behavior and devote 
more effort to understanding ultimate causes of 
behavior, (2) pay more attention to domain-spe-
cific processes rather than focusing exclusively 
on domain-general processes, and (3) reconsider 
the current conceptualization of culture by ex-
plicitly recognizing that it has coevolved with 
humanity. The points suggested by Kenrick et al. 
could be helpful for broadening and improv-
ing the field of social psychology. For example, 
culture clearly plays a role in shaping behavior, 
but culture does not develop arbitrarily. Rather, 
culture has coevolved with biological processes 
(i.e., gene–culture coevolution) and both exert 
influence over how humans think, feel, and be-
have (see Kenrick et al. 2003 or Mesoudi 2009, 
for extended discussions).

There are already many psychologists pursu-
ing research at the intersection of social psychol-
ogy and evolutionary psychology or who are 
applying some of the ideas and approaches from 
evolutionary psychology to their work in social 
psychology. For example, studies have found 
that pathogen exposure is associated with po-
litical orientations (Fincher et al. 2008), ovulat-
ing women prefer the scent of symmetrical men 
(Thornhill and Gangestad 1999), and humans are 
more easily conditioned to fear snakes or spiders 
than guns (see Öhman and Mineka 2001, for a 
review). However, there is still the potential for 
greater integration of an evolutionary perspective 
into the field of social psychology. The goal of 
the present volume is to facilitate this integration 
by (1) offering current evolutionary perspectives 
on some of the most widely researched topics in 
social psychology, (2) collecting discussions of 
prominent programs of research that bridge so-
cial psychology and evolutionary psychology, 
and (3) identifying areas for which evolution-
ary psychology may offer novel insights into 
phenomena at the core of social psychology. We 
also hope that the present volume will serve as 
a reference for researchers interested in perusing 
research at the intersection of social psychology 
and evolutionary psychology. Toward these ends, 

this volume brings together chapters written by 
influential scholars who consider the application 
of an evolutionary perspective to social psycho-
logical phenomena. It is our hope that readers 
will come away from this volume with an appre-
ciation for other perspectives that can be adopted 
when considering familiar topics. We hope that 
this volume will demonstrate to readers the im-
portance of continuing to integrate an evolution-
ary perspective into social psychology.

Overview of the Volume

This volume consists of parts that address spe-
cific areas of research within the field of social 
psychology. Part 1 (Chaps. 2–7) considers so-
cial cognition, with chapters addressing issues 
such as modularity, religiosity, and comparative 
views of social cognition across species. Part 2 
(Chaps. 8–13) examines processes related to the 
self, with chapters concerning topics such as self-
esteem, self-deception, and self-presentation in 
social media. Part 3 (Chaps. 14–17) examines 
attitudes and attitude change, with chapters cov-
ering issues such as conformity, feminism, and 
the role of culture in shaping behavior. Part 4 
(Chaps. 18–24) considers interpersonal processes, 
with chapters dealing with issues such as proso-
cial behavior, cooperation, coalitions, and the use 
of stereotypes. Part 5 (Chaps. 25–28) examines 
mating and relationships, with chapters on topics 
such as romantic attraction, familial relationships, 
and androphilia. Part 6 (Chaps. 29–31) addresses 
violence and aggression, with chapters concern-
ing bullying, war, and terrorism. Part 7 (Chaps. 32 
and 33) considers health and psychological ad-
justment, with chapters that address the behavior-
al immune system and subjective well-being. Fi-
nally, Part 8 (Chaps. 34–36) examines individual 
differences, with chapters concerning personality 
features and evolutionary game theory.

Part 1: Social Cognition

Part 1 (Chaps. 2–7) examines social cognition, 
which refers to cognitive processes that enable 
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individuals to understand and interact with oth-
ers in their social environment (Adolphs 1999; 
Frith 2007; Olson and Dweck 2008). The term 
“social cognition” is used in a few different ways 
in the literature (e.g., a set of cognitive abilities, 
a subarea within social psychology, a general 
approach to understanding social psychological 
phenomena), which has sometimes led to confu-
sion (see Macrae and Miles 2012, for an extended 
discussion). Regardless of how the term is used, 
the common thread that binds those who are in-
terested in social cognition is an interest in the 
social consequences of cognitive processes (e.g., 
attributions, stereotyping). The authors in this 
part of the volume present their views concern-
ing how an evolutionary perspective can deepen 
our understanding of social cognition.

Fiddick (Chap. 2) argues that social psychol-
ogy has adopted an intentional stance as its pri-
mary mode for explaining behavior. He suggests 
that social psychology should adopt a design 
stance because this would lead to more integra-
tion with other cognitive disciplines. The author 
argues that this transition would not necessitate 
an abandonment of social behavior because so-
cial psychologists could focus on mental facul-
ties that have evolved to solve social problems.

Machluf and Bjorklund (Chap. 3) focus on 
the role that social cognitive development has 
played in the evolution of the human mind. Hu-
mans are an extremely social species, and social 
cognition may have served as a driving force in 
the evolution of human intelligence. Machluf 
and Bjorklund review work showing that hu-
mans have a strong preference for social stimuli 
from the earliest days of life. They also review 
work showcasing the developmental changes 
that occur in the social cognitive capacities of 
individuals as they mature. The development of 
human social cognition during the earliest years 
of life is compared and contrasted with the social 
cognitive abilities of chimpanzees ( Pan troglo-
dytes) because these are the closest living rela-
tives of humans.

Barrett (Chap. 4) reviews the contentious 
idea that the human mind consists of modules. 
He adopts a biological view of modularity and 
argues that this perspective is indispensable for 

considering the structure and function of the 
human brain. The author explains how a hierar-
chical view of brain modularity may lead to a re-
consideration of the traditional view of modules 
as being autonomous and independently shaped.

Ketelaar (Chap. 5) considers the evolutionary 
functions of emotion. He provides an historical 
review of evolutionary approaches to understand-
ing human emotions that includes early theories 
proposed by Charles Darwin and William James 
as well as contemporary ideas by scholars such 
as Robert Trivers and Randy Nesse. The author 
argues that emotions serve as strategic commit-
ment devices that are capable of influencing deci-
sions and behaviors in various areas of life (e.g., 
economic decisions, social behaviors).

Kirkpatrick (Chap. 6) reviews the application 
of an evolutionary perspective to religiosity. He 
argues that an evolutionary approach is essential 
for considering questions that deal with whether 
religiosity is driven by basic needs or motives. 
This chapter considers explanations for religios-
ity that stem both from the individual and from 
broader social influences.

Vonk, McGuire, and Johnson-Ulrich (Chap. 7) 
discuss the role that comparative psychology 
may play in improving our understanding of so-
cial cognitive abilities. They review hypotheses 
and research concerning the evolution of a set of 
foundational social cognitive skills. The authors 
suggest that researchers make more of an effort 
to appreciate the social cognitive skills of other 
species rather than searching for evidence of hu-
manlike traits in nonhuman research subjects.

Part 2: Self

Part 2 (Chaps. 8–13) examines processes related 
to the self. The self is an essential part of the in-
terface between our physical bodies and the so-
cial environment (Baumeister 2010). According 
to Baumeister (1998), there are three sets of phe-
nomena that serve as the basis of the self. The 
first set of phenomena concerns self-knowledge, 
which captures issues such as self-awareness 
(i.e., the extent to which individuals reflect on 
who they are), self-concept (i.e., the information 
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that individuals actually hold regarding who they 
are), and self-esteem (i.e., the value that indi-
viduals place on their mental representations of 
themselves). The second set of phenomena con-
cerns the interpersonal self, which captures self-
presentation (i.e., how individuals portray them-
selves to others) and self-concept change (i.e., the 
consequences that interpersonal contexts have 
for how individuals think about themselves). The 
third set of phenomena deal with the executive 
function of the self, which refers to the ability 
of individuals to alter their own behavior (i.e., 
self-regulation) and behave in accordance with 
their own desires (i.e., self-determination). The 
authors in this part of the volume present their 
views concerning how to apply an evolutionary 
perspective to the scientific study of the self.

Neubauer (Chap. 8) considers the link be-
tween large relative brain size and the ability to 
deal with the challenges of a changing environ-
ment through learning and behavioral flexibility. 
He considers the cognitive abilities and behaviors 
of a small number of species that have relatively 
large brains and long life spans (e.g., chimpan-
zees, African elephants). These species are simi-
lar to humans with regard to their delayed matu-
ration and extended period of brain development.

Park and van Leeuwen (Chap. 9) consider the 
evolution of psychological mechanisms concern-
ing social identification processes. Their chapter 
predominantly focuses on coalitional social iden-
tity (e.g., nationality, ethnicity, religious affilia-
tion). The authors suggest that this form of social 
identity may constitute a set of loyalty-signaling 
characteristics that indicate membership in the 
coalition and the intention to behave in a coop-
erative fashion.

Kavanagh and Scrutton (Chap. 10) consider 
the evolutionary function of self-esteem. They 
focus primarily on the sociometer model, which 
argues that self-esteem reflects the extent to 
which an individual believes that he or she is val-
ued as a relational partner. Empirical support for 
the sociometer model is reviewed and areas that 
require further investigation are identified (e.g., 
the number of sociometers that exist, domain-
specific versus domain-general nature of these 
sociometers).

Stinson, Cameron, and Huang (Chap. 11) 
argue that self-esteem has evolved to assist in-
dividuals with the formation and maintenance of 
interpersonal relationships. In addition to reflect-
ing the extent to which individuals are valued by 
their social environments, these authors suggest 
that self-esteem may also influence how individ-
uals are perceived by others. Stinson et al. sug-
gest that the self-esteem system helps humans to 
successfully navigate their social worlds.

Von Hippel (Chap. 12) reviews the evolution 
of self-deception. He argues that self-deception 
evolved to allow individuals to facilitate the de-
ception of others and avoid the cognitive costs 
associated with deceit. This chapter also provides 
a review of recent studies concerning self-decep-
tion and the role that self-deception plays in de-
ceiving others.

Piazza and Ingram (Chap. 13) consider the ap-
plication of an evolutionary perspective to cyber-
psychology. The chapter focuses on six areas that 
have been a traditional focus of evolutionary psy-
chology: mating, intrasexual competition, parent-
ing and kinship, friendship, personal information 
management, and trust and social exchange. The 
authors are particularly attentive to research con-
cerning Internet-based social networking.

Part 3: Attitudes and Attitudinal Change

Part 3 (Chap. 14–17) examines attitudes, which 
refer to the relatively general and enduring evalu-
ation of an object (i.e., the extent to which we 
judge something as being “good” or “bad”). 
There are few topics that have been as influen-
tial to the field of social psychology as the study 
of attitudes and attitude change. The reason that 
attitudes have generated so much interest is the 
potential they have for predicting the future be-
havior of individuals. However, the connections 
between attitudes and behaviors are complex 
and impacted by issues such as the accessibility, 
strength, and stability of the attitude (reviewed 
in Fabrigar and Wegener 2010; Petty and Briñol 
2010). The chapters in this part of the volume 
concern the advantages of applying an evolution-
ary framework to attitudes and attitudinal change.
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Lord, Hill, Holland, Yoke, and Lu (Chap. 14) 
consider construal models of attitudes, which 
suggest that individuals construct their evaluative 
responses online. When considered from this per-
spective, attitudes are able to serve evolutionary 
functions because they can be influenced by the 
temporary salience of evolutionary motives. This 
chapter reviews past research in which the exper-
imental manipulation of motives such as disease 
avoidance, self-protection, and mate acquisition 
have led to changes in the attitudes adopted by 
individuals.

Coultas and van Leeuwen (Chap. 15) pres-
ent an evolutionary perspective on conformity. 
The authors outline gene–culture coevolutionary 
models and review research on nonhuman ani-
mals that may shed light on conformity processes 
in humans. They suggest that accounting for the 
prior behavior of individuals in gene–culture 
models may improve their ability to predict and 
explain conformity.

Nicolas and Welling (Chap. 16) attempt to in-
tegrate evolutionary psychology and feminism. 
They argue that the reservations that many femi-
nists have concerning evolutionary psychology 
may be based on misconceptions concerning the 
science behind evolutionary theory (e.g., the mis-
taken belief that evolutionary psychologists are 
arguing that human behavior is driven exclusive-
ly by genes). This chapter outlines the contribu-
tions that evolutionary psychology and feminism 
have made to women’s issues and offers sugges-
tions for reconciling these disciplines.

Morgan, Cross, and Rendell (Chap. 17) de-
scribe the field of cultural evolution, which 
treats culture as a shared body of knowledge 
that evolves in a manner that can be independent 
of genes. This process allows for gene–culture 
coevolution. The authors argue that there is po-
tential for ideas concerning cultural evolution to 
influence social psychology (e.g., biases to copy 
the behavior of others when uncertain about how 
to behave).

Part 4: Interpersonal Processes

Part 4 (Chaps. 18–24) examines interpersonal 
processes. Social behavior can often be con-

ceptualized as group behavior. Individuals go 
about their lives trying to satisfy their personal 
goals (e.g., finding a mate, raising their children, 
earning more money) while also being bound 
to members of social collectives (e.g., sharing a 
racial/ethnic background, working for the same 
corporation, living in the same community). The 
authors in this part of the volume consider how 
an evolutionary framework can provide a richer 
understanding of interpersonal processes.

Krebs (Chap. 18) suggests that the views of 
prosocial behavior adopted by social psycholo-
gists can be improved by considering an evolu-
tionary framework. An evolutionary perspective 
suggests that prosocial behaviors are produced 
by cognitive mechanisms that allowed early hu-
mans to solve adaptive problems. The chapter 
considers the possibility that prosocial behavior 
may have emerged due to sexual selection, kin 
selection, group selection, or as a by-product of 
other adaptations.

Kameda, Van Vugt, and Tindale (Chap. 19) 
present an evolutionary perspective on group 
behavior. They argue that group behavior is a 
fundamental aspect of human evolution and that 
humans have evolved adaptations to deal with 
the challenges associated with living in com-
plex groups. The authors apply an evolutionary 
framework to a range of group tasks, including 
coordination, social exchange, status, and group 
cohesion.

Hruschka, Hackman, and Macfarlan (Chap. 20) 
consider how an evolutionary perspective may be 
applied to our understanding of friendship. The 
authors pay special attention to evolutionary ex-
planations for the helping and sharing behaviors 
often found among close friends. Evolutionary 
hypotheses concerning friendship are evaluated 
using existing evidence from psychology, anthro-
pology, and biology.

Prentice and Sheldon (Chap. 21) review the 
application of an evolutionary framework to our 
understanding of human cooperation. They blend 
evolutionary ideas with observations from social 
psychology to gain a better understanding of the 
ubiquitous nature of cooperation. This is accom-
plished by focusing on the conflict between the 
interests of the individual and those of the broad-
er social environment.
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Scott-Philips (Chap. 22) applies an evolu-
tionary framework to social cognition and other 
proximate mechanisms in human language and 
communication. He is particularly attentive to 
the idea that human communication is a form of 
mutually assisted mind reading and mental ma-
nipulation. The author also considers proximate 
mechanisms associated with language structure 
and explanations for the stability of human com-
munication.

Hutchison and Martin (Chap. 23) examine ste-
reotypes from an evolutionary perspective. The 
authors suggest that stereotypes are produced by 
cognitive adaptations that allow humans to deal 
more effectively with their social environments. 
They also consider the possibility that cultural 
evolution may provide unique insights into the 
origins and nature of stereotypes.

Mazur (Chap. 24) applies an evolutionary 
framework to human status hierarchies. An im-
portant aspect of this chapter is the consider-
ation of the similarities and differences between 
human status hierarchies and those found among 
the other African apes. The author considers how 
individuals of various species signal their status 
to other members of the group and the ways in 
which groups resolve disagreements concerning 
the status of particular members.

Part 5: Mating and Relationships

Part 5 (Chaps. 25–28) examines mating and re-
lationships. Intimate relationships—whether 
they are romantic relationships, platonic friend-
ships, or familial relationships—involve a sense 
of interdependence. As a result, a considerable 
amount of human life revolves around forming 
and maintaining our relationships with others 
(e.g., finding a romantic partner, reconnecting 
with old friends, fulfilling familial obligations). 
The authors in this part outline how an evolu-
tionary perspective may contribute to our under-
standing of these relationships.

Little (Chap. 25) outlines an evolutionary per-
spective for the consideration of attractiveness in 
humans. He argues that attractiveness is vital to 
the human social world for a variety of reasons, 
including our interest in mating with partners 

who will impart benefits to us and our shared 
hypothetical offspring. The author reviews re-
search that has demonstrated the importance of 
attractiveness, considers several characteristics 
that have been found to impact attractiveness, 
and discusses variability in personal preferences 
concerning attractive features.

Vasey and VanderLaan (Chap. 26) consider 
evolutionary explanations for male androphilia 
(i.e., men who have a predominant sexual attrac-
tion to other men). Male androphilia presents 
an interesting evolutionary conundrum because 
it appears to have a genetic component even 
though it compromises reproduction. The authors 
consider the cross-cultural expression of male 
androphilia and review evidence concerning the 
kin selection hypothesis as a possible explanation 
for its persistence.

Salmon (Chap. 27) applies an evolutionary 
framework to familial relationships. The author 
argues that the understanding of family dynamics 
can be improved by considering humans as nepo-
tistic strategists. This approach provides insights 
into a range of behaviors, including the extent 
to which parents invest in offspring, parent–off-
spring conflict over the allocation of investments, 
and sibling conflict and cooperation.

Figueredo, Patch, and Ceballos (Chap. 28) 
propose a model of multilevel selection to ex-
plain the ways in which life history influences 
social evolution and development. This model 
describes a cascade of consequences in which se-
lective pressures at one level (e.g., natural selec-
tion) generate selective pressures at other levels 
(e.g., social selection). The authors argue that this 
sort of multilevel model can improve our under-
standing of the pressures that drive both life his-
tory evolution and development.

Part 6: Violence and Aggression

Part 6 (Chaps. 29–31) examines violence and 
aggression. Given the seemingly ubiquitous vio-
lence taking place in the world around us (e.g., 
armed conflict in the Middle East, the threat of 
terrorist attacks), it is easy to lose sight of the 
fact that the world is a far less violent place today 
than it has been at any point in human history 
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(e.g., Gurr 1981; Pinker 2012). For example, 
the murder rate in England dropped from 24 per 
100,000 in the fourteenth century to less than 1 
per 100,000 in the twentieth century. However, 
these general trends offer little comfort to the vic-
tims of violence or their families. Research con-
cerning aggression and violence is generally con-
cerned with understanding the potential causes, 
correlates, and consequences of these behaviors. 
The authors in this part of the volume argue that 
an evolutionary framework can shed light on the 
nature of violence and aggression.

Friend and Thayer (Chap. 29) argue that war 
and aggression are produced by cognitive adapta-
tions. As a result, the authors contend that an evo-
lutionary framework has the potential to provide 
key insights into intergroup conflict and competi-
tion. They consider a range of issues, including 
the fact that aggression is often sensitive to con-
text, the neurobiology of aggression, and the role 
that xenophobia plays in intergroup conflict.

Volk, Cioppa, Earle, and Farrell (Chap. 30) 
apply evolutionary explanations to bullying. 
They argue that it is important to consider how 
individual differences and social influences inter-
act to contribute to bullying behavior. An impor-
tant aspect of the chapter is the consideration of 
an expanding ring of social influences that may 
impact bullying behavior, which range from the 
immediate environment (e.g., joining friends in 
the bullying of a classmate) to the broader culture 
(e.g., the depiction of bullying in popular media).

Atran and Sheikh (Chap. 31) review recent 
studies related to violent extremism. The authors 
suggest that many violent extremists are devoted 
actors who are motivated by “sacred values” that 
render them highly resistant to material trade-
offs, normative social influence, or exit strate-
gies. Evolutionary explanations are considered 
for the willingness of individuals to make costly 
sacrifices (e.g., die as a suicide bomber) to pro-
vide benefits for the larger social group.

Part 7: Health and Psychological 
Adjustment

Part 7 (Chaps. 32 and 33) examines health and 
psychological adjustment. Health can be defined 

as the “state of complete physical, mental, and 
social well-being and not merely the absence of 
disease or infirmity” (World Health Organiza-
tion 1948, p. 100). There have been tremendous 
changes in the nature of health in the USA and 
other prosperous nations during the past century 
such that the major causes of morbidity and mor-
tality have shifted from acute disorders and in-
fectious diseases (e.g., tuberculosis, pneumonia) 
to chronic illnesses (e.g., heart disease, diabetes). 
That is, individuals who live in developed coun-
tries have experienced a rapid shift from a situa-
tion in which infectious agents were the biggest 
threat to their health to one in which behavioral 
regulation is increasingly important (e.g., eating 
a balanced diet, getting adequate exercise, man-
aging stress). The authors in this part highlight 
how an evolutionary framework can deepen our 
understanding of behavior surrounding health 
and psychological adjustment.

Thornhill and Fincher (Chap. 32) outline the 
parasite-stress theory of sociality. A central as-
pect of this theory is the behavioral immune 
system, which includes psychological features 
and behaviors for avoiding contact with infec-
tious disease and managing the negative effects 
of infectious diseases. The authors argue that this 
framework has implications for understanding a 
broad array of behaviors, including mate selec-
tion, interactions with pets, culinary behaviors, 
and political beliefs.

Grinde (Chap. 33) applies an evolutionary 
framework to our understanding of happiness. 
The author presents a model of happiness based 
on the idea that affective states have evolved as 
part of a system of rewards and punishments 
used for evaluating behavioral options. He re-
views recent studies which suggest that affective 
states are associated with shared neural circuits 
involved in generating mood.

Part 8: Individual Differences

Part 8 (Chaps. 34–36) examines individual dif-
ferences, with considerable attention devoted to 
personality features. An understanding of person-
ality is important to social psychology because 
these internal qualities often have implications 
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for how individuals interact with others in their 
social environment. That is, it does not appear 
that there are any important human behaviors that 
are due exclusively to situational causes, because 
behavior appears to always be influenced by psy-
chological processes such as personality features 
(e.g., Buss 1991). The authors in this part of the 
volume apply an evolutionary perspective to our 
understanding of personality.

Van den Berg and Weissing (Chap. 34) discuss 
the connections between evolutionary game the-
ory and personality research. Recent studies con-
cerning evolutionary game theory have suggested 
that differences in personality features may have 
adaptive explanations. The authors consider the 
evolutionary causes and consequences of person-
ality differences using evolutionary game theory.

Sefcek, Black, and Wolf (Chap. 35) apply 
evolutionary principles to the understanding of 
personality features. The authors review contem-
porary evolutionary models of personality traits. 
An important feature of the chapter is the consid-
eration of the function of personality differences 
within populations as well as the evolutionary 
mechanisms that produce this variability.

Holtzman and Donnellan (Chap. 36) provide 
an overview of the possible evolutionary ori-
gins of narcissism. The authors focus on the idea 
that narcissism is related to numerous genes that 
have been subjected to selection pressures over 
the course of human evolutionary history. They 
suggest that narcissism is the result of selection 
for attributes that promote short-term mating and 
social dominance.

Conclusion

Despite the sometimes uneasy relationship that 
exists between social psychology and evolution-
ary psychology, these two areas have a tremen-
dous amount to offer each other. For example, 
evolutionary psychologists are able to draw upon 
a diverse set of theories that have been gener-
ated using an evolutionary perspective. It is not 
our intention to suggest that social psychologists 
are unable to draw upon their own set of theo-
ries. Rather, we suggest that social psychologists 

may benefit from drawing on an evolutionary 
perspective more frequently when considering 
their own work. To illustrate this point, studies 
have revealed various patterns of behavior that 
are difficult—or even impossible—to adequately 
explain using conventional theories from social 
psychology, even though these findings are read-
ily explained using an evolutionary framework 
(e.g., women in long-term relationships being 
more likely to cheat on their partner when they 
are ovulating, people being more easily condi-
tioned to fear snakes than guns; Maner and Ken-
rick 2010). We hope that this volume will serve 
as another step toward more fully integrating an 
evolutionary perspective into the field of social 
psychology.
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Despite popular misconceptions that evolution-
ary psychology is simply the study of mating, 
murder, and perhaps morality, the field is not 
defined by its topics of investigation, but by its 
approach to psychological research. In their land-
mark book, The Adapted Mind, Cosmides et al. 
(1992, p. 3) define evolutionary psychology as 
“simply psychology that is informed by the addi-
tional knowledge that evolutionary biology has 
to offer, in the expectation that understanding 
the process that designed the human mind will 
advance the discovery of its architecture.” What 
this definition omits, but Tooby and Cosmides 
(1992) would subsequently argue, is an emphasis 
on natural design. What I aim to clarify in this 
chapter is how this emphasis on design strongly 
allies evolutionary psychology with cognitive 
psychology and how, following evolutionary 
psychology’s lead, social psychology might 
become more deeply integrated with the cogni-
tive sciences.

The Physical, Intentional, and Design 
Stances

The philosopher Daniel Dennett (1978) has pro-
posed that there are three basic strategies that 
one might adopt to try to explain and predict the 

behavior of complex systems, such as those found 
in humans. The simplest in principle, though the 
most unwieldy in practice, is the physical stance. 
“From this stance our predictions are based on 
the actual physical state of the particular object, 
and are worked out by applying whatever knowl-
edge we have of the laws of nature” (Dennett 
1978, p. 4). Arguably this was the approach taken 
previously by the behaviorists. I, however, intend 
to focus instead on Dennett’s two other explana-
tory strategies: the intentional stance and the de-
sign stance.

In applying the intentional stance to humans, 
one assumes that a person will rationally act to 
satisfy their desires given what they believe and 
the constraints under which they must act. In the 
wider philosophical and psychological litera-
tures, this explanatory strategy is widely referred 
to as “folk psychology” or “theory of mind.” 
Empirical investigations of folk psychology have 
been particularly prominent in the comparative, 
developmental, and neuroscientific literatures, 
especially after the discovery that persons with 
autism appear to be specifically impaired in their 
ability to make folk psychological predictions 
(Baron-Cohen et al. 1985). What these psycho-
logical investigations of folk psychology sug-
gest is that it is an innate explanatory framework 
possessed and intuitively used by all neurologi-
cally normal human adults—hence the term, folk 
psychology. I will argue that folk psychology, or 
the intentional stance, remains the default theory 
of the mind for much of social psychology, and 
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in this it contrasts with much of cognitive psy-
chology and a prominent strand of evolutionary 
psychology. Hence, to appreciate how these evo-
lutionary psychologists approach cognition, it is 
important to consider not only the influence of 
evolutionary biology but also the fundamental 
differences in the ways in which social psycholo-
gists, on the one hand, and cognitive and evo-
lutionary psychologists, on the other, approach 
psychological explanation.

The explanatory stance explicitly adopted by 
evolutionary psychologists and at least implicitly 
adopted by cognitive psychologists is the de-
sign stance. “Different varieties of design-stance 
predictions can be discerned, but all of them are 
alike in relying on the notion of function, which 
is purpose-relative or teleological. That is, a de-
sign of a system breaks it up into larger or smaller 
functional parts, and design-stance predictions 
are generated by assuming that each functional 
part will function properly” (Dennett 1978, p. 4, 
emphasis in original). Some cognitive psycholo-
gists might object that they do not assume that 
the human mind is designed, that this would con-
stitute unwarranted teleological speculation that 
runs contrary to blind evolutionary processes. 
Yet, this is precisely the assumption made by evo-
lutionary psychologists, that the mind bears evi-
dence of evolved natural design. In treating the 
mind as designed, evolutionary psychologists are 
not adopting some heterodox approach to evolu-
tionary theorizing. On the contrary, the search for 
special design is a widely accepted methodologi-
cal approach to the study of adaptation (Dawkins 
1986; Williams 1966). The hesitation to impute 
design to nature is simply an anachronistic con-
cern that one thereby subscribes to the view that 
the designer is an intelligent agent (e.g., God). 
Evolutionary biologists see no contradiction in 
proposing that the blind, materialistic forces driv-
ing natural selection can result in natural design. 
If one is troubled by the conceptual baggage rid-
ing with the term teleology, one can substitute, as 
many evolutionary biologists have, the term te-
leonomy instead (Mayr 1974; Pittendrigh 1958). 
Both terms refer to end-directedness, but the lat-
ter explicitly carries no assumption that the cause 
of such end-directedness is an intelligent agent.

Put another way, Cummins (1975) has argued 
that the design stance (which he calls functional 
analysis) has traditionally involved two assump-
tions: (A) The point of the design stance is to 
explain the origins of a functionally character-
ized item, and (B) “For something to perform 
its function is for it to have certain effects on a 
containing system, which effects contribute to 
the performance of some activity of, or the main-
tenance of some condition in, that containing 
system” (p. 741). Cummins’ purpose in making 
this distinction was to argue that, though B might 
be a valid explanatory framework, it does not 
justify A, and so Cummins argued for keeping 
B and jettisoning A. Most cognitive psycholo-
gists adopt B as an explanatory framework. For 
example, in their influential account of human 
memory, (Atkinson and Shiffrin 1968; Shiffrin 
& Atkinson, 1969) divided human memory into 
a collection of functional parts: sensory register, 
short-term store, long-term store, control pro-
cesses, and response generator, and a glance at 
any recent cognitive psychology textbook will 
reveal the same approach to the human mind, 
more generally. The mind is divided into a col-
lection of functional parts: perception, attention, 
memory, imagery, language, problem solving, 
reasoning, etc.—functionally, if not neurologi-
cally, differentiated components that work as part 
of a system. Where cognitive psychology differs 
from evolutionary psychology is in its reserva-
tions about assumption A. Cognitive psychology 
is largely uncommitted to any specific theory 
about the origins of mental faculties and talk of 
design seems to presuppose a theory about their 
origins. Evolutionary psychology, on the other 
hand, has no such qualms about accepting as-
sumption A—functional explanations play an 
important role in accounting for the origins of 
the traits in question. Despite their differences, 
it is cognitive psychology’s and evolutionary 
psychology’s commitment to assumption B, re-
gardless of whether they also subscribe to A, that 
justifies labeling their approach to psychological 
explanation the design stance.

While it might seem that folk psychology 
treats beliefs and desires as distinct mental facul-
ties, viewing these as such would be mistaken. 
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Beliefs and desires are not powers of the mind; 
they are mental representations—the contents 
of the folk psychological mind—just as con-
cepts, propositions, spatial representations, and 
so on are the purported contents of the various 
mental faculties. The closest equivalent to a 
mental faculty in folk psychology is rationality. 
It is by virtue of the rational organization of the 
mind that beliefs and desires can be invoked in 
the derivation of a behavioral prediction. What I 
will argue is that social psychologists have, to a 
large extent, treated the mind as a black box—not 
because they are behaviorists, but because they 
have largely adopted the intentional stance as 
their primary mode of psychological explanation. 
While this has not impeded the development of 
social psychology, it has forestalled a meaningful 
engagement with the cognitive sciences on social 
psychology’s own terms. In arguing this, my aim 
is not to pass judgment, but to provide advice 
gleaned from the transition of human evolution-
ary research from sociobiology, which similarly 
employed the intentional stance, to evolution-
ary psychology, which has embraced the design 
stance.

How Is Social Psychology Folk 
Psychological?

In arguing that social psychology is folk psy-
chological, I do not mean that it is thoroughly 
so, or that cognitive psychology, by contrast, is 
completely free of folk psychological specula-
tion. Dennett (1987), for example, has suggested 
that cognitive psychologists continue to use the 
intentional stance as a competence theory (i.e., 
a benchmark by which the cognitive faculties 
they postulate are judged). Hence, when speak-
ing more broadly, beyond the usual narrow focus 
on a particular mental faculty, or when engag-
ing non-psychologists like philosophers or the 
lay public, cognitive psychologists often adopt 
the intentional stance. Steven Pinker, who is 
both a cognitive psychologist and an advocate 
for evolutionary psychology, rarely, if ever, in-
vokes folk psychological concepts in his techni-
cal works. Yet, in his best-selling popular work, 

How the Mind Works, he explicitly defends folk 
psychology as “the most useful and complete sci-
ence of behavior there is” (Pinker 1997, p. 63). 
Conversely, within social psychology, social 
cognition in particular is influenced by cognitive 
psychology and, thereby, less folk psychological. 
Therefore, when I claim that social psychology is 
folk psychological, whereas cognitive and evo-
lutionary psychology are not, this should be read 
more as a difference in relative focus.

Caveats aside, the differences between social 
psychology and cognitive psychology are strik-
ing at times. For example, Gordon Allport (1935) 
once claimed that attitudes are the “most distinc-
tive and most indispensable concept in contem-
porary social psychology”—a quote that is still 
cited approvingly in social psychology textbooks 
and a sentiment that is echoed in the technical 
writings of contemporary social psychologists. 
Fazio and Olson (2003) write:

It is difficult to imagine a psychological world 
without attitudes. One would go about daily life 
without the ability to think in terms of “good” 
and “bad,” “desirable” and “undesirable,” or 
“approach” and “avoid.” There would be no acti-
vation of positivity or approach tendencies upon 
approaching objects that would engender posi-
tive outcomes, but, perhaps more seriously, there 
would be no mental faculty for avoiding negative 
objects in one’s environment. Our environment 
would make little sense to us; the world would be 
a cacophony of meaningless blessings and curses.

Apparently, though, it is not all that difficult to 
imagine a psychological world without attitudes, 
because cognitive psychology progresses per-
fectly well without ever invoking the construct. 
Turn to any cognitive psychology textbook and 
one would be hard-pressed to find any men-
tion of attitudes. The reason cannot be that at-
titudes are inherently social (and, therefore, 
left to social psychologists to study) because it 
is not clear what is social about an attitude like 
“I like chocolate.” True, people could hold at-
titudes for value-expressive or social-adjustive 
reasons, but Fazio and Olson’s object-appraisal 
approach to attitudes would appear to touch on 
themes dear to cognitive psychologists, like how 
people understand their world. Yet, cognitive 
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psychologists have found little use for the atti-
tude construct.

Conversely, all of those cognitive psychol-
ogy textbooks that do not even mention the word 
“attitude” will typically include a whole chapter 
on language. As our species’ primary means of 
communication, language is inherently social. 
Yet, one finds little discussion of language in the 
typical social psychology textbook. Why is that? 
Why is it that social psychologists are fascinat-
ed with attitudes—even attitudes of no obvious 
social import like one’s attitude towards choco-
late—and yet they seem uninterested in language, 
one of our species’ most remarkable social fac-
ulties? The answer, I would argue, is precisely 
that language is a mental faculty and not readily 
explained in terms of the intentional stance. If 
one wants to explain why, for example, “no mere 
mortal has ever flown out to center field”—why 
instead we say that they “flied out” (Kim et al. 
1991), it will be more useful to consider the func-
tional organization of the language faculty rather 
than explanations couched in terms of a person’s 
beliefs and desires, if for no other reason than the 
fact that much of linguistic processing appears to 
be fast, automatic, and unconscious—i.e., not the 
sort of thing that we likely have beliefs about. In-
deed, Pinker (1994), who would later vigorously 
defend folk psychology, devoted a whole book to 
the design of the language faculty without say-
ing much about the role that beliefs play in its 
functioning.

Attitudes, despite Fazio and Olson’s asser-
tion, are not a mental faculty. Attitudes, defined 
as one’s evaluation of a target along a good–bad 
dimension, play roughly the same role in social 
psychology that desires do in folk psychology. 
People desire that for which they have a posi-
tive attitude and do not desire that for which they 
have a negative attitude. Like desires, attitudes 
are not mental faculties—powers of the mind—
but the contents of the mind. Attitudes might ap-
pear to have the power to prompt action, but they 
are behaviorally inert without the rational appa-
ratus of folk psychology. Even if one knows that 
someone likes chocolate, one would be at a loss 
to make any behavioral predictions about the per-
son unless one also assumed that the person is ra-

tional and will rationally pursue their desires, be-
cause without the presumption of rationality, one 
could just as easily predict that someone desiring 
chocolate would go swimming as one would pre-
dict that the person would buy chocolate.

Although seldom discussed in the psycho-
logical literature, the role that the assumption of 
rationality plays in the ascription of belief and 
desire is a common theme in the philosophi-
cal literature (e.g., Dennett 1987; Stich 1983). 
Moreover, it is a particular form of rationality 
that a person is assumed to exhibit. It is the inter-
nal consistency of one’s beliefs and desires that 
is most important and not, say, their correspon-
dence with reality. Consider, for example, the 
intensively studied Sally–Anne false-belief task 
(Baron-Cohen et al. 1985). Sally places a marble 
in a basket and then leaves. While she is gone, 
Anne moves the marble from the basket to a box. 
The question posed to participants is: Where will 
Sally look for the marble when she returns? The 
answer is straightforward, Sally will act in a way 
that is consistent with her belief that the marble 
is in the basket, and not in a way that is consis-
tent with reality, that the marble is in the box. It 
is precisely because persons with autism fail to 
predict that Sally will act in a way that is con-
sistent with her beliefs that they are suggested 
to have problems with folk psychology (Baron-
Cohen et al. 1985).

The same principle of internal consistency is 
invoked when we try to determine our own be-
liefs. Asked, for example, whether one believes 
there are more pink flamingos on the Earth or 
on the moon, most people will assert that there 
are more pink flamingos on Earth. As Sperber 
(1996, p. 86) notes, it is highly unlikely that this 
is explained by the fact that one had previously 
represented this belief in one’s head such that 
one could just consult one’s memory to find the 
belief: There are more pink flamingos on Earth 
than on the moon. Instead, in this case, we de-
termine what we believe inferentially, based on 
what would be rationally consistent with other 
mental representations that are explicitly repre-
sented in memory.

The point of this digression into the assump-
tion of internal consistency is that, compared with 
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cognitive psychologists, social psychologists 
have a strong interest in internal consistency. 
Festinger’s (1957) cognitive dissonance theory 
and Heider’s (1958) balance theory, for example, 
both stress the consistency of belief, desire (atti-
tudes), and behavior. By contrast, cognitive con-
sistency is not a topic that is frequently discussed 
by cognitive psychologists, with the notable ex-
ception of the reasoning and decision-making 
literatures. Of course, it is not surprising that the 
topic of cognitive consistency should arise in the 
reasoning and decision-making literatures given 
that performance in these domains should con-
form to norms stressing internal consistency, such 
as the rules of logic. However, these norms were 
originally advocated by philosophers and econo-
mists and not psychologists. The more common 
position held by cognitive psychologists is that 
people do not, in fact, exhibit cognitive consis-
tency (Kahneman et al. 1982).

Finally, outside of the laboratory, the primary 
use of folk psychology is to predict and explain 
individual behavior, not the behavior of people 
in general. In other words, the function of folk 
psychology is to predict how, or to explain why, 
a particular person, situated as they are, acts as 
they do and not how it is possible for people, in 
general, to act. Design stance explanations gener-
ally do just the opposite. They are more focused 
on how a complex mechanism functions, in gen-
eral, as opposed to how the system will act in any 
specific situation. Here, too, the differences be-
tween social psychology and cognitive psychol-
ogy are striking. A major focus of social psychol-
ogy is individual differences that are typically 
assessed by a myriad of scales measuring the 
individual’s beliefs or attitudes. In cognitive psy-
chology, there is far less interest in individual dif-
ferences outside of the intelligence and expertise 
literatures. However, these are possibly excep-
tions that prove the rule, as in neither literature is 
there a strong tendency to postulate correspond-
ing mental faculties as opposed to invoking men-
tal faculties, such as working memory, that have 
been proposed on other grounds. Even individual 
difference constructs, like need for cognition 
(Cacioppo and Petty 1982), that would presum-
ably be of some relevance to cognitive psychol-

ogy are rarely considered in cognitive research. 
Compared with social psychologists, cognitive 
psychologists are much less interested in indi-
vidual differences.

To summarize, social psychology is folk psy-
chological in that it routinely employs the con-
cepts of belief and desire/attitude; it routinely 
stresses the internal consistency of a person’s 
beliefs, desires/attitudes, and actions; and indi-
vidual differences play an important role in so-
cial psychological research. In all three respects, 
cognitive psychology is quite different. The rea-
son it is different is that cognitive psychology 
is focused instead on elucidating the functions 
of mental faculties that are presumed to be uni-
versal. In practice, this seldom draws upon the 
explanatory constructs of beliefs, desires, or at-
titudes, and the basic design of mental faculties 
is not presumed, a priori, to be internally consis-
tent, though perhaps the ultimate goal of cogni-
tive psychology is to describe a system that in its 
global functioning approximates folk psychology 
(i.e., adopting folk psychology as a competence 
theory; Dennett 1978).

Why Might Social Psychologists Want 
to Adopt the Design Stance?

Even if one accepts the argument that social psy-
chologists tend to adopt the intentional stance, 
while cognitive psychologists tend to adopt the 
design stance, this, in itself, provides no reason 
for social psychologists to likewise adopt the de-
sign stance.

Moreover, by adopting the design stance, the 
possibility arises that that which most interests 
social psychologists—the social—will be lost. 
Would not the adoption of the design stance ul-
timately reduce social psychology to asocial, 
cognitive psychology? If this is what social psy-
chologists have to look forward to in adopting 
the design stance, perhaps they might choose, 
instead, to continue the same basic program of 
research that they are engaged in now, investigat-
ing “how the thoughts, feelings, and behaviors of 
individuals are influenced by the actual, imag-
ined, or implied presence of other human beings” 
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(Allport 1954, p. 5). In other words, studying the 
social might require social psychologists to treat 
the mind somewhat as a black box, the details of 
which are left to cognitive psychologists to study, 
for to study mental faculties properly would 
mean setting aside the social, to investigate men-
tal processes independent of the information they 
process. The error in this line of reasoning is that 
it privileges a particular conception of faculty 
psychology, which, though the most common 
conception, is not the only one possible.

There are, in fact, two different schools of 
thought with respect to mental faculties. Fodor 
(1983) has labeled these horizontal faculty psy-
chology and vertical faculty psychology, or, as 
these are more commonly known, mainstream 
cognitive psychology and mental modular-
ity, respectively. According to Fodor, horizontal 
faculties are distinguished on the basis of their 
typical effects, whereas vertical faculties are 
distinguished on the basis of their domain of ap-
plication. For example, the horizontal faculties 
of short-term and long-term memory are distin-
guished by the duration over which they hold 
information, their storage capacity, etc. They are 
not distinguished by the content domain of the 
information that they store—any information that 
can be stored in short-term memory can also be 
stored in long-term memory, what distinguishes 
these memory stores is how long information is 
held within each, etc.

Vertical faculties, on the other hand, are dis-
tinguished less by the effects they have on in-
formation, such as whether the information is 
stored (e.g., memory) versus highlighted (e.g., 
attention), but by the content of the informa-
tion that they process. For example, Kanwisher 
et al. (1997) have shown that a region of the 
fusiform gyrus, the fusiform face area (FFA), 
is preferentially activated by visual displays of 
faces as opposed to other comparable visual dis-
plays, such as displays of houses or other com-
mon objects. Based on these findings, Kanwisher 
et al. proposed that the FFA is a face perception 
module. Subsequent research has implicated the 
same brain region in explicit working memory 
for faces (Druzgal and D’Esposito 2003), im-
plicit memory for faces (Henson et al. 2000), 

and the mental imagery of faces (O’Craven and 
Kanwisher 2000). In other words, what predicts 
activation of the FFA is not the type of process-
ing effect—e.g., perception versus memory ver-
sus imagery—but the content of the information 
processed, faces versus other objects. The FFA is, 
therefore, a content-specialized vertical faculty, 
not a content-independent horizontal faculty.

I do not intend to provide a general argument 
in favor of vertical faculty psychology over hori-
zontal faculty psychology. Instead, I will argue 
for the particular advantages of adopting the for-
mer as opposed to the latter in further integrat-
ing social psychology and cognitive psychology, 
without social psychology thereby surrendering 
the social.

Suppose, for example, that social psycholo-
gists choose horizontal faculty psychology as 
their guiding model of mental structure. There 
would then be little that social psychologists 
qua social psychologists could contribute to the 
study of mental faculties. Social information is 
no different from any other information from 
the perspective of horizontal faculty psychology, 
as mental processes are, by hypothesis, domain 
general in their application. Social psychology 
would remain in the position it finds itself in now, 
investigating the influence of social information 
on mental faculties, with nothing to say about the 
design and function of those mental faculties. The 
discovery of the mind’s structure would remain 
the privileged task of cognitive psychologists.

Suppose, on the other hand, that social psy-
chologists adopted vertical faculty psychology 
as their guiding model of the mind. The most 
straightforward implication would be that social 
psychologists would go about the business of 
proposing and studying social faculties. In other 
words, social psychologists could, indeed, adopt 
the design stance and investigate mental faculties 
without giving up the social. Is this a viable pros-
pect? Not only is it viable, but it has been done 
and it has been enormously successful. However, 
it has not been done by “social psychologists.”

In proposing that language is a domain-spe-
cific mental faculty, a linguist, Chomsky (1965), 
had an enormous influence on cognitive psy-
chology. According to Jackendoff (2002), “This 
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hypothesis [specifically the proposal that there is 
a language module] is what connects linguistic 
theory most closely to biology, cognitive devel-
opment, ethology, and evolutionary psychology. 
It also has been the main driving force in re-
search on language typology, language acquisi-
tion, and linguistic change, not to mention day-
to-day research on the structure of language” 
(p. 68). Yet, despite the inherently social nature 
of language, social psychologists have played a 
relatively minor role in the scientific study of 
language. One cannot dismiss the above obser-
vations by arguing that it is trivially obvious that 
a linguist would have more of an influence on 
the psychology of language than a social psy-
chologist would. Chomsky (1957) had already 
revolutionized linguistics with the publication of 
his Syntactic Structures before he truly engaged 
psychologists by proposing a language-specific 
mental module in Aspects of the Theory of Syn-
tax (Chomsky 1965). This suggests that it was 
not simply his influence within linguistics that 
made his proposals influential on cognitive psy-
chology. Moreover, it was cognitive psycholo-
gists who subsequently investigated Chomsky’s 
proposal, not social psychologists. Arguably, the 
reason why social psychologists have contrib-
uted little to subsequent research is that Chom-
sky’s proposal was cast in terms of a mental 
faculty and social psychologists tend not to be 
faculty psychologists.

By the same reasoning, social psychology is 
not likely to have much influence on cognitive 
psychology until its proposals are framed in terms 
of (social) mental faculties. Consider, for exam-
ple, the fate of attribution theory. The theories of 
attribution developed by Heider (1958), Kelley 
(1973), and Weiner (1985) have been enormous-
ly influential within social psychology, but their 
influence outside of social psychology has been 
much more limited. There is now a burgeoning 
literature on folk psychology within the cogni-
tive developmental, cognitive neuroscience, pri-
matology, and autism literatures, yet these three 
social psychologists are rarely mentioned within 
these literatures, despite the fact that attribution 
theory is typically viewed as the attempt to ac-
count for naive psychology (i.e., folk psychol-

ogy). In part, this lack of influence may be due 
to misguided emphases on distinguishing the 
person from the situation and covariation data, 
but equally important is the failure to distinguish 
behavior from other events (i.e., to distinguish 
naive psychology as a distinct domain of human 
understanding; Malle 2011).

Where Kelley has had an influence in cogni-
tive psychology is in the causal cognition litera-
ture (e.g., Ahn et al. 1995; Cheng 1997). This is 
hardly surprising given that Kelley (1973) ex-
plicitly equated social attribution with nonsocial 
causal cognition. In so doing, Kelley effectively 
argued that social psychology has nothing unique 
to contribute to the understanding of causal cog-
nition, and as a result cognitive psychologists 
were free to, and did, ignore social influences on 
causal cognition. In other words, Kelley engaged 
cognitive psychologists on their own terms and 
what got lost in the process was the social.

What animates much current research on 
naive psychology beyond social psychology is 
the proposal the folk psychology is a distinct so-
cial faculty (e.g., Baron-Cohen 1997; Frith and 
Frith 1999). By contrast with Kelley’s legacy 
in the causal cognition literature, the social has 
not been sidelined in the folk psychology litera-
ture, even though it is primarily nonsocial psy-
chologists, such as clinical and developmental 
psychologists, who are engaged in this litera-
ture (e.g., Caputi et al. 2012; Dodell-Feder et al. 
2013; Slaughter et al. 2013). Moreover, the folk 
psychology literature is being belatedly invoked 
to reinterpret well-established work in social 
psychology (e.g., Bazinger and Kühberger 2012; 
Malle 2011).

To summarize, there is more than one way 
to adopt the design stance. Mainstream cogni-
tive psychology has adopted horizontal faculty 
psychology, which sidelines the social due to its 
emphasis on domain-general mechanisms. An 
equally viable option, though, is vertical facul-
ty psychology or modularity, which focuses on 
domain-specific mechanisms. Among the so-
cial modules that have been proposed and have 
generated a vibrant literature are language, face 
processing, and folk psychology. Yet, none of 
these literatures intersect much with standard so-
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cial psychology. Hence, I argue that by similarly 
adopting the design stance, particularly a modular 
perspective, standard social psychologists might 
likewise engage a much broader audience.

The Illustrative Example of 
Evolutionary Psychology

How might social psychologists go about adopt-
ing the design stance? In practice, would it mean 
social psychologists doing anything different 
from what they do now? Would they, say, need 
to be more cognitive and, if so, why and what 
would this look like? Answers to these questions 
can be found in the history of evolutionary psy-
chology’s development.

Prior to the emergence of evolutionary psy-
chology in the late 1980s, the evolutionarily 
inspired investigation of human behavior was 
dominated by sociobiology. More specifically, a 
large measure of sociobiology fell within a pro-
gram of research initiated by Richard Alexander, 
dubbed Alexander’s program by Kitcher (1985), 
but also known as Darwinian anthropology 
(Symons 1989). In contrast to Wilson’s (1978) 
somewhat pessimistic view of human behavior 
kept on a short tether by our genes, Alexander 
(1979) proposed that humans flexibly respond to 
their local environment with the unconscious de-
sire to increase their fitness. In effect, Darwinian 
anthropology unwittingly melded evolutionary 
theorizing with folk psychology (Kitcher 1985; 
Tooby and Cosmides 1990). Rather than people 
acting to rationally satisfy their desires given 
their beliefs and various constraints on their ac-
tions, people act to rationally maximize their 
fitness given the various constraints on their ac-
tions. Furthermore, these proposals were tested 
by correlating individual differences in behavior 
with individual differences in reproductive suc-
cess.

On the surface, Darwinian anthropology might 
seem to have little in common with social psy-
chology, but the larger explanatory frameworks 
of both are similar. Both fields generally assume 
that people act to satisfy some desire and that 
they highlight individual differences. Where they 

contrast is in the content of the desires that they 
attribute to people. The overarching desire that 
Darwinian anthropology attributes to people, al-
beit an unconscious one, is the desire to increase 
one’s reproductive success, whereas the desires 
attributed to people by social psychology are 
much more varied. Regardless, both fields typi-
cally assume that these desires are rationally and 
individually pursued, subject to the constraints 
under which a person must act.

In the late 1980s, Leda Cosmides, John Tooby, 
and Donald Symons published a series of papers 
that were critical of Darwinian anthropology and 
argued for a different approach to studying the 
influence that evolution has had on the human 
mind and behavior (Cosmides and Tooby 1987; 
Symons 1987, 1989, 1990; Tooby and Cosmides 
1989, 1990). Evolutionary psychology is the re-
alization of this alternate program of research 
that Cosmides, Symons, and Tooby advocated.

In essence, Cosmides, Symons, and Tooby 
advocated adopting the design stance, but in so 
doing, they followed the lead, not of Dennett, 
but of Williams (1966). Williams argued that 
evolutionary theorists must distinguish between 
adaptations and fortuitous effects. Adaptations 
are the end products of a history of natural selec-
tion. Hence, they are anatomical, physiological, 
or behavioral solutions to ancestral problems, 
which one demonstrates by showing how the trait 
shows evidence of special design for solving the 
problem.

In evolutionary terms, solving a problem 
ultimately means promoting fitness—i.e., dif-
ferential reproductive success. However, differ-
ential reproductive success in the present is not 
the mark of adaptation. An adaptation undergoes 
many generations of selection in which it con-
tributes to the differential reproductive success 
of its bearers, yet the contemporary environment 
may have changed such that the adaptation no 
longer conveys a fitness advantage or, perhaps 
more importantly, precisely because the adapta-
tion conferred a fitness advantage it displaced all 
rival designs such that now every member of the 
species possesses the trait. In the latter case, the 
adaptation no longer contributes to differential 
reproductive success precisely because there are 
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no differences between individuals with respect 
to the trait. Regardless of the reason, current 
reproductive success provides no evidence that 
the trait in question is an adaptation. Current re-
productive success may simply be the fortuitous 
effect of some trait. Hence, evidence for adap-
tation must be sought elsewhere. Special design 
(i.e., complex functional organization) does not 
change when an adaptation saturates a popula-
tion. It also disappears slowly—as slowly as it 
appeared, all else being equal—when the envi-
ronment changes such that the trait no longer fits 
its environment. But even if one has determined 
to seek evidence of special design, there is still 
the question of where one is most likely to find it.

Cosmides and Tooby (1987) and Symons 
(1989; see also Daly and Wilson 1984) argued 
that overt behavior is too variable in most cases 
to be the locus of design. Consider, for example, 
food acquisition. Few would deny that finding 
nourishment is a long-standing problem with 
clear fitness consequences. Where, then, would 
one look for evidence of special design for pro-
curing nourishment? At the level of overt behav-
ior, there is too much variability for behavior to 
have been the target of selection and the locus 
of design. People can grow their own food, they 
can hunt and gather, and they can buy food at a 
supermarket. For one meal a person might eat a 
salad, for another they might eat pasta, and so 
on. Couched at the behavioral level, there are too 
many different ways of acquiring nourishment 
and their expression is too variable for each be-
havior to have been the target of selection and for 
each to be considered an aspect of our species’ 
evolved design.

Instead, stable invariance is more likely to 
be found at the physiological or psychologi-
cal level of description. For example, hunger 
might be regulated by the same motivation sys-
tem across all humans, despite the fact that how 
they eventually act to satisfy their hunger varies 
enormously. Therefore, if one wants to explain 
behavior from an evolutionary perspective, one 
will need to look to the physiological and psy-
chological mechanisms that motivate behavior to 
demonstrate evidence of special design. More-
over, due to the functional nature of cognitive 

descriptions—cognitive descriptions specify the 
role that psychological states and processes play 
in solving a problem—the cognitive level of de-
scription is particularly suited for analyzing the 
design of a system (Cosmides and Tooby 1987).

The above argument generalizes to any at-
tempt to apply the design stance. In other words, 
even if a social psychologist is not committed to 
an evolutionary account of the origins of mental 
faculties, if instead one adopts Cummins’ (1975) 
more agnostic stance towards the origin of func-
tional components, it would still make practical 
sense to couch one’s proposals at the cognitive 
level because cognitive-level descriptions best 
capture functional relationships. Where social 
psychologists might part ways with evolution-
ary psychologists is in the latter’s emphasis on 
special design. The emphasis on special design is 
driven more by evolutionary concerns (Dawkins 
1986; Williams 1966). However, social psychol-
ogists might, likewise, choose to focus on special 
design for other reasons.

In psychology, special design for solving 
problems is naturally aligned with vertical fac-
ulty psychology and so it was that Cosmides and 
Tooby (1987) and Symons (1987) argued that 
special design was to be found in the modular-
ity of the mind. The interested reader can refer 
to the chapter in this volume on modularity for 
scientific arguments in favor of modularity (see 
Chap. 4). Instead, I consider whether social psy-
chologists might likewise wish to focus on special 
design and mental modularity. The answer I give 
here is that which I have already raised above. 
It is primarily by adopting mental modularity 
that social psychologists can adopt the design 
stance without letting go of the social. In other 
words, if social psychologists were to postulate 
specifically social faculties, like language, face 
processing, and folk psychology, they would, in 
effect, be invoking special design—they would, 
de facto, be postulating mental faculties are spe-
cially designed for social ends.

But does one need an evolutionary account 
of the origin of such faculties? Much vision re-
search, for example, is modular without being 
(explicitly) committed to an evolutionary ac-
count of the origins of the visual system. As 
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Symons (1987) acknowledges, a little common 
sense goes a long way towards understanding the 
design of our perceptual systems. However, Sy-
mons also argues that this is less likely to be the 
case for social faculties. To begin with, unlike the 
physical world that our perceptual systems were 
designed to report on, the social world is rife with 
conflicts of interest. Consider, for example, mat-
ing psychology. From an evolutionary perspec-
tive, males and females should have quite differ-
ent views about mating (Symons 1979). Hence, 
a male social psychologist consulting only his 
own intuitions about mating psychology is likely 
to have only a partial and biased understanding 
of human mating. Of course, a male evolutionary 
theorist is just as likely to have partial and biased 
intuitions about mating, but an evolutionary per-
spective acts as a corrective because it starts with 
the presumption that there will be conflicts of in-
terest; it, therefore, encourages one to consider 
the perspective of both sexes; and it encourages 
one to consider other species with different life 
histories in which the selective forces acting on 
males and females can be different from those 
acting on humans.

Second, an evolutionary perspective suggests 
that our minds were designed for past environ-
ments, not present environments (Symons 1987; 
Tooby and Cosmides 1990). As Symons notes, 
the past was probably not all that different from 
the present with respect to those features of the 
environment that our perceptual mechanisms are 
attuned to. The social environment, however, 
has changed enormously. Therefore, intuitions 
based on contemporary social environments 
may be poor guides as to the design of our social 
faculties.

There is no denying that social psychology 
has been enormously successful; nor is it gener-
ally in the throes of some crisis that might prompt 
a major rethink of current practice. Nevertheless, 
in adopting the intentional stance as its primary 
mode of psychological explanation, social psy-
chology has forestalled a deeper integration 
with the cognitive sciences. Research topics that 
should naturally concern social psychology such 
as language, face processing, and folk psychol-
ogy have been largely ignored by social psy-

chologists. The corrective to this situation is for 
social psychologists to adopt the design stance. 
This would naturally lead social psychologists 
to adopt a more cognitive orientation, but it need 
not be at the expense of the social, provided that 
social faculties are investigated from a modu-
lar perspective. In so doing, social psychology 
would be following the lead of evolutionary psy-
chology, which itself made the transition from 
folk psychological sociobiology. While it is not 
necessary for social psychologists to explicitly 
adopt an evolutionary perspective in making this 
transition, were they to do so, they would avail 
themselves of a wealth of evolutionary theorizing 
on social matters.
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Humans are among the most social of mammals; 
they cooperate, compete, imitate, and teach to 
a degree that is unmatched by any other known 
species. They transmit information to group 
members and across generations with great fidel-
ity. Homo sapiens have developed technologies 
to make such transmission fast and efficient, 
including alphabets, numbers, books, and com-
puters, but it is our species’ social nature, less so 
than our technological acumen, that is respon-
sible for our global hegemony. We contend, as 
others have (e.g., Alexander 1989; Dunbar 2003; 
Hare 2011), that it was changes in social cogni-
tion over hominin evolution that was the driving 
force in human intelligence. Moreover, the ori-
gins of humans’ social nature and cognition are 
found in infancy and childhood, placing social 
cognitive development at center stage in under-
standing the evolution of the human mind.

Darwin (1871) recognized the significance of 
sociality to human intellectual evolution, writing, 
“It serves notice that as soon as the progenitors 
of man became social…the advancement of the 
intellectual facilities will have been aided and 
modified in an important manner, of which we 

see only traces in the lower animals” (p. 161). 
Extending the social brain hypothesis (Dunbar 
2003), Bjorklund and his colleagues argued that 
it was the confluence of a large brain, an extended 
juvenile period, and social complexity that was 
responsible for the development of human social 
intelligence (e.g., Bjorklund and Bering 2003; 
Bjorklund et al. 2005), and that these three fac-
tors interacted synergistically over hominin evo-
lution, with large brains and an extended juvenile 
period being necessary for mastering the ways of 
one’s group, and social complexity in turn exert-
ing selection pressures for increased brain size 
and an extension of the preadult life span.

The core of human social cognition is the 
ability to view others as intentional agents, in-
dividuals whose actions are purposeful and goal 
directed (see Bandura 2006; Tomasello 2009; To-
masello and Carpenter 2007). Although viewing 
others as intentional agents may not seem to be 
such a momentous cognitive accomplishment, it 
is the foundation for theory of mind, the ability to 
model the psychological states of others—under-
standing that others’ behavior is based on what 
they know, or believe, and what they want, or 
desire, termed belief–desire reasoning (Wellman 
1990). Human children develop theory-of-mind 
abilities over the preschool years, culminating in 
solving explicit false-belief tasks around 4 years 
of age, and display a very different ontogenetic 
pattern of social cognition from the extant great 
apes (Bjorklund et al. 2010; Hare 2011). Human 
infants are oriented toward social stimuli, lead-
ing ineluctably—given a species-typical environ-
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ment—to an ability to anticipate and understand 
the thoughts, perspectives, and actions of others, 
resulting in the development of distinctly human 
social intelligence. In this chapter, we review the 
development of human social cognition during 
the early years of life, contrast it with the social 
cognitive abilities of humans’ closest genetic 
relatives, chimpanzees ( Pan troglodytes), and 
speculate why such a unique cognitive system 
may have evolved.

Newborns’ Attention to Social Stimuli

Infancy is a highly vulnerable time for survival 
for all mammals, including humans. Infants are 
highly dependent on their primary caregiver, 
typically the mother, for nutrition, shelter, and 
care. Given this dependency, human infants have 
evolved ways of attaining such care and forming 
strong bonds with their caretaker in some ways 
that are seemingly unique in the animal kingdom.

One important set of adaptations possessed by 
human neonates and other vertebrate newborns is 
the tendency to orient toward and process infor-
mation related to animate creatures, presumably 
their own species (reviewed in Johnson 2007). For 
example, 2-day-old human infants will preferen-
tially look at light displays that depict biological 
motion (Bardi et al. 2011; Simion et al. 2008). 
In these studies, infants were shown point-light 
displays of a walking hen with 13 light patches 
at the main joints. This was contrasted with a dis-
play of rigid motion, in which a single point-light 
frame of a hen was moved around the screen. 
Using both visual preference (Bardi et al. 2011; 
Simion et al. 2008) and habituation procedures 
(Bardi et al. 2011), newborns were able to distin-
guish between the two displays and were more 
attentive to the one depicting biological motion. 
Human infants do not differentiate between dis-
plays of human and nonhuman biological motion 
until about 9 months (Bertenthal et al. 1987), and 
by 12 months, infants will follow the “gaze” of 
a point-light human figure, indicating that such 
displays convey sufficient information for ba-
bies to treat them as intentional agents (Yoon and 
Johnson 2009).

Human newborns also show biases to attend 
to faces. Numerous studies have shown that neo-
nates will selectively attend to face-like stimuli 
relative to other equally complex stimuli (e.g., 
Goren et al. 1975; Mondloch et al. 1999). Other 
research indicates that newborns can discrimi-
nate among human faces and look longer at faces 
of their mothers than of other women (Bushnell 
et al. 1989) and will modify their rate of suck-
ing to see a picture of their mother’s face than 
that of another woman (Walton et al. 1992). This 
seeming early learning of an ecologically impor-
tant social stimulus is not unique to humans and 
has also been reported in a 4-week-old gibbon 
(Myowa-Yamakoshi and Tomonaga 2001).

The eyes seem to be especially important 
for newborns. For example, neonates look lon-
ger at faces with eyes opened rather than closed 
(Batki et al. 2000) and are more attentive to di-
rect gaze than averted gaze (Farroni et al. 2002). 
This latter finding caused Farroni and colleagues 
to conclude that infants’ bias for direct gaze 
“is probably a result of a fast and approximate 
analysis of the visual input, dedicated to find 
socially relevant stimuli for further processing” 
(p. 9604). The eyes also seem to be important in 
infants’ bias to attend to upright versus upside-
down faces. In one study, newborns were shown 
upright and upside-down photos of partially oc-
cluded faces, some showing the eyes and others 
not. The infants looked significantly longer at the 
upright than the upside-down faces, as do older 
infants and adults, but only when they could see 
the eyes. They showed no differential attention 
for either the upright or upside-down faces when 
the eyes were occluded (Gava et al. 2008). In 
other research, newborns were more attentive to 
attractive than less attractive faces (Slater et al. 
1998), but only when faces were presented in an 
upright orientation (Slater et al. 2000).

Newborns have also been shown to match fa-
cial expressions made by adults, termed neonatal 
imitation. However, rather than being an indica-
tion that human infants are born with the rudi-
ments of sophisticated social learning abilities 
as originally proposed by Meltzoff and Moore 
(1977), such “imitation” more likely reflects an 
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ontogenetic adaptation, a behavior that serves an 
adaptive function at a specific time in develop-
ment and then disappears when it is no longer 
functional (Bjorklund 1997; Oppenheim 1981). 
For example, the imitation of tongue protrusion, 
the most studied facial gesture when examining 
neonatal imitation, disappears around 2 months 
of age (e.g., Abravanel and Sigafoos 1984; 
Jacobson 1979). Similar patterns of imitation of 
facial expressions at birth followed by decline 
later have been shown for chimpanzees (Bard 
2007; Myowa-Yamakoshi et al. 2004) and rhesus 
monkeys (Ferrari et al. 2006).

Rather than reflecting a subtle version of true 
selective imitation, others have interpreted neo-
natal imitation as a transient adaptation to solve 
specific problems of early infancy. For example, 
Jacobson (1979) suggested that neonatal imita-
tion may be functional in nursing, while others 
have proposed that such behavior serves to fa-
cilitate social interaction between newborns and 
their mothers (e.g., Bjorklund 1987; Byrne 2005; 
Nagy 2006). Infants may reflexively match some 
facial expressions, fostering social interaction 
with a caretaker at a time when they are not able 
to control their own social behavior intentionally. 
Byrne (2005) referred to such matching behav-
ior as social mirroring, in which the infant cop-
ies the action of his or her caretaker to stay “in 
tune” with one another, consolidating the social 
interaction. As infants gain greater neurological 
control over their behavior, the reflexive match-
ing of facial expressions disappears. Consistent 
with this interpretation, Heimann (1989) showed 
that neonates who showed higher levels of facial 
imitation had higher-quality social interactions 
with their mothers 3 months later.

It seems clear that human babies enter the 
world with biases to attend to socially relevant 
stimuli. The research also demonstrates that in-
fants’ learning about faces begins early and “with 
a vengeance” (Karmiloff-Smith 1996, p. 10). 
Given the importance of faces (or more prop-
erly, the people possessing the faces) to a highly 
dependent infant, it should not be too surprising 
that natural selection has made this so.

Viewing Others as Intentional Agents

Beyond the neonatal period, infants are able to 
exert greater intentional control of their actions, 
as control is shifted from subcortical to cortical 
brain areas (Nagy 2006). Among the “social” be-
haviors infants control are sustained eye contact 
and social smiling, reflective of positive mood, 
which is not frequently and unambiguously seen 
until about 3 months (Reilly et al. 1995). Smiling 
before this time, which is sometimes observed 
during rapid eye moment (REM) sleep, is best 
thought of as reflections of some positive bodily 
state, such as being fed or being gently touched. 
These positive social cues are seen universally 
and promote repeated social interaction with 
their caretakers, fostering infant–mother attach-
ment and, thus, survival. These cues also serve as 
reinforcements to caregivers, promoting a moth-
er’s feelings of competence, which may serve to 
increase the quantity and quality of the maternal 
care infants receive (see Goodman et al. 2005; 
Murray and Trevarken 1986).

Despite infants’ improved abilities to control 
their own behaviors and facilitate social interac-
tion with their caregivers, human social interac-
tion requires, at its most basic, the ability to view 
other people as intentional agents—individuals 
who cause things to happen and whose behavior 
is designed to achieve some goal (see Bandura 
2006; Tomasello 2009). Related to viewing oth-
ers as intentional agents is perspective taking, the 
ability to take the point of view of others. Despite 
young infants’ social orientation and consider-
able social skill in manipulating their parents, 
they seem to not treat others as intentional agents 
until the latter part of the first year (see Toma-
sello 2009; Tomasello and Carpenter 2007). The 
first sign of this is in the form of shared attention 
(e.g., Carpenter et al. 1998), which involves a 
three-way interaction between the infant, another 
person, and an object. This is apparent during 
parent–infant interaction, with parents pointing 
out objects to infants (referential communica-
tion). Although many parents start engaging in 
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such behavior in the first months of life, infants 
only begin to engage in shared interaction begin-
ning around 9 months of age, when they will par-
ticipate in repetitive give-and-take with an adult 
and an object, look in the direction adults are 
looking or pointing, and point or hold up objects 
to another person (e.g., Carpenter et al. 1998). 
This ability improves over infancy into toddler-
hood so that by 12 months of age, infants will 
point to objects to inform others about events 
they do not know (Liszkowski et al. 2007). Be-
tween 12 and 18 months, children will point to 
objects to direct an adult’s attention to something 
he or she is searching for (Liszkowski et al. 2006) 
and will use another person’s gaze to direct their 
own attention (Brooks and Meltzoff 2002). Being 
able to share a perceptual experience may hardly 
seem like a task of great cognitive complexity or 
consequence, but it is one that is seemingly not 
possessed by other great apes (Herrmann et al. 
2007; Tomasello and Carpenter 2005).

Viewing others as intentional agents is a foun-
dational ability for effective social learning. As 
we will see, the nature of children’s social learn-
ing changes as they enter childhood, but well be-
fore their second birthdays, infants and toddlers 
are attentive to the behavior of others and will 
reproduce others’ actions, often based on their as-
sumed intentions.

Social Learning in Infants and 
Children

Childhood is about learning and accruing those 
skills and behaviors necessary for successful 
adult functioning and, ultimately, for successful 
reproduction. The work for such adaptations is 
done in childhood, but does not necessarily pay 
off immediately. Rather, their benefits can be ap-
parent in childhood as ontogenetic adaptations or 
as deferred adaptations in adulthood (for a dis-
cussion of ontogenetic vs. deferred adaptation, 
see Hernández Blasi and Bjorklund 2003). Pro-
longed childhoods, like those found in higher pri-
mates, would be a monumental waste of time and 
resources if they did not provide any added evo-
lutionary value to mature life. The social com-

plexity of hominin life is likely one such major 
driving force behind human cognitive evolution 
and development (Joffe 1997; Konner 2010) as 
the variety and intricacy of social behaviors re-
quired for functioning is quite substantial, with 
an extended juvenile period providing the op-
portunity for acquiring such knowledge, often 
through social learning.

At its most general, social learning can be de-
fined as occurring in a situation “in which one 
individual comes to behave similarly to anoth-
er” (Boesch and Tomasello 1998, p. 598). This 
is typically achieved through observation, al-
though there are a variety of different types of 
mechanisms underlying observational learning. 
For the most part, there is little evidence of so-
cial learning in the first half of the first year of 
life. As mentioned earlier, neonates will engage 
in neonatal imitation, imitating facial expres-
sions of adults. Older infants will later engage 
in what Piaget (1962) described as mutual imita-
tion, with an infant matching the behavior of an 
adult who is imitating the infant, but nothing new 
is acquired by the infant in these situations, and 
so although the context is clearly social, it does 
not involve learning new behaviors via observa-
tion (Nagy and Molnar 2004). Once infants be-
come aware that others behave intentionally, they 
seem to use this information to determine which 
modeled behaviors to copy (e.g., Carpenter et al. 
1998; Meltzoff 1995). For example, in one study, 
14–18-month-old infants watched adults perform 
a series of actions on objects, some of which ap-
peared intentional and others accidental, based 
on what the model said (Carpenter et al. 1998). 
Carpenter and her colleagues reported that in-
fants subsequently imitated twice as many “in-
tentional” as “accidental” behaviors.

In other research, 14-month-old infants imi-
tated a model who turned on a light by touch-
ing her head against a box rather than using her 
hands, a seemingly more straightforward method 
(Meltzoff 1988). However, subsequent research 
suggested that infants were not copying behav-
iors blindly, but assumed the model used her head 
for a reason. When 14-month-old infants saw a 
model whose hands were wrapped in a blanket 
and later given the chance to interact with the 
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apparatus, most used their hands, not their heads, 
to turn on the light (Gergely et al. 2002). Gergely 
and colleagues referred to this as rational imita-
tion, suggesting that infants copy the actions of 
a model in relation to his or her goal. The model 
used his head because his hands were occupied, 
so, in this context, infants used the more conven-
tional means of reproducing the model’s goal and 
not necessarily his precise behavior.

Many 2-year-olds show selectivity in their 
social learning, displaying emulation learning in 
which they presumably recognize the goal of a 
model, but do not necessarily copy the exact be-
haviors to achieve that goal (e.g., McGuigan and 
Whiten 2009; Nielsen 2006). This is contrasted 
with “true” imitation in which the learner identi-
fies the model’s goal and uses the same behaviors 
as the model to achieve this goal (Tomasello et al. 
1993a). Emulation, used by most pre-2-year-old 
children, is also the typical style of social learn-
ing displayed by chimpanzees (e.g., Horner and 
Whiten 2005; Nagell et al. 1993). For example, 
when shown how to use a tool to retrieve out-of-
reach food, chimpanzees will fail to copy irrele-
vant actions of a model if there is a more efficient 
means of achieving the goal.

Children’s social learning begins to change 
sometime during the third year of life. Chil-
dren are now apt to imitate all the behaviors of 
a model, including those that are irrelevant to at-
taining the goal (e.g., Horner and Whiten 2005; 
Lyons et al. 2007; Nielsen 2006). For instance, in 
a study by Lyons et al. (2007), preschool children 
watched an adult perform a series of actions on 
objects in order to retrieve a toy locked inside. 
Children copied all the actions, both relevant and 
irrelevant ones, even after being warned to avoid 
“silly,” unnecessary actions. Such overimitation 
has been observed in a number of studies, includ-
ing those with 2–6-year-old Kalahari Bushman 
children (Nielsen and Tomaselli 2010).

Young children are not necessarily imitating 
blindly, however, and will imitate selectively 
when they know the goal of a task beforehand 
(Williamson and Markman 2006) or when they 
have some awareness of the intentions of the 
model (Gardiner 2014; Gardiner et al. 2011), for 
example. Despite the contextual nature of over-

imitation, its prevalence during the preschool 
years and its persistence into adulthood in some 
contexts (e.g., McGuigan et al. 2011) are com-
pelling and counterintuitive, and a number of 
researchers believe that it reflects an evolved ad-
aptation.

A somewhat analogous phenomenon to over-
imitation can be found in young children’s ready 
compliance to follow adults’ suggestions when 
trying to recall events from the past. People of all 
ages are susceptible to forming “false memories” 
when an interviewer asks misleading questions in 
a memory interview (e.g., “The boy was wear-
ing a black jacket, wasn’t he?”), but preschool 
children are especially likely to fall prey to such 
questions (Ceci and Bruck 1995). This is similar 
to overimitation in that both types of “errors” re-
flect young children’s ready compliance to adult 
requests, which, in more cases than not, will like-
ly result in the acquisition of useful information, 
even though it will occasionally result in some 
false memories and taking extra steps in solv-
ing problems (Bjorklund and Sellers 2013). As 
interpreted by Bjorklund and Sellers (2013), “In 
general, children seem biased to believe the cred-
ibility of kindly adults, something that was likely 
adaptive for our ancestors, and their cognitive 
systems are also biased to retain many of these 
false memories (and of course many of the ‘true 
memories’) that adults suggest to them” (p. 140).

Although most research on preschool chil-
dren’s social learning has focused on children 
imitating adults, children learn socially from 
other children as well. In a series of studies, target 
children were shown one of two ways (“lift” and 
“poke” methods) to operate a set of panpipes to 
receive a treat, shown in Fig. 3.1 (e.g., Flynn and 
Whiten 2012; Hopper et al. 2010; Whiten and 
Flynn 2010). In one study, the apparatus was then 
moved into the preschool classroom and target 
children operated the panpipes, serving as poten-
tial models for other children (Whiten and Flynn 
2010). Many children played with the panpipes, 
usually after watching the target child operate it, 
and 83 % of these children were successful. Most 
children initially used the same method used by 
the target child, showing the high degree of imita-
tive fidelity that preschool children typically dis-
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play. However, some children discovered alterna-
tive methods (e.g., the “poke” if they watched the 
“lift,” or even the “push-slide” method, modeled 
by no child), showing flexibility, realizing the 
same goal as the model, but achieving it via dif-
ferent means (i.e., emulation as opposed to imita-
tion). The panpipes were a topic of conversation 
among the children, which was one source of in-
novation in operating the apparatus. Thus, this re-
search indicates both young children’s tendency 
to copy faithfully the actions of a model, in this 
case a peer, and also to show some innovation 
after initial exposure to the task.

One particularly important type of cultural ar-
tifact that children learn about through observa-
tion is tools. Although infants and children can 
learn to use tools by manipulating objects and 
discovering an object’s properties and affordanc-
es as a tool, they are more apt to learn to use a tool 
by watching more experienced others interacting 
and sometimes specifically demonstrating them. 

For example, in one study, 2- and 3-year-old 
children either watched as an adult demonstrat-
ed how to extract a toy from an apparatus with 
a tool, had specific haptic (i.e., “hands-on”) ex-
perience with the tools, or some combination of 
the two (Gardiner et al. 2012). Children learned 
about the tools better through observation than 
by manual exploration. The authors argued that 
“Evolutionarily, learning tool use through ob-
servation would have been selected over modes 
of independent learning for the efficient and ac-
curate transmission of crucial, adaptive tool-use 
knowledge” (p. 252).

Social Learning in Chimpanzees

Chimpanzees and bonobos also display substan-
tial levels of social learning, yet such learning is 
clearly different in both quantity and quality from 
that shown by human preschool children. For ex-
ample, as we mentioned previously, chimpanzees 
tend to emulate the actions of a model—working 
to achieve the same goal, but often by using dif-
ferent means—as opposed to engaging in “true” 
imitation. Moreover, although there is some de-
bate about whether nonhuman apes ever engage 
in true imitation, there is no evidence that they 
engage in overimitation (Nielsen 2012).

An exception to this general pattern is for 
enculturated apes, raised much as human chil-
dren are. Such animals have been unequivocally 
shown to engage in true imitation, both imme-
diately after viewing a human model’s behavior 
(e.g., Buttelmann et al. 2007; Tomasello, Savage-
Rumbaugh, and Kruger 1993) and following 
a significant delay (e.g., Bjorklund et al. 2002; 
Tomasello et al. 1993a). These findings are con-
sistent with the enculturation hypothesis—that 
chimpanzees raised with adult humans engaging 
them in shared attention, teaching, and using lan-
guage will develop some social cognitive abili-
ties more similar to those of humans (Bjorklund 
and Rosenberg 2005; Call and Tomasello 1996). 
These findings suggest that our common ancestor 
with chimpanzees likely possessed the rudiments 
for cognitively advanced social learning, but it 
would be revealed only when the animals were 

Fig. 3.1  Panpipes apparatus. a The stick tool inserted 
under the T-bar for the lift method, b the stick tool inserted 
into the top hole for the poke method, and c the push-slide 
method by using the stick tool pushing the T-bar back. 
In d, the panpipes viewed from the child’s perspective, 
inside the clear plastic box with the access holes, with lift 
being demonstrated. (From Hopper et al. 2010)
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raised in a socially atypical environment (atypi-
cal for another ape, not for a human).

In the opening paragraphs of this chapter, we 
introduced the social brain hypothesis. Humans 
evolved the impressive brain that they did in large 
part to deal with other members of their species. 
In having to cooperate and compete with con-
specifics, H. sapiens also expanded on the more 
general primate abilities of learning from one an-
other. This impressive learning ability, possibly 
the cognitive basis for humans’ ecological domi-
nance, has its origins in infancy and childhood. 
In fact, Nielsen (2012) has proposed that humans 
essentially invented the stage of childhood, com-
ing between infancy and the juvenile period (see 
also Bogin 2001), and with two important social 
cognitive adaptations, permitting human intelli-
gence and accomplishments. One adaptation was 
pretense and counterfactual thinking as reflected 
in pretend play. The second was enhanced social 
learning abilities, particularly imitation. Using 
anthropological evidence, Nielsen identified cor-
relations between cultural innovation (mainly 
tool manufacture) and evidence for a stage of 
childhood (using mainly evidence from dental 
ontogeny). From this, Nielsen proposed that it 
was only because of humans’ prolonged child-
hood that imitative abilities, and thus the high-
fidelity transmission of nongenetic information 
between individuals and across generations, 
could be achieved.

Plasticity of Social Cognition

To this point, we have been addressing mainly 
species-typical patterns of development and how 
human social cognition in children differs from 
that of the other great apes. Yet, although social 
cognition follows a species-typical developmen-
tal trajectory across all cultures, there are individ-
ual differences. At the extreme, children with au-
tism show significant deficits in social cognition, 
providing support for the argument that human 
social intelligence is not simply derivative of our 
species’ general cognitive abilities, but rather 
represents dedicated, evolved abilities. Individ-
ual differences in the rate of development or in 

the effectiveness of a variety of social cognitive 
abilities, including shared attention, empathy, 
social learning, and theory of mind, have been 
associated with parents’ use of language, quan-
tity and quality of parents’ social responsivity, 
the extent to which parents imitate their infants, 
and the presence of older siblings, among others 
(reviewed in Bjorklund et al. 2010). Moreover, 
despite the universality of theory of mind, indi-
vidual differences associated with culture and sex 
are frequently found (see Wellman et al. 2001), 
attesting to the plasticity of human social cogni-
tion. For example, Sabbagh et al. (2006) found 
that Chinese preschoolers outperform American 
preschoolers on executive function tasks that 
predicted their theory-of-mind performance. This 
effect seems to linger into adulthood, with Chi-
nese adults consistently outperforming American 
adults in perspective-taking tasks (Wu and Key-
sar 2007).

Aspects of social cognition also seem to be 
subject to the environment in other great apes as 
well, at least under extreme conditions. As we 
mentioned earlier, enculturated apes are uniquely 
able to acquire humanlike social cognitive abili-
ties, such as true imitation. An exciting implica-
tion of such robust and sophisticated social learn-
ing abilities found in both humans and primates 
is the possibility that socially learned behaviors 
can serve as the fodder for epigenetic evolution-
ary change. Under particular circumstances, the 
reciprocal interaction between action and observ-
er can create a novel behavioral phenotype upon 
which selection pressures can act (Bjorklund 
2006; Gottlieb 1991). This could promote the 
spread of a novel behavior throughout a group, 
selecting for the abilities required to engage in 
that behavior. If this behavior provides a survival 
benefit, it could create a new paradigm within 
the group where the cognitive or social cogni-
tive abilities necessary for its transmission or 
enaction are selected for. For example, a group 
of Japanese macaques have been observed en-
gaging in the novel behavior of potato washing. 
This behavior had never been observed before, 
but reliably spread throughout the young mem-
bers of the group through observational learning 
(Kawamura 1959; see also De Waal 1999). An-
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other notable example, some groups of chimpan-
zees have been observed to use rocks as anvils 
or hammers for cracking nuts. A chimpanzee will 
set a flatter stone on the ground and place the nut 
on top, then grab another tool, typically a stick or 
rock, and use it to hammer the nut until it cracks. 
Interestingly, these tools are not random. Chim-
panzees seem to understand that different tools 
serve different functions. For example, a small 
twig will not serve the purpose of cracking a nut, 
but might be useful in prying the nut open once it 
is fractured. Although never explicitly instructed, 
young chimpanzees will observe older mem-
bers of the group, practicing with small rocks 
and sticks until they themselves master this skill 
(Boesch-Achermann and Boesch 1993).

Conclusion

Here, we examined only a few of the important 
social cognitive abilities exhibited by humans, 
as well as other primates, as a full discussion 
of every aspect of the evolution and develop-
ment of social cognition is beyond the scope of 
this chapter. Some of the topics absent from this 
chapter are the emergence of theory of mind (see 
Wellman et al. 2001), the importance of tool use 
on social cognition (see Nagel et al. 1993; Ro-
sati et al. 2010), and the evolutionary develop-
mental roots of prosociality (see Warneken and 
Tomasello 2013), among many others. We hope 
to relay the importance of the social world over 
hominin evolution as the driving force in shaping 
the human mind with evidence of the origins of 
this social nature and cognition unfolding over 
infancy and childhood. Newborns’ attentional 
bias for biological motion and the later prefer-
ence for attending to human faces—and eyes, 
specifically—are just two examples of the evo-
lutionary origins of humans’ social mind. As they 
enter early childhood, children are able to view 
others as intentional agents, and eventually guide 
their own behaviors by mimicking, imitating, and 
emulating others. Even though these abilities do 
not seem very profound, they are not observed 
in other species, at least not to the extent they 
are in humans. However, as our discussion of 

social cognition in other primates submits, these 
animals possess some substantial social cognitive 
competencies. Moreover, enculturated primates 
seem to exhibit behaviors and cognitions closer 
to those of H. sapiens, suggesting that our closest 
common ancestors also possess the plasticity to 
adapt their cognitions and behavioral responses 
depending on their environmental conditions.
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The history of psychology is, to a first approxi-
mation, the history of debates about the mind’s 
parts. What are the processes, mechanisms, and 
abilities of which the mind is composed? How is 
the apparently seamless flow of our day-to-day 
thoughts, decisions, and behavior constructed by 
the underlying mechanisms of our brains?

The way that many evolutionary psychologists 
would frame these questions is in terms of modu-
larity: What are the modules of which the mind 
is composed, and how do they interact to produce 
human thought and behavior? On this view, mod-
ules are defined simply as the mind’s functional 
parts or processes, whatever these might be. Our 
job as evolutionary psychologists is to discover 
and describe them, using the full range of tools 
available to the biological and brain sciences. 
This is decidedly not how modules are viewed by 
many psychologists, however. This is evidenced 
by the fact that what should be a relatively un-
controversial statement—that a key task of psy-
chology is the functional deconstruction of the 
mind—is treated as one of the most controversial 
statements one could make, when the term “mod-
ule” is used. Clearly, there is some kind of dis-
connect: the way that evolutionary psychologists 
think about modules is not the same as everyone 
else. Something has to give.

One solution would be to simply stop using 
the term “module.” That might be a reasonable 
solution, but it is worth pausing before we do 
so for several reasons. First, we would need to 
replace it with some other word to refer to the 
brain’s evolved functional mechanisms. Second, 
we would have to retain all that the idea of func-
tionally organized division of labor can explain 
about brain function—potentially, nearly all of it. 
Third, we would still need some way to interface 
usefully with the area of biology that has the po-
tential to connect the dots between the evolution 
of gene regulatory systems and the functional 
organization of phenotypes: evolutionary devel-
opmental biology, or “evo-devo.” As it turns out, 
there is a term that is used in that literature to de-
scribe the decomposition of phenotypes into un-
derlying components and processes: modularity.

Rather than discard the concept of modularity, 
then, it might make more sense to stop using it 
in ways that make little or no biological, psycho-
logical, or neurological sense, and start using it in 
ways that do. In this chapter, I outline a sketch of 
how this can be done (for more details see  Barrett 
2005, 2006, 2012, 2015; Barrett and Kurzban 
2006). First, I describe what might be thought 
of as the “classical” view of modularity—the 
view that has led to the terminological bicker-
ing that has plagued evolutionary psychology. 
Then, I describe what I call the “biological” view 
of modularity, rooted in the idea that biological 
traits evolve through descent with modification 
as a function of the role they play in a system of 
interacting parts, with plasticity and self-organi-
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zation as key components of how phenotypes are 
constructed. This shifts the focus from properties 
such as innateness and rigidity to the properties 
that matter most in biology: properties related to 
function. Next, I focus in detail on several ele-
ments of this view of modularity that are largely 
or entirely missing from the classical view: hier-
archical specialization, functional diversity, and 
interaction. Finally, I summarize some of the im-
plications of this view for theoretical and empiri-
cal work in social psychology, and conclude with 
thoughts about future directions within the study 
of modularity.

The Classical View of Modularity

The classical view of modularity in psychology 
is due largely to philosopher Jerry Fodor’s influ-
ential 1983 volume, The Modularity of Mind, and 
related technical literature (Fodor 1983). Fodor’s 
view of modularity is based in part on functional 
decomposition of cognitive processes into un-
derlying components—hence, its affinity to the 
evolutionary psychological view of modularity. 
However, it also brings with it substantial con-
ceptual baggage due to its dependence on sev-
eral unfortunate dichotomies, especially the con-
scious/unconscious dichotomy and the innate/
learned dichotomy.

Fodor viewed modules as, in essence, cog-
nitive reflexes: little bits of neural machinery 
operating automatically and rapidly, outside of 
conscious awareness, with narrowly prespecified 
input–output relationships and little or no room 
for learning or contextually modifiable interac-
tion with other modules. A paradigmatic case for 
him would be speech parsing, in which almost 
entirely unconscious and automatic processes 
intervenes between the early stage of auditory 
processing and the phenomenological experience 
of the meaning of spoken words. In his view, 
following from Chomsky, little or no learning 
was involved in the construction of these mecha-
nisms. Moreover, the signature features of pro-
cesses such as these—automaticity, speed, and 
inaccessibility to consciousness of the underlying 
computations—became synonymous with modu-

larity, and could therefore be turned into a kind of 
litmus test to diagnose it.

This logic has made its way into social psy-
chology. A variety of empirical tools have been 
developed in order to diagnose whether a pro-
cess is classically modular or not—and, via an 
alarming leap of logic, to ostensibly diagnose 
whether a biological adaptation is involved. One, 
for example, is the “cognitive load” method, in 
which mechanisms of working memory are kept 
occupied by one task, such as keeping a string 
of digits in mind, while participants are asked to 
perform another task ostensibly involving a mod-
ular process (DeSteno et al. 2002). According to 
Fodor’s logic, modules operate independently of 
conscious processes, including processes such as 
consciously rehearsing a string of digits. There-
fore, if the second task is interfered with by cog-
nitive load, it is not (entirely) modular. Here, how 
we theorize modularity has direct and important 
consequences for the conclusions we draw. If 
“module” is synonymous with “evolved adap-
tation,” then any process that can be interfered 
with by repeating a string of numbers to oneself 
cannot be a biological adaptation. Indeed, if we 
interpret Fodor’s criterion of processing indepen-
dence strictly, then any process that can be modi-
fied by the operation of another process is not 
modular—and therefore, not an adaptation.

Several points are worth noting here, that bear 
directly on contemporary theorizing in social 
psychology. First and foremost, the latter conclu-
sion—that any processes in the mind that con-
textually modify each others’ operations cannot 
be biological adaptations—is almost certainly 
one that no psychologist who reflected carefully 
on it would want to draw (Barrett et al. 2006). 
This should be especially clear to social psy-
chologists: Whatever adaptations may exist for 
social judgment and decision making, they are 
likely to include adaptations that are interactive 
and context-sensitive. Indeed, one of the primary 
adaptive problems of a social life is contextual 
adjustment: What is good in one situation is not 
necessarily good in another. Moreover, conscious 
deliberation probably plays a role in much if not 
most social decision making, and there is no rea-
son to think that natural selection has not shaped 
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such processes of deliberation. Finally, the idea 
that learning is not involved is a non-starter.

A second and related point is that it is a mis-
take, albeit an apparently beguiling one, to 
equate the unconscious with evolution and con-
sciousness with something else. While this idea 
has a distinguished history in psychology, one 
would have thought that a thoroughly contem-
porary treatment of brain evolution would have 
laid it to rest. Unfortunately, it is seeing some-
thing of a resurgence in at least some varieties 
of “dual systems” views of the mind, which 
treat unconscious, automatic modules as akin to 
evolved instincts, and consciousness as akin to 
reason, or whatever else instincts are not (Sta-
novich 2004). This is not characteristic of all 
dual systems views, of course, but the flavor of 
the idea—our unconscious minds are automatic 
robots programmed by natural selection via our 
genes, to be overridden, when possible, by the 
flexible, human, general-purpose faculty of rea-
son—can be seen lingering throughout psychol-
ogy. As described below, while consciousness is 
certainly a real phenomenon, there is no reason 
why a functionalist view of mind need equate the 
unconscious with the products of natural selec-
tion, and consciousness with something else.

In summary, while the classical Fodorian 
view of modularity might describe some of the 
mind’s processes, there is no question that there 
are many (and probably most) that it does not 
describe. This does not mean that processes that 
are interactive, flexible, and shaped by learning 
are not also the products of natural selection. In 
fact, no biologist would argue that there cannot 
be biological adaptations that are all those things: 
interactive, flexible, and shaped by learning. 
Therefore, we are going to need a concept of bio-
logical adaptations in the mind that can account 
for this broader category of evolved mechanisms, 
whether you want to call them “modules” or not.

The Biological View of Modularity

A psychologist might be surprised to discover 
that while the idea of modularity is alive and well 
in biology, it bears only a faint resemblance to 

Fodor’s view. Among other things, Fodor’s con-
ception of modularity, as he himself recognized, 
virtually mandates that only a small part of the 
mind is modular (Fodor 2000). That other psy-
chologists agree with this can be seen in the scorn 
heaped on the idea of “massive modularity,” the 
idea that much (or all) of the mind is or might 
be composed of modules (Buller and Hardcastle 
2000; Carruthers 2006; Frankenhuis and Ploeger 
2007; Machery 2008; Panksepp and Panksepp 
2000; Samuels 1998; Sperber 1994, 2001). Fodor 
himself has called this “modularity theory gone 
mad” (Fodor 1987, p. 27).

Compare this with the following statement by 
evolutionary developmental biologist Craig Nel-
son: “Modularity pervades every level of biologi-
cal organization. From proteins to populations, 
larger biological units are built of smaller, quasi-
autonomous parts” (Nelson 2004, p. 17). Clearly, 
Nelson has something else in mind than Fodor 
and critics of massive modularity. His view is 
not atypical in the literature in evolutionary de-
velopmental biology. Indeed, the mainstream 
view in evo-devo is precisely that organisms are 
composed of modular components at many lev-
els of organization and that modularity may even 
be a prerequisite for the evolution of complexity 
(Wagner and Altenberg 1996).

What is the source of this disjuncture? Fun-
damentally, it stems from the fact that Fodor and 
most psychologists adopt an a priori definition 
of modularity—as automatic, innate, etc.—and 
then ask what, if anything, in the mind fits that 
definition. In contrast, the biologist’s approach 
to modularity is empirical. Nelson’s statement 
above, for example, is fundamentally a statement 
about what biologists have observed. Theory and 
modeling work in this area have been driven by 
the observed ubiquity of modularity in biological 
systems, asking why modularity is so biological-
ly pervasive, how and when modularity evolves, 
and what new insights can be gained by under-
standing the modular nature of complex, inter-
active systems (Callebaut and Rasskin-Gutman 
2005; Raff 1996; Schlosser and Wagner 2004; 
Wagner and Altenberg 1996).

As might be expected from this disciplinary 
difference, in biology (unlike psychology) there 
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is no simple, unitary definition of modularity. 
Generally speaking, biological concepts of mod-
ularity tend to turn on the idea of decomposabil-
ity, or separability. However, unlike in psychol-
ogy, decomposability tends to be defined func-
tionally. As such, it can occur at many levels of 
organization simultaneously (as Nelson’s quote 
implies) and is quite different from the intuitive 
notion of a module as a physical “part” that can 
be snapped into or out of a system (a notion that 
underlies much naïve thinking about localization 
in brain mapping; Shallice 1988; Uttal 2001). 
Wagner et al. (2005), for example, distinguish 
between developmental, evolutionary, and func-
tional modularity. Developmental modularity 
refers to the separability of developmental pro-
cesses and is motivated by the observation that 
specialized subprocesses in embryogenesis can 
often be dissociated, as in the experimental in-
duction of organ formation via alterations in gene 
regulation. Evolutionary modularity refers to the 
degree to which aspects of the phenotype can be 
independently varied during evolution. Function-
al modularity, on the other hand refers to the de-
gree to which parts of an interacting whole carry 
out separable functions.

As Wagner et al. (2005) note, “the precise defi-
nition of all these concepts is somewhat difficult 
and still controversial” (p. 34), and they are care-
ful to point out that they are not necessarily mutu-
ally exclusive. For example, it is still not clear, 
theoretically or empirically, whether evolution-
ary and developmental modularity are different 
things. As we will see in more detail below, dif-
ferent kinds of modules can be nested within each 
other, so that aspects of organisms can be part 
of the same module on one level, and different 
modules on another (Ravasz et al. 2002; Thomas 
2005). For example, because the genes that con-
trol development of the left and right arms in hu-
mans are nearly entirely overlapping, the left and 
right arms are different developmental modules, 
but part of the same evolutionary module (Wagner 
et al. 2005). To some degree, especially because 
of handedness in humans, they are also partly 
distinct functional modules (for some functions, 
e.g., writing, yes; for other functions, e.g., push-
ups, no). This hierarchical nature of modularity is 

likely to be crucial for understanding brain mod-
ules, which likely evolved through processes of 
descent with modification as brains expanded and 
differentiated relative to simpler ancestral brains 
(Allman 2000; Barrett 2012, 2015; Kaas 1984; 
Krubitzer and Huffman 2000).

The technical literature on modularity in biol-
ogy—concerning when, why, and how modular-
ity evolves, and how it is instantiated in pheno-
types via underlying developmental processes—
is difficult and complex. Moreover, much of 
what is known about the biological modularity of 
brains, and human brains in particular, is still in 
the early stages. For many social psychologists, 
much of this literature is probably too distant 
from the phenomena they study to be of much 
use or interest. However, there are major, basic 
differences between what a biological modularity 
view might lead a psychologist to expect about 
brain organization, and what a classical modular-
ity view might imply. As hinted at in the discus-
sion of cognitive load techniques above, these 
can have a direct impact on the conclusions about 
modularity that psychologists might draw from 
their data. Here I highlight the most important 
features of what a biological modularity view of-
fers for our understanding of cognitive architec-
ture and how this differs from the classical view. 
Then I turn to the implications of the biological 
modularity view for current and future research 
in social psychology.

Hierarchical Specialization, Functional 
Diversity, and Interaction

It is a basic fact of biology that adaptations 
evolve through descent with modification. This 
is true both for phenotypes and for the gene 
regulatory systems that give rise to them dur-
ing development. Nothing appears de novo; all 
evolutionarily new things are modified versions 
of older things. Roughly speaking, this novelty 
can appear in one of two ways. A single thing—
a trait, a gene, a developmental process—can 
be modified over evolutionary time, so that the 
derived version is different in some ways from 
the ancestral version. This results in the basic 
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phenomenon of homology, the evolutionary re-
latedness of traits via descent. Additionally—
and not necessarily independently—what was 
once a single thing can become multiple things, 
which can then (sometimes) diverge evolution-
arily. Processes of this kind give rise to serial 
homologies, or paralogies, distinct traits within 
an organism that can be traced back to common 
ancestral traits (Hall 2003). Evolutionary biology 
has revealed that parts of organisms that might 
not appear to be evolutionarily related, such as 
distinct limbs, organs, and tissue types, have in 
fact evolved through such an evolutionary pro-
cess of diversification from common ancestral 
features. For example, there is evidence that the 
nervous system, with all of its functional com-
plexity, ultimately evolved from skin (Holland 
2003). Indeed, given that all multicellular life 
evolved from single-celled organisms, most of 
the functional complexity of organisms such as 
ourselves, including our brains, has probably 
evolved through processes of descent and diver-
sification from simpler ancestral traits.

These facts have important implications for 
the modularity and functional organization of 
the brain that are often not recognized in discus-
sions of modularity. First, unlike the way they 
are often treated in psychology, brain modules 
are not likely to be sui generis phenomena, each 
one evolving from scratch, and requiring its own 
large and unique complement of genes. Instead, 
like most products of descent with modification, 
brain modules are likely to be hierarchically re-
lated, with some features shared across broad cat-
egories of modules, and smaller families within 
them that are characterized by (some) uniquely 
derived features. Second, brain modules are not 
likely to be characterized by a rigid, uniform 
checklist of features, such as automaticity, encap-
sulation, shallow inputs, etc., as the strictly clas-
sical view would have it (Fodor himself stressed 
this in his original monograph, but the point has 
largely been forgotten; Fodor 1983). Instead, just 
as limbs, livers, and lungs are all related by re-
lationships of homology yet exhibit substantial 
differences in their functional features, so we 
would expect mechanisms in the brain to dif-
fer because of the different functions they have 

been selected to carry out—some fast, some 
slow, some broad, some narrow, some highly 
learning-dependent, others less so. Third, be-
cause brain modules evolve as do-all biological 
traits, within a network of interacting parts, brain 
modules are likely to be largely interactive by de-
sign, both developmentally and phenotypically 
(where “by design” I mean because selection has 
shaped them because of the interactive role they 
play within a larger system). This is, again, in 
stark contrast to the classical view of modular-
ity, which rules out properties like plasticity and 
contextual interactivity as a matter of definition. 
On a biological view, in contrast, such features 
are often expected, especially for modules within 
a complex behavior-regulation organ such as the 
brain. Briefly, I elaborate on each of these three 
features of the biological modularity perspective 
and then turn to their implications for the practice 
of social psychology.

Among the most remarkable lessons of evolu-
tionary developmental biology and comparative 
genomics has been that evolutionary conserva-
tism and evolutionary innovation are not nearly 
as zero-sum as once thought. The most undeni-
able finding of genomics research is that the re-
lationship between genes and phenotypes is far 
from obvious. To us, at least, fruit flies appear 
radically unlike humans, and yet genetically, they 
are more similar than different. When it comes to 
humans and chimpanzees, of course, the genetic 
differences are less than two percent. How can 
this be? And how can we reconcile it with a mas-
sively modular view of the mind?

If you had not looked carefully at evolution-
ary developmental biology, you might be for-
given for thinking that it is hopeless to expect 
brain architecture to be closely related to genes. 
But what evo-devo has increasingly made clear 
is that underlying the astounding diversity of 
life lies a remarkable amount of conservatism in 
genes themselves. While gene sequences do (and 
indeed must) change over evolutionary time, the 
relationship between genetic and phenotypic 
change is far from one-to-one, and the reason 
lies—perhaps ironically, depending on one’s 
point of view—in the modularity of the genome 
and processes of gene regulation that give rise to 
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phenotypic structures. In essence, genes and the 
biochemical networks within which they are em-
bedded are a kind of combinatorial system that 
can give rise to incredible novelty and diversity 
of phenotypes by turning the existing knobs of 
development (Carroll 2008). Over the long run, 
natural selection shapes the biochemical ma-
chinery of life to be so well-designed—as well 
as causally interdependent in its function—that 
the basic building blocks are remarkably con-
served over evolutionary time. Yet, these build-
ing blocks, because of what they can do, become 
the source of evolutionary innovation.

The reason this can give rise to hierarchically 
organized modularity is as follows. Consider, as 
an analogy, the processes of descent with modifi-
cation that give rise to patterns of similarity and 
difference across species. Taxonomic diversity 
originates in speciation events in which one taxon 
splits into two, which then diversify through a 
combination of selection, mutation, and drift. Be-
cause of the evolutionary conservatism described 
above, even as these species diverge they will 
share many, many similarities—more similarities 
than differences, in fact, except over enormous 
stretches of evolutionary time. The similarities 
and differences will be patterned, phylogeneti-
cally, such that species that share a recent com-
mon ancestor are more similar to each other than 
to species that share a more distant common an-
cestor, creating a nested hierarchy of similarity 
and difference. Similar patterns of similarity and 
difference are likely to be observed in modules 
that have evolved through processes of descent 
with modification from common ancestral traits, 
some recently and some long ago (Barrett 2012).

To be clear, the descent with modification of 
brain modules, or any traits within an organism for 
that matter, is not entirely analogous to this. For 
one, populations of organisms following a specia-
tion event no longer share gene flow, whereas the 
modular parts of a single organism arise from a 
single genome. However, at least some of the hi-
erarchical properties that arise from descent with 
diversification are likely to hold true for brain 
modules. For example, because all brain modules 
are subcomponents of the nervous system, they 
share many, many features in common due to this 

deep homology. However, the longer ago differ-
ent parts of the brain and nervous system diverged, 
the more differences they are likely to have. For 
relatively recently differentiated parts of the brain, 
such as separate modules within the mammalian 
neocortex, one would expect very high degrees of 
overlap in functional design features. One would 
also expect varying degrees of functional differ-
entiation as a function of time since divergence, 
strength of selection for functional distinctness, 
and the evolutionary separability of these com-
ponents. Think about, for example, how natural 
selection has differentially modified the forelimbs 
and hind limbs of primates (part of the same evolu-
tionary and developmental modules at some level, 
different at one level down)—and then how these 
have been further modified, in turn, in humans. 
One can recognize nested patterns of similarity 
and difference both within and across species, due 
to relationships of homology; the same is what one 
might expect in the brain. This is what I mean by 
hierarchical specialization: mammalian limbs are, 
at one level, a single module, with many shared 
features of development, motor control, etc.; but 
there are separate fore- and hind- limb modules 
within this module, and these lead to differences 
in specialization between, e.g., human hands and 
feet. And within these modules are yet more, such 
as the specialized modules of thumb, index finger, 
and other digits, along with the neural structures 
that control them. In the brain, examples might 
include nested hierarchical specialization within 
systems of object recognition (e.g., faces, places, 
bodies, words), motor control (facial expressions 
gestures, object manipulation, locomotion), and 
more (Barrett 2012, 2015).

Contrasting with this principle of hierarchi-
cal specialization—but not in contradiction to 
it—is functional diversity. Here what I have in 
mind is a contrast with the high degree of design 
uniformity implied by the classical, Fodorian 
view of modules as a battery of rigid, narrow, in-
nate cognitive reflexes. In fact, we already know 
that many brain structures that comparative em-
bryologists and neuroanatomists would take to 
be modular in the sense described above—e.g., 
the hippocampus, the amygdala, the cerebel-
lum—have substantially different organization 
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and functional design features (to the extent that 
these are understood). And in neuroscience, it is 
becomingly increasingly well-understood that 
different brain regions and networks carry out 
substantially different functions, and exhibit dif-
ferent functional features as a consequence. On 
the question of conscious and unconscious pro-
cesses, for example, we are increasingly com-
ing to understand some of the neural bases of 
these processes, which, by definition, violate the 
Fodorian definition of modularity (e.g., they can 
be relatively slow, nonautomatic, influenced by 
volition, etc.). Certainly, such processes satisfy at 
least some aspects of the biological modularity 
criterion of separability from other processes—
otherwise, we would not be able to study the 
differences between conscious and unconscious 
properties as such. Moreover, it seems likely that 
mechanisms involved in processes of conscious 
deliberation and choice—even, perhaps, unique-
ly human ones—are products of the evolutionary 
process. It is currently a question of consider-
able interest, for example, whether some regions 
of the neocortex, such as the frontal lobes, have 
been differentially modified in humans—as well 
as other features, such as white matter pathways 
and putative “language areas” (Friederici 2009; 
Rilling et al. 2008; Schoenemann et al. 2005). 
On the view presented here, if some regions have 
been differentially modified then some degree of 
modularity is implied, and an important and inter-
esting question for psychology and neuroscience 
is: What exactly are the biological modules that 
have been (at least partly) differentially selected 
for? The idea of functional diversity allows us to 
think about these possible derived changes in the 
human lineage under the same rubric that we use 
to think about the evolution of other aspects of 
brain and body, without banishing conscious pro-
cesses from evolutionary explanation.

A third and vitally important feature of the 
biological modularity view is interactivity. Again, 
interactivity between brain parts is not only a 
well-documented empirical fact but also an ex-
pectation of the view that brain modules evolve 
and have always operated within an interacting 
system of parts, both developmentally and phe-
notypically. By “developmentally,” I mean that 

there is every reason to expect that brain modules 
emerge in development, at least in part through 
interaction with their neighbors, and as a func-
tion of information passing through them (in the 
form of biochemical activity, of course). Note 
that, in contrast to some views in developmental 
psychology, this does not imply that the environ-
ment alone, in combination with general-purpose 
plasticity, shapes the brain. Another clear lesson 
from evolutionary developmental biology is that 
development is orchestrated by patterns of gene 
regulation, and that these are in turn regulated by 
interactions within a developmental network—
but this is a far cry from saying that these process-
es are necessarily “general purpose,” nor that the 
shaping of development is being done exclusively 
by the environment. Developmental contingency 
and interactivity are hallmarks of all developmen-
tal systems and are what we should expect in the 
development of brain modules as well. Develop-
mental contingency and interactivity are shaped 
by natural selection, not the opposites of it.

At the phenotypic level, too, interactivity be-
tween brain modules is likely to be the norm. At 
a minimum, of course, this means that informa-
tion is passed from one place to another, as ex-
pected in a behavior-regulation organ such as the 
brain. However, it also means that in many cases, 
we expect information processing to be heavily 
distributed across parallel systems and for these 
systems to make use of the virtues of parallel 
distributed processing, such as robustness and 
context-sensitivity. Brain mapping is increasing-
ly revealing that the operation of brain networks 
is, in real time, modular; but this modularity is 
not necessarily the same as implied by a classi-
cal view (Bullmore and Sporns 2009). Modules 
are not (mostly) individual, isolated, reflex-like 
chunks of neural tissue; they are spread out over 
the brain, alter themselves dynamically on short 
timescales, and the “same” tissue can do different 
things in different contexts. Again, the hallmark 
of biological organization is function, and so it is 
this functional modularity that should be of in-
terest to us, not cartoon versions of modules as 
stereo components that are self-contained, inde-
pendent, and can be snapped into and out of the 
system, leaving everything else intact.
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Implications for Social Psychology

A shift from a classical to a biological view of 
modularity entails changes in how the mind’s 
parts and processes are theorized and studied 
in social psychology. We have already seen, in 
the case of cognitive load, how a non-biology-
based definition of modularity can lead to unwar-
ranted conclusions if strict Fodorian modular-
ity is equated with biological adaptation. More 
positively, an expanded and biologically realis-
tic view of modularity also has the potential for 
leading to new advances in social psychology by 
widening the scope of phenomena that can be 
studied under the evolutionary lens, and properly 
situating human brains and behavior in the con-
tinuum of the natural world.

As mentioned above, “dual systems” or “dual 
process” models of cognition are currently popu-
lar in social psychology (Evans 2008). On one 
hand, the basic idea underlying such models—
that cognitive processes can involve the interac-
tion of distinct parts, with the parts carrying out 
different functions—is easily accommodated 
within a biological modularity framework. How-
ever, what is not particularly biologically plau-
sible is the “me versus the modules” view of dual 
systems, in which the rational, conscious self 
battles the ruthless biological instincts encoded 
in automatic, unconscious modules (a view il-
lustrated by Fodor’s statement that, “If, in short, 
there is a community of computers living in my 
head, there had also better be somebody who is in 
charge; and, by God, it had better be me”; Fodor 
1998, p. 11).

There are at least two things wrong with “me 
versus the modules.” One is that the existence of 
a distinction between conscious and unconscious 
processes, whatever that might turn out to be at a 
neural level, does not necessarily imply anything 
like a unified “self” who oversees the modules 
(Kurzban 2010). Another arises from the fact that 
whatever conscious processes are, they evolved 
via natural selection within a system of interact-
ing parts and processes that all share a common 
fate, in fitness terms. Colloquially put, the inter-
ests of “me” are not evolutionarily different from 
the interests of my “modules,” because we live, 

die, and reproduce together. This does not mean, 
of course, that organisms cannot act in ways that 
are fitness-reducing, even deliberately, in the 
case of humans. Even in cases where they do, it is 
incorrect to think of certain parts of the cognitive 
system as having different interests, or—except 
in special evolutionary cases—to have design 
features that are mutually antagonistic by design 
(special cases include those in which different 
parts of an organism do not have entirely shared 
fates, e.g., in maternal–fetal conflict).

A second mistaken notion that requires re-
vision in light of a properly biological view of 
modularity is the idea that there are one or a 
few “bits” which, when added on to an ancestral 
brain, make us human. It might be tempting, for 
example, to think that if you add something like 
a capacity for self-reflection, or language, or im-
pulse control to a chimp brain, you get us. There 
are several things that are probably incorrect 
about this view. First is the idea that there are rad-
ical discontinuities between humans, chimps, and 
other primates, in the sense of something being 
“snapped on,” entirely de novo, to a chimp brain; 
instead, whatever design features differ between 
human and chimp brains reflect evolutionary 
modifications to traits that existed in the chimp–
human common ancestor. Second is the idea that 
whatever differences exist between human and 
nonhuman primate brains need to be in just one or 
a few biological modules. An evo-devo perspec-
tive suggests that human and non-human primate 
brains are likely to be overwhelmingly similar in 
many respects, but the number of tweaks to de-
velopmental knobs need not be small or limited 
to just one or a few systems and mechanisms. 
Indeed, comparative work on gene expression in 
human and chimpanzee brains suggest many dif-
ferences in gene expression, varying across brain 
regions and portions of the genome (Khaitovich 
et al. 2004). Chimp–human brain differences are 
still poorly understood, but there is every reason 
to expect that the differences involve modified 
homologies of many kinds, and not a small num-
ber of novel, evolutionarily discontinuous mod-
ules that explain the difference.

Work in brain mapping and social cognitive 
neuroscience is also beginning to paint a picture 
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of the architecture of social cognition that is quite 
consistent with a biologically appropriate view of 
“massive modularity”: namely, that social cogni-
tion is carried out by the distributed interaction of 
many specialized networks, which collaborate to 
produce the apparently seamless whole of social 
judgment and decision making. Frith and Frith 
(2007), for example, review work on eight differ-
ent brain areas (anterior cingulate cortex, medial 
prefrontal cortex, inferior frontal gyrus, interpa-
rietal sulcus, temporo-parietal junction, posterior 
superior temporal sulcus, anterior insula, and 
amygdala) that interact in various combinations 
to produce things like social valuations, social 
emotions, mentalizing, perspective-taking, ob-
serving others’ actions and expressions, and other 
forms of intersubjectivity (and this is only at the 
relatively non-fine-grained level observable by 
Functional magnetic resonance imaging (fMRI) 
and electroencephalography (EEG); there is 
likely to be finer-grained specialization as well). 
This work suggests that, contrary to some popu-
lar views in neuroscience, the cortex is indeed 
functionally specialized, and many if not most of 
the regions are likely to be modified homologs of 
regions present in other primates that carry out 
similar functions. Thus, there is likely to be no 
“magic bullet” that explains human social cog-
nition, or human–chimp cognitive differences. 
Instead, a biologically informed multi-modular 
view of the mind—where modules are concep-
tualized as evolving via descent with modifica-
tion in the developmental systems that give rise 
to them, due to their functional properties within 
a complex system of interacting parts—seems 
the most promising candidate for bridging social 
psychology with evolutionary developmental bi-
ology, neuroscience, and genetics.

Finally, it is important to emphasize that a 
biological modularity view, when properly con-
strued, renders moot one of the most heated points 
of conflict between evolutionary psychology and 
other social sciences: namely, the supposed con-
flict between plasticity and specialization. Just as 
it is an empirical fact that the human brain con-
tains a high degree of functional specialization, 
it is an equally undeniable fact that it contains a 
high degree of plasticity. Indeed, brain research 

over the past decades has revealed increasingly 
mounting evidence for both things. Thus, con-
trary to what is for many a deep-seated intuition, 
specialization and plasticity are not necessarily at 
odds. Not only does this empirically appear to be 
the case, there is nothing in biological theory that 
suggests otherwise: plasticity and adaptation are 
not antonyms.

That said, however, much work remains to be 
done in order to understand the specifics of how 
human plasticity emerges from our modularly or-
ganized brains. In principle, it is not hard to see 
how it could be the case that high degrees of plas-
ticity could emerge from a system of flexibly in-
teracting parts, each of which is developmentally 
and phenotypically plastic in its own right. In-
deed, the history of computing technology shows 
that the accelerating flexibility of computing 
devices such as computers and cellular phones 
generally results from the addition, not removal, 
of more and more specialized functionality—in-
cluding increasingly flexible interfaces between 
specialized systems (Baldwin and Clark 2000, 
Kurzban 2010). Recent evidence of modifica-
tions in brain wiring between specialized brain 
systems in humans—in particular, in white mat-
ter pathways—is particularly interesting in this 
regard (Rilling et al. 2008; Schoenemann et al. 
2005). It is consistent with the possibility that 
evolutionary advances in human cognition, in-
cluding increases in our flexibility and the diver-
sity of our behavioral and cognitive repertoires, 
have come about through descent with modifica-
tion within hierarchically specialized brains. And 
at least some of this might be due to a kind of 
runaway evolutionary feedback process between 
human brains, culture, and the increasingly com-
plex ways that we have structured our environ-
ments (Barrett 2012, 2015; Laland et al. 2000; 
Richerson and Boyd 2005).

Conclusion

At the beginning of this chapter, I suggested 
that we may be at a kind of crossroads when it 
comes to modularity. On the one hand, classical 
Fodorian modularity appears to be largely dead 
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or dying, because it simply cannot account for 
most of human cognition. In biology, however, 
modularity is not only alive and well, it is con-
sidered to be a ubiquitous feature of organisms, 
and perhaps even a prerequisite for the evolution 
of complexity. An important reason for the dif-
ference is that in psychology, the classical view 
of modularity begins with an a priori definition 
that makes it inapplicable for many cognitive 
phenomena. Biologists, on the other hand, view 
modularity as an empirical phenomenon, and 
adopt a broad working definition that allows 
them to explore modularity as a natural phenom-
enon to be studied and understood using the tools 
of evolutionary biology. If modules are broadly 
defined as semi-separable or decomposable func-
tional components of a system that can exist si-
multaneously at multiple levels of brain organi-
zation and can take different forms depending on 
their functions, then the study of modularity in 
the brain and cognition can easily be merged with 
the study of modularity in biology, rendering the 
seemingly intractable “modularity debate” in 
psychology obsolete (Barrett and Kurzban 2006). 
More than that, a biologically realistic view of 
modularity is increasingly consistent with current 
knowledge of the brain gleaned through genet-
ics, neuroscience, and psychology. If modularity 
seen in this light is embraced rather than ignored 
by psychologists, it is likely to lead to progress 
beyond what the venerable but biologically sus-
picious dichotomies of psychology have so far 
allowed.
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The first rumblings of a modern evolutionary 
psychology of the emotions began in the late 
1880s in the form of William James’ writings 
on instinct and emotion. James’ most notable 
attempt to combine Darwin’s insights on human 
nature with a scientific discussion of emotion 
appeared in his 1890 textbook, The Principles 
of Psychology. Although James’ writings on 
emotion published in the Principles (and in 
his 1984 paper, “What is an Emotion?”) were 
arguably the first modern scientific accounts of 
human emotion, his writings did not constitute 
an “adaptationist” approach to emotion in the 
sense that evolutionary psychologists use that 
term today.

Although he was familiar with Darwin’s 
views on evolution and human nature, James was 
not Darwin’s bulldog when it came to theoriz-
ing about human emotions. In many instances, 
James’ use of Darwin’s insights revealed more 
sympathy than willingness to carry Darwin’s 
evolutionary insights to their full conclusion. 
James’ reticence in his evolutionary theorizing 
about emotion was not due to a lack of sophisti-
cation in his psychological thinking; indeed, the 
Principles of Psychology was hailed at the time 
as “the most important contribution that has been 
made to the subject for many years” (Perry 1935, 
p. 104) and James’ theory of emotion “is still the 
starting point for much contemporary theory and 

research into emotions” (Dixon 2003, p. 231). 
Nor is it plausible to claim that James’ restraint in 
applying Darwinian thinking to the study of emo-
tion was due to a lack of familiarity with Dar-
win’s writings. As a medical student at Harvard 
in the 1860s, James published two reviews of 
Darwin’s (1868) book The Variation of Animals 
and Plants under Domestication in the same year 
it was published. James’ reticence in exploring 
the ultimate causes of human emotion appears to 
be due less to a lack of familiarity with Darwin’s 
views on evolution and more to James’ peculiar 
views on teleology (discussed below).

James’ failure to apply an adaptationist analy-
sis to human emotion can perhaps be forgiven 
by modern evolutionary psychologists because 
it turns out that Darwin was, despite numerous 
erroneous modern claims to the contrary, among 
the least “Darwinian” of emotion scholars in 
the past 150 years (Dixon 2003; Fridlund 1994; 
Griffith 1997). If by employing the term “Dar-
winian” one refers to an evolutionary account 
of a psychological trait that invokes evidence of 
special design in biology, then Darwin’s views on 
emotional expression did not constitute an “ad-
aptationist” treatment of emotion (Dixon 2003; 
Fridlund 1994). In his 1872 book, The Expression 
of Emotions in Man and Animal, Darwin focused 
instead on rejecting the theological account of 
emotional expressions that had been popularized 
by Sir Charles Bell. Bell, a Scottish surgeon and 
theological philosopher, was well known for his 
anatomical expertise, and published a number of 
works on facial expression, including his (1806) 
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Essays on the Anatomy of Expression in Painting 
and his even more popular (1824) The Anatomy 
and Philosophy of Expression. In the latter, Bell 
argued that God had endowed humans alone with 
the capacity to express their inner states through 
facial displays, a claim which famously prompt-
ed Darwin to scribble in the margins of his copy 
of Bell’s text: “I suspect he never dissected [a] 
monkey.”1. For Bell, God was the only force in 
the universe capable of rendering such biological 
designs.

Bell (1824) had argued that it was a mistake 
to assume that nonhuman animals possessed the 
capacity to express their inner states with outer 
displays of emotion. The mistake, according to 
Bell, was to confuse various instinctive reflex-
like movements (e.g., the opening of the mouth 
and protruding of the tongue while expelling a 
disgusting food) with signaling systems “de-
signed” to convey to conspecifics inner feeling 
states (such as disgust; Dixon 2003). In a review 
of Darwin’s writings on emotional expression, 
Dixon (2003) wrote:

Darwin was determined to deny Bell’s claim that 
expressions were boons to the human race and 
evidence of divine design…. Thus, Darwin’s anti-
theological agenda required him to deny the utility 
of expression and so to miss the (to us) obvious 
fact that most expressions are very useful (because 
socially communicative). (p. 172)

As a result, Dixon (2003) noted that:
Darwin, in order to undercut the idea that the 
muscles and nerves were specially designed and 
endowed on humans by the Deity, argued that they 
were not for communicating our feelings. (p. 171)

Despite his rejection of Bell’s design-theology, 
Darwin did not dismiss all that Bell offered re-
garding emotional expression. Bell’s (1824) 
Anatomy and Philosophy of Expression con-
tained detailed descriptions of the nerves and 
muscles involved in the expression of emotion. 
Darwin and his contemporaries (e.g., Alexander 
Bain) incorporated numerous examples from 

1 From the third edition of Darwin’s (1872/1998) The 
Expression of the Emotions in Man and Animals, an an-
notated anniversary edition containing an introduction, 
afterword, and commentaries by Paul Ekman.

Bell’s research into their own work (see Dixon 
2003, for a review). As Dixon (2003) notes, 
Darwin was not striving to articulate a theory 
of the emotions per se, so much as he wished 
to provide a natural science account of the be-
haviors referred to as “emotional expressions.” 
To achieve this goal, Darwin (1872) proposed 
three different explanatory principles, including 
the principle of serviceable associated habits, 
the principle of antithesis, and the principle of 
the direct action of the nervous system. None of 
these “Darwinian” principles of facial signals 
invoked an explicitly adaptationist portrayal of 
facial displays as evolved signaling systems; 
rather, these principles were Darwin’s attempt 
at grounding our understanding of facial behav-
iors associated with emotion into known facts 
about the physiology of our nervous system, an 
approach that would soon be echoed by James 
(1884, 1890).

Darwin’s “non-Darwinian” treatment of emo-
tions is almost as striking as the list of modern 
emotion scholars who have incorrectly portrayed 
Darwin as having offered an adaptationist ac-
count of facial expressions (reviewed in Dixon 
2003; Fridlund 1994). The list of influential 
emotion scholars who have presented Darwin’s 
view of emotional expression in an adaptation-
ist light range from Richard Lazarus (1993) and 
Klaus Scherer (1994, 2000) to Carroll Izard 
(Izard and Ackerman 2000), Paul Ekman2 (1973; 
Keltner et al. 2000), and Tooby and Cosmides 
(1990), all of whom either suggest that Darwin’s 
writings on emotion were the origins of the 

2 The claim here is not that Ekman’s writings on facial 
expression provide an inaccurate account of Darwin’s 
writings on emotions. Indeed, Ekman has been one of the 
most perceptive Darwin scholars [see Ekman’s annotated 
edition of Darwin’s (1879/1998) Expressions]. Rather, the 
claim is that Ekman’s early writings, like many contem-
porary emotion scholars, provides an incomplete portrayal 
of Darwin’s view. For example, in the introduction to his 
edited volume Darwin and Facial Expression: A century 
of review, Ekman (1973) lists five reasons why Darwin’s 
book on facial expression “had so little influence” (p. 2). 
These reasons include Darwin’s anthropomorphism and 
his reliance on anecdotal data. Interestingly, the fact that 
Darwin argued against an adaptationist account of facial 
expression is not listed among the reasons for the lack of 
influence of Darwin’s theory of emotion.
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modern view that “facial expressions evolved to 
elicit distinct behaviors in conspecifics” (Kelt-
ner et al. 2000, p. 424) or explicitly portray 
Darwin’s view of expressions as adaptationist 
(e.g., Lazarus, Scherer). Some of these mistaken 
references to Darwin’s “adaptationist” view of 
emotional expression may simply be attributed 
to ambiguous statements contained in reviews 
of Darwin’s writings on emotion; However, sev-
eral modern textbooks and edited volumes on 
emotion provide explicit citations to Darwin’s 
putatively adaptationist stance regarding emo-
tional expressions in (for examples, see Kalat 
and Shiota 2007; Petri and Govern 2004; Reeve 
2005). By contrast with these all-too-common 
mistaken claims, emotion scholar and historian 
Dixon (2003) opined that:

As this brief summary of Darwin’s principles 
shows, the Expression of the Emotions in Man 
and Animals might have been more appropriately 
entitled The Inheritance of Useless Habits in Man 
and Animals. (p. 168)

Although Darwin failed to offer an adaptation-
ist account of emotional expressions, his insights 
into natural and sexual selection did not stop him 
from seeing the utility of adaptationist thinking 
for psychology more broadly. In the final chap-
ter of his 1859 Origin of the Species, Darwin fa-
mously remarked:

In the distant future I see open fields for far more 
important researches. Psychology will be based on 
a new foundation, that of the necessary acquire-
ment of each mental power and capacity by grada-
tion. (p. 449)

Darwin’s observations proved prescient, as 
James soon took up Darwin’s call to eschew 
design-theology accounts of emotion in favor of 
explanations drawn from the natural sciences of 
physiology and medicine. Yet James, like Dar-
win, stopped short of offering a fully adaptation-
ist account of human emotion.

After Darwin: Emotions as Perceptions 
of Instinctual Bodily Movements

James’ discussion of emotional states in the Prin-
ciples of Psychology focused on the proximate 
physiological mechanisms underlying emotional 

experiences rather than their ultimate evolution-
ary functions. In fact, James used the phrase 
“evolutionary psychology” just once in his 1700-
page, two-volume Principles of Psychology. By 
contrast, James’ discussion of the functions of 
emotion was more extensive, encompassing two 
chapters in the Principles of Psychology, includ-
ing a review of “The Emotions” (Chap. 25) and 
“Instinct” (Chap. 24), in which he provided an 
extensive discussion of emotions such as fear. 
Yet James’ focus on the functions of emotion was 
limited to a description of proximate (not ulti-
mate) mechanisms.

With the exception of his anecdotal account 
of the adaptive problem of “running from a bear” 
(see Ellsworth 1994), James (1884/1994) pro-
vided little discussion of how emotions might 
be considered psychological mechanisms that 
were biologically “designed” to solve a particu-
lar recurrent problems of survival or reproduc-
tion (Dixon 2003; Prinz 2004). Instead, James 
(1884) argued that emotions were best described 
as perceptions of instinctual bodily reflexes, pro-
posing that “bodily changes follow directly the 
PERCEPTION of the exciting fact” and that “our 
feeling of the same changes as they occur IS the 
emotion.” (p. 189, emphasis in original). James 
argued that it is only after we become fully aware 
of our instinctual bodily preparations for flight or 
fight—which occur when we encounter an excit-
ing stimulus—that we can claim to be experienc-
ing the psychological state that we call an emo-
tion. Just as Darwin had offered a vehement cri-
tique of Bell’s design-theology account of emo-
tional displays, James took theologians to task 
for their portrayal of biological instincts as God-
given traits. James (1890) illustrated his point 
with his example of the broody hen for whom 
“the notion would probably seem monstrous that 
there should be a creature in the world to whom a 
nestful of eggs was not the utterly fascinating and 
precious and never-to-be-too-much-sat-upon ob-
ject which it is to her” (p. 268). In discussing the 
biological basis of these instincts, James (1890, 
emphasis added) criticized theological accounts 
of such phenomena, writing:

The older writings on instinct are ineffectual wastes 
of words, because their authors never came down 
to this definite and simple point of view but smoth-
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ered everything in vague wonder at the clairvoyant 
and prophetic power of the animals—so superior 
to anything in man—and at the beneficence of 
God in endowing them with such a gift. But God’s 
beneficence endows them first of all with a nervous 
system; and, turning our attention to this, makes 
instinct immediately appear neither more nor less 
wonderful than all the other facts of life. (p. 267)

James’ brand of teleology did not allow him to 
take Darwin’s insights about these biologically 
based instincts to their full conclusions. Instead, 
James mistakenly argued that explanations of 
ultimate causes for instinctual tendencies such 
as “care for eggs” required that the broody hen 
was consciously aware of the evolutionary goals 
that its behavior was “designed” to achieve. On 
that basis, James’ teleological stance led him to 
dismiss ultimate causal accounts of instincts out-
right, arguing that explanations focusing on the 
proximate physiological mechanisms of these 
instinctual behaviors were to be preferred. In his 
1887 paper “What is an instinct?” James wrote:

A very common way of talking about these admi-
rable definite tendencies to act is by naming 
abstractly the purpose they subserve, such as self-
preservation, or defense, or care for eggs…. But 
this represents the animal as obeying abstractions 
which, not once in a million cases is it possible it 
can have framed. (p. 2)

After James’s early scientific writings on emo-
tion, it would take almost another two decades 
before the terms “emotion” and “evolution” 
would appear together in the same volume of 
psychological work. This occurred when social 
psychologist William McDougall (1908/1921) 
published his textbook An Introduction to So-
cial Psychology. Following James’ writings on 
the subject, McDougall argued that emotions 
were biologically grounded instincts. McDou-
gall (1908/1921) maintained that each instinct 
produces a “kind of emotional excitement whose 
quality is specific or peculiar to it” (p. 47) and, 
moreover, that “each primary emotion accom-
panies the excitement of an instinctive disposi-
tion of specific tendency” (p. 80). McDougall 
was following James’ lead in viewing emotions 
as instincts. Compare McDougall’s (1908/1921) 
writings to James’ (1890) claim that: “every ob-
ject that excites an instinct incites an emotion!” 

(p. 304). Another way in which McDougall fol-
lowed in the footsteps of James was in his failure 
to offer a sophisticated adaptationist account of 
emotion. To be fair, McDougall offered a more 
explicitly Darwinian view of emotions than did 
James; However, McDougall’s account of emo-
tion was naïve (by modern standards), invoking 
the argument that emotions evolved “for the good 
of the species.” These sorts of “for the good of 
the group” or “for the good of the species” ar-
guments have largely fallen out of favor since 
the late 1960s, in large part due to the influential 
writings of evolutionary biologist George Wil-
liams (see Williams 1966; but see Wilson and 
Wilson 2008 for an alternative view). As evolu-
tionary biologist Richard Dawkins (1976/1989) 
notes:

…the best way to look at evolution is in terms of 
selection occurring at the lowest level of all…the 
fundamental unit of selection, and therefore of 
self-interest, is not the species, nor the group, nor 
even, strictly, the individual. It is the gene, the unit 
of heredity. (pp. 11–12)

Today most evolutionary psychologists can ap-
preciate how McDougall’s (1908) “survival of 
the species” arguments and James’ (1890) flawed 
teleology may have impeded their development 
of sophisticated adaptationist accounts of emo-
tion. Almost exactly a century after James reiter-
ated his views of emotion in his revised (1892) 
textbook, Psychology: A Briefer Course, evo-
lutionary psychologists published their flagship 
treatise, The Adapted Mind (Barkow et al. 1992), 
in which they described how a sophisticated evo-
lutionary psychological explanation necessarily 
entails providing an argument for how a puta-
tive evolved psychological mechanism displays 
evidence of special biological design (e.g., Bar-
kow et al. 1992; Buss et al. 1998; Thornhill 1990, 
1997; Williams 1966). By contrast with the less 
sophisticated approaches to emotion scholarship 
witnessed in the late nineteenth century, it is now 
more widely appreciated that determining wheth-
er there is sufficient evidence to invoke a claim of 
special biological design involves determining:

whether a presumed function is served with suf-
ficient precision, economy, efficiency, etc., to rule 
out pure chance (i.e., any possibility other than 
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adaptation for a particular effect) as an adequate 
explanation. (Williams 1966, p. 10, emphasis in 
original)

More specifically, sophisticated evolutionary 
psychologists now argue that there are three 
products of the evolutionary process that can be 
invoked when attempting to characterize a com-
plex trait such as human emotion: (1) adapta-
tions, (2) byproducts of adaptations, and (3) ran-
dom effects or noise (see Buss et al. 1998; Tooby 
and Cosmides 1990). Even Williams (1966) cau-
tioned:

This biological principle [adaptation] should be 
used only as a last resort. It should not be invoked 
when less onerous principles such as those of 
physics and chemistry or that of unspecific cause 
and effect, are sufficient for a complete explana-
tion. (p. 11)

By this standard, James was appropriately cau-
tious in choosing not to apply the label “adapta-
tion” to emotions, showing a preference instead 
for descriptions of the proximate physiological 
mechanisms underlying human emotional expe-
riences.

James’ reticence to carry Darwinian insights 
to their full conclusions might be more properly 
understood, however, by considering the histori-
cal context of his contributions to the psychologi-
cal science of human emotion. Like many of the 
early psychological scientists (including Wilhem 
Wundt, Alexander Bain, Herbert Spencer, Walter 
Cannon, and William McDougall), James was 
familiar and impressed with Darwin’s thinking 
about human nature, yet as already noted, Dar-
win’s writings on emotion hardly constituted a 
“Darwinian” approach to emotion—in the sense 
of an explicitly adaptationist account—upon 
which a James (or a McDougall) could build a 
sophisticated evolutionary psychology of the 
emotions (Dixon 2003; Fridlund 1994). Given 
the lack of evolutionary models in psychology 
upon which to construct an adaptationist account 
of emotion, James’ failure to provide a sophis-
ticated evolutionary account of emotion is per-
haps not surprising. Two centuries earlier, Isaac 
Newton (1676) famously described how the pro-
cess of scientific advancement often proceeds by 
virtue of one scientist building upon the work of 

their predecessors, writing: “If I have seen fur-
ther, it is by standing on the shoulders of giants” 
(Letter to Robert Hooke, February 15, 1676; c.f. 
Gould 2003, p. 70). Although Darwin was argu-
ably an intellectual giant upon whose shoulders 
many modern adaptationists have stood, it turns 
out that the theory of emotion proposed by James 
(1884, 1890), and then subsequently echoed by 
McDougall (1908), and more recently embraced 
by neuroscientist Antonio Damasio (1994, 1999, 
2003; see also Prinz 2004), owes more to James’ 
standing on the shoulders of Medieval and Re-
naissance scholars of emotion such as St. Augus-
tine, Thomas Aquinas, René Descartes, and Ba-
ruch Spinoza than it owes to the writings of Dar-
win (see Dixon 2003). It was the writings of these 
medieval emotion scholars that set the stage for 
Enlightenment philosophers such as David Hume 
and Adam Smith, scholars who might rightfully 
be considered the “giants” of emotion scholar-
ship upon whose shoulders have stood modern 
scholars such as Robert Trivers, Randy Nesse, 
and Robert Frank.

From Hume to Trivers: The Ancient 
Origins of Our Modern Evolutionary 
View of Emotion

As widely read as James was, he apparently failed 
to note that his view of emotion was essentially a 
repetition of the insights of ancient Stoic philoso-
phers (see Oatley 2004). Writing in the first cen-
tury AD, Seneca, for example, argued—in works 
such as On Anger—that all emotions comprise at 
least two movements (see Oatley 2004; Sorabji 
2010). The first movement, according to Seneca, 
was a reflex-like, automatic, and involuntary 
(often bodily) response, while the second move-
ment, was a conscious evaluation, consisting of 
a consideration of how to act upon the actions 
resulting from the first movement. It is not hard 
to see how Seneca’s ancient description of first 
and second movements bears a striking resem-
blance to James’ (1884) nineteenth-century pro-
posal that “the bodily changes [first movements] 
follow directly the PERCEPTION of the exciting 
fact, and that our feeling of the same changes as 
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they occur [second movements] IS the emotion” 
(pp. 189–190, emphasis in original). Almost 500 
years after Seneca introduced this “two move-
ments” account of emotion, St. Augustine of 
Hippo, a Christian theologian, referred to emo-
tions as movements in several theological works 
such as City of God and Confessions (both writ-
ten in the fifth century AD, see Dixon 2003). St. 
Augustine wrote:

Our affections are motions of souls. Joy is the 
extending of the soul; sadness the contraction of 
the soul; desire the soul’s going forward; fear the 
soul’s flight. (St. Augustine, c.f. O’Daly 1987, 
p. 48)

St. Augustine’s writings, however, did not gener-
ate an immediate burst of scholarly activity de-
veloping the idea that emotions were movements, 
perhaps due in large part to the ensuing fall of the 
Roman Empire (fifth century AD) and the subse-
quent decline in many forms of scholarship dur-
ing the Dark Ages, which extended from the fifth 
to early thirteenth centuries.

The Dark Ages were not devoid of scholarly 
thinking and writing (e.g., witness the develop-
ment of algebra and astronomy in the Arab world 
during this period), yet scholarship in much of 
the Western world was restricted to theologically 
driven writings (scholasticism) rather than secu-
lar philosophizing about human nature (Dixon 
2003; Pagden 2013). The Dark Ages were near-
ing their end in the thirteenth century when 
Thomas Aquinas, a philosopher and theologian, 
attempted to synthesize classic Aristotelian phi-
losophy with principles of Christianity. In his 
Summa Theologiae, Aquinas (1273/2013) echoed 
the view of Seneca that emotions corresponded 
to movements, writing that:

Virtues are not emotions. Emotions are movements 
of appetite, virtues dispositions of appetite towards 
movement. Moreover emotions can be good or 
bad, reasonable or unreasonable; whereas virtues 
dispose us only to good.3 (pt. 1, 2nd pt., qu. 59, 
art. 1)

Aquinas, like other medieval scholars, used the 
Latin phrase “motus animae” (rather than the 

3 Excerpt from Aquinas, T. (1273), Summa Theologica, 
pt. 1, 2nd pt., qu. 59, art. 1.

modern word “emotion”) to refer to these move-
ments of the soul in relation to one’s deity (e.g., 
moving toward or away from God). In this light, 
it is not difficult to see how the writings of schol-
ars such as Augustine and Aquinas gave rise to 
the modern scientific term “emotion” as a deri-
vation of the Latin word “motus” which refers 
to “movement”. In this regard, the writings of 
Aquinas are seen by some emotion historians as 
the bridge linking theological writings on pas-
sions and sentiments to the more secular scientif-
ic view of human emotion that developed in the 
centuries that followed (see Cates 2009; Dixon 
2003; Oatley 2004). Aquinas essentially opened 
the door to a gradual shift away from a predomi-
nantly theological worldview in which scholars 
looked to God for the origins of natural laws and 
toward a more secular view in which philoso-
phers (e.g., recall Seneca) returned to the idea 
that fallible human reasoning was a better guide 
to understanding the rules that might be govern-
ing our mental processes (Dixon 2003).

Perhaps the most influential of these renais-
sance scholars was René Descartes, who argued 
that human reasoning, rather than God’s laws, 
was a more reliable guarantor of truth. Descartes’s 
writings influenced not only fellow renaissance 
emotion scholars such as Baruch Spinoza but also 
set the stage for the most influential Enlighten-
ment writings on emotion, including the works of 
David Hume and Adam Smith, which followed in 
the eighteenth century (see Dixon 2003 for a re-
view). After Descartes, the idea that passions and 
affects were “movements” was quickly replaced 
with a more “cognitive” view in which emotions 
were best characterized as “perceptions” (see 
Dixon 2003). Baruch Spinoza, a Dutch philoso-
pher who was influenced by Descartes, proposed 
that mental life comprised three forces which he 
labeled conatus (akin to what we today refer to as 
will or motivation), affectus (emotion), and intel-
lectus (cognition). Over the next two centuries, 
the shift in thinking to a more secular view of 
the mind was reflected in a profound change in 
the terminology employed by scholars studying 
emotion. Renaissance writing on affects, senti-
ments, and passions would continue through the 
Enlightenment (see below), but just as the con-
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cepts of God and soul were being replaced with 
the concepts of cognition and emotion, theologi-
cally inspired terms such as passions and senti-
ments were increasingly being replaced in the 
1800s with more scientific terms such as affect 
and emotion (see Dixon 2003).

At the dawn of this period of Enlightenment, 
otherwise known as the Scientific Revolution, 
Newton’s writing on natural philosophy (i.e., sci-
ence) captured the zeitgeist of scholarly thinking 
as it shifted away from theologically driven ac-
counts of natural law (and toward natural science 
accounts of the same). In the final paragraph of 
his book Opticks, Newton (1704/1979) wrote:

if natural Philosophy and all its Parts, by pursu-
ing this Method, shall at length be perfected, the 
Bounds of Moral Philosophy will also be enlarged. 
(p. 405)

Newton’s insights were soon echoed by Enlight-
enment philosophers David Hume and Adam 
Smith, who took up the challenge of developing 
a mental science of moral reasoning and moral 
sentiments, an effort that laid the groundwork 
for the twentieth century writings of evolution-
minded emotion scholars such as Robert Trivers, 
Randy Nesse, and Robert Frank.

Among the most influential participants in the 
Enlightenment debate concerning the proper role 
of emotion in mental science was David Hume. 
In his Treatise on Human Nature, Hume (1740) 
espoused the radical view that reason was the 
“slave of the passions,” but later modified his 
position in his Enquiries Concerning Human 
Understanding and Concerning the Principles 
of Morals (1777), portraying moral sentiment 
and moral reasoning on more equal footing (see 
Haidt 2001). Among the Enlightenment emotion 
scholars influenced by Hume’s arguments was 
eighteenth century economist–philosopher Adam 
Smith, who argued that moral sentiments such as 
resentment and guilt can exert a powerful influ-
ence on judgment that often competes with more 
rational deliberations in determining our behav-
ior. In his (1759/2000) Theory of Moral Senti-
ments, Smith wrote:

The man who acts according to the rules of perfect 
prudence, of strict justice, and of proper benevo-
lence, may be said to be perfectly virtuous. But 

the most perfect knowledge of those rules will not 
alone enable him to act in this manner, his own 
passions are very apt to mislead him—sometimes 
to drive him, and sometimes to seduce him, to vio-
late all the rules which he himself, in all his sober 
and cool hours, approves of. (p. 349)

By arguing that moral passions and emotions 
(e.g., gratitude, guilt) can motivate an individual 
to make choices that sometimes conflict with their 
immediate self-interest, Smith’s theory of moral 
sentiments foreshadowed much of the twentieth 
century social psychology literature on emotion 
and judgment. In particular, research in the so-
cial cognitive tradition has demonstrated that the 
influence of emotion on judgment depends on 
cognitive factors specific to each emotion (re-
viewed in Clore et al. 1994; Ketelaar and Clore 
1997). For example, in a study of the effects of 
emotion on risk perception, Lerner and Keltner 
(2001) showed that angry individuals tend to ap-
praise future events as more probable (compared 
to fearful individuals), in part because anger 
brings with it cognitive appraisals of “certainty,” 
whereas the emotion of fear covaries with cogni-
tions regarding uncertainty (Ortony et al. 1988; 
Smith and Ellsworth 1985).

Although Enlightenment philosophers such as 
Hume and Smith were among the first emotion 
scholars to portray moral sentiments as strategic 
influences on moral decision-making, emotion 
scholarship in the centuries that followed (e.g., 
Darwin, James, and McDougall) placed more 
emphasis on articulating the proximate physi-
ological mechanisms underlying emotional sen-
timents, at the expense of identifying ultimate 
evolutionary purposes that such psychological 
machinery might serve. It would be more than 
two centuries after Hume’s and Smith’s portray-
als of the strategic role of emotions in reason-
ing—and almost a century after Darwin’s and 
James’s writings on the physiology of emotional 
expression—that the first modern evolutionary 
psychology of emotions would arrive. This was 
in the form of evolutionary biologist Robert Triv-
ers’s (1971) pathbreaking paper on reciprocal 
altruism in which he presented prescient specu-
lations regarding the evolutionary functions of 
moral sentiments such as guilt and gratitude.
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Trivers’s (1971) View of Social 
Emotions

It is often not appreciated that over one third of 
Robert Trivers’s (1971) paper on reciprocal al-
truism was devoted to a discussion of the role 
of emotions in cooperative exchanges. Trivers 
(1971) wrote:

It seems plausible, furthermore, that the emotion 
of guilt has been selected for in humans partly in 
order to motivate the cheater to compensate his 
misdeed and to behave reciprocally in the future, 
and thus to prevent the rupture of reciprocal rela-
tionships. (p. 50)

Trivers’s (1971) paper had a profound impact on 
the scientific study of cooperation in both evo-
lutionary psychology and behavioral economics. 
One might even speculate that Trivers’s recipro-
cal altruism paper played a significant role in the 
early discipline-defining empirical research on 
“cheater detection” that dominated the early de-
velopment of evolutionary psychology.4 Trivers’s 
modern take on moral sentiments opened the door 
to a number of game-theoretic insights into how 
cooperation could be achieved in indefinitely re-
peated social interactions. Trivers proposed that 
reciprocal altruism, a strategy that would later 
become known as tit for tat,5 was the equivalent 
of a social contract in which one individual be-

4 Trivers’s writings on cooperation and cheater detec-
tion helped set the stage for the development of “evolu-
tionary psychology” in the mid 1980s, a period in which 
evolutionary approaches to human behavior began shift-
ing away from the study of behavioral mechanisms per 
se (an approach emphasized in sociobiological accounts 
of human nature, see Wilson 1975) and toward the study 
of the evolved psychological mechanisms that generated 
“adaptively patterned” behavior (see Barkow et al. 1992; 
Buss 1995). Trivers (1971, p. 50) devoted several pages 
to the problem of cheater detection, arguing that “Selec-
tion should favor the ability to detect and discriminate 
against subtle cheaters.” This idea would later be tested 
empirically by Cosmides and colleagues (Cosmides 1985; 
Gigerenzer and Hug 1987) and provided a substantial por-
tion of the early empirical support for claims regarding 
the utility of an adaptationist approach for understanding 
human psychology (see Barkow et al. 1992).
5 The strategy of tit for tat entails that the organism be-
gins cooperatively in the first interaction and on all sub-
sequent interactions copies the action taken by their inter-
action partner in the previous round (see Axelrod 1984).

stowed a benefit upon a second individual with 
the expectation of being repaid (by the recipient) 
in the future. Prior to Trivers’s introduction of the 
strategy of reciprocal altruism, cooperation be-
tween genetically unrelated individuals was dif-
ficult to explain in terms of the calculus of selfish 
genes. Trivers’s paper demonstrated that as long 
as the eventual benefit to the individual who pro-
vided the aid (by cooperating) was greater than 
the cost of this initial act of cooperation, neither 
individual had an incentive to defect from this 
ongoing, reciprocal tit-for-tat exchange.

Trivers (1971) employed the now familiar 
prisoner’s dilemma game to speculate about the 
role of moral emotions in sustaining reciprocal 
exchange agreements. Game theorists (mainly 
evolutionary biologists, political scientists, and 
behavioral economists) soon began exploring 
Trivers’s insights regarding cooperation by con-
sidering the implications of his ideas for under-
standing cooperative behavior in economic bar-
gaining games that resembled real-world social 
dilemmas. Among the insights suggested by 
Trivers was the recognition of the folk theorem, 
which argues that there exists an infinite number 
of equilibrium (best) strategies in any indefi-
nitely repeated noncooperative game (such as an 
indefinitely repeated prisoner’s dilemma). This 
is the case, so argues the folk theorem, because 
there is always an incentive for both players to 
coordinate on any alternative strategy that gen-
erates a larger payoff than what can be obtained 
by continuous mutual defection (see Binmore 
1998; Ketelaar 2004). Spurred on by Trivers’s 
writings on reciprocal altruism, recognition of 
the folk theorem soon allowed game theorists to 
identify a central problem underlying how two 
players might coordinate on these more profit-
able alternative strategies, namely, the problem 
of credibility: How do you determine that your 
partner’s display of their intention to cooperate 
(rather than defect) is credible (see Hirschleifer 
1987, 2001; Schelling 2001)? Trivers argued that 
your partner’s expression of hard-to-fake moral 
emotions—such as guilt or gratitude—could 
guarantee the credibility of their commitment to 
play one of these alternative strategies, as when 
feelings of guilt compel “the cheater to compen-



595 Evolutionary Psychology and Emotion: A Brief History

sate his misdeed and to behave reciprocally in the 
future” (p. 50). Trivers argued:

If an organism has cheated on a reciprocal relation-
ship and this fact has been found out, or has a good 
chance of being found out, by the partner and if 
the partner responds by cutting off all future acts 
of aid, then the cheater will have paid dearly for 
his misdeed. It will be to the cheater’s advantage 
to avoid this…. The cheater should be selected 
to make up for his misdeed and to show convinc-
ing evidence that he does not plan to continue his 
cheating sometime in the future. In short, he should 
be selected to make a reparative gesture. (p. 46)

Trivers proposed that moral emotions such as 
guilt and gratitude constitute these reparative 
gestures. Guilt, Trivers argued, can serve the 
function of signaling a credible commitment to 
future reparations. Trivers argued that if these 
emotional displays could be considered cred-
ible signals, then moral sentiments such as guilt 
and gratitude could unravel the perpetual series 
of retaliations and tit-for-tat counterretaliations 
that characterize Hatfield and McCoy-like feuds 
which erupt whenever one party appears to have 
violated the terms of social contract resembling a 
social dilemma.

Trivers’s (1971) solution to the problem of 
achieving cooperation in social dilemmas fol-
lowed from the realization that both parties 
have a strong incentive to defect on any prom-
ise of future cooperation. The core logic of Triv-
ers’s solution to the problem of establishing the 
credibility6 of an emotional signal of commit-
ment to future cooperation was subsequently 
worked out by evolution-minded scholars such 
as Jack Hirschliefer (1987, 2001) and Robert 

6 The problem of guaranteeing the credibility of one’s 
commitment to play an alternative strategy (one that is 
more profitable than continuous defection), is the rather 
simple realization that most promises to play an alterna-
tive strategy correspond to what biologists and econo-
mists refer to as cheap talk. In other words, what is to 
prevent the sender of this promise from defecting on their 
promise? The problem of credibility centers on the notion 
that the recipient of a promise must determine whether 
the sender has an incentive to defect on their promise 
(see Ketelaar 2004). Hirschleifer (1987, 2001), following 
Adam Smith, proposed that the presence of certain emo-
tional states could guarantee various promises and threats 
that would otherwise be viewed as cheap talk.

Frank (1988, 2001). Following the lead of Triv-
ers (1971) and Adam Smith (1759), Hirschliefer 
(1987) sketched out how moral emotions—such 
as anger (in the case of threats) or gratitude (in 
the case of promises)—could function as com-
mitment devices that served as the guarantors of 
promises (to cooperate) and threats (to retaliate). 
Moreover, Hirshleifer demonstrated how com-
mitment devices were not restricted to pro-social 
emotions (such as guilt and gratitude) that guar-
antee promises, but can also include more con-
trarian moral sentiments, such as anger, an emo-
tion that serves to guarantee threats. In short, the 
crux of the problem described by the folk theorem 
centers on how to communicate a credible prom-
ise (or threat) so that both parties will be rational-
ly motivated to coordinate on a more profitable 
course of action (specified in the social contract), 
rather than simply adopting the default strategy 
of ruthlessly pursuing one’s immediate short-
term self-interest through defection. Hirshleifer 
(1987, 2001) showed how moral emotions could 
guarantee promises (and threats) such that both 
parties in a social contract would benefit from 
sticking to a proposed alternative (to defection) 
strategy that could lead to a more profitable pay-
off than that obtained by the short-sighted strat-
egy of self-interested defection.

From Trivers to Nesse to Frank: 
Emotions as Commitment Devices

The decades following Trivers’s (1971) recipro-
cal altruism paper saw a resurgence of evolution-
ary accounts of reciprocity and cooperation. In 
the final two decades of the twentieth century, a 
number of Trivers’s insights were further devel-
oped by psychiatrist Randy Nesse. Nesse’s early 
research focused on a variety of evolutionary top-
ics, including senescence and anxiety. In the final 
decades of the twentieth century, Nesse produced 
two broad-reaching works that summarized the 
state of sophisticated evolutionary thinking re-
garding emotions.

Nesse (1990) summarized three important 
adaptationist approaches to human emotion. 
These approaches included: (1) evidence that 
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specific fears (i.e., phobias) operated as domain-
specific psychological mechanisms for coping 
with specific kinds of threat (see Marks 1987; 
also Seligman 1971) and (2) the idea that moods 
may be functional psychological processes for 
coping with propitious and unpropitious envi-
ronments (a view that has proved to generate a 
number of promising evolutionary models of de-
pression; see Hagen 2002, 2003; McGuire et al. 
1997; Nesse 1991, 2009). Finally, Nesse (1990) 
touched on (3) the claim that social emotions 
provide the psychological machinery underlying 
cooperation in reciprocal relations/cooperative 
exchanges. Following Trivers’s (1971, 1981) in-
sights into emotions and cooperation, Nesse used 
the prisoner’s dilemma game to identify specific 
social emotions that were expected to covary 
with particular combinations of strategies, such 
as “anger,” which is predicted to occur when the 
principal agent cooperates while their partner de-
fects, or “guilt,” which is predicted to occur when 
the principal agent defects while their partner co-
operates (see Nesse 1990, Table 4).

Nesse and Williams (1994) provided another 
contribution to evolutionary approaches to emo-
tion scholarship by discussing evolutionary per-
spectives on a variety of topics in medicine and 
physiology ranging from fever and infection to 
cancer and obesity. Among the most influential 
contributions to our understanding of the adap-
tive basis of human emotion was their discussion 
of the distinction between defects and defenses. 
Nesse and Williams (1994) discussed the pos-
sible biological design features and adaptive 
benefits associated with the symptoms of af-
fective disorders such as phobia, panic attacks, 
and depressed mood (see also Nesse 1997). This 
distinction between defects (design flaws) and 
defenses (mechanisms or processes specifically 
designed to cope with a particular challenge) al-
lowed Nesse and Williams to pose the question 
of whether a variety of unpleasant symptoms 
associated with affective disorders (e.g., loss of 
pleasure, rumination) might constitute evidence 
of special design, in the form of evolved psycho-
logical defenses for combatting specific threats. 
Nesse and Williams pondered whether physi-
cians and social scientists are often too quick to 

categorize unpleasant psychological states (e.g., 
depression, anxiety) as mental defects and dis-
orders. By contrast, Nesse and Williams echoed 
Tooby and Cosmides’ (1990) proposal that emo-
tions—including many of their affiliated symp-
toms—might actually constitute “Darwinian 
algorithms of the mind” designed to provide the 
psychological machinery for coping with spe-
cific threats and challenges in one’s social envi-
ronment. One of the most promising avenues of 
research into the “Darwinian algorithm” view of 
emotions concerns the role of moral sentiments, 
such as guilt, in compelling cooperative behavior 
in economic bargaining games such as the pris-
oner’s dilemma and ultimatum game.

Although the prisoner’s dilemma had tradi-
tionally been used to model the conflict between 
individual and collective self-interest, economist 
Robert Frank (1988) used this two-person bar-
gaining game to illustrate the role of moral senti-
ments in an entirely different, but equally impor-
tant, set of conflicts known as commitment prob-
lems. Frank showed how the moral sentiments 
discussed by Adam Smith and Jack Hirshleifer 
could, in principle, solve the conflict between 
immediate and long-term self-interest. Con-
sistent with Hirshleifer (1987) and Schelling’s 
(1960) earlier analysis of these issues, Frank re-
ferred to these sorts of conflicts as commitment 
problems. Commitment problems (see Hirshle-
ifer 2001; Schelling 2001; reviewed in Nesse 
2001) arise whenever immediate incentives run 
contrary to one’s long-term interests. The dieter, 
for example, faces the immediate attraction of 
a piece of cake, weighed against the long-term 
costs of gaining weight. The diner in a restaurant 
faces the immediate benefit of not leaving a tip, 
weighed against the potential long-term damage 
to their reputation (or future service) for being 
less than generous. The key “problem” of a com-
mitment problem centers on the fact that the psy-
chological reward mechanism displays the short-
term benefits (rewards) right now (see Frank 
1988). The activation of this reward mechanism 
can be a tempting lure for behavior that is not in 
one’s long-term self-interest.

Frank (1988; see also Hirshleifer 1987) pro-
posed that moral sentiments such as guilt func-
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tion as commitment devices, mechanisms that 
provoke individuals to make binding commit-
ments to strategies that maximize their long-
term payoffs, often at the expense of sometimes 
forgoing short-term rewards. Citing the familiar 
prisoner’s dilemma scenario, Frank (1988) ar-
gued that moral sentiments could explain why 
we live in a world where some individuals shirk 
the immediate payoff associated with defection 
in favor of more cooperative strategies. Accord-
ing to Frank, if an individual experiences feelings 
of guilt while contemplating defection, then his 
feelings can serve as a potent counterweight to 
the immediate payoffs reaped by not cooperating. 
Frank (1988) observed that moral sentiments:

can and do compete with feelings that spring from 
rational calculations about material payoffs…. 
Consider, for example, a person capable of strong 
guilt feelings. This person will not cheat even 
when it is in her material interests to do so. The 
reason is not that she fears getting caught but that 
she simply does not want to cheat. Her aversion to 
feelings of guilt effectively alters the payoffs she 
faces. (p. 53)

Because these feelings coincide with the activa-
tion of the reward mechanism, the individual has 
two concurrent sources of information that can be 
taken into account when deciding how to behave. 
One source of information (from the immediate 
reward mechanism) informs the individual about 
the immediate consequences of a given strategy 
and the second source of information (from the 
consciously accessible moral sentiments such as 
feelings of guilt) informs the individual about the 
future (in this case negative) consequences of the 
same strategy choice.

Subjecting Frank’s translation of Adam Smith 
and Jack Hirshleifer to empirical test turned out 
to be relatively straightforward. A central pre-
diction of Frank’s model, that guilt feelings can 
provoke a commitment to more cooperative 
strategies, has been tested by examining whether 
individuals who experience guilt feelings while 
considering “defection” in a repeated prisoner’s 
dilemma are more likely to forgo this initially 
attractive strategy in favor of alternative (more 
cooperative) strategies. In one study, Ketelaar 
and Au (2003) subjected participants to a stan-
dard laboratory mood manipulation (in the form 

of a guilt induction) and observed the effects of 
these manipulated “guilt” feelings on subsequent 
strategy choice in a repeated prisoner’s dilemma 
game. In a study inspired by Isen et al.’s (1976; 
Isen and Simmonds 1978) influential research on 
mood and cooperation and Schwarz and Clore’s 
(1983, 2003) “Affect as information” model, 
Ketelaar and Au (2003) found that when previ-
ously noncooperative individuals were experi-
mentally manipulated into a guilty mood they 
subsequently displayed higher levels of coopera-
tion (53 % cooperative responses) in a repeated 
prisoner’s dilemma compared to individuals who 
were experimentally placed into a more neutral 
mood (39 % cooperation).

In a second study, Ketelaar and Au (2003) 
replicated these findings by exploring the impact 
of “naturalistic” feelings of guilt that occurred 
during a repeated ultimatum game.7 Participants 
in this study played two ultimatum games over 
a 2-week period and were instructed to divide 
US$19 into whole dollar increments. Of primary 
interest was whether selfish proposers (those who 
kept most of the money for themselves in week 
one) would subsequently propose more generous 
offers when the ultimate game was repeated 1 
week later, but only if they had reported feelings 
of guilt over their selfish offer the previous week. 
Consistent with Trivers’s (1971) views on emo-
tion in reciprocal exchanges, Nesse’s predictions 
about emotions in social dilemmas, and Frank’s 
(1988) predictions about guilt and commitment 
problems, the results revealed that the largest ef-
fects of guilty feelings were seen among individ-
uals who tended to play uncooperatively in the 
earlier rounds of the ultimatum game. Not sur-
prising, none of the individuals who proposed a 
generous division of the money reported feelings 
of guilt, whereas over half (57 %) of individuals 
who made a selfish offer reported such feelings. 

7 The ultimatum game is a two-person economic-bargain-
ing game in which one individual (the proposer) is asked 
to offer a proposal to a second individual regarding how 
to split a sum of money (Guth et al. 1982). The second 
individual (the receiver) has the task of either accepting 
the offer as is (in which case the money is divided as pro-
posed) or rejecting the offer (in which case neither party 
receives any money).
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More important, the vast majority (91 %) of these 
guilty-feeling individuals subsequently gave a 
more generous offer to their partner in the final 
round of the ultimatum game (see Ketelaar and 
Au 2003). By contrast, only 22 % of the self-
ish proposers who reported no feelings of guilt 
behaved in such a generous fashion in the sec-
ond round. In other words, individuals who had 
previously behaved in a noncooperative fashion 
now appeared to be motivated by their feelings 
of guilt to compensate for their earlier uncoop-
erative behavior. Such findings lend empirical 
support to evolutionary accounts of emotions as 
commitment devices. Whereas the first examples 
of modern evolutionary accounts of emotion 
and cooperation (Frank 1988; Hirschliefer 1987; 
Nesse 1990; Trivers 1971) offered considerably 
more logic and theory than actual data or empiri-
cal tests, more recent research on emotion and 
economic decision-making has provided increas-
ing empirical evidence for the adaptationist claim 
that social emotions such as guilt, anger and re-
gret may have been biologically “designed” to 
regulate—rather than simply disrupt—strategic 
behavior in social interactions (see Ketelaar 
2006, for a review).

The journey from Charles Darwin and Wil-
liam James to Robert Trivers and his contempo-
raries (Nesse, Hirshliefer, Frank, etc.) traverses 
an interesting path in the intellectual history of 
emotion scholarship. The current retelling of this 
history suggests that adaptationist accounts of 
human emotion—especially those with empirical 
support for their theoretical propositions—are 
not much older than the discipline of evolution-
ary psychology itself (see Barkow et al. 1992; 
Wang 2011). Despite their relatively recent emer-
gence, evolutionary accounts of emotion have 
evolved from nineteenth-century adaptation—
agnostic descriptions of the proximate physi-
ological mechanisms of emotional expressions 
to twenty-first-century empirically validated 
accounts of emotions as strategic commitment 
devices capable of influencing economic and so-
cial decisions that were once viewed as the sole 
province of cold-hearted reasoning processes 
(see Ketelaar 2004, 2006; Ketelaar and Koenig 
2007; also Haidt 2001, 2003 for reviews). To the 

degree that many of our everyday judgment and 
decision-making processes are based on moral 
intuitions and emotional perceptions rather than 
an emotionless capacity for logic and rational 
deliberation, one might suspect that the impact 
of emotion in everyday psychological experience 
has been greatly underestimated. In this regard, I 
conclude this chapter with a brief review of two 
areas of emotion scholarship that appear to be 
fruitful avenues for future adaptationist explora-
tion.

Promising Future Directions for the 
Evolutionary Psychology of Emotion

Individual differences in strategic emotional 
commitments. Some of the most compelling em-
pirical support for adaptationist accounts of emo-
tion (i.e., the claim that emotions are defenses 
rather than defects) involves demonstrations of 
the strategic influence of emotions on social and 
economic decision-making (Ketelaar 2006). As 
previously noted, this evidence includes empiri-
cal demonstrations that particular emotions can 
compel individuals to maximize long-term pay-
offs by sometimes forgoing immediate rewards 
(Fehr and Gaetcher 2002; Ketelaar and Au 2003). 
Although it is now clear that certain social–moral 
emotions can compel increases in direct reci-
procity (e.g., guilt increases cooperation among 
noncooperators in the prisoners’ dilemma and 
ultimatum games), as well as increases in indi-
rect reciprocity (e.g., anger is associated with 
increased punishment of under-contributors in 
public goods games), these systematic influences 
of emotion on strategic behavior are not univer-
sal patterns of human behavior. Instead, individ-
ual differences are observed in these studies (see 
Ketelaar 2006; Ketelaar and Koenig 2007). For 
example, in an influential study of anger and pun-
ishment (Fehr and Gächter 2002), only one third 
of the sample consistently (across several rounds 
of play) punished group members who made 
deviant contributions, and these costly acts of 
punishment were shown to be strongly linked to 
individual differences in the experience of anger. 
Similarly, Ketelaar and Au (2003) observed that 
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only 57 % of individuals reported feelings of guilt 
after proposing an unfair split of the money in the 
first round of a repeated ultimatum game. Before 
one would want to conclude that moral emotions 
such as guilt function as species-typical adapta-
tions for repairing the harm done by failure to co-
operate in a reciprocal exchange, one must first 
account for the robust findings that certain moral 
sentiments—such as guilt—are reliably absent 
in a stable segment of the human population 
known as psychopaths or sociopaths (3–4 % of 
males and 1–2 % of females; see Mealey 1995). 
As originally formulated, the commitment device 
view of moral emotions does not explain why 
certain individuals (e.g., guilt-free individualists 
and emotionless sociopaths; see Ketelaar 2004, 
2006; Ketelaar and Au 2003) lack these emo-
tional commitment devices. Evolutionary psy-
chologist Linda Mealey (1995) conjectured that 
individual differences in the deployment of such 
commitment devices might reflect a polymorphic 
population structure, rather than noise around a 
single adaptive norm, noting that:

as long as evolutionary pressures for emotions as 
reliable communication and commitment devices 
leading to long-term cooperative strategies coex-
ist with counter pressures for cheating, deception 
and ‘rational’ short-term selfishness, a mixture of 
phenotypes will result, such that some sort of sta-
tistical equilibrium will be approached. (p. 524, 
emphasis added)

In sum, an intriguing possibility for future re-
search into the adaptationist logic of emotional 
commitment devices involves the claim that indi-
vidual differences in moral sentiments constitute 
evidence for a stable polymorphic distribution of 
distinct emotion-based strategy types (Ketelaar 
2004, 2006; Ketelaar and Koenig 2007).

Emotional mechanisms underlying the be-
havioral immune system. Another area where 
evolutionary theorizing about emotion has pro-
vided novel insights involves research into the 
origins of xenophobia, defined as a dislike or 
fear of strangers or foreign people (Kirkpat-
rick and Navarrete 2006; Navarrete et al. 2007; 
Schaller and Park 2011; Schaller and Neuberg 
2012). To explain some of the robust, systematic 
features of xenophobia—such as disgust reac-

tions to foreigners—evolutionary psychologists 
have posited a behavioral immune system that 
evolved to serve as a first line of defense (ahead 
of the internal physiological immune system) in 
response to pathogens (Schaller and Neuberg 
2012; Schaller and Park 2011). Central to the 
behavioral immune system view of xenophobia 
is the well-established finding that contact with 
out-group members has historically been asso-
ciated with increased exposure to novel patho-
gens, which tend to be especially virulent when 
introduced to the local population (reviewed in 
Fincher and Thornhill 2012; Schaller and Neu-
berg 2012; Schaller and Park 2011). Moreover, 
members of out-groups are less likely to be fa-
miliar with local norms pertaining to hygiene and 
food preparation, behavioral norms that “serve as 
barriers to pathogen transmission” (Schaller and 
Neuberg 2012, p. 36). In this light, evolutionary 
psychologists have hypothesized that humans 
evolved a behavioral immune system to facili-
tate avoidance of pathogens through a number of 
mechanisms including emotion systems that re-
spond specifically to contagion threats (e.g., dis-
gust) and perceptual systems designed to identify 
and avoid “people who appear especially likely 
to pose some risk of pathogen transmission” 
(Schaller and Park 2011, p. 100).

Positing a behavioral immune system has 
been instrumental in explaining why xenopho-
bic reactions are often better conceptualized by 
the emotion of disgust rather than fear, as might 
be implied by the term xenophobia (Cottrell and 
Neuberg 2005; Park et al. 2007). In this regard, a 
number of studies have begun exploring the links 
between geographic and historical variation in 
pathogen prevalence and cultural differences in 
xenophobia (see Schaller and Park 2011). Other 
lines of research have begun investigating con-
textual (e.g., life history and developmental) 
variation in susceptibility to disease and suppres-
sion of the immune system as it covaries with 
behavioral indicators of ethnocentrism and rac-
ism (Navarrete et al. 2007, 2010). Such research 
promises to shed light on emotional processes 
that might exacerbate and ameliorate several 
forms of social prejudice, including xenophobia 
and ethnic hatred.
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Final Comments

The first attempts at an evolutionary psychology 
of the emotions—at the end of the nineteenth 
century—began as a series of adaptation-ag-
nostic accounts of the proximate machinery of 
emotional expression. By contrast, the first mod-
ern evolutionary accounts of emotion have been 
much more recent phenomena, appearing near the 
close of the twentieth century (e.g., Frank 1988; 
Hirshliefer 1987; Nesse 1990; Trivers 1971). In 
this regard, sophisticated adaptationist accounts 
of human emotion are not much older than the 
discipline of evolutionary psychology itself. 
The current review of the history of evolution-
ary approaches to emotion scholarship suggests a 
promising future for the evolutionary psychology 
of human emotion as the ratio of interesting data 
to interesting theoretical propositions appears to 
be steadily increasing.
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Religion, as far as we know, is universal across 
human cultures and time. People’s religious 
beliefs profoundly affect their perceptions of the 
world, morals and values, goals and aspirations, 
social interactions, group affiliations, and daily 
behavior. Nevertheless, religion has received 
scant attention in mainstream psychology. 
Browse any textbook in introductory psychol-
ogy—or any textbook or journal in any subdis-
cipline of psychology—and you will find few (if 
any) references to religion. In fact, you might not 
even find the word “religion” in the index.

The reasons for this unfortunate state of affairs 
are probably legion, but for present purposes I 
suggest two. First, given its multifaceted nature, 
the topic of religion does not neatly fit within 
any of the traditional subdisciplines of psycho-
logical science. The study of religion requires an 
approach that integrates perspectives from social 
psychology, developmental psychology, cogni-
tive psychology, and so on, rather than a piece-
meal approach. Relatedly, the topic transcends 
traditional boundaries between psychology, so-
ciology, and anthropology, but until recently no 
higher-order paradigm has been available within 
which to integrate perspectives at these equally 
valid but distinct levels of analysis. I suspect that 
many psychologists think of religion as a “cultur-
al” phenomenon—something that people learn 

via socialization from their parents and local 
culture—and that religion therefore falls outside 
their intellectual jurisdiction.

Despite (or because of) its exclusion from 
mainstream psychology, a substantial field of 
study referred to as the “psychology of religion” 
has emerged over the last several decades with its 
own textbooks, conferences, and journals. Unfor-
tunately, progress in this field has been hamstrung 
by the same problems noted above. Much work 
has been done examining religiosity or religious 
affiliation, as both a dependent and an indepen-
dent variable, in relation to a variety of other psy-
chological variables, but little attention has been 
paid to such “big questions” as why people are 
(nearly) universally religious, and why religious 
beliefs, though variable across cultures and time, 
take certain typical forms rather than others. The 
most common kind of answer to these questions 
in this literature (to the extent they are addressed) 
is that religious beliefs are embraced because 
they address certain postulated “fundamental” 
needs or motives. For example, researchers have 
proposed that religious beliefs satisfy needs for 
self-esteem, control, meaning, anxiety reduction 
(in general, or with respect to fear of death, in 
particular), and so on. Hypotheses about such 
motives or needs tend to be post hoc and lack a 
strong theoretical foundation, and many appear 
dubious when examined carefully from a Dar-
winian perspective. For example, an evolution-
ary perspective suggests that self-esteem is not 
a goal or motive, but rather an internal gauge of 
one’s current status with respect to adaptively 
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important social relationships: People are moti-
vated to strive for dominance, attractiveness as a 
mate, inclusion in social groups, and so forth—
success in which is reflected in feelings of high 
self-esteem—but not to strive for self-esteem, per 
se (Kirkpatrick and Ellis 2001; Leary and Downs 
1995).

An evolutionary psychological approach rep-
resents a potential solution to these problems. 
An evolutionary perspective transcends arbitrary 
subdisciplinary boundaries and serves to inte-
grate issues and approaches across such boundar-
ies; similarly, it provides a theoretical basis for 
drawing connections between the psychological 
level of analysis and the cultural level of analysis 
pursued by (evolutionary-minded) anthropolo-
gists and sociologists. Moreover, any discussion 
of “fundamental” human needs or motives is in-
herently (if implicitly) an evolutionary one, beg-
ging the question as to why humans should be 
designed in this way rather than some other way.

Fortunately, a new paradigm has emerged over 
the last 20 years—the cognitive science of reli-
gion (CSR; Barrett 2007)—that has proved enor-
mously successful at motivating and organizing 
social scientific research on religion in a manner 
compatible with—and often (though not always) 
grounded explicitly in—an evolutionary perspec-
tive. This success, relative to previous approach-
es, owes largely to two sets of organizing princi-
ples and assumptions. First, the cognitive science 
perspective is predicated on the assumption that 
there exists a species-universal psychological ar-
chitecture or “human nature,” comprising numer-
ous functionally domain-specific mechanisms or 
systems; these mechanisms and systems are con-
ceptualized as analogous to computer programs 
within the context of a computational model of 
the mind. The central problem for the psychology 
of religion, in this view, is to determine how and 
why religious belief and behavior emerge from 
this species-specific psychology.

Second, the CSR approach bridges the histori-
cal gap between psychology and anthropology 
by recognizing that a complete understanding of 
religious belief must comprise processes at both 
the individual (psychological) and cultural levels 
of analysis. A popular approach for integrating 

these perspectives is Sperber’s (1996) epidemio-
logical model of culture, which emphasizes the 
role of individual psychology in the process of 
cultural transmission of ideas, values, and prac-
tices. The transmission of an idea from one per-
son to another is not analogous to copying a file 
from one computer to another. Rather, countless 
psychological processes are involved in deter-
mining whether and how a person communicates 
an idea to another, how the receiver interprets the 
communication to create his or her own mental 
representation, and how this representation is 
evaluated. This integrative perspective has en-
abled CSR to become an interdisciplinary field 
in which religion can be understood simultane-
ously at the psychological and cultural levels of 
analysis.

Religion as a Psychological 
Adaptation

The first obvious question arising from an evo-
lutionary psychological approach to religion is 
that of whether religious belief or behavior re-
flects an adaptation designed for this purpose 
(i.e., whether we possess a religious “instinct”) 
or whether these emerge instead as by-products 
of adaptations designed for other (nonreligion-
specific) purposes. Although the notion that hu-
mans possess some kind of religious instinct has 
a long history in (traditional) psychology (e.g., 
Hood et al. 2009), adaptationist explanations for 
religion have largely fallen into disfavor among 
contemporary evolutionary psychologists and 
CSR researchers for a variety of reasons. For ex-
ample, the idea that humans possess one or more 
religion-specific adaptations has been proposed 
as a (post hoc) explanation for the facts that re-
ligion (1) appears to be a human universal, (2) 
is associated (in part) with activity in particular 
brain areas, and/or (3) is moderately heritable 
(e.g., Harris and McNamara 2008). None of these 
observations requires an adaptationist explana-
tion, however. For instance, people (or cultures) 
can independently converge on “good ideas,” 
such as wearing more clothing in cold weather or 
building canoes to traverse bodies of water, in the 
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absence of a cognitive adaptation designed spe-
cifically to motivate such behavior, and genetic 
variability in religiosity is, if anything, contrary 
to what one would expect if religion is a species-
universal adaptation (see Kirkpatrick 2006, 2008, 
for a detailed discussion).

One of the most common claims is that re-
ligious beliefs provide psychological benefits, 
such as relief from anxiety and fear—particularly 
fear of death—which in turn lead to physical 
health benefits and thus, presumably, greater re-
productive success. Proponents of this view often 
point to evidence that religiosity is correlated, in 
contemporary societies, with measures of men-
tal and physical health (including longevity), and 
that religious people tend to have more children 
(e.g., Sanderson 2008). However, Symons (1989, 
1992) long ago marshalled numerous arguments 
to show that apparent “adaptiveness” in contem-
porary populations is irrelevant to the question 
of adaptation, per se. For example, mental and 
physical health are undoubtedly correlated in the 
modern West with gym memberships and access 
to medical care, neither of which is reasonably 
attributed to cognitive adaptations designed to 
produce them.

Another commonly postulated adaptive func-
tion of religion is that of promoting within-group 
cooperation. Explaining cooperation among un-
related humans is a difficult problem for evolu-
tionary-minded researchers in light of inclusive 
fitness theory, and researchers have generated 
many hypotheses about the ways in which re-
ligion may provide a solution. Wilson (2002) 
draws upon group selection—contrary to the ob-
jections of most contemporary evolutionists—as 
an explanation for the evolution of religion as 
an adaptation designed for this purpose. Other 
researchers, unpersuaded by Wilson to adopt 
a group selectionist model, have attempted to 
find other ways around the problem. According 
to one theory, beliefs in omniscient, moralizing 
gods reflect an adaptation whose function is to 
discourage people from engaging in behaviors 
that would lead to moral condemnation if discov-
ered by others, the potential costs of which were 
increased by the evolution of language (Bering 
2006; Bering and Shackelford 2004; Johnson and 

Bering 2006). If one believes that he or she is 
constantly being watched by an omniscient, mor-
alizing god who punishes infractions, then one 
should be less likely to engage in selfish, anti-
social behaviors—and thus less likely to suffer 
the costs of reputational damage within the com-
munity.

A second adaptationist argument draws upon 
costly signaling theory. According to this view, 
religious beliefs and practices represent costly, 
and thus “honest,” signals of commitment to 
one’s social group which rests on the assump-
tion that one would not be willing to incur the 
considerable costs of religious belief and par-
ticipation in the absence of such a commitment 
(e.g., Alcorta and Sosis 2005, 2006; Irons 2001; 
Sosis 2006). By demonstrating one’s willingness 
to incur these costs, the individual gains access 
to the benefits of social inclusion. At the same 
time, one also benefits from the ability to exclude 
potential free riders from the group, thereby en-
suring that one’s investments in the group are not 
undermined by “cheaters.”

Kurzban and Christner (2011) have pointed to 
serious problems with both of these latter theo-
ries from an evolutionary perspective. Specifical-
ly, they note that the Sosis–Alcorta model is not 
strictly analogous to the costly signaling model 
of evolutionary biology because a beautiful, sym-
metrical peacock’s tail functions as an “honest” 
signal of genetic quality, not merely because the 
peacock has incurred considerable expense to 
produce it, but because peacocks of lower ge-
netic quality are incapable of producing it. The 
Bering–Johnson model, while emphasizing the 
adaptive benefits of avoiding reputational dam-
age, overlooks the adaptive benefits of engaging 
opportunistically in “bad behavior” when one is 
not being watched. Kurzban and Christner offer 
a variation on the Sosis–Alcorta model designed 
to circumvent these problems: Their suggestion 
is that because the religious beliefs of one com-
munity typically seem “crazy” to members of 
other religious communities, public commitment 
to one group’s beliefs render one unacceptable 
for membership in other groups, in the same way 
that other signs of disease, mental instability, or 
“abnormality” might. Religious beliefs are akin 
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to a tattoo signaling membership in a particular 
gang; it serves as an “honest” signal of commit-
ment to that gang that precludes the possibility of 
being accepted by a competing gang. This is an 
intriguing idea that warrants more attention than 
it has received in the literature.

Although the Sosis–Alcorta and Bering–John-
son hypotheses are problematic as theories of 
psychological adaptations that have evolved via 
natural selection, their major weaknesses may be 
solved by being reconceptualized in terms of a 
cultural evolutionary model—an idea to which I 
return later in this chapter.

Religion as an Evolutionary 
By-product

Both adaptationist theories and traditional psy-
chology-of-religion theories seem to be based on 
the (largely implicit) assumption that in the ab-
sence of certain postulated cognitive mechanisms 
or motives, people would “by default” be nonre-
ligious. In mainstream psychology, for example, 
people are often portrayed as “naive scientists” 
who use their empirical observations about the 
world to evaluate the relative merit of alterna-
tive truth claims. In contrast, much contemporary 
CSR research is predicated on the assumption 
that religious thinking emerges spontaneously 
and effortlessly from our (evolved) psychology.

The underlying assumption of most such ap-
proaches is that our species’ evolved psychol-
ogy includes a number of functionally domain-
specific systems for reasoning about the natural 
and social world (e.g., Pinker 1997; Wellman and 
Inagaki 1997). According to our evolved folk (or 
naive) physics, for example, inanimate objects 
tend to fall down if unsupported, and otherwise 
move only when acted upon by other forces. Ac-
cording to our evolved folk biology, (many) liv-
ing things are capable of self-locomotion, behave 
in functional ways (e.g., avoiding predators or 
seeking prey), and exist in the world as “natu-
ral kinds” (e.g., lions, as a group, are different 
from giraffes). Our folk psychology, designed 
for processing information about other humans, 
leads us to interpret behavior in terms of beliefs, 

desires, and goals. Theories about religion as an 
evolutionary by-product generally involve vari-
ous kinds of errors in the application of these 
systems to stimuli outside their respective natural 
domains.

For example, Guthrie (1993) reviewed many 
examples of ways in which people commonly 
misapply these psychological models beyond 
their natural domains. Psychological animism re-
sults from the application of folk-biology think-
ing to inanimate objects, as when we get angry 
and curse at our computer for crashing or our 
car for failing to start. Psychological anthropo-
morphism results from the application of folk 
psychology to nonhuman agents, such as when 
we imbue our pets with human-like thoughts 
and emotions. Such errors are readily generated 
when, for example, inanimate objects appear 
to violate expectations of folk physics, such as 
apparent self-propulsion (Premack 1990). It is 
therefore no surprise that gods are widely associ-
ated across cultures with such phenomena as the 
moon, sun, and stars. Moreover, these cognitive 
systems appear to be calibrated to err on the side 
of caution, like a fire alarm, in light of the asym-
metrical costs of false-negative and false-positive 
errors (cf. Haselton and Buss 2000). As Guthrie 
(1993) put it, it is generally a safer bet to mistake 
a stick for a snake than vice versa.

A second (but not incompatible) approach 
suggests that religious beliefs involve various 
other kinds of violations of “intuitive” inferences 
vis-á-vis these evolved psychological systems. 
According to Pinker (1997), for example, super-
natural beliefs typically involve the perception 
of objects or deities as essentially human-like 
in most ways (i.e., in ways consistent with our 
folk psychology) but that violate our intuitions in 
other ways, such as being invisible or able to fly 
(Pinker 1997). Boyer (1994, 2001), along with 
numerous other researchers (e.g., Atran 2002; 
Atran and Norenzayan 2004; Barrett 2004), ar-
gued that human minds find such ideas particu-
larly intriguing, memorable, and worthy of trans-
mitting to others. The ideas that are most memo-
rable and transmittable are those that comprise an 
optimal balance of intuitive and counterintuitive 
components.
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A third (and, again, compatible) approach has 
been to focus on specific psychological mecha-
nisms and processes associated with folk biology 
and psychology. For example, a central compo-
nent of our evolved folk biology appears to be 
psychological essentialism. As summarized by 
Gelman et al. (1994), people seem to believe im-
plicitly that…

categories are discovered rather than arbitrary or 
invented; they carve up nature at its joints. The 
underlying nature, or category essence, is thought 
to be the causal mechanism that results in those 
properties that we can see. For example, the 
essence of tigers causes them to grow as they do—
to have stripes, large size, capacity to roar, and so 
forth. (p. 344)

Based on this kind of reasoning, even second 
graders understand that bleaching the stripes of a 
tiger and adding a mane would not turn it into a 
lion because its essential “tigerness” has not been 
altered (Keil 1989). Such essentialist thinking 
might be responsible for animistic beliefs about 
spirits residing in trees and animals, totems, and 
the perception of certain objects as “sacred” 
(Kirkpatrick 1999, 2005).

Similarly, a central component of our evolved 
folk psychology is what has come to be known 
as theory of mind. Once a supernatural agent is 
recognized as human-like, a host of inferential 
processes whir into action to discern the agent’s 
beliefs, motives, emotions, and goals. Bering 
(2011) has recently explored a variety of ways in 
which theory-of-mind processes give rise to re-
ligious beliefs. For example, we perceive events 
in the world as being purposeful, reflecting the 
gods’ desires and goals, and our ability to think 
about another person’s mind as distinct from 
their body leads readily to the notion that mental 
capacities may survive (bodily) death, giving rise 
to beliefs about an afterlife.

My own contribution to this literature (Kirk-
patrick 1999, 2005) has been to suggest that the 
specific kinds of beliefs and desires people proj-
ect onto supernatural agents are further shaped 
by a variety of functionally domain-specific, 
social-psychological cognitive adaptations. 
Many of the most-challenging adaptive problems 
faced by humans over their evolutionary history 

involve negotiating and manipulating relation-
ships with other people. As a consequence, we 
possess evolved systems corresponding to many 
functionally distinct kinds of interpersonal rela-
tionships. For example, the attachment system 
(Bowlby 1969) appears to be of particular impor-
tance in modern Christianity for supporting per-
ceptions of (and individual differences in) God as 
a parent-like figure who loves and cares for his 
children (see Granqvist and Kirkpatrick 2013, for 
a review of this burgeoning attachment-to-God 
literature).

Numerous other social cognitive systems are 
at least as important as attachment for under-
standing the kinds of religious beliefs that likely 
have characterized most humans across time and 
place (see Kirkpatrick 1999, 2005, for detailed 
discussions). In polytheistic belief systems, rela-
tionships with gods frequently take the form of 
social-exchange relationships in which gods offer 
specific benefits to people in exchange for people 
performing particular rituals, offering sacrifices, 
or observing certain codes of behavior (Burkert 
1996). Such social-exchange reasoning may also 
undergird and guide beliefs about rewards forth-
coming in an afterlife if one behaves in certain 
ways in the here and now. Our evolved coalition-
al psychology—which is designed to maintain 
and monitor alliances and coalitions both within 
and between groups—plays an important role 
in promoting cooperation within religious com-
munities or cultures as well as conflict between 
them. Psychological mechanisms dedicated to 
identifying kinship relations and treating kin 
preferentially may underlie the ubiquitous phe-
nomenon of ancestor worship, and promote intra-
group cooperation by encouraging the perception 
of in-group members as fictive kin (Batson 1983; 
Crippen and Machalak 1989). Other cognitive 
systems dedicated to intrasexual competition—
for dominance, prestige, and mates—may under-
lie some of the seamier aspects of religion, such 
as the ways in which religious authority is trans-
lated into political power, control over mates, and 
so forth (Buss 2002), as well as perceptions of 
God or gods as awesome, dominant figures to be 
worshipped and offered subservience.
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The Mickey Mouse Problem

The preceding discussion illustrates ways in 
which beliefs about anthropomorphized super-
natural agents emerge spontaneously from, and 
are deemed plausible by, our species-specific 
psychology. However, these same kinds of pro-
cesses also explain how we think about—and 
are entertained by—stories about Santa Claus, 
superheroes, and other fictional characters. The 
comic book hero Superman, for example, is hu-
man-like in nearly every way—a point further 
underscored by his alter ego, Clark Kent—except 
that he has immense physical strength, the abil-
ity to leap over tall buildings in a single bound, 
and X-ray vision. This raises a problem for by-
product theories of religion, however, known as 
the Mickey Mouse problem: Few people believe 
that Superman or Mickey Mouse actually ex-
ists—much less that one could have some kind of 
social relationship with them or that they could 
exert important influences on one’s life. For that 
matter, even the most ardent believers within any 
particular religion reject the countless other gods 
that characterize religions other than their own. It 
is one thing to explain why people find the exis-
tence of supernatural agents plausible and inter-
esting, but another to explain why they believe in 
the ontological existence of some but not (most) 
others.

One obvious response to the Mickey Mouse 
problem is that the gods we believe in are those 
that are endorsed by our parents and other 
trusted members of our local culture: We ac-
quire our particular beliefs via acculturation or 
social learning. Although natural selection has 
equipped us with many abilities to negotiate the 
physical and social world, it has also equipped us 
with an extraordinary ability to learn from oth-
ers. Our evolved food preferences tend to steer 
us from foods that taste bitter or sour (and thus 
are likely to contain toxins or illness-inducing 
bacteria), and toward sweet and fatty foods (that 
provide essential nutrients), but these individual-
level adaptations provide only a rough guide to 
the offerings and dangers of any particular local 
ecology. For details, we rely heavily on cultur-
ally accumulated knowledge. Analogously, we 

find some ideas about the world (including su-
pernatural agents) more or less intuitively plau-
sible than others, but rely on our local culture to 
determine which to believe and which to reject. 
The effects of conformity bias plays a central role 
in all theories of cultural evolution and gene–cul-
ture coevolution (e.g., Boyd and Richerson 1985; 
Richerson and Boyd 2005). In one sense, the an-
swer to the Mickey Mouse problem is that you 
probably have never met anybody who believes 
that Mickey Mouse really exists. You probably 
believed in Santa Claus for the first few years of 
your life—for as long as the adults around you 
played along, anyway—but then you probably 
stopped believing in Santa Claus when those 
adults abandoned the charade.

The Santa Claus example is useful for mak-
ing another important point: Contrary to my 
simplistic depiction immediately above, I’ll bet 
that you did not just suddenly abandon a strongly 
held belief about Santa the moment a parent told 
you otherwise. What probably happened instead 
is that at some point in your early cognitive de-
velopment, you began to spontaneously develop 
your own doubts about the story. How does he 
manage to service the entire world in one night or 
be in multiple shopping malls at the same time? 
Flying reindeer? Elves? You probably began pep-
pering your parents with questions about these 
“counterintuitive” elements of the story that 
seemed problematic, and for a while they proba-
bly succeeded in assuaging some of those doubts. 
Eventually, though, you wore them down, and 
they finally admitted that the whole story was a 
(well-meaning) hoax.

So what is the difference between beliefs 
about Santa Claus and those about God or gods? 
Why is it that counterintuitive elements in the 
Santa story inevitably sow the seeds of their own 
demise, but not in the “story” about God or gods? 
I suggest that the answer is the same as it is to 
this question: Why is it that after you have cursed 
in anger at your computer for freezing, or your 
car for not starting, you quickly (I hope) realize 
that the offending object is not really a sentient 
agent who can be persuaded by physical threat 
to treat you better in the future? The reason is 
that you have, readily available at your disposal, 
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a more intuitively plausible mental model of the 
computer or car as an inanimate object that is 
occasionally subject to electronic or mechanical 
failure. (It is also worth noting that despite this 
realization, you might still find yourself angry 
at the computer or car: In a modular mind, it is 
entirely possible for multiple, mutually inconsis-
tent beliefs to coexist. See Kurzban 2010, for a 
thorough discussion). In the case of Santa Claus, 
a more intuitively plausible explanation for the 
facts is that your parents drank the milk and left 
the presents, and that shopping malls hire people 
to dress up and pretend to be Santa.

Religious beliefs, in contrast, are notoriously 
immune to empirical disconfirmation, and alter-
native explanations for the same phenomena often 
are either not readily available or not any more 
intuitively plausible. For most of human history, 
there simply did not exist a better explanation for 
the sun’s and moon’s apparent self-propulsion 
and immunity to gravity than that they are, or 
are inhabited or driven by, supernatural agents. 
Although scientific explanations for many such 
phenomena are available in the modern world, 
such explanations are often more counterintui-
tive than religious explanations. Consequently, 
intuitively appealing religious explanations are 
not easily trumped by alternative, naturalistic ex-
planations in the same way as is the immediate 
but short-lived perception of your computer or 
car as a sentient being that is deliberately frus-
trating your goals.

Cui Bono?

Although there is little doubt that people tend to 
adopt the specific religious beliefs of their fam-
ily and/or local culture, this explanation begs 
the question as to why particular sets of beliefs 
become widespread within and across cultures 
while others do not. Dennett (2006) suggests 
that, from an evolutionary perspective (broadly 
defined), the question should be framed in terms 
of “cui bono?”—that is, who or what benefits? 
In this section, I briefly sketch some of the many 
kinds of answers that have been offered to this 
question.

Memes

Dawkins (1976) introduced the term “meme” 
to represent an analog to the “gene” as a unit 
of selection and suggested that the evolution of 
memes—ideas behaviors, beliefs, etc.—might 
be explained by processes analogous to natu-
ral selection. From this perspective, one can 
think about the differential success of alterna-
tive memes in terms of properties of the memes 
themselves that favor or disfavor their transmis-
sion (i.e., their “reproductive success”), relative 
to alternative memes, in a given cultural milieu. 
Some memes are popular because they have fea-
tures that make them attractive to human minds, 
such as catchy jingles or trendy musical acts, 
irrespective of the costs or benefits to the indi-
viduals or social groups adopting them. Dawkins 
(1993) has argued that religion memes have cer-
tain properties that enhance the likelihood of 
their own transmission not only irrespective of 
any benefits that such memes might have but de-
spite being harmful to the individuals and social 
groups that adopt them: They are, in his words, 
“viruses of the mind.”

Although it is not typically presented in these 
terms, much of the research in contemporary 
CSR discussed earlier—for example, the notion 
that religious ideas reflect an optimal balance of 
intuitive and counterintuitive beliefs—exempli-
fies this memetic perspective in a crucial sense: 
Religious ideas succeed merely because they are 
good at getting themselves reproduced, irrespec-
tive of any benefits (and perhaps despite costs) 
conferred on the individuals who contribute to 
their reproduction. To answer the “cui bono?” 
question, perhaps we need to look no further than 
the memes themselves: Perhaps religion memes 
have other characteristics that cause them to be 
more “believable” than Mickey Mouse. Dawkins 
(1993) suggests, for example, that religion 
memes often contain ancillary instructions, such 
as “I am true” or “do not doubt me” that contrib-
ute to their success.

On the other hand, there are several reasons 
to think that this is only part of the answer. For 
one, whereas cartoon characters and hair styles 
come and go in popularity, religious ideas evince 
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a considerably greater level of staying power that 
requires explanation. Second, even seemingly 
arbitrary cartoon-character memes and hairstyles 
may owe at least part of their success to functions 
for which they were initially created or that they 
subsequently come to acquire. The catchy com-
mercial jingle that gets stuck in your head was 
created by clever marketers to do exactly that 
(and increase the likelihood that you will pur-
chase a product). Viral cat videos are beneficial 
to the individuals who find them amusing, if only 
by helping them to enjoy themselves. These vid-
eos are memorable and readily transmitted in part 
because of the psychological benefits they offer. 
Hair, clothing, and musical styles may start out 
as completely arbitrary, but often come to take on 
important social functions related to status and 
coalitional boundaries. In sum, it seems likely 
that religion memes owe their success not only to 
their intrinsic memorability or transmitability but 
also to other functions or benefits that they come 
to provide for individuals or groups.

Individuals

I argued earlier in this chapter against the idea 
that humans possess religion-specific cognitive 
adaptations—that the answer to the “cui bono” 
question is “genes”—by virtue of postulated 
benefits to individuals. However, this is not to 
say that religion does not provide such benefits. 
There is no doubt that beliefs about an afterlife 
are comforting to those approaching death or 
coping with the death of loved ones, for exam-
ple, or that beliefs about a creator god satisfy the 
curiosity of people wondering about the myster-
ies of the universe. The traditional psychology-
of-religion literature is replete with examples of 
psychological benefits purported to be associated 
with religion, many of which are probably true. 
People who have experienced such psychologi-
cal benefits are likely to not only retain them but 
also pass them along to their children and other 
relatives and loved ones. A worthy goal for future 
research would be to reevaluate and reconceptu-
alize this previous work from an evolutionary 
psychological perspective.

At the same time, however, religious ideas 
can be employed in the service of other functions 
that benefit selfish individuals in more nefarious 
ways: They can serve as powerful tools for ma-
nipulating the behavior of others. Many religious 
ideas, such as moral and sexual proscriptions, 
would be highly beneficial to an individual (and/
or his or her reproductive success) if everyone 
else accepted them: It benefits you, for example, 
to persuade everyone around you that God wants 
them to behave altruistically toward their neigh-
bors. Kings and other rulers throughout history 
have promulgated the belief that their power and 
status is sanctioned by the gods—or even that 
they are deities themselves. Buss (2002) calls 
attention to the fact that religious leaders some-
times promulgate beliefs that provide them with 
mating opportunities or regulate other people’s 
sexual behavior in other ways that benefit them-
selves. In their haste to document the purported 
benefits of religion, psychology-of-religion re-
searchers have given scant attention to this seam-
ier side of religion.

Another intriguing hypothesis has been of-
fered by Weeden et al. (2008). Contrary to the 
usual assumption that people’s participation in 
religion leads them to hold particular beliefs 
about sexuality (e.g., to support committed, mo-
nogamous marriage, and other “family values”), 
Weeden et al. argue that the causal direction 
might be reversed such that religious institutions 
have evolved (in a cultural evolutionary sense) 
to provide a “family-friendly” home that attracts 
individuals pursuing long-term, monogamous 
mating strategies. In two empirical studies, they 
show that moral views about sexual behavior are 
more strongly linked to religious attendance than 
are other moral issues and that individual dif-
ferences in mating strategies are more powerful 
than standard personality variables in predicting 
religious attendance. Although this theory might 
be limited with respect to explanatory breadth—
beliefs about sex and morality represent a part of 
“religion”—it offers a unique way of thinking 
about how cultural evolution, in general, and the 
cultural evolution of religion, in particular, can 
be shaped by individual differences in adaptive 
strategies.



776 Religiosity

Groups

The idea that religious serves the function of 
enhancing cooperation and cohesion of cultural 
groups has a long history in anthropology and 
sociology (e.g., Durkheim 1995; Turner 1995) 
and continues to be a central focus of much con-
temporary research in CSR and related fields. 
Many of these modern approaches draw heavily 
upon evolutionary ideas, although they do so in 
a dizzying variety of ways. Given that a review 
of these literatures is well beyond the scope of 
the present chapter, I offer only a few brief com-
ments.

First, I suggest that some of the adaptation-
ist hypotheses reviewed earlier in this chapter 
are better conceptualized as the result of cultural 
evolutionary processes that benefit groups, rather 
than as (genetically) evolved adaptations that 
benefit individuals. Wilson’s (2002) demonstra-
tions of religion enhancing cooperation, enabling 
cultures to accomplish remarkable feats that 
would be impossible otherwise, would be decid-
edly less controversial if conceptualized this way. 
Although evolutionary biologists have raised se-
rious doubts about Wilson’s model with respect 
to natural selection (e.g., West et al. 2011), the 
idea that cultural practices can evolve via group 
selection by virtue of intergroup competition is 
less controversial (though it also has its share of 
detractors; e.g., Pinker 2012). Similarly, the Al-
corta–Sosis model seems uncontroversial when 
viewed as a cultural evolutionary model rather 
than a biological evolutionary one: That is, cost-
ly rituals are a “good idea” that many cultures 
have invented (or discovered) that are effective 
in promoting group solidarity and cooperation, 
in much the same way as modern state societies 
have invented such things as police forces, secu-
rity cameras, and taxation systems to “encour-
age” cooperation.

Similarly, the shortcomings of the Bering–
Johnson hypothesis about moralizing gods as an 
adaptation are readily resolved by reconceptual-
izing the model as a cultural evolutionary rather 
than biological-evolutionary one. Indeed, No-
renzayan (2013) has recently done exactly this. 

Like Bering and Johnson, Norenzayan proposes 
that beliefs about omniscient, moralizing gods 
function to encourage prosocial behavior and 
discourage selfish (“cheating”) behavior. How-
ever, Norenzayan argues that beliefs about “big 
gods” have, over time, outcompeted alternative 
kinds of beliefs in a process of cultural or memet-
ic evolution, because cultures that have adopted 
such belief systems have historically outcom-
peted cultures that did not. Moreover, he offers 
an important empirical observation that favors 
his cultural evolutionary hypothesis over Bering 
and Johnson’s cognitive adaptation hypothesis: 
“Big gods” are a recent invention. In a sweep-
ing review, he shows that for most of human his-
tory, gods were perceived as either indifferent to 
human behavior, incapable of punishing wrong-
doing, or both.

Conclusions

The emergence of CSR as an interdisciplinary 
approach to religion has already produced far 
more creative and promising ideas about religion 
than did a previous century of psychologists and 
anthropologists working in isolation. Religion 
cannot be understood at either level of analysis 
alone. As I have argued throughout this chapter, 
the explanation for the breadth and diversity of 
religious phenomena cannot be found exclusive-
ly in terms of cognitive adaptations designed by 
natural selection to produce them. Rather, other 
levels of analysis—including cultural evolution-
ary models of various sorts—are needed. On the 
other hand, such cultural models must be based 
on a solid psychological foundation which, in 
turn, must be grounded in evolutionary theory. 
Much progress has been made in the short his-
tory of CSR: Psychologists are gradually incor-
porating more cultural-level thinking into their 
work, while anthropologists are gradually incor-
porating more psychological-level thinking into 
theirs. Moreover, researchers from other disci-
plines have joined the cause and brought unique 
perspectives from their own disciplines. There is 
still a long way to go, but the future is bright.
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A recent focus in comparative research has been 
the identification of social cognitive skills in 
nonhumans. Researchers have sought evidence 
for traits traditionally deemed unique to humans, 
such as the capacity for theory of mind (i.e., 
the ability to represent and reason about mental 
states in other organisms; Premack and Woodruff 
1978). Some capacity for theory of mind might 
facilitate other social cognitive skills and behav-
iors, such as cooperation, prosocial behavior, 
and reputation formation. Research on each of 
these topics has been accumulating at a frenetic 
pace, including tests of various previously under-
studied species. However, there remain signifi-
cant gaps in the literature. Namely, researchers 
have focused on the social intelligence hypoth-
esis (Humphrey 1976; Jolly 1966) as the best 
predictor of advanced social cognitive skills to 
the neglect of studies with other species that do 
not live in large, social groups. Such studies are 
necessary to determine whether group-living is 
a necessary, or merely sufficient, condition of 
social cognitive skills. We briefly review various 
hypotheses regarding the emergence of social 
cognitive capacities, followed by a synopsis of 

the most recent and controversial comparative 
research in several key areas. We conclude that 
the field has been hindered by an anthropocen-
tric focus on human-like capacities and that other 
interesting species-specific cognitive mecha-
nisms may remain just out of sight when viewed 
only through our human-centric lens.

Machiavellian Hypothesis

The Machiavellian intelligence hypothesis 
(Whiten and Byrne 1988) has been presented 
as an explanation for the advanced social skills 
of group-living species, in particular, humans. 
It purports that humans evolved a keen intellect 
to outcompete conspecifics through their supe-
rior social skills (Whiten and Byrne 1997). For 
group-living to persist, it must be beneficial to 
individuals. Natural selection will not directly se-
lect behaviors that are best for the group, which 
can lead to an environment that favors individuals 
capable of social manipulation at the expense of 
group-mates. A key element of the Machiavellian 
hypothesis is the use of deception, which pro-
tects manipulative individuals from the possible 
threat of ejection from the group for promoting 
their own interests. It would also be beneficial for 
manipulations to result in compensatory gains for 
group members through cooperation (Bryne and 
Whiten 1997), which would result in benefits to 
all those involved, minimizing any costs associ-
ated with being deceived. The Machiavellian hy-
pothesis predicts the greater use of deception and 
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social manipulation in species that have evolved 
for group-living, regardless of whether deception 
is used to alter mental states as well as behavior.

Social Intelligence Hypothesis

The social intelligence hypothesis proposes that 
the ability to reason about group-mates and pre-
dict their behavior affords greater benefits in 
social settings (Humphrey 1976; Jolly 1966). 
Social intelligence can be defined as intelligence 
applied to the social world and to other living or-
ganisms (Whiten and Van Schaik 2007). It is key 
to organizing and maintaining complex social en-
vironments through the representation of recipro-
cal, altruistic, and kin relationships. As with the 
Machiavellian hypothesis, the social intelligence 
hypothesis assumes that greater complexity in 
groups predicts greater cognitive complexity 
as well, at least in the social domain. Whereas 
Machiavellianism refers to outcompeting group 
members through social manipulation, social 
intelligence more broadly refers to the ability to 
track and utilize knowledge about various group 
members to facilitate cohesive group-living in 
navigating both affiliative and agonistic relation-
ships.

Although early field and lab studies focused 
on social cognition in nonhuman primates, social 
intelligence can also be found in many nonpri-
mate group-living species, such as cetaceans, 
corvids, chiroptera, and canines. Bottlenose dol-
phins live in fission–fusion societies, much like 
chimpanzees, which require the ability to rec-
ognize many individuals and their relationships 
with others (Connor 2007). Male bottlenose dol-
phins form alliances with other males, often to 
defend females from other alliances. Therefore, 
male bottlenose dolphins that are able to form 
and maintain these complex social relationships 
have increased fitness via increased mating op-
portunities compared with males who fail to form 
such relationships. This same strategy has also 
been found in bats (Carter and Wilkinson 2013a), 
particularly in polygynous species. Dominant 
male bats will tolerate the presence of subordi-
nate males as they help them ward off foreign 

males. With the help of subordinates, who are 
often relatives, the dominant male can defend 
larger groups of females. Although the cognitive 
abilities of bats have seldom been tested, dol-
phins have, for example, been shown to excel at 
tests of social learning (Jaakola 2012).

The study of social skills in such a diverse 
range of social species is a welcome contribution 
to the literature. However, one can neither con-
firm nor dispute the social intelligence hypoth-
esis unless, in addition to showing evidence for 
sophisticated social cognition in social animals, 
we also show a lack of such abilities in less so-
cial animals. Even in nonhuman primates, less 
research has been conducted on relatively less so-
cial species, such as pair-bonded species like gib-
bons, titi monkeys, owl monkeys, and some cal-
litrichids (marmosets and tamarins). Orangutans 
are the most studied of the relatively solitary pri-
mates, and their social cognitive skills thus far 
do not appear appreciably different from those of 
the other great apes based on research from the 
Tomasello–Call research group at the Wolfgang 
Kohler Institute at Maxx Planck in Leipzig (Her-
rmann et al. 2007).

Outcompeting More Physically 
Dominant Species

The preceding hypotheses focus on the emer-
gence of social cognitive skills as an adaptation 
for outcompeting group-mates. An alternative hy-
pothesis is that advanced social cognitive skills, 
particularly mind reading, may have emerged in 
order to allow humans to predict the behaviors of 
both nonhuman competitors and prey (see also 
Vonk and Aradhye in press). Homo sapiens out-
competed all of the hominid species that have 
been discovered in the fossil record. This seems 
counterintuitive given that most other hominid 
species that lived alongside early H. sapiens 
were larger and more robust, suggesting that they 
would have been physically dominant (Haviland 
et al. 2005).

One explanation could be that H. sapiens had 
the evolutionary advantage of intelligence. As 
early humans evolved larger brains capable of 
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more complex reasoning, they started making and 
using tools. From the fossilized remains of the 
brain cavity, certain features of the brains of early 
Homo species such as Homo habilis suggest that 
they may have had rudimentary language skills. 
This hypothesis is supported by evidence of the 
tools they made, most of which appear to have 
been made by right-handed individuals. Handed-
ness is associated with lateralization of the brain, 
which is associated with language skills (Havi-
land et al. 2005). Their combined intelligence, 
language skills, and tool use would have enabled 
them to compete with the larger and more physi-
cally dominant hominid species during that time 
period. It is also possible that these advances in 
cognitive abilities allowed H. sapiens to occupy 
a different ecological niche and to exploit differ-
ent resources such that they may not have been in 
direct competition with other Homo species with 
whom they coexisted.

Reinterpretation Hypothesis

The preceding hypotheses allow for the possi-
bility that other group-living species may have 
evolved similar cognitive abilities, dependent 
on the complexity of their social groups. Alter-
natively, the reinterpretation hypothesis posits 
a stricter cognitive divide between humans and 
even their closest living relatives (Povinelli and 
Giambrone 1999). This hypothesis suggests that 
the foundation for advanced mind-reading skills 
was present in the most recent common ancestor 
of humans and other primates and is present in 
our closest relatives today. This basic foundation 
for theory of mind is the ability to interpret the 
behaviors of others and make predictions about 
future behaviors based on these observable be-
haviors. For instance, a chimpanzee may have 
learned that the direction of another’s eye gaze 
predicts the presence of something interesting. 
The chimpanzee can thus form an abstraction of 
a likely subsequent behavior or event based on 
behaviors that he directly observes. The foun-
dation for predicting future behaviors based on 
observed behaviors may be shared widely in the 
animal kingdom, but, alongside this ability, the 

capacity to infer internal mental states as causes 
for behaviors may have emerged only in the 
human lineage (Povinelli and Giambrone 1999; 
Povinelli et al. 2000).

A human might infer that the chimpanzee’s 
gaze is directed at something that he sees and is 
interested in. Thus, the human interprets the gaze 
to reflect an internal state of seeing, on which in-
ternal states of knowing may also be based. This 
reinterpretation hypothesis allows that chimpan-
zees and other primates have sophisticated social 
reasoning skills that they share with humans: the 
ability to reason about others’ behaviors. The abil-
ity to reason about and reinterpret the behaviors 
as arising from mental states—such as emotions, 
desires, beliefs, goals, and knowledge—evolved 
later in humans and is merely an additional aid 
to behavioral interpretation. It is presumed that 
this additional capacity allows humans to make 
more flexible predictions in a variety of contexts 
because mental states may form the basis for a 
range of behaviors widely applied. Reasoning 
about behaviors alone may allow one to form in-
ferences only in closely related contexts. There 
is no existing hypothesis by which a system for 
mind reading bypasses the presumed earlier sys-
tem for interpreting and making predictions from 
observable behaviors (see also Povinelli and 
Vonk 2003, 2004). The mind-reading system de-
pends upon the behavior-reading system in that 
mental states, being unobservable, can only be 
inferred from observable behavioral states. Thus, 
an organism must first reason about and under-
stand the implications of observable states and 
only then can make an additional inference about 
the underlying cause of the behavioral state—
namely, a mental state.

The Unobservability Hypothesis

A related idea is the hypothesis that humans alone 
can reason about unobservable entities, such as 
causal forces, which include mental states such 
as feelings, beliefs, desires, and intentions (Vonk 
and Povinelli 2006). Evidence that nonhumans 
reason about underlying motives for behavior, 
including knowledge states, would argue against 
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the unobservability hypothesis, but, to date, ex-
perimental “evidence” has been subject to mul-
tiple interpretations (Penn and Povinelli 2007; 
Povinelli and Vonk 2003, 2004).

Enculturation Hypothesis

Initially, researchers found that human-like rear-
ing may engender chimpanzees with human-like 
abilities, such as mind reading. These researchers 
focused on the unique rearing histories of captive 
individuals under the notion that human rearing 
might allow for the expression of cognitive ca-
pacities not witnessed in wild counterparts, or in 
captive individuals raised under less cognitively 
enriched circumstances. The enculturation hy-
pothesis assumes that other apes might share the 
basic neural architecture for cognitive capacities, 
such as theory of mind, but require a particular 
environment rich in dyadic interactions in order 
for these capacities to be fully realized. This hy-
pothesis initially received strong support from 
studies indicating that apes reared by humans 
displayed stronger evidence for social learning, 
theory of mind, and other cognitive skills (Call 
and Tomasello 2008). However, when revisited 
years later, the growing “evidence” for equiva-
lent capacities in nonenculturated apes called the 
emphasis on rearing environment into question. 
Langer (2000) proposed that enculturation may 
instill quantitative, but not qualitative, changes in 
great ape cognitive development. Similarly, Ber-
ing (2004) proposed that the early-seen advan-
tage for enculturated apes on cognitive tests may 
have to do more with exposure to, and subsequent 
proficiency with, human cultural artifacts than to 
the nature of early social interactions.

Vygotskian Cultural Intelligence

A related hypothesis shares the emphasis on early 
interactions between parents and their offspring 
in facilitating the emergence of sophisticated 
social reasoning skills. The Vygotskian cultural 
intelligence model suggests that, whereas the de-
velopment of cognitive abilities among primates 

in general was probably driven by social com-
petition (Humphrey 1976), the development of 
humans’ unique cognitive abilities was driven by 
social cooperation (Moll and Tomasello 2007). 
Humans are equally capable of reasoning about 
both competitive and cooperative social interac-
tions. In addition, during development, humans 
acquire cooperative social reasoning skills from 
a very early age (for a review, see Moll and To-
masello 2007). This hypothesis builds upon the 
influential Vygotskian framework that stressed 
the importance of sociocultural interactions in 
shaping human cognitive development. In par-
ticular, Vygotsky stressed learning traditions and 
culture from others with more expertise within 
a given culture. This hypothesis suggests that 
chimpanzees and other nonhuman primates will 
do best on studies that require them to reason 
about social cues in competitive, rather than co-
operative, paradigms because this is the situation 
that is most typical in their native social groups 
(see also Hare 2001; Hare and Tomasello 2004). 
For humans, however, cooperative interactions, 
necessary for trade and commerce, for example, 
are critical. The Vygotskian cultural intelligence 
hypothesis focuses on the tendency of human 
caregivers to engage in joint attention, gaze shar-
ing, and other dyadic interactions that emphasize 
communicative intent and foster the development 
of abilities, such as theory of mind (Moll and To-
masello 2007).

This hypothesis is supported by findings that 
chimpanzees more easily utilize social cues such 
as gaze following in competitive paradigms rath-
er than in more traditional cooperative paradigms 
(Hare and Tomasello 2004). For example, they 
excel in studies testing their ability to choose 
which piece of food to approach first, when only 
one piece can be seen by a dominant conspecific 
who will have access to the same enclosure (Hare 
et al. 2000, 2001). In tests requiring them to ask 
a human for food (Povinelli and Eddy 1996), 
they have been less skilled (Hare and Tomasello 
2004). In addition, they are less likely than human 
children to actively engage others in cooperative 
ventures, although there is some evidence that 
they are willing to help both human experiment-
ers and other chimpanzees (Warneken and Melis 
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2012). Recently, researchers found that chimpan-
zees provided help to both humans and conspe-
cifics, but, compared to children, helped less in 
collaborative compared to noncollaborative tasks 
(Greenberg et al. 2010). This finding supports 
the supposition that chimpanzees, unlike young 
humans, are more prepared to cooperate when 
focused on their own unique goals, rather than 
when focused on dyadic interactions. Important 
differences in the cooperative skills of chimpan-
zees and children suggest that either biological or 
environmental differences engender discontinu-
ity in social cognitive skills (Warneken and Melis 
2012). The Vygotskian cultural intelligence hy-
pothesis focuses more heavily on environmental 
factors.

Domestication Hypothesis

In contrast, the domestication hypothesis focuses 
on the shaping of particular behaviors and cogni-
tive traits over the course of a long process by 
which characteristics that aid in human/domes-
tic animal interactions are selectively bred (Hare 
et al. 2002; Hare and Tomasello 2004). Notably, 
the process of domestication selects for strong 
social skills with regard to interactions with hu-
mans rather than interactions with conspecifics 
(Agnetta et al. 2000; Hare et al. 2010). In addi-
tion, strong social skills found in animals that 
humans interact with regularly are due to innate 
abilities selected for during domestication, rather 
than ontogenetic effects, such as “enculturation” 
or having extensive experience with humans. 
This hypothesis suggests that the nonhuman ani-
mals with the most sophisticated social reasoning 
skills will be the ones with the longest evolution-
ary history with humans that involves working in 
situations where following human cues and di-
rections would be advantageous. It predicts that 
even young domestic dogs will be better at read-
ing human social cues than wolves and other wild 
canids, and chimpanzees (Agnetta et al. 2000; 
Bräuer et al. 2006; Hare et al. 2002, 2010).

Support for the domestication hypothesis has 
largely come from the object choice task. The 
subject must use a human pointing cue to locate 

a piece of food hidden in one of (usually) two 
locations. Dogs are excellent at these tasks and 
can use even subtle cues, such as head turning, 
nodding, or even gaze, and they seem to under-
stand something of the intentional, communica-
tive nature of pointing (Kaminski and Nitzschner 
2013). Adult wolves perform similarly to dogs; 
however, they require intensive socialization and 
are slower to develop the ability as pups (Gácsi 
et al. 2009; Udell et al. 2008, 2012; Virányi 
et al. 2008). Coyotes (Udell et al. 2012), dingoes 
(Smith and Litchfield 2010), and Pampas foxes 
(Barrera et al. 2011) have shown some ability 
to follow points, although the dingoes (the only 
canid in which other cues were tested) struggled 
with gaze cues. Overall, domestic dogs are better 
than their closest relatives—and our closest rela-
tives, chimpanzees—at following human social 
cues (Bräuer et al. 2006; Kirchhofer et al. 2012).

Other domesticated animals show some abil-
ity to follow human gestures, including cats, 
horses, and goats (Kaminski et al. 2005; Maros 
et al. 2008; Miklósi et al. 2005). Cats follow 
points comparably to dogs, but have not been 
tested on other cues. Horses and goats appear 
to rely on stimulus enhancement when follow-
ing points. Some nondomesticated animals can 
follow human pointing cues as well, including 
dolphins (Pack and Herman 2007) and fur seals 
(Scheumann and Call 2004). Although many ani-
mals are capable of using human cues to some 
extent, dogs stand out as being superior at read-
ing human communicative gestures. Dogs and 
humans share a long, rich evolutionary history, 
even compared to other domesticated animals. 
That they are excellent at reading human social 
gestures speaks to this history and supports the 
hypothesis that domestication is responsible for 
strong social skills. However, given the debate 
about comparisons between domestic dogs and 
enculturated wolves, as well as between stray 
dogs and house pets (Hare et al. 2010; Udell et al. 
2008; Wynne et al. 2008), the contribution of the 
longer evolutionary history of canid social orga-
nization should not be ignored. It seems probable 
that only those species that have already evolved 
the capacity for particular social skills will have 
those skills enhanced through the process of 
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domestication such that they can be applied to 
human interactions.

Experimental Evidence

Emotion State Understanding

Living in large social groups demands the ability 
to predict behavior from outward signs of inter-
nal emotional states. This ability helps regulate 
social interactions between individuals and is 
pronounced in primates. Parr (2001) found that 
chimpanzees were able to categorize emotional 
videos by selecting the appropriate correspond-
ing photograph of expression in a conspecific. 
For example, chimpanzees watched videos of 
chimpanzees being darted by veterinarians and 
selected the fear grimace rather than the play-
face expression. However, matching videos of 
chimpanzees reacting either negatively or posi-
tively to a corresponding photograph of a chim-
panzee’s positive or negative facial expression 
may be nothing more than an artifact of having 
formed associations between negative (or posi-
tive) experiences and negative (or positive) emo-
tions on the faces of conspecifics. Thus, they may 
not have needed to reason about the underlying 
mental state giving rise to the expression. As with 
studies of theory of mind, it is difficult to tease 
apart when animals are learning associations 
based on observed physical features and when 
they are reasoning about underlying internal 
states, such as emotions, in a way that reflects an 
abstract conceptual representation of the causes 
and consequences of different emotional states 
(see also Vonk and Povinelli 2006).

Gácsi et al. (2004) found that dogs were able 
to recognize the role of their owner’s facial orien-
tation in social contexts, outperforming chimpan-
zees tested in previous studies. When humans re-
acted emotionally (happy, neutral, or disgusted) 
to objects in containers hidden from dogs’ view, 
dogs were able to appropriately distinguish be-
tween the containers, choosing the one that the 
human had reacted to positively (Buttelmann and 
Tomasello 2013). Again, these studies suggest 
that dogs are able to make accurate predictions 

based on the outward expression of emotions, but 
do not require that the dogs infer the causal role 
of different emotional states in producing those 
cues. The difficulty in discriminating between 
these different possible mechanisms underlying 
performance in these tasks recurs throughout the 
literature on the broader ability to read mental 
states (Sect. 2.2 below).

Theory of Mind

The term “theory of mind” was introduced by 
Premack and Woodruff (1978) as the ability to 
ascribe mental states (i.e., beliefs, thoughts, 
goals, emotions, and other internal mental pro-
cesses) to others and to predict their behavior 
based on knowledge of these internal states. It 
allows intentional communication, including at-
tempts to repair failed communication, teaching 
others, intentional persuasion, deception, pre-
tense, shared goals, and attention (Baron-Cohen 
1999). In typically developing children, theory of 
mind develops between the ages of 3–4 years as 
assessed by false-belief tasks (Wimmer and Per-
ner 1983), which assess a child’s ability to under-
stand that someone might have a belief that does 
not correspond to reality. In addition, it is beliefs 
(regardless of their truth) that cause behavior, 
rather than objective reality. For example, a story 
character, Maxi, puts chocolate into a cupboard. 
In his absence, his mother displaces the chocolate 
from the cupboard into a drawer. Subjects have 
to indicate the place where Maxi will look for the 
chocolate when he returns (Wimmer and Perner 
1983). Children with theory of mind will correct-
ly predict that Maxi will look in the cupboard. 
Younger children with an undeveloped theory of 
mind will incorrectly predict that Maxi will look 
in the drawer, not understanding that Maxi could 
hold a belief that does not match reality and that 
is different from their own.

Whether nonhuman animals have a theory of 
mind is still under contention, largely due to the 
difficulty of creating tests for nonverbal subjects 
that are not confounded by behavior-reading 
explanations (Penn and Povinelli 2007). This 
is because reasoning about mental states is not 
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independent of reasoning about behaviors, even 
in humans. When one infers an underlying, in-
ternal mental state, this inference is necessarily 
predicated on observable cues that correlate with 
the underlying state. It is this actuality that makes 
it difficult to tease these two explanatory mecha-
nisms apart in studies with nonverbal organisms. 
To test their understanding of mental states, one 
must present the observable cues on which such 
inferences would be based (see Povinelli and 
Vonk 2004; Penn and Povinelli 2007). Conse-
quently, tests of theory of mind need to distin-
guish between performance based on reasoning 
about behavior alone and performance that could 
arise only as a result of additionally reasoning 
about mental states, which has yet to be accom-
plished with existing methods.

Visual perspective-taking is a common focal 
point for testing “low-level” theory of mind. In-
deed, many animals succeed at gaze-following 
tasks with varying degrees of sophistication (re-
viewed in Shepherd 2010), as well as visual per-
spective-taking tasks (Krachun and Call 2009), 
including both dogs and wolves (Call et al. 
2009; Kaminski et al. 2013; Udell et al. 2011). 
Chimpanzees can follow the gaze of humans and 
conspecifics, even around barriers (Bräuer et al. 
2005), to locate food (Call et al. 1998), recognize 
that barriers impede gaze (Povinelli and Eddy 
1996), and prefer to approach food that is occlud-
ed from a dominant subject’s or experimenter’s 
gaze (Bräuer et al. 2007; Hare et al. 2000, 2001; 
but see Karin-D’Arcy and Povinelli 2002). It 
is clear that chimpanzees have highly sophisti-
cated visual perspective-taking skills. However, 
there are currently no experimental designs that 
can discriminate whether chimpanzees attribute 
seeing to others (mind reading) on top of asso-
ciating visual cues of attention with interesting 
outcomes (behavior reading; Povinelli and Vonk 
2004). In all of these studies, the subjects had 
access to behaviors of either conspecifics or hu-
mans that could have led them to make accurate 
responses, making it impossible to discriminate 
whether they were reasoning about mental states 
or the behaviors. Indeed, Reaux et al. (1999) 
found that chimpanzees appear to attend to a hi-
erarchy of observable cues (such as body direc-

tion, presence of a face, and presence of eyes) 
when choosing which experimenter to beg from. 
In control conditions, they prioritized observable 
cues, even when they were not predictive of an 
experimenter’s attentional state (e.g., begging to 
someone facing forward with eyes closed rather 
than someone looking over their shoulder with 
eyes open).

Penn and Povinelli (2007) suggest two meth-
ods that can discriminate between behavior read-
ing and mind reading with regard to visual per-
spective taking. One of these methods (experi-
ence-projection task) was implemented by Vonk 
and Povinelli (2011). Enculturated chimpanzees 
were given the opportunity to wear two visual-
ly identical (except for color) buckets, one that 
could be seen out of and another that could not. 
After the experience of wearing the buckets, the 
subjects were presented with experimenters, each 
wearing one of the buckets. Because the subjects 
had no experience observing the behaviors of 
other individuals wearing the buckets, the only 
way to correctly predict the behavior of the ex-
perimenters was for the subjects to project their 
own experience to infer the visual state of the 
experimenters. Two enculturated chimpanzees 
displayed no preference to beg from the experi-
menter who could see, in line with the previous 
evidence suggesting that chimpanzees attend to 
behavioral cues, rather than attributing mental 
states, when interacting with both conspecifics 
and human experimenters.

Although chimpanzees have made accurate 
inferences involving a conspecific’s visual per-
spective when required to compete with that 
conspecific for food in some tasks (Bräuer et al. 
2007; Hare et al. 2000, 2001), these competitive 
paradigms suffer from the same interpretive dif-
ficulties outlined above. In addition, there is no 
reason that chimpanzees should be able to rea-
son about mental states in one context and be 
completely unable to use this ability in another 
context. Situations of high ecological validity are 
the ones where it is most likely that an organism 
will have evolved specific, fixed responses; it is 
new and unusual situations that call for the most 
flexible and least “hard-wired” explanations and 
reactions, such as mental state attribution. Eco-
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logically valid tests may thus be the least valid 
for assessing whether subjects have theory of 
mind (Povinelli and Giambrone 1999; Vonk and 
Subiaul 2009).

In addition to the focus on visual perspective-
taking, early studies with chimpanzees revealed 
a capacity for deception. As with other theory of 
mind tasks, there has been extensive debate in the 
literature about whether the ability to engage in 
deceptive behavior requires the ability to reason 
about underlying mental states in other agents 
(Whiten and Byrne 1988). A subordinate baboon 
might learn that when hiding out of sight he is 
less likely to receive retaliation from a dominant 
male for mating with a female (Whiten and Byrne 
1988). His reasoning could be based entirely on 
his own viewpoint (behind an opaque barrier) 
rather than on making inferences about what 
the dominant male sees. Thus, he may be suc-
cessful at manipulating the dominant’s behavior 
without attempting to alter his thinking. Teasing 
apart these two types of explanations for animal 
behavior is arguably the biggest challenge in the 
field of comparative psychology. Woodruff and 
Premack (1979) found that chimpanzees learned 
to withhold information and misled human “com-
petitors” in a food-searching paradigm. They 
suggested that chimpanzees’ success on this task 
implies intentional communication (or miscom-
munication). However, behavior reading seems 
likely such that the chimpanzees learned that their 
own behaviors, pointing, looking, etc., toward 
the baited containers caused a behavior in the 
human competitor, taking the food. This task was 
clearly difficult for chimpanzees; it took tens to 
hundreds of trials for the chimpanzees to become 
successful at inhibiting nondeceitful information 
and then to develop misleading communicative 
cues. In contrast, human children deceive on 
similar tasks by the age of 5 years (Sodian 1991). 
Whiten and Byrne (1988) discussed the concept 
of tactical deception, in which normal behaviors 
are used in new contexts, such that others are 
likely to misinterpret the behaviors to the agent’s 
advantage. They cite numerous examples of tac-
tical deception by chimpanzees in both wild and 
captive environments, but, although they discuss 
the necessary mental state attribution that would 

be involved in certain scenarios of deceit, they 
acknowledge that the evidence is not clear either 
way. There continue to be examples of strong 
deceptive abilities of nonhuman animals, such 
as a chimpanzee hiding rocks for future throw-
ing (Osvath and Karvonen 2012), chimpanzees 
and dogs hiding approaches to food (Bräuer et al. 
2013; Hare et al. 2006), and dogs stealing food 
in darkened, but not illuminated, areas of rooms 
(Kaminski et al. 2013). All of these behaviors can 
be explained through the mechanism of behav-
ioral abstractions. Thus, there is still no strong 
evidence that any nonhuman animals have a the-
ory of mind—at least not the same level of theory 
of mind that allows humans to behave flexibly 
in a wide variety of novel situations (Penn and 
Povinelli 2007).

Reputation Formation

Somewhat less abstract than inferring the mental 
states of others is the ability to form and reason 
about reputations attributed to others (i.e., reputa-
tion formation). An individual’s reputation can be 
derived from direct interactions with the individ-
ual or from the indirect experience of observing 
that individual interact with others (Nitzschner 
et al. 2012). Knowledge of another individual’s 
reputation allows individuals to make decisions 
about engaging with a known cooperative indi-
vidual or avoiding interaction with a known de-
fector, without having to learn directly via poten-
tially deleterious consequences of having made 
the wrong choice. Herrmann et al. (2013) found 
that some apes predicted the future behaviors of 
others based on their direct experience with them 
as well as the past interactions of another with 
a third party, preferring to approach an experi-
menter they had observed behaving generously 
to another individual over an experimenter that 
had behaved selfishly (see also Russell et al. 
2008; Subiaul et al. 2008). This phenomenon can 
be found even in animals more evolutionarily 
distant from humans, such as fish and dogs. Reef 
fish, which maintain a mutualistic relationship 
with cleaner fish, have been found to seek out 
cleaner fish with which they had previously had 
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a positive interaction. If the cleaner fish, which 
the reef fish visit to have parasites and dead tis-
sue removed, had previously ignored or cheated 
the reef fish (by ingesting healthy tissue instead 
of the dead tissue), the reef fish was less likely to 
revisit that cleaning station (Bshary and Schӓffer 
2002). Dogs are also able to make reputation-like 
inferences of strangers after observing third party 
exchanges even when researchers altered certain 
components of the interaction, such as available 
visual social cues and the nature (using both liv-
ing and inanimate agents) and behaviors (begging 
or neutral) of the recipient (Kundey et al. 2011). 
Although, in a more recent study (Freidin et al. 
2013), dogs’ behaviors seemed driven by observ-
able cues rather than recognition of individuals.

In addition to chimpanzees’ preferences for 
“generous” over “selfish” partners in simple 
choice tasks, chimpanzees have also been shown 
to recruit the most effective collaborators over 
other individuals in cooperative tasks (Melis 
et al. 2006, 2009). However, this preference 
might again be mediated by a simpler associative 
preference for individuals who are more strong-
ly associated with a successful outcome, rather 
than involving an underlying reputation judg-
ment. The finding that “reputation judgments” 
may be widely distributed in the animal kingdom 
may suggest that there are simpler mechanisms 
by which animals attend to the past behaviors of 
others, without inferring that they maintain repre-
sentations for continuous characteristics in social 
partners. Indeed, Subiaul et al. (2008) found that 
chimpanzees did not easily generalize selfish and 
generous behaviors to novel contexts.

Cooperation

If animals are able to attribute reputations, this 
would enable them to more flexibly plan social be-
havior by taking into account likely future behav-
iors of conspecifics. As Melis et al. (2006) found, 
individuals could selectively recruit partners to 
cooperate with. Cooperation should emerge only 
in complex societies and should be absent in soli-
tary species. Yet even in those species that live 
in complex social groups, cooperation is liable to 

be rare because it requires that individuals relin-
quish some of their potential fitness to achieve a 
joint goal, providing resources that also benefit 
others. For cooperation to persist, it must over-
come the inherent competition that drives natu-
ral selection. Mechanisms that work to support 
cooperation include kin selection, where helping 
ones relatives increases an individual’s inclusive 
fitness, reciprocation, whereby helping an indi-
vidual increases the chance of receiving help in 
the future, and group selection, where a group of 
cooperators is more successful than a group of 
defectors (Nowak 2006). An acceptance of short-
term inequalities could be explained by the fact 
that most cooperative relationships are long term 
and so most individuals can expect that their sup-
portive behavior will be reciprocated later on. 
Chimpanzees, for instance, will punish another 
individual that steals food from them, yet fail to 
react when another group mate receives a dispro-
portionate amount of the shared food (Cheney 
and Seyfarth 2012; although chimpanzees’ toler-
ance of inequities likely depends on their social 
relationships, Brosnan et al. 2005). Lionesses 
will take on different roles in risk assessment, 
with some allowing others to take on greater 
risks, but there is no punishing of the freeloaders. 
Tolerance of such freeloading may reflect the fact 
that freeloaders participate in other cooperative 
activities, such as hunting, or that the risk-averse 
lionesses increase their sisters’ inclusive fitness 
by avoiding dangerous situations (Heinsohn and 
Packer 1995). Alternatively, lions may not pos-
sess the cognitive capacity to keep track of and 
punish defectors.

There are many other examples of apparent 
cooperative behaviors in the wild, such as group 
hunting efforts of social carnivores like the spot-
ted hyena. Chimpanzees also frequently hunt and 
share meat, using the shared meat as a social tool, 
strengthening social bonds and alliances between 
males (Mitani and Watts 2001). Additionally, re-
searchers have recently started collecting experi-
mental evidence of cooperation in the laboratory. 
Captive hyena pairs coordinate their behaviors to 
solve problems (Drea and Carter 2009). Hyenas 
with more cooperative experience were found to 
modify their behavior when paired with a less 
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experienced individual to promote the pair’s co-
ordination. Learned cooperation has also been 
demonstrated in chimpanzees, elephants, and 
parrots. When given a cooperation task that re-
quires two individuals to work together by si-
multaneously pulling ropes to obtain a reward, 
chimpanzees (Chalmeau and Gallo 1996; Hirata 
and Fuvva 2007) and elephants (Plotnik et al. 
2011) acted together, and elephants would even 
delay attempting the rope task until their partner 
arrived. This inhibition of the pulling response 
until their partner was available shows an un-
derstanding that the task could not be completed 
without help. Chimpanzees showed mixed levels 
of understanding in that they did not always so-
licit help when required (Hirata and Fuvva 2007). 
African grey parrots were also able to coordinate 
their actions to solve tasks, but did not inhibit 
their response when their partner was delayed 
(Péron et al. 2011). These studies suggest that 
most individuals learn contingencies associated 
with success, but may not fully appreciate the 
collaborative nature of the tasks (Chalmeau and 
Gallo 1996). More recent work, however, indi-
cates that chimpanzees may be cognizant of strat-
egies used by their partners in collaborative tasks 
and can work to achieve mutually beneficial out-
comes (Melis et al. 2009). Work in this exciting 
area continues to accumulate.

Prosociality

Cooperation might emerge because individuals 
recognize that their own payoffs will be greater 
if they work with others, or because individuals 
are concerned with the welfare of group-mates. 
Prosocial preferences encompass behaviors that 
are intended to benefit others at some cost to the 
self, and are distinct from kin selection (selec-
tively helping family members to indirectly in-
crease inclusive fitness) and mutualism (where 
two individuals benefit directly from a relation-
ship). Researchers have frequently investigated 
the prosocial preferences of primates through the 
use of the prosocial choice test (Silk et al. 2005), 
where an actor is given the choice between an 
option that rewards both the actor and a potential 

recipient or an option that rewards only the actor. 
To control for bias towards the shared option 
(which would contain a larger amount of food), 
experimenters include a nonsocial condition in 
which the adjacent cage is empty, yet the actor 
still has the option to reward the empty cage (Silk 
et al. 2005). Using this paradigm, de Waal et al. 
(2008) found that brown capuchin monkeys sys-
tematically preferred the prosocial option if their 
partner was familiar, visible, and receiving equal 
rewards. This preference increased even more if 
the pair was related and decreased if the recipient 
was a stranger.

Interestingly, some monkey species, such as 
capuchins, demonstrate a clear pattern of proso-
cial behavior directed down the hierarchy, where-
as rank does not appear to influence prosocial be-
havior in chimpanzees (Cronin 2012). In cotton-
top tamarins, a species of cooperatively breeding 
monkeys, researchers found no preference to re-
ward mates (even when doing so was at no cost to 
themselves) and tamarins were even less likely to 
reward their mate if the mate showed interest in 
the reward (Cronin et al. 2009). This finding has 
cast doubt on the likelihood that other primates 
share prosocial sentiments.

A more recent study has been championed as 
providing evidence for prosocial tendencies in 
chimpanzees using a token-based task (Horner 
et al. 2011). Chimpanzees were given the choice 
between a token that resulted in a “selfish” choice 
(rewarding only the actor) and another that repre-
sented the “prosocial” choice (rewarding both the 
actor and the recipient). All of the chimpanzees 
showed a bias for the prosocial token. Yet when 
the recipient directly solicited and pressured the 
actor, this actually reduced the tendency of the 
actor to behave prosocially, similar to previous 
studies that failed to find evidence for prosocial 
preferences (Silk et al. 2005; Vonk et al. 2008) 
and suggests that another mechanism explains the 
chimpanzees’ preferences. Perhaps they learned to 
associate the “prosocial” token with the appear-
ance of a greater amount of food. Even when test-
ing mother–offspring pairs, chimpanzees showed 
no prosocial tendencies (Yamamoto and Tanaka 
2010), further calling into question the conclusion 
that chimpanzees behave prosocially.
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Researchers have more recently begun to 
explore the possibility of prosocial sentiments 
in nonprimate mammals. In a highly publicized 
finding, Bartal et al. (2011) found that rats, when 
placed in a container with a restrained cage-
mate, would free their cage-mate from the re-
straint container while ignoring empty restraint 
containers. Furthermore, when a free rat encoun-
tered both a restrainer with a cage-mate and a re-
strainer containing a chocolate treat, the free rat 
then opened both containers and would share the 
chocolate treat with their companion. Silberberg 
et al. (2013) have suggested that the “rescue” be-
haviors described in rats may result from a de-
sire for social contact. They showed that the rats 
may have been conditioned to release rats in a 
social contact condition, but did not release rats 
into an adjacent enclosure where contact was not 
possible if this condition was presented first. Fur-
thermore, rats may be attempting to reduce their 
own stress caused by the distress signals given 
off by their restrained cage-mate. The same argu-
ment has been made regarding prosocial behav-
iors in chimpanzees, where the actor may give 
to the recipient to stop them from begging. Yet 
this argument is not supported by some studies 
that showed that chimpanzees did not show a 
significant response to begging behaviors (Silk 
et al. 2005; Vonk et al. 2008). More distantly re-
lated species, such as bats, may produce stronger 
evidence for prosocial sentiments. For instance, 
Wilkinson (1984) found that vampire bats, which 
require frequent blood meals to avoid starvation, 
routinely share blood meals with other bats, even 
unrelated individuals. Bats that fail to obtain a 
meal are fed by their roost mates upon return. 
Interestingly, blood sharing is more often initi-
ated by the donor, making harassment an unlikely 
cause (Carter and Wilkinson 2013b). Given that 
the best predictor of food-sharing behavior was 
previous meal-sharing interaction and not relat-
edness, it is possible that such behaviors are de-
termined by reciprocity, in which bats keep track 
of their own future benefits, and do not truly 
reflect prosocial sentiments. Therefore, whether 
other species really possess sentiments such as 
prosociality is still a controversial topic.

Conclusions

We have provided a brief synopsis of the issues 
surrounding the comparative study of social cog-
nition. We hope to have shed light on the pos-
sible mechanisms underlying the emergence of 
various social cognitive skills in a wide range of 
species, while cautioning the reader to avoid the 
temptation of assigning human-like qualities to 
other species. It is quite possible that different 
mechanisms produce similar manifest behaviors 
without requiring similar levels of conceptual un-
derstanding of constructs, such as mental states. 
Thus, it appears that there is some degree of con-
tinuity across the animal kingdom with regard 
to behaviors that play an important role in the 
evolution of human social cognition. At the same 
time, there are important discontinuities where 
even our closest relatives do not appear to apply 
the same level of social understanding to prob-
lem solving in the social realm. This is a rapidly 
evolving area of research and we hope that col-
laborations between researchers working from 
a variety of perspectives will facilitate further 
understanding of both the similarities and differ-
ences between various animal minds.
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Life deals with change chiefly with two informa-
tion systems: genes and nervous systems. Genes 
came first; nervous systems did not get underway 
until the Cambrian explosion, about 535 million 
years ago (mya). Both systems respond to their 
environment and allow an organism to change its 
behavior to optimize survival and reproductive 
success. Neurons have the potential to respond 
faster than genes and to integrate more data. A 
gene is controlled by the accumulation of tran-
scription factors, which may number from a few 
to several dozen, while a neuron may receive 
input at 100,000 synapses with other neurons 
(Neubauer 2011).

There has been an increase in brain size rela-
tive to body size in vertebrates over geologic 
time. On average, mammals and birds have in-
creased tenfold in brain-to-body ratio compared 
to fish, reptiles, and amphibians (see Fig. 8.1). 
The increased encephalization of mammals took 
place mainly during the Cenozoic, but was not a 
linear change. The variance between large- and 
small-brained species increased, as did the aver-
age brain-to-body ratio over time (Boddy et al. 
2012; Finarelli 2011).

Various evolutionary advantages have been 
linked to increased encephalization, including 
greater behavioral flexibility and adaptability to 
novel environments (Finarelli and Flynn 2009). 
In mammals and birds, species with higher rela-
tive brain size have higher survival rates when 

introduced into novel environments (Sol et al. 
2005, 2008). Rates of anatomical change cor-
relate with relative brain size, suggesting that 
behavioral flexibility may lead species into new 
niches where they undergo new selective pres-
sures (Cherry et al. 1982; Wyles et al. 1983).

Large brains are expensive metabolically. In 
humans, they make up only 2 % of body mass, 
but consume 20 % of resting metabolism (Dunbar 
1998). Life-history changes compensate for this 
expensive tissue. Large brains take a long time 
to develop, which leads to delayed reproduction, 
but an extension of the lifespan compensates for 
this loss in fertility (Gonzalez-Lagos et al. 2010). 
Slowly developing brains require high parental 
care via nurturing and protection, since immature 
young are vulnerable to predators (Snell-Rood 
2012, 2013). Litter size will be small with long 
intervals between reproduction. However, these 
characteristics favor a strategy of behavioral 
flexibility. A slowly maturing brain allows for ex-
tended periods of learning and fosters the transfer 
of skills across generations.

This contrasts with an alternative relation-
ship in mammals between small body size, high 
fecundity, short lifespan, and rapid turnover of 
generations (Bromham 2011). This is part of 
the “fast-slow continuum” (Bielby et al. 2007; 
Ricklefs and Wikelski 2002). There even is a dif-
ference in the rate of molecular evolution, with 
small, short-lived mammals having higher rates 
than large-bodied mammals (Bromham 2011). 
There is evidence for lower rates of DNA re-
pair in small mammals, so they present greater 
amounts of genetic variability per generation. We 
may think of this as large-brained animals devel-
oping behavioral flexibility to deal with change, 
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while small-bodied, small-brained animals rely 
on faster turnover of generations with greater ge-
netic variability.

Many of these differences have been summa-
rized in the concepts of r- and K-selection (Pianka 
2000). While the ecological conditions that foster 
one kind of selection or the other have been chal-
lenged, the behavioral characteristics associated 
with each kind of selection have found support 
(Boyce 1984; Mauseth 1995; Snell-Rood 2012). 
In both plants and animals, one can distinguish 
r-selected opportunistic species that can quickly 
take over an environment via rapid development, 
small size, and many small offspring, from K-

selected species that combine slow development, 
delayed reproduction, and few progeny with high 
competitive ability due to behavioral flexibility. 
In animals, this flexibility is provided mainly by 
a large, slowly maturing brain.

The four animal groups reviewed here share 
qualities of large brains and a K-selected suite of 
characteristics. Chimpanzees ( Pan troglodytes) 
live about 50 years in the wild and females do 
not begin to reproduce until about age 14 years, 
with 5-year intervals between young. They lac-
tate until infants are about 4–5 years old, but 
the young do not become independent of the 
mother until about age 14 years (Boesch 2009). 

Fig. 8.1  Minimum convex polygons drawn around brain 
and body data for 198 vertebrate species. Regression lines 
in each polygon represent average brain size for animals 
at a particular body size. Animals above this line have an 
encephalization quotient (EQ) greater than 1, and animals 

below it have an EQ less than 1. Species in boldface are 
discussed in this chapter. (Adapted with permission from 
Jerison 1969. © 1969 by the University of Chicago Press, 
with data from Striedter 2005)
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Bottlenose dolphins ( Tursiops truncatus) live 
into their 50s and females become sexually ma-
ture around the age of 8 years. They have one 
calf at a time, several years apart, which remain 
with their mothers for 3–5 years (Connor 2007; 
Jaakkola 2012). Elephants live about 60 years; 
the African species first gives birth at about 14 
years and continues at intervals of 4–5 years. The 
young are nutritionally dependent until about 
4 years, but remain socially dependent on their 
mothers until 10–16 years (Lee and Moss 1999; 
Payne 2003). I discuss the behavior of the Afri-
can species ( Loxodonta africana) and the Asian 
species ( Elephas maximus). The common raven 
( Corvus corax) lives up to 21 years in the wild 
and does not breed until at least 3 years. It is 
part of the family Corvidae, which has the lon-
gest mean maximum lifespan in the order Pas-
seriformes (Wasser and Sherman 2010). Ravens 
associate with their parents for 2–3 months after 
fledging, while many passerines are independent 
immediately or within days after fledging (Hein-
rich 2011; van Horik et al. 2012). I also review 
behavioral studies of two other corvids, the New 
Caledonian crow ( Corvus moneduloides) and the 
magpie ( Pica pica).

Relative Brain Size

Figure 8.1 shows an average regression line 
through the data for mammals and birds. This 
line is described by the formula y = axb, where x 
is the body weight of the animal and y is the brain 
weight. When logs are taken of both sides (as in 
the graph), b becomes the slope of the line and a 
is the y-intercept. Encephalization quotient (EQ) 
is a measure of how far a species’ brain weight 
deviates from an average animal of its body 
weight. An EQ = 1 means it has an average brain 
weight for its body weight, and an EQ = 2 means 
it has twice the brain weight of an average animal 
of that body weight.

EQ has been proposed as a measure of the 
computational power of a brain (Jerison 1973, 
2001). If an average animal can survive with an 
EQ of 1, higher EQ values may represent “extra 
neurons” that could be devoted to functions be-

yond physiological control (Jerison 1969, 1973; 
Striedter 2005). Advanced cognitive abilities, 
such as innovation, tool use, and social learning, 
have been correlated with greater EQ (Lefebvre 
and Sol 2008). There are, however, problems in 
drawing a single regression line as the average 
for many taxa because different groups have dif-
ferent slopes (e.g., primates: 0.756; cetaceans: 
0.376; all mammals without primates and ceta-
ceans: 0.718; Manger 2006). Jerison (1973) cal-
culated 0.67 for a sample set of 198 mammals 
and birds, while Eisenberg (1981) found 0.74 
for 547 mammalian species. A recent calculation 
using 630 extant mammalian species in 21 orders 
found a slope of 0.75 (Boddy et al. 2012).

Different types of measurements have been 
proposed to compare changes in brain size, in-
cluding the size of the forebrain or neocortex, 
forebrain/brainstem ratio, and absolute brain size 
(Gonzalez-Lagos et al. 2010; Herculano-Houzel 
2012; Reader et al. 2011). Many different metrics 
yield similar results. Several brain component 
volumes, especially those involved in higher-
order cognition, correlate with whole brain size 
(Gonzalez-Lagos et al. 2010; Lefebvre and Sol 
2008, but see Deaner et al. 2007). A study of 
primate general and cultural intelligence found 
a correlation with three measures of brain size: 
neocortex size, neocortex ratio (neocortex/rest of 
brain), and executive brain ratio (neocortex + stri-
atum/brainstem; Reader et al. 2011).

The four animal groups reviewed here may not 
have the highest EQ values for their body weight, 
but they are species for which a large number of 
ethological studies have been published so that 
detailed behavioral comparisons can be made. 
Boddy et al. (2012) use a regression line specific 
to mammals and give EQ values for bottlenose 
dolphins (3.51), chimpanzees (2.18), the Asian 
elephant (1.46), and African elephant (1.09). By 
comparison, humans have an EQ of 5.72. Using 
a regression line specific for birds (van Dongen 
1998) gives an EQ for ravens of 1.98 (Armstrong 
and Bergeron 1985) and for the New Caledonian 
crow of 2.26 (Mehlhorn et al. 2010). Corvids 
have the highest EQ values of all the songbirds, 
and the basic architecture of the avian brain is 
similar to that of mammals, though without the 
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six-layered cortex (Emery 2006; Striedter 2013). 
Elephants do not have an EQ much above the 
regression line shown in Fig. 8.1, but it is the 
largest at that body size and variance at these 
large body sizes is much less than among small-
er animals. Elephants have the largest brains of 
any terrestrial animal, and there is evidence that 
as brains become larger, a smaller proportional 
area is devoted to physiological functions, so that 
large brains may have many “extra neurons” for 
advanced cognitive functions (Striedter 2005). 
Elephants are also among the few species (in-
cluding humans, dolphins, and chimpanzees) that 
have been found with Von Economo neurons, es-
pecially large spindle-shaped neurons in the fore-
brain that receive input from many other neurons 
and are involved in social behavior (Hakeem 
et al. 2009; Spocter et al. 2012).

These four animal groups differ in phylog-
eny and ecology, yet they display a remarkable 
convergence of behavior. They all possess high 
relative brain size and a K-selected life history 
that provides a slowly maturing brain that relies 
on learning and behavioral flexibility to survive. 
They are also capable of what Matsuzawa (1996) 
calls third-order relationships; they not only use 
tools but may also use a tool to modify another 
tool. They engage in complex social interactions 
and appear to recognize abstractions (i.e., pat-
terns that are higher derivatives of the raw data). 
This objectivity is reflected in mirror self-recog-
nition. Higher-order cognition is evident in both 
their social relationships and in manipulation of 
their environment.

Tool Use

Tool use is found in only 0.01 % of nonprimate 
mammals (Mann et al. 2008). Primates have the 
highest frequency of tool use among mammals, 
and it is present in all great apes (Iwaniuk et al. 
2009). A review of tool use among 104 species 
of birds found the most cases among the large-
brained corvids (Lefebvre et al. 2002). Rates of 
tool use in primates and birds correlate with rela-
tive brain size (Seed and Byrne 2010). Research-
ers distinguish between proto-tool use, such as 

smashing shellfish against a hard surface, and 
true tool use that involves modifying an object 
to use as a tool. True tool users have larger brain 
size than proto-tool users, and proto-tool use in-
volves more stereotyped and repetitive actions 
than complex manipulations with true tools (Iwa-
niuk et al. 2009).

Chimpanzees

The most complex and diverse tool use outside 
humans has been found in chimpanzees (Dora 
Biro et al. 2010). In the Taï forest of West Af-
rica, 26 different kinds of tools have been cata-
logued for activities as diverse as honey dipping, 
termite fishing, sponging liquids, and pounding 
nuts (Boesch and Boesch-Achermann 2000). The 
combination of tools used varies across Africa, 
leading to local cultures (McGrew 2010). Bossou 
et al. (1996) found “metatool” use; that is, one 
tool used to modify another. Besides a stone anvil 
and hammer used to crack nuts, a third stone was 
used to prop up the anvil to a level angle. Re-
searchers have also found a case in which two 
stones on opposite sides were used to prop up the 
anvil to a level angle (Biro et al. 2010).

Sequential tool use may also be thought of as 
a kind of metatool use that suggests a concep-
tual understanding of materials. Tools must be 
the proper hardness and length to obtain the de-
sired result, and they must be used in the proper 
sequence (Brewer and Mcgrew 1990). In the 
Congo, wild chimpanzees use different tools in 
sequence to break into termite nests and then 
extract the insects (Sanz et al. 2004). Not all 
chimpanzee communities go termite fishing, and 
groups in East and West Africa use different tool 
kits, so this is likely a learned behavior that is 
culturally passed on in each chimpanzee commu-
nity (Biro et al. 2010a).

Corvids

A wide variety of birds use tools in the wild, but 
the most numerous examples cited are among 
corvids (Emery and Clayton 2004; Lefebvre 
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et al. 2002). The most intricate modifications 
of tools have been found in the New Caledo-
nian crow (Hunt and Gray 2004). Two different 
kinds of tools are produced to extract food from 
crevices in trees. In the first, a hooked tool is 
made by multiple cuts on a twig, leaf stripping, 
and sharpening the end with the bill. This is the 
most modifications in tool manufacturing by any 
known bird (Hunt and Gray 2004). A second tool 
is produced from leaves of the Pandanus tree. A 
set of crosscuts and rip cuts are made to produce 
a spear-like tool to probe into tree holes for food. 
Finished tools may be stored on perches for later 
use, and there are differences in tool production 
in different parts of the islands in the Pacific 
where these birds are found (Hunt 2000). Com-
mon ravens also show insight in tool use. Hand-
reared naive birds were able to lift meat dangled 
from strings by holding multiple loops in place 
with the foot to get at the meal (Heinrich 2011).

Elephants

Both Asian and African elephants use tools for 
at least six different functions, though they are 
mostly related to bodily care (Bates et al. 2009). 
A common practice is to break branches from 
trees to use as fly swatters. Wild elephants in 
India use the branches of at least five different 
plants in this way and have been observed to hold 
down a branch with a foot while twisting off the 
side branches with the trunk to make it a suitable 
size (Hart et al. 2001), thereby demonstrating an 
advanced form of tool use (i.e., tool modifica-
tion). They are also able to throw objects accu-
rately with the trunk to ward off animals, includ-
ing bothersome humans. In captivity, elephants 
have been observed using sticks to pull food 
closer, open faucets, and make piles of tires to 
stand on to reach high branches (Poole and Moss 
2008). A study of Asian elephants found that they 
learned to pull cooperatively on a rope to retrieve 
a food reward (Plotnik et al. 2011).

Dolphins

In Shark Bay, Western Australia, some bottlenose 
dolphins have been observed wearing marine 
sponges on the rostra (beak)—presumably to pro-
tect the rostrum from the sharp surface of the sea 
bottom (Mann et al. 2008; Patterson and Mann 
2011)—while they hunt. When the prey swim 
out from hiding, the dolphin drops the sponge, 
catches the fish, and then returns to the sponge 
to continue foraging. A minority of females use 
this technique and it is passed on to young by so-
cial learning. Not all calves take up the habit, but 
those who do may continue the technique for a 
decade or more. Thirteen different foraging tech-
niques are known among bottlenose dolphins, 
and at least three of them are passed on by social 
learning (Sargeant and Mann 2009).

Social Relations

A study of 206 species of mammals in three or-
ders, including primates (Dunbar 1998) and ce-
taceans (van Horik et al. 2012), found a positive 
relationship between relative brain size and soci-
ality (Perez-Barberia et al. 2007). Long-term re-
lationships with single individuals make high de-
mands on cognitive powers. Among carnivores, 
ungulates, bats, and birds, species that are pair 
bonded have relatively larger brains than species 
with other mating systems (Dunbar and Shultz 
2007). In birds, long-term monogamous species 
and cooperative breeders have the largest relative 
brain sizes (van Horik et al. 2012).

Complex social life involves not only affilia-
tion but also deception. A study of 18 species of 
primates living in the wild found that forebrain 
size predicted the frequency of deceptive tactics 
used for social manipulation (Byrne abd Corp 
2004). The four species described here are char-
acterized by unusually large social groups that 
include individual recognition. In some cases, 
they involve third-party relationships in complex 
“politics” of group life.
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Elephants

Elephants have been described as having the 
largest network of vocal recognition of any 
mammal (McComb et al. 2000). An adult fe-
male may be familiar with the calls of up to 100 
adults, with one report indicating that as many 
as 650 individuals know each other (Moss 1988). 
African and Asian elephants live in multitiered 
societies whose core is the family: a mother and 
her subadult offspring. Families are often joined 
into larger “family units,” comprising up to 20 
mothers and their young, and these form larger 
aggregations called clans, which may number up 
to several hundred individuals. At the clan level, 
elephants may not be closely related, apparently 
forming for social reasons and to attract mates 
(Archie et al. 2006). The age of the matriarch in a 
family unit predicts the number of calves per fe-
male in her group, indicating that an experienced 
leader provides direct fitness advantages to group 
members (Douglas-Hamilton et al. 2006). El-
ephant society, therefore, especially for females, 
exists in a nested hierarchy from the family up to 
the clan level in which hundreds of individuals 
may know each other.

Dolphins

Bottlenose dolphins have been found in social 
networks of more than 400 individuals. Each dol-
phin has 60–70 associates (Connor 2007; Connor 
et al. 2001). Adult males form strong associations 
with two to three others that may cooperate in 
hunting, defense, and herding of females. Two 
of these groups may join against a third group 
and there can be “super-alliances” of up to 14 
males. Dolphin hunting often involves divisions 
of labor, and they also cooperate in driving fish 
onto the shore, then beaching themselves in order 
to feed (Smolker 2000). In southern Brazil, coop-
erative hunting may include humans. At certain 
times of the year, bottlenose dolphins herd fish 
into nets which humans throw at just the right 
cues, and the dolphins feed on those that try to es-
cape (Pryor et al. 1990). The fishermen maintain 
they have not trained the cetaceans, and episodes 
are initiated and cued by the dolphins.

Chimpanzees

Chimpanzees in the wild live in fission–fusion 
societies of 30–120 individuals where small 
groups may go off for several days before rejoin-
ing their troop (Boesch 2012; Goodall 1986). 
Troops have dominance hierarchies with an alpha 
male, but his position depends on alliances with-
in the troop. Retaining power depends not only 
on the alliances of the dominant male but also 
on the coalitions of males and females within the 
troop in complex patterns of “chimpanzee poli-
tics.” According to de Waal, an enduring leader 
is often more interested in keeping peace in the 
troop than favoring particular allies or relatives. 
In disputes, he must place himself “above the 
conflicting parties” (de Waal 1996, p. 129) and 
decide what is best for the troop.

The complexity of chimpanzee relationships 
can be seen during a hunt. In some parts of Af-
rica, meat is an important part of the diet, and the 
colobus monkey ( Colobus badius tephrosceles) 
is favored prey. Males form coordinated hunts 
where some flush monkeys out of the trees, oth-
ers block escape routes, and finally an ambusher, 
who must anticipate where the quarry will flee, 
comes from hiding to grab prey. It takes a chim-
panzee about 20 years to become a good ambush-
er. The skills involved have been described as an 
understanding of “tertiary relationships,” for it 
requires the ambusher to keep track of the move-
ments of conspecifics and anticipate the reaction 
of the quarry (Boesch and Boesch-Achermann 
2000). Similarly, leadership ability also involves 
understanding tertiary relationships because the 
alpha male must keep track of his own coalitions 
and those arrayed against him.

Ravens

Ravens mate for life and may live up to 30 years. 
Monogamy in birds is one of the factors corre-
lated with large relative brain size. Before they 
become sexually mature, ravens live in loose 
flocks of both sexes that often have strong indi-
vidual bonds. A study of ravens in the wild found 
an individual interacting on average with 3 +/− 
2 partners over a 2-year period, usually with a 
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member of the opposite sex. Seventy-one percent 
of marked ravens switched partners during this 
2-year period (Braun and Bugnyar 2012). Bond-
ed birds support each other in conflicts with other 
birds and console each other (e.g., via preening 
and contact sitting with the partner) after con-
flicts (Fraser and Bugnyar 2010).

Epimeletic Behavior

Consolation of an individual who has lost a fight 
is rare in animal societies but characteristic of 
species with large relative brain size (van Horik 
et al. 2012). Even rarer is tending to wounded 
animals or individuals that have died. Along with 
intense, long-lasting bonds, there appears to be 
a special recognition of the value of the indi-
vidual that is expressed in care for conspecifics 
who may not even be kin and in what looks like 
mourning behavior for deceased group members.

Chimpanzees

Alliance partners in chimpanzee society may help 
each other in aggressive encounters with oth-
ers or offer consolation after a conflict (e.g., via 
grooming or sitting near the victim; Romero and 
de Waal 2010). Consolers may be kin or allied 
nonkin. The quality of the relationship, as mea-
sured by previous affiliative behavior, affects the 
frequency of consolation. Wounds may be inflict-
ed by either another chimpanzee or a predator. 
In the Taï forest, leopards are a major predator 
which waits in ambush for chimpanzees. Wound-
ed individuals who have escaped attack may be 
cared for by anyone in the troop, regardless of 
kinship. Aid may include licking wounds with sa-
liva (which has antibiotic properties), removing 
dirt, and chasing away flies (Boesch 2012).

Care is also extended to orphans, who may not 
be kin, suggesting that the individual is valued re-
gardless of genetic relatedness. Of 18 adoptions 
reported in the Taï forest, half were by males, 
of which only one was the sire (Boesch et al. 
2010). This is especially unusual since males 
in this polygynous society normally show little 

paternal behavior. Caring behavior includes car-
rying the infant and sharing food and the nest at 
night, and it may extend over several years. The 
value of the individual may also be evident in at-
titudes toward death. When a 10-year-old female 
died of wounds, males guarded her body for 6 h. 
None licked her wounds, indicating they under-
stood this state as different from being wounded. 
Troop members have been observed cutting leafy 
branches to place over dead bodies; one high-
ranking female was found almost entirely cov-
ered by especially large branches (Boesch 2012). 
Similarly, females will continue to carry dead in-
fants for days, even when the body has become 
swollen and begun to smell (Boesch and Boesch-
Achermann 2000). At Gombe, a mother was re-
corded carrying a 2.6-year-old for 19 days after 
death, and another mother held a 1.2-year-old for 
68 days after death (Biro et al. 2010b).

Dolphins

Caregiving in dolphins is extended to nonrela-
tives and even to other species (Connor and Nor-
ris 1982). Supporting behavior often involves 
lifting a sick or wounded dolphin to the surface 
to breathe (Connor and Norris 1982). In an ex-
periment with bottlenose dolphins, a young male 
received an overdose of Nembutal and devel-
oped breathing difficulties. Two females sup-
ported him at the surface for more than 20 min 
until he was able to swim on his own; only one 
of the females was believed to be related to him 
(Caldwell and Caldwell 1966). A report from the 
wild relates an incident when dynamite exploded 
near a school of dolphins, stunning one of them. 
Two adult males supported him at the surface, 
and when they needed to catch a breath, other 
adult pairs took their places until the male could 
swim on his own (Caldwell and Caldwell 1966).

Female bottlenose dolphins have been report-
ed to carry dead calves on their rostra, both in the 
wild and in captivity. A female who lost her calf 
a day after birth circled him for an hour and a 
half, repeatedly lifting his body to the surface and 
making whistling sounds (Wells 1991). A report 
from South Africa cited two dolphins who repeat-
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edly lifted a dead calf to the surface (Cockcroft 
and Sauer 1990). While these reports of caregiv-
ing in dolphins are anecdotal, Connor and Norris 
(1982) claim the evidence “…is so common as 
to be overwhelming in its broad detail” (p. 372).

Elephants

Elephants go to great lengths to help stricken 
members of their group. In an incident in which 
an African elephant had been shot, two family 
members got on either side of her to help her 
stand up. When she fell over nevertheless, they 
tried to lift her to a sitting position by working 
their tusks under her back and head (Moss 1988). 
Similar helping behavior has been observed be-
tween unrelated matriarchs (Hart et al. 2008), and 
in removing foreign objects from wounded com-
panions (Bates et al. 2008a).

Elephants appear to have a unique sense 
of death. Elephants are famously attracted to 
bones of their own species (Moss 1988). Mc-
Comb et al. (2006) presented 17 different family 
groups of wild African elephants with a choice 
of the skulls of an elephant, buffalo, and rhino. 
Subjects showed nearly twice as much interest in 
the elephant skull compared to the other species, 
but did not differ in their choice to examine ei-
ther the buffalo or rhino skulls. When an African 
elephant was shot and killed, family members 
stood around her and kept vigil through the night, 
only moving on the next day. Some sprinkled 
loose dirt on her body and others broke branches 
from bushes and nearly covered her entire body 
with them (Douglas-Hamilton et al. 2006). Payne 
(2003) describes the reactions of 129 visitors to 
the body of a recently deceased African elephant 
calf in the wild. One hundred and twenty eight 
changed their behavior in some way (e.g., lift-
ing the body with a trunk or foot, trumpeting, 
showing guarding behavior) and relatedness did 
not predict whether males or females visited the 
body.

Ravens

Ravens show consolation behavior to others who 
have been in a fight. Within 2 min after an ag-
gressive encounter, a bystander was likely to 
provide consoling behavior to a victim through 
preening and sitting closely, during which low 
soft comfort sounds are often heard (Fraser and 
Bugnyar 2010; Heinrich 2011). The bystander is 
likely to be an affiliate from the flock of young 
ravens that form before they separate into breed-
ing pairs. Ravens also have unusual reactions to 
other dead ravens. They are fond of the meat of 
all kinds of birds, but appear reluctant to eat a 
dead raven. When Heinrich (1999) provided ra-
vens with a dead raven shot by a hunter, they 
would not touch it. When he gave them a dead, 
headless crow, they would not go near it either. 
But when he removed the feathers, head, wings, 
and legs from a crow, they accepted the meat 
readily. Apparently, something about the physical 
resemblance to a dead raven deters them.

Communication

Complexity of communication can be seen as a 
correlate of complex social relationships. These 
species have much to communicate to each other, 
and they do it both vocally and nonvocally. A 
higher conceptual order appears to be present 
in some species as shown by the ability to un-
derstand syntax within sound communication. 
Self-expression also comes through the use of 
appendages: for referential gestures and modifi-
cation of the environment. The appendage used 
may be different, depending on the evolutionary 
histories of these species: a hand, trunk, beak, or 
rostrum. What seems to be constant is that spe-
cies with large relative brain size have much to 
express, both to conspecifics and in manipulation 
of their surroundings.

Dolphins

Each dolphin develops a distinct signature whis-
tle in the first few months of life that is learned. 
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Wild dolphins use whistle matching in a kind of 
imitation, as a way of addressing different indi-
viduals up to 580 m away (Janik 2000). In some 
cases, bottlenose dolphins appear to understand 
complex sentences and syntax in communicated 
signals. Herman et al. have trained dolphins with 
both verbal instructions and sign language. They 
respond correctly to sentences that include both 
modifiers and verbs with up to five terms and un-
derstand the difference in how they orient their 
activities when direct and indirect objects are ex-
changed with each other (Herman 1986; Marino 
et al. 2008). Dolphins also respond correctly to 
reversed sentences and to novel word combina-
tions that they have not heard before, and they can 
generalize classes of objects. The term “hoop,” 
for example, was understood whether the hoop 
was square, round, larger, smaller, lighter, or 
darker than the exemplar (Herman 1986; but see 
Manger 2006). Moreover, dolphins understand 
the referential meaning of gestures. They can 
use the rostrum or body alignment to point out 
an object to a human attendant, and they monitor 
whether the person is paying attention (Jaakkola 
2012; Marino et al. 2007).

Chimpanzees

Goodall (1986) distinguished 32 different chim-
panzee calls used to express 13 different emotion-
al states. These calls can be graded in intensity by 
changes in loudness, pitch, and duration. There 
are dialect differences across different commu-
nities in Africa, reflecting the learned nature of 
vocalizations (Reynolds 2005). Individuals that 
join a new troop will gradually take on the accent 
of their adopted group.

Most remarkable are the language abilities 
shown by some primates raised in captivity. Typi-
cally, they are taught with either American Sign 
Language or keyboards with symbols for words 
since the chimpanzee throat is not bent at the 
right angle that allows humans to produce a wide 
variety of sounds. Lana, a captive-born chim-
panzee, learned to use a keyboard with symbols 
for nouns and verbs, and was able to generalize 
familiar terms to new objects. For example, she 

spontaneously described her first cucumber as 
the “banana which- is green” and her first orange 
was termed the “apple which-is orange” (Rum-
baugh and Washburn 2003). Similar achieve-
ments were noted in a captive-born bonobo 
named Kanzi who learned hundreds of lexigram 
symbols and understood complex sentences with 
syntax so that “pour the juice in the egg” could 
be distinguished from “pour the egg in the juice” 
(Rumbaugh and Washburn 2003).

Neither primate nor dolphin vocalizations in 
nature are known to include syntax. The ability 
of both species to master instructions of this kind 
may indicate a general ability to comprehend 
patterns in nature. There may be innate cognitive 
abilities that do not appear until they have a cul-
tural context to evoke them. For example, rooks 
( Corvus frugilegus) are not known to use tools 
in the wild, but readily do so in experiments in 
captivity (Reader et al. 2011).

The ability of dolphins and chimpanzees to 
use novel combinations of words and under-
stand syntax indicates the animals have learned 
in more than a simple associative manner. Their 
comprehension has some of the key factors that 
we associate with comprehending language. An 
arbitrary sound or symbol represents an object 
in nature. An order of words in a sentence repre-
sents an order of actions in the real world. This is 
symbolic behavior and a form of abstraction by 
which sounds or symbols and their relationships 
stand for real objects in the external world.

Ravens

One study of ravens reported 81 different call 
types, many specific to individual raven pairs 
(Conner 1985; Heinrich 1999), as well as local 
dialects in different parts of the USA. A study of 
food calls of 18 marked wild ravens showed in-
dividually distinctive characteristics of pitch and 
harmonic structure. Playback experiments indi-
cate that ravens can identify particular individu-
als on the basis of their calls (Boeckle et al. 2012). 
Besides the familiar harsh caw, ravens will sing 
for hours in a kind of musical warble (Heinrich 
1989). Ravens are one of the few birds that have 
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been recorded to use referential gestures. They 
may pick up a nonfood item with the beak (e.g., 
a stone) and show it to a conspecific, who then 
usually engages in an affiliative interaction (Pika 
and Bugnyar 2011).

Elephants

Elephants have a complex vocal repertoire that 
includes rumbles, snorts, growls, roars, barks, 
and trumpets (Sukumar 2003). At least 30 dif-
ferent calls are reported depending on the social 
context, including contact calls, distress, alarm, 
and sexual signaling (Bates et al. 2008b). El-
ephants also make infrasounds that travel long 
distances (Shoshani 1997). At least 27 differ-
ent low-frequency rumbles have been identified 
(Payne 2003). Playback experiments show that 
wild African elephants can distinguish acoustic 
cues in human voices and identify threatening 
humans by gender, age, and the language spoken 
by different local tribes (McComb et al. 2014). 
Besides sound, elephants have complex chemical 
communication from temporal glands on either 
side of the head (Sukumar 2003). Eighty differ-
ent visual and tactile displays have been recorded 
in elephants. Together with chemical and vocal 
signals, these offer a rich repertoire of communi-
cation between individuals (Bates et al. 2008b).

Dexterity

A high-EQ brain appears to express itself not only 
in complex communication and highly personal-
ized, multifaceted relationships but also with in-
tricate manipulation of its environment. All four 
of the species described here have unusual dex-
terity in dealing with their surroundings, but it 
comes via very different appendages.

Chimpanzees

There are overall similarities in the neural, skel-
etal, and muscular anatomy of the hand between 
chimpanzees and humans (Crast et al. 2009). 

They have an opposable thumb and independent 
movement of the other digits, but the chimpan-
zee thumb is short compared to the other fingers, 
hindering its maneuverability (Pouydebat et al. 
2011). In nut-cracking technology alone, chim-
panzees use six different grips in holding ham-
mers and five different hand postures in manipu-
lating the kernels (Lazenby et al. 2011).

Elephants

The trunk is a unique appendage that has 
been compared to the human hand in dexter-
ity (Shoshani 1997). The end of an African el-
ephant’s trunk has two extensions that can hold 
objects by a pinching method similar to what 
humans do with an opposable thumb. The trunk 
can hold objects as thin as a straw or carry up to 
600 pounds between the trunk and tusks. There 
are no bones in the trunk and it is operated by a 
rich network of muscles and nerves. The trunk 
of the Asian elephant has about 150,000 muscle 
subunits along its length (Shoshani 1997). It can 
be used to break and modify tree branches and 
throw objects quite accurately (Hart et al. 2001).

Ravens

Like most birds, ravens build intricate nests, but 
they also use their bills in a variety of ways to 
manipulate their surroundings. They dig in snow 
or dirt to cache food, grip and tear meat from car-
casses, pry and break wood, and comb and caress 
the feathers of a conspecific (Heinrich 1999).

Dolphins

Dolphin appendages have evolved to fin-like 
form, yet they are used with a dexterity beyond 
that of any known fish. Grooming is an impor-
tant part of bonding in dolphin social affiliations, 
as it is in chimpanzee society. Dolphins touch 
and stroke each other with their pectoral fins in 
grooming. Dexterity is expressed during sex: 
foreplay may include stroking with the pecto-
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ral fins or flukes, back and forth rubbing of the 
pectoral fins, and rubbing of the genitalia (Wells 
et al. 1999).

Imitation

Vocal mimicry is under neuronal control and may 
have various degrees of plasticity. For some bird 
species, a song is heard while it is a nestling and 
then imitated as an adult. Thus, a “template” is 
stored in memory that the bird tries to match as it 
matures (Ballentine et al. 2013; Brenowitz 2002). 
For some species, this song crystallizes at maturi-
ty and does not change thereafter. Other species, 
such as the mockingbird, can go on imitating 
other birds their entire adult life.

The idea of a template suggests a mental pat-
tern that the bird is trying to match. Plasticity 
suggests that this is not entirely under genetic 
control, but involves flexible learning. All four of 
the species discussed here have flexible mimicry, 
which accords with a conceptual understanding 
suggested by other abilities, such as flexible tool 
manufacturing. That is, the animal appears to 
have a model in mind and then takes actions to 
match that mental model. The ability to imitate 
other species, and even sounds of inanimate ob-
jects, indicates an unusual cognitive plasticity in 
these species.

Dolphins

Dolphins are one of the few mammal species that 
have both vocal and motor imitation capabilities 
(Herman 2012; Marino et al. 2008; Xitco et al. 
2004). In the wild, each dolphin has a distinct 
signature whistle and can imitate the whistle of 
conspecifics, apparently as a way of addressing 
specific individuals (Janik 2000). In captivity, 
dolphins can imitate computer-generated sounds, 
sometimes copying new sounds accurately on the 
first try. In a study where the computer sound was 
outside the dolphin’s range, she was able to trans-
pose the sound an octave higher or lower while 
still maintaining the sound contours of the origi-
nal (Herman 2006).

Captive dolphins are able to imitate complex 
physical movements demonstrated by either an-
other dolphin or a human model, including analo-
gous movements that suggest a conceptual under-
standing of the instruction to “mimic” (Herman 
2012). For example, when a human demonstrator 
waved his hand, the dolphin waved the analogous 
pectoral fin, and when the human walked forward 
by the side of the pool, the dolphin stood erect 
on its tail and moved forward by small hopping 
motions, including reversing direction when the 
human turned around. Herman (2012) proposes 
that this shows a conceptual understanding in 
which the dolphin has an image of its own body 
and how it can best match the human model.

Ravens

Ravens have a remarkable ability to mimic other 
birds and sounds from their environment. When 
missing a mate, they may call out with the part-
ner’s own individually specific call (Heinrich 
1989). In the wild, they are known to imitate 
songs of other birds, human speech, and even the 
sounds of inanimate sources (Pika and Bugnyar 
2011), such as sounds similar to radio static and 
a motorcycle engine. In Olympic National Park, 
they were observed sitting atop outdoor urinals 
that had automatic flushing. Elsewhere in the 
woods, they could be heard making the gurgling 
sound of water rushing down a drain (Heinrich 
1999).

Elephants

Elephants are capable of vocal imitation, an abil-
ity that is rare in mammals. One study reports a 
female living in a camp in Kenya that appeared to 
imitate the sound of nearby trucks, with frequen-
cy characteristics more similar to the truck motor 
than to elephant calls (Poole et al. 2005). An Af-
rican elephant living with two Asian elephants 
in a zoo made chirping sounds characteristic of 
the Asian species that are not heard in its own 
species. Statistical analysis showed sound quali-
ties similar to those of its Asian “mentors” (Poole 
et al. 2005).
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Chimpanzees

Young chimpanzees watch older members of the 
troop, especially their mothers, during nut crack-
ing and learn how to use the tools of the trade 
(Matsuzawa 2010). It may be debated whether 
imitation, emulation, or mere social facilitation 
is taking place during the learning process (Biro 
et al. 2010). Cultural differences between differ-
ent chimpanzee troops in the wild, both in how 
they use tools and the particular food items they 
process (Boesch 2012), argue for a model-based 
system where some members imitate others in 
their group (Whiten et al. 2005).

Mirror Self-Recognition

Mirror self-recognition (MSR), as originated by 
Gordon Gallup (1970), involves putting a color-
less, odorless mark on an animal in a place it can-
not normally view directly and testing whether 
it recognizes that mark on its body in a mirror. 
All four groups discussed here provide evidence 
of MSR (corvids in this case are represented by 
magpies, P. pica). Most other species treat the 
image in the mirror as a conspecific and may 
react aggressively to it. The different reactions of 
these four groups suggest something different in 
their cognition, and it accords with higher level 
representations that we saw in other areas, such 
as in tool making and imitation. That is, the ani-
mal appears to have a mental image of itself, and 
when this is compared with what it sees in the 
mirror, it can tell that something is amiss.

Chimpanzees

In tests with wild-born chimpanzees, marks were 
put on (during sedation) over the eyebrow and 
on top of the ear in places not normally visible to 
the subject without a mirror. After waking up and 
looking in a full-length mirror in front of their 
cage, they could be seen touching the marked 
parts of their bodies and smelling their fingers 
much more than other parts of their bodies. Other 
great apes have passed this mark test, but no 

small apes or monkeys have reliably passed it 
(Suddendorf and Butler 2013).

Corvids

Ravens have not yet been tested for MSR, but an-
other corvid, the magpie, has passed the test. Five 
hand-reared adult birds had their eyes shielded 
while brightly colored adhesive markers were 
placed on black throat feathers under the bill 
where they could not normally be seen. For con-
trols, black markers were put on black feathers in 
the same place. When supplied with a mirror in 
the cage, birds with bright marks showed repeat-
ed self-directed actions, reaching with the beak 
or foot as though trying to remove the marks. 
Birds without a mirror, or with black marks on 
the throat with a mirror, showed little or no self-
directed behavior (Prior et al. 2008).

Dolphins

In a test of MSR, two dolphins were marked with 
nontoxic black ink on a part of the body not nor-
mally visible without a mirror. At other times, 
they were sham-marked in the same way with 
a marker that left no visible mark. The dolphins 
spent more time looking at themselves in mirrors 
in areas where they had been marked than when 
they had sham marks (Reiss and Marino 2001).

Elephants

Three Asian elephants were tested with a full-
length mirror at the Bronx zoo. All showed self-
directed movements in front of the mirror. Only 
one elephant showed clear evidence of MSR after 
all three had a large white mark placed under one 
eye and a sham mark under the other eye. She re-
peatedly touched the white mark, both in front of 
the mirror and within 90 s after viewing herself in 
the mirror. This was significantly different from 
the number of times she touched the sham mark 
and the number of times she touched that area 
of her head when no mirror was present (Plotnik 
et al. 2006).
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Summary and Conclusions

All animals must have some sense of self because 
they are not constantly bumping into their envi-
ronment, or each other, as they move about. But 
a response at this level can be built into a simple 
servomechanism, such as a robot that turns aside 
when it approaches a wall. It only takes a signal 
source, receptor, and transducer to interpret the 
returning signal. Why then should so few species 
pass the mirror test?

Suddendorf and Butler (2013) propose that it 
is part of a general capacity to form mental im-
ages and compare them. They note that before 
about the age of 15 months, human children do 
not pass the MSR test, and the ability to do so 
appears about the same time that children ex-
press embarrassment and shame (Lewis 2011). 
This suggests the emergence of an image of 
themselves as it may appear to others as well as a 
sense of what others are thinking. By comparing 
the expected image of themselves with what they 
see in the mirror, they can tell what is amiss. Her-
man (2002, 2012) suggests a similar mechanism 
when discussing mimicry in dolphins. When a 
dolphin gets the instruction to “mimic” a human 
waving his arms, he waves his pectoral fins, and 
when told to mimic a human slapping his legs 
against the water, he slaps his tail in a similar 
motion. The dolphin appears to have an image of 
his own body as well as that of the human, and 
he can compare them to form analogies. He also 
seems to have a conceptual understanding of the 
instruction “mimic” because he is not applying 
it in a literal way, as operant conditioning would 
suggest, but with the closest conceptual approxi-
mation to the instruction. We cannot know what 
goes on in another animal’s mind, but this ap-
pears to be the most parsimonious explanation 
(Herman 2012).

A concept can be thought of as an abstrac-
tion from raw data. From viewing a variety of 
round objects—a peach, an apple, a cherry—one 
might abstract the concept of a circle. This is a 
form of feature extraction and neurons are ide-
ally suited to such a task because they can take a 
large variety of inputs and make yes/no decisions 
on whether a set of criteria have been met. These 

behavioral results suggest a hierarchy of circuits. 
What species with high relative brain size may 
have in common are extra neurons that can be 
devoted to higher levels of processing (Jerison 
1973, 2001) that can take higher derivatives of 
the raw data. They are able to see a pattern of 
patterns, as the abstract idea of a circle might be 
lifted from the study of many round objects. As 
the brain enlarges in primate evolution, a larger 
percentage of cortex is devoted to association 
areas compared to primary sensory and motor 
areas (Buckner and Krienen 2013), providing 
extra neurons for higher-order processing.

Conceptual thinking also seems to be at work 
in some of the examples of tool use reviewed 
here. When chimpanzees make tools of just the 
right hardness to puncture a termite nest, or use 
one tool to modify another, it suggests a concep-
tual understanding of the tools and the materials 
they will be used on (Brewer and Mcgrew 1990; 
Sanz et al. 2004). It can also be seen in flexible 
mimicry that is applied to other species and even 
inanimate objects. There seems to be a concep-
tual sense of a sound pattern they are trying to 
match.

While there is a remarkable convergence of 
behavior in the four animal groups considered 
here, we should not expect all large-brained spe-
cies to share the same qualities. Depending on 
ecology and phylogeny, one set of qualities may 
be emphasized over another. If indeed a hierar-
chy of circuits is involved, we may find some 
species of low relative brain size that have one or 
a few of these qualities. What we should expect 
of high EQ species is many of these qualities oc-
curring together. They may also occur in species 
of lower total brain mass, such as corvids or hon-
eybees (Avargues-Weber et al. 2012), that have 
high relative brain size for their body size, and 
use extra neurons to build hierarchical circuits 
that allow higher levels of abstraction.

The other main conclusion from this survey 
is that species with high relative brain size have 
much to express both to conspecifics and in ma-
nipulating their environment. We see this in the 
elaborate communication systems of all four 
groups and in the unusual dexterity with which 
they alter their surroundings. The appendage may 
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vary greatly—a hand, trunk, flipper, or beak—but 
what is constant is a large brain expressing itself. 
These species also appear to value each other to 
an unusual degree compared to other species. We 
see this in care of wounded conspecifics, conso-
lation after fights, and what looks like mourning 
behavior for deceased members of the group. 
These species have much to express to conspecif-
ics, form long-lasting, individualized bonds with 
each other, and appear to value each other highly 
as individuals.

This interpretation may seem like an exercise 
in anthropomorphism, but it might equally be 
called corvidism or dolphinism. We are all K-se-
lected, high-information species that use learning 
and behavioral flexibility as a way to deal with 
the challenges of a fluctuating environment. We 
do this chiefly with high relative brain size and 
an extended period of maturation. This involves 
high parental investment in individual young, 
lowered fertility, and an extended lifespan. Hu-
mans currently represent the most extreme form 
of this strategy, but it is emerging in a variety of 
other species, and is one of the fundamental ways 
evolution deals with a world in flux. This outlook 
accords with the view of Darwin who expected 
cognitive abilities would differ in degree but not 
in kind between humans and other species (Dar-
win 1871). An evolutionary view implies that 
there may be an emergent self in other species 
that is comparable to qualities of personality we 
find in humans.

I began by viewing genes and brains as infor-
mation systems that build up responses to their 
environment. Culture is a third system that gath-
ers information that can be passed on to the next 
generation. We saw the rudiments of culture in 
these high EQ species that, for example, have 
tool-making techniques that are passed on by 
social learning. Humans, with the highest EQ of 
any species, have capitalized on this third method 
of gathering cultural information, and the amount 
of data now stored in books, computers, and the 
Internet vastly exceeds the capacity of any indi-
vidual genome or nervous system (Sagan 1977). 
Our dominance on the planet, for good and for ill, 
is testimony to the power of information to mas-
ter the vagaries of nature. In this sense, we are not 

just some peculiar language-specialized primate, 
but an extension of one of the fundamental strat-
egies of life in dealing with the challenges of a 
changing environment.
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Here is a hypothetical conversation between two 
psychology students:

“What is identity?”
“I think an individual’s identity is made up of 

their self-concept, which is like a list of attributes 
they associate with themselves.”

“OK. Does the self-concept have any form or 
structure? Can the list of attributes be organized 
in any way?”

“There seems to be some organization. Some 
attributes are related to individual characteristics, 
such as favorite foods and personality traits; other 
attributes are related to the groups an individual 
belongs to, such as nationality and occupation. I 
think the latter are what psychologists call social 
identity.”

“Alright, so what does an individual’s social 
identity do? I mean, assuming that it results from 
the operation of psychological mechanisms, what 
do those mechanisms do? What would be their 
function? We know that we have eyes for see-
ing and a motor cortex for moving—what are 
the psychological mechanisms underlying social 
identity for?”

“I think you’re asking two separate questions. 
Regarding what social identity does, we can try 
to answer this by investigating its effects on other 
psychological processes and behaviors. This is 

about how social identity works. I think we can 
learn about this by reading the social psychologi-
cal literature. Your question about what social 
identity mechanisms are for is interesting. You’re 
asking why we have social identity at all. I don’t 
know. Let’s ask our social psychology professor.”

The scientific study of behavior and the mind 
took an important step forward with the recogni-
tion that complete explanations require not only 
investigations of how mental and behavioral pro-
cesses work but also analyses of why they may 
have evolved. In the realm of human behavior, 
this approach—most vigorously advocated by 
evolutionary psychologists—has been highly 
fruitful, not only offering ultimate explanations 
for many behavioral tendencies but also stimu-
lating the generation of entirely new hypotheses 
(Barkow et al. 1992; Buss 2005; Dunbar and 
Barrett 2007). In this chapter, we apply this per-
spective to the phenomenon of social identity, at-
tempting to shed some light on how it works and, 
more crucially, why it exists. To give away the 
ending, we do not have definitive answers to the 
why question, but we aim to highlight the sorts of 
questions that must be asked and issues that must 
be considered in order for psychologists to move 
toward a complete account of the phenomenon. 
Let us begin with a quick overview of phenom-
ena that seem related to social identity and that 
any good theory of social identity should be able 
to explain.

Most conspicuously, social identity plays 
a role in human conflict: Numerous wars and 
genocides throughout human history have fo-
cused on conquering or destroying some “other” 
people. Such conflicts may take place on the 
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scale of nations, tribes, gangs, or families (e.g., 
Pinker 2011). Analyses of deadly ethnic riots 
suggest that enraged individuals who are ready to 
commit atrocities may attend to identity and re-
frain from harming members of untargeted ethnic 
groups (Horowitz 2001). Even between nations 
who are on friendly terms, simply being foreign 
usually entails restrictions on individuals, such as 
not being allowed to enter the country, not being 
allowed to work, not being entitled to the full set 
of social benefits, and not being allowed to vote 
in elections, to name only a few. As both authors 
of this chapter have experienced firsthand, for-
eignness imposes difficulties when interacting 
with formal institutions. For instance, not being 
able to provide standard documentation (e.g., 
tax return, utility bill) makes it difficult to secure 
accommodation, open a bank account, obtain 
health insurance, and sign contracts with utility 
providers. One can easily imagine the proverbial 
Martian observing the people of Earth and won-
dering why people treat those born on one side of 
an imaginary line so differently from those born 
on the other side of the imaginary line.

Of course, social identity is not limited to 
geographical origin, ethnicity, and nationality 
because it can also be associated with religion, 
ideology, social status, and occupation. Further-
more, many social identities are associated with 
rituals—for example, Thanksgiving for North 
Americans, Oktoberfest for Bavarians, Kon-
ingsdag for nonrepublican Dutch, or pierced-
and-barefooted mountain climbing for some 
Mauritian Hindus (Xygalatas et al. 2013). So-
cial identity can engender feelings of pride (e.g., 
when your team wins) and anger (e.g., when a 
foreigner insults your nation) as well as efforts 
to retaliate against perceived wrongdoings or in-
sults. In addition, people are very curious about 
other people’s social identity. Most people who 
have migrated or traveled have been asked where 
they are from. While this may seem trivial, there 
are many other (probably more informative) id-
iosyncratic data (e.g., medical or psychiatric con-
ditions, political preference) that seem to have 
lower priority or are not part of common inquiry 
at all. This intense interest in social identity can 
sometimes be problematic; at least anecdotally, 

many children of immigrants resent constantly 
being asked where they are from.

Finally, rudiments of social identity are evi-
dent across animal species. Many animals appear 
capable of distinguishing between kin and non-
kin (e.g., Buchan et al. 2003; Sherman 1977; To-
drank et al. 1998). And nonhuman primates dis-
play behaviors suggesting more advanced forms 
of social identity, distinguishing members of their 
own group from those of other groups. Observa-
tions of an island colony of rhesus macaques 
revealed that most of the copulations involved 
members of the same group, whereas between-
group interactions were often agonistic (Boel-
kins and Wilson 1972). Japanese macaques also 
seem capable of a sense of group membership. 
Although these monkeys tend to live in groups 
with overlapping nomadic ranges (i.e., the range 
of one group overlaps with the range of another 
group), intergroup contact observed at feed-
ing places frequently involved monkeys driving 
away members of other troops and responding to 
attacks on their troop members from other troops 
(Kawanaka 1973). Similarly, male chimpanzees 
form coalitions, and they raid other coalitions and 
attack intruders (e.g., Boehm 1999). As humans 
seem to possess a more elaborate psychology of 
social identity than do other primates, any good 
theory of social identity should be able to account 
for why human psychology is more—rather than 
less—entangled with social identity.

Psychological Approaches to Social 
Identity

As noted above, there are many different kinds 
of social identity. This implies that people are 
capable of (and have a penchant for) carving up 
the social world in multiple ways. To account for 
the diverse instances of social identification, one 
approach is to prioritize parsimony and attempt 
to specify a common mechanism underlying all 
the varieties of social identity. This approach is 
epitomized by social identity theory (Tajfel and 
Turner 1979, 1986), which invokes a stripped-
down, all-purpose mechanism to explain the 
antecedents and consequences of social identifi-
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cation. This approach has conferred certain ben-
efits, and it has propelled social psychological re-
search on this important phenomenon. However, 
just as domain-general approaches to emotions 
can mask important nuances (e.g., not all “nega-
tive” emotions are alike), invoking a general 
social-identity mechanism may mask important 
nuances as well. This is because the groups and 
categories that separate people in the real world 
are of many qualitatively different types which 
are often grounded in distinct evolutionary foun-
dations (Park 2012).

Consider the case of gender identity. In all 
known human cultures, people divide themselves 
up into sex-based categories and have sex-based 
division of labor (Brown 1991). While some as-
pects of gender identification are undoubtedly 
due to culture, it is likely that heterosexual mat-
ing underlies much of the basic perceptions of 
the two sexes, and it is likely that sex differences 
in dispositions (e.g., aggressiveness, upper-body 
strength) give rise to different perceptions of men 
and women. For most humans, their gender iden-
tity may be the earliest developing, most robust, 
and longest-lasting social identity (Martin and 
Ruble 2004). At the same time, sex-based iden-
tity lacks some of the key characteristics of so-
cial identity described above, such as intergroup 
conflict and segregation (even the most sex-
segregated societies are not interested in keeping 
men and women apart permanently—no society 
attempts to keep men and women on different 
sides of a guarded border). It is thus unlikely that 
psychological processes underlying gender iden-
tity overlap fully with those underlying identities 
based on nationality, ethnicity, religion, etc.

A similar argument might be made for age-
based identity, which seems to be distinct from 
gender identity. Identification with an age group 
varies across life stages and cohorts (e.g., young 
vs. old, adult, born in the 1960s). Like gender 
identity, age identity is not associated with inter-
group conflict or total segregation. In contrast to 
gender identity, age identity necessarily changes 
over time. For the remainder of the chapter, we 
set aside gender and age identities (which have 
qualitatively distinct characteristics) and focus 
on the type of social identity associated with na-

tionality, ethnicity, religion, and class—which 
has received the most attention in social psychol-
ogy and which appears to be a manifestation of 
coalitional (or “tribal”) psychology (Cosmides 
et al. 2003).

Much social psychological research has at-
tempted to understand groups (e.g., Reicher et al. 
2012). Social psychologists have used this term 
somewhat loosely, and it is important to distin-
guish groups (a collective of individuals with a 
capacity for cooperating toward a common goal) 
from social categories (the categories or stereo-
types individuals employ during person percep-
tion and impression formation, e.g., male vs. fe-
male, young vs. old, White vs. Black; Brubaker 
2002; Fiske and Neuberg 1990; Kinzler et al. 
2010) and social identities (those parts of indi-
viduals’ self-concepts derived from groups and 
social categories). Whereas most groups may be 
based on or give rise to social categories, most 
social categories are not groups (Brubaker 2002). 
Furthermore, whereas all groups and social cat-
egories may give rise to social identities, not all 
social identities are based on actual groups or 
commonly employed social categories. Below, 
we focus on the psychological mechanisms un-
derlying an individual’s social identity.

A useful tool afforded by an evolutionary 
psychological perspective is the “function-to-
form” approach, which consists of “reverse en-
gineering” a trait (e.g., Buss 1995; Pinker 1997; 
Tooby and Cosmides 1992). Consider how the 
proverbial Martian would attempt to understand 
a human-engineered system, such as an automo-
bile. One strategy would involve taking it apart 
and listing the properties of all of its parts (e.g., 
material, shape, location inside the automobile, 
and connections with other parts). Another strat-
egy would be starting with a conjecture about 
the function of the automobile. For example, the 
Martian might conjecture that the function of an 
automobile is locomotion1. The Martian may 

1 For some, it might seem obvious that the function of an 
automobile is locomotion. However, for a naïve observ-
er, the function may not be obvious at all. The observer 
may note that an automobile burns fuel, disrupts airflow, 
makes noise, and sometimes causes accidents, and take 
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then combine this conjecture with other knowl-
edge and assumptions to formulate hypotheses 
regarding the characteristics of the automobile 
and the mechanisms that make it move—its form. 
(For example, knowledge about aerodynamics 
might be used to formulate hypotheses about the 
external shape of the automobile, and knowledge 
of mechanics might be used to formulate hypoth-
eses about the characteristics of those parts of 
the car touching the terrain.) Of course, during 
the process of investigating how the automobile 
moves, the function-to-form approach will bene-
fit from a catalog of all the parts and their proper-
ties. However, in the absence of knowledge about 
function, even the most thorough cataloging is 
unlikely to lead to a proper understanding of the 
automobile.

Conjecture About Function: Tribal 
Social Identity May Be For Forging 
Group Loyalty

To the extent that social identification involves 
forming a representation of oneself as a member 
of a collective, what functions might be served 
by this process? This question touches on a 
broader question regarding what functions are 
served by possessing self-representations at all. 
Various views have been expressed on this issue, 
and one influential theory is that humans evolved 
to experience symbolic self-awareness, which al-
lows humans to regulate their own behavior in 
accordance with expectations regarding the con-
sequences of their actions (Sedikides and Skow-
ronski 1997). A key component of this argument 
is that symbolic self-awareness allows humans 
to anticipate how their behavior will impact their 
social standing—that is, how they are evaluated 
by others. Given the importance of social accep-
tance (Baumeister and Leary 1995), it is indeed 
plausible that a sense of public self (the self as 
seen by others) became highly developed in hu-
mans, along with affective mechanisms—such as 

any one of these to be its function. Obviously, different 
conjectures regarding function (e.g., locomotion vs. fuel 
burning) yield different hypotheses regarding form.

the sociometer (Leary 2012)—designed to moti-
vate context-specific adaptive behavior.

Of course, social identity, in its fully fledged 
form, involves more than a motivation to be so-
cially accepted—it involves a readiness to incur 
costs for the collective (Van Vugt and Hart 2004). 
This phenomenon is readily observed in competi-
tive intergroup contexts in which competition 
drives up both group identification and (poten-
tially personally costly) intragroup cooperation 
(Van Vugt et al. 2007). The links between social 
identity, intergroup competition, and intragroup 
cooperation imply that a key driver of human 
social identity may be contexts involving com-
petitive (and often hostile) intergroup encounters 
that have featured throughout human evolution 
(Bowles 2009). We can thus begin to get a handle 
on why identification with “tribal” groups (or 
their contemporary analogues, such as national 
and ethnic groups) is associated with psychologi-
cal processes that are largely absent in identifi-
cation with nontribal social categories (such as 
genders and ages). In short, tribal social identity 
may serve the function of solidifying coalitional 
alliances, allowing members to reap the benefits 
of intragroup cooperation (and intergroup com-
petition).

The finding that group identification is as-
sociated with a readiness to incur costs for the 
collective does not in itself explain why reaping 
the benefits of intragroup cooperation would be 
contingent on such identification. In other words, 
it is not obvious why reaping the benefits of in-
tragroup cooperation is facilitated by solidifying 
alliances and, crucially, what role social identity 
plays in solidifying alliances. Could not a few 
individuals simply agree to cooperate on an ad 
hoc basis? No, because there is a key evolution-
ary problem: For each of those individuals, there 
is always a risk of cooperating with cheaters (i.e., 
nonreciprocators), such that unconditional co-
operation is not an evolutionarily stable strategy 
(e.g., Cosmides and Tooby 2013). A capacity to 
signal coalitional membership and cooperative 
intent would be beneficial, and social identity 
may serve this function.

Imagine three individuals, two of whom have 
already formed an alliance (say, the “Reds”). The 
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third individual (X) might want to join the alli-
ance and reap the benefits of cooperation. From 
the perspective of the Reds, cooperating with 
X may end up being costly (if X is a cheater). 
Therefore, X must do something to convince the 
Reds that she can be trusted to cooperate so that 
the Reds will allow her to join the alliance. As a 
start, X can signal to the Reds something like: “I 
am like you, and I will cooperate exclusively with 
you.” Is there any reason why the Reds would be-
lieve in the veracity of this signal? If X publicly 
signals that she is like the Reds and will cooper-
ate with them, then an alliance that is in competi-
tion with the Reds—say, the “Blues”—will have 
all the more reason to distrust X and will likely 
exclude X from their alliance of Blues. Thus, by 
publicly signaling identification with the Reds, X 
forfeits any potential benefits of cooperating with 
the Blues. In other words, in an environment of 
competing alliances, signaling membership (or 
loyalty) to one alliance carries inherent oppor-
tunity costs. That X incurs costs by proclaiming 
social identification with the Reds thus provides 
a reason for the Reds to start trusting X. The op-
portunity costs create an incentive for X to co-
operate, as becoming excluded from the Reds 
may result in X not being part of any alliance. 
Therefore, social identification may both signal 
and motivate cooperation.

Importantly, the signaling of tribal social 
identity need not involve a verbal statement as 
in the example above. The signals may involve 
publicly observable characteristics that the indi-
vidual can modify to some extent, such as dress, 
language, accent, rituals, and nonstandard beliefs 
and attitudes, to the extent that the signals entail 
(opportunity) costs that motivate the individual 
to remain in the alliance. Given the need to sig-
nal potentially shifting alliances, humans are un-
likely to have evolved to perceive unchangeable 
characteristics—such as skin color—as reliable 
social-identity signals, although they may serve 
as proxies under certain circumstances (Kurzban 
et al. 2001). Tribal social identity, then, may be 
a self-represented summary of the loyalty-signal-
ing characteristics that one has acquired. The 
fact that signals work best when they are “hon-
est” and genuinely internalized (e.g., Von Hippel 

and Trivers 2011; Zahavi and Zahavi 1997) helps 
explain why individuals possess social identity 
that simultaneously imposes costs and motivates 
behavior.

Predictions About Form:  
The Psychology of Social 
Identification

To the extent that tribal social identity serves the 
function of signaling and motivating coopera-
tion, a number of hypotheses can be formulated 
regarding its psychological characteristics (i.e., 
its form). First, as signaling one’s loyalties is 
superfluous in a social environment in which in-
tergroup competition is absent, and as signaling 
one’s loyalties may be especially likely to yield 
benefits in a social environment with intergroup 
competition, tribal social identification may in-
crease under conditions of intergroup competi-
tion. Second, tribal social identification is likely 
to lead to discriminatory behavior with regard to 
alternative groups—not only in-group favoritism 
but also antipathy toward out-groups. As already 
mentioned, there is evidence that (perceived) 
intergroup competition/conflict increases social 
identification with familiar “tribal” groups (Van 
Vugt and Hart 2004; Van Vugt and Park 2010). 
There is also ample evidence that social identi-
fication results in discrimination—indeed, this 
is the focal phenomenon studied by researchers 
inspired by social identity theory (Brewer 1999). 
An evolutionary perspective introduces addi-
tional nuances to these processes. Most notably, 
antipathies toward tribal out-groups are specific, 
characterized by psychological mechanisms that 
facilitate avoidance and exclusion (Kurzban and 
Leary 2001; Schaller et al. 2003). More gener-
ally, perceived threats from out-groups lead to 
greater in-group favoritism and xenophobia 
(Faulkner et al. 2004). Also, consistent with the 
male warrior hypothesis (i.e., males have his-
torically been more highly involved in intergroup 
conflict, and thus men’s psychology is relatively 
more specialized for intergroup conflict), the 
effect of intergroup competition on social iden-
tification is stronger in men than women (Van 
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Vugt et al. 2007). We would also expect men to 
be more frequent targets of social identity–based  
discrimination, which has been empirically dem-
onstrated (Navarrete et al. 2010).

More speculatively, because the risk of coop-
erating with cheaters is ever present, there may 
have evolved psychological features that allow 
individuals to maximize their fitness gains in co-
operative contexts: (a) sensitivity to other group 
members’ levels of loyalty, which can be used to 
calibrate one’s own level, (b) slightly exagger-
ated perceptions of one’s own level of loyalty 
and commitment, which is readily displayed to 
others, and (c) tactics intended to increase other 
group members’ levels of sacrifice. In other 
words, social identification may be strategic, 
with individuals aiming for beneficial rather than 
disadvantageous memberships, and being highly 
sensitive to context.

The idea that individuals may strategical-
ly perceive and display exaggerated levels of 
group loyalty is consistent with recent theoreti-
cal perspectives suggesting that the self may be 
organized in a modular, functionally specialized 
manner, comprising a part of the mind whose 
key function is to represent the self in the best 
possible light, allowing individuals to more ef-
fectively persuade others (Kurzban and Aktipis 
2007). This perspective proposes that while there 
may be parts of the mind that represent true be-
liefs (and serve to influence one’s own behavior), 
there may be parts that hold plausibly distorted 
beliefs (and serve to influence others’ behavior). 
For example, recent research on social-welfare 
attitudes suggests that individuals may harbor 
seemingly contradictory motivations for the 
purposes of optimizing their own goal-directed 
behavior while attempting to strategically influ-
ence others’ behavior to their own advantage. 
Aarøe and Petersen (2013) manipulated partici-
pants’ blood glucose levels (with lower blood 
glucose levels serving as a physiological proxy 
for hunger) and assessed their attitudes toward 
social welfare (which are essentially attitudes 
about sharing) and their actual sharing behavior 
in an economic game. Hunger increased support 
for social welfare, but had no effect on sharing 
behavior (in fact, controlling for social-welfare 

attitudes, hunger decreased sharing behavior). As 
such, the manipulation seems to have triggered 
two distinct psychological responses, one private 
(reduced intentions to share, consistent with the 
goal of obtaining resources for oneself) and one 
public (increased advocacy of sharing, presum-
ably aimed at influencing others’ behavior for 
one’s own gain).

Likewise, in the realm of moral psychology, 
a distinction has been made between moral con-
science (which regulates one’s own behavior) 
and moral condemnation (which specializes in 
judging others in order to influence their behav-
ior; DeScioli and Kurzban 2013). We suggest 
that an analogous distinction might be usefully 
made between “private” social identity (which 
regulates one’s own behavior with respect to in-
curring costs for the group) and “public” social 
identity (which specializes in signaling one’s 
commitments to others in order to persuade them 
to incur greater costs for the group).

A private social identity that motivates co-
operation at the risk of incurring costs would be 
associated with at least three measurable aspects 
of how individuals think and feel about social 
identities. First, individuals should feel that some 
memberships are more important for them than 
other memberships, with group memberships that 
are more beneficial being perceived as more im-
portant. Second, individuals should feel greater 
loyalty toward the more beneficial groups, char-
acterized by greater willingness to incur costs. 
Third, individuals should feel an increase in the 
importance of a particular social identity (and in-
crease in willingness to incur costs) if the loss of 
that membership becomes more costly.

A public social identity specializing in signal-
ing one’s loyalties in order to persuade others to 
incur greater costs for the group would be associ-
ated with at least three observable aspects of how 
individuals express their social identity. First, 
signals of the importance of memberships (i.e., 
displays of loyalty) need not be highly correlated 
with the benefits associated with membership. 
Rather, the expression of loyalties should be a 
function of both identification with a group and 
whether the situation allows for signals of loyalty 
to persuade others to incur costs for the group. 
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Second, similarly, contributions or sacrifice to 
the group should be contingent on both willing-
ness to incur costs and the extent to which the sit-
uation allows that the sacrifice persuades others 
to sacrifice for the group as well. Third, increases 
in the expression of loyalties and publicly incur-
ring costs for the group should be influenced by 
the costs of losing the membership for the indi-
vidual as well as the costs that would be incurred 
by the individual if others left the coalition.

Furthermore, an important part of social iden-
tity may be inflated beliefs regarding the superi-
ority of one’s own group. Not only would such 
beliefs help to solidify private commitment but 
they would also be enthusiastically expressed to 
signal one’s commitment to both in-group mem-
bers and competitors. As such, proclamations 
may be used to influence other group members’ 
behavior; publicly expressed social identity may 
be associated with especially exaggerated views 
concerning the superiority of the in-group.

These conjectures point to some intriguing 
theoretical and empirical implications. Because 
self-reports of social identification are necessar-
ily “public,” previous findings relying on self-
reports may have been focused specifically on 
aspects of social identification related mostly 
to exaggerated beliefs and persuasion of others. 
From this perspective, it is not surprising that so-
cial psychological investigations of social iden-
tity (focusing mostly on the public aspect) have 
recurrently highlighted positive in-group distinc-
tiveness as a central intergroup motive. It follows 
that investigations of “private” social identity 
may require measurements that circumvent self-
presentation, such as assessment of anonymous 
costly behavior (e.g., Aarøe and Petersen 2013).

As noted above, a good model of social iden-
tity should be able to explain social-identity phe-
nomena. Indeed, the perspective outlined above 
permits elaborations that explain several social-
identity phenomena. The conjecture that social 
identity is a (self-represented) summary of indi-
viduals’ group loyalties seems compatible with 
the association between identity and intergroup 
conflict, institutional distrust toward members of 
out-groups, and individuals’ curiosity about oth-
ers’ identity. In addition, the association of iden-

tity with traditions and rituals can be explained. 
Individuals in an alliance might use traditions 
and rituals as a way to place (opportunity) costs 
on group membership, and thus increase or main-
tain loyalty and cooperation (Xygalatas et al. 
2013). Because social identity plays a crucial role 
in cooperation, the observation that humans are 
more influenced by social identity than are less 
interdependent primates also makes sense (cf., 
Brewer 1999).

Alternative Perspectives on Social-
Identity Phenomena

Are there alternative perspectives that better ac-
count for the phenomena associated with social 
identity? This is, ultimately, an empirical ques-
tion. However, we would argue that the func-
tion-to-form approach delineated above has an 
important conceptual advantage over explana-
tions that rely on “intrapsychic needs” (e.g., self-
esteem that needs to be protected, maintained, or 
increased; cf. Tajfel and Turner 1979). Invoking 
intrapsychic needs raises the more basic question 
of why humans possess such needs, thus pushing 
back the explanatory burden. We briefly discuss 
what we believe is currently the most important 
alternative theory of tribal social identity.2

Optimal distinctiveness theory (Brewer 1999, 
2003; Brewer and Caporael 2006) starts from the 
premise that in-group–out-group distinctions do 
not always involve competition or conflict, and 
thus aims to provide an explanation for group 
identification that does not invoke intergroup 
competition. As humans rely on cooperation for 

2 There are several influential perspectives that are rel-
evant to social identity and intergroup psychology. One 
notable perspective is terror management theory (TMT), 
which explains many human psychological phenomena—
including intergroup bias—as resulting from motivations 
to uphold cultural worldviews (which, in turn, exist to 
assuage anxieties about death). Interestingly, evolution-
ary psychologists have attempted to explain many of the 
TMT-related phenomena as manifestations of coalitional 
psychology (e.g., Navarrete and Fessler 2005). Thus, this 
is another example of an explanation relying on intrapsy-
chic needs being updated by a more contemporary evolu-
tionary psychological perspective.
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survival, individuals must rely on others for in-
formation, help, and resources, and individuals 
must be willing to share information, help, and 
resources with others. Such cooperation requires 
that individuals trust others to cooperate in re-
turn. However, trusting others indiscriminately is 
a suboptimal strategy, as this leaves one vulner-
able to exploitation by cheaters. A more optimal 
strategy would be to trust others contingently 
on the probability that they will cooperate in 
return. Social differentiation and group bound-
aries might be a way for individuals to achieve 
cooperation, by limiting the costs of trusting in-
discriminately. Optimal distinctiveness theory 
holds that for the purpose of creating cooperative 
groups through social differentiation, humans 
have evolved opposing needs for inclusion (as-
similation in groups) and differentiation from 
other individuals:

When a person feels isolated or detached from any 
larger social collective, the drive for inclusion is 
aroused; on the other hand, immersion in an exces-
sively large or undefined social collective activates 
the search for differentiation and distinctiveness. 
Equilibrium is achieved through identification 
with distinctive social groups that meet both needs 
simultaneously. (Brewer 1999, p. 434)

Optimal distinctiveness theory shares certain as-
sumptions with our arguments outlined above 
(e.g., that it would be maladaptive to trust indis-
criminately, that a more optimal strategy would 
be to trust others contingently on the probabil-
ity that they will cooperate in return). However, 
our perspective differs in the specification of 
how individuals may determine the probabilities 
that others will reciprocate. Optimal distinctive-
ness theory proposes that individuals may use 
a somewhat crude heuristic to lower the prob-
ability of providing benefits to someone who 
will not reciprocate—that by limiting coopera-
tion to a subset of all available others, individu-
als may reduce the costs of cooperation and still 
enjoy the benefits of cooperation (Brewer 1999, 
2003). By contrast, our argument outlined above 
entails more specific proposals regarding how 
individuals might signal cooperative intent and 
specify the reasons other individuals might have 
for responding favorably to such signals. The key 

difference between optimal distinctiveness and 
our perspective is that we see intergroup com-
petition/conflict as providing a necessary foot-
ing for the evolution of motivations to cooperate 
with a particular group of individuals (see also 
Boyd and Richerson 2009; Van Vugt and Park 
2010). Also, our perspective attempts to explain 
why individuals who consider themselves part of 
a group would be motivated to trust each other. 
Specifically, it attempts to explain why individu-
als seeking alliances might be motivated to trust 
individuals who claim to be or are considered to 
be in-group members. (In optimal distinctive-
ness theory, trust is a defining characteristic of 
in-groups, but it is not explained why this would 
be so.) Furthermore, the hypotheses regarding 
the distinction between private and public social 
identity (with each having a specific function in 
balancing group contributions and benefits) are 
novel and not predicted by optimal distinctive-
ness theory.

To support their perspective, Brewer and Capo-
rael (2006) referred to the findings that in-group 
positivity does not necessarily predict out-group 
negativity and that in-group favoritism is often 
observed in the absence of out-group prejudice. 
We believe there are a couple of crucial points 
to note. First, social context matters. It is not the 
case that all possible “intergroup” situations will 
give rise to antipathy toward out-groups. Humans 
likely possess mechanisms allowing them to 
learn (via socialization in their in-groups) which 
out-groups are the most insidious and demand 
vigilance. Thus, even within ecological contexts 
with multiple coalitional social identities, some 
out-groups may be distrusted more than others. 
Second, to say that a key evolutionary cause of 
in-group cooperation was intergroup competition 
is not to imply that, at the level of proximate psy-
chological mechanisms, one necessarily should 
observe a correlation between in-group favorit-
ism and out-group prejudice. While intergroup 
conflict may sometimes lead to both outcomes, 
antipathy toward out-groups is expected to be 
functionally strategic, and thus separable from 
in-group favoritism.
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Additional Issues Highlighted by an 
Evolutionary Perspective

A key assumption in evolutionary psychology 
is that the mind is functionally specialized (Bar-
rett and Kurzban 2006). From such a perspec-
tive, one would predict that the mechanisms 
underlying coalitional social identity would be 
programmed to develop and become calibrated 
around the time when they are most functional 
(as it would be suboptimal to invest in the devel-
opment of these mechanisms when they are not 
yet useful and when resources can be channeled 
toward processes more important for survival). 
Thus, the development of social identity and pos-
sible sensitive periods in identity development 
are topics that fall within the scope of evolution-
ary analyses of social identity. If the mechanisms 
underlying coalitional social identity serve to 
forge group loyalty, then one might predict that 
the mechanisms underlying coalitional social 
identity will involve sensitive periods that coin-
cide with when children have their first interac-
tions with peers in the absence of parents (which 
plausibly is a situation in which they would need 
to forge alliances themselves, rather than relying 
on their parents for resources or cooperative ben-
efits). For example, sports fandom—identifying 
as a supporter of a sports team—seems to be an 
expression of coalitional social identity (Win-
egard and Deaner 2010). At least anecdotally, it 
would appear that fandom develops and solidi-
fies during adolescence (the period of heightened 
independence from parents). The sports teams 
that one becomes a supporter of during adoles-
cence (e.g., the Red Sox for a teenager growing 
up in Boston) seem to be those that one supports 
later in life, even after moving to a different city. 
(Note that one could make a similar argument for 
gender identities developing during adolescence, 
as from that age individuals might engage in 
potentially reproductive romantic relationships. 
However, gender identities actually develop at 
a much younger age. As this chapter focuses on 
tribal identities, we only mention this puzzle.) 
The development of social identity and the pres-
ence of sensitive periods may be a fruitful topic 
for further research.

Conclusion

Psychological investigations of social identity 
might usefully make a distinction between social 
identities associated with coalitional (“tribal”) 
groups, such as ethnicity and social class, and 
identities associated with noncoalitional catego-
ries, such as sex and age, as the mechanisms un-
derlying these different identities are unlikely to 
overlap completely. We have described an evolu-
tionary psychological perspective on coalitional 
social identity that started with a conjecture 
about an ultimate function of social identity. In 
a social ecology with intergroup competition, so-
cial identification may involve opportunity costs 
and, thus, both signal and motivate cooperation. 
Based on this conjecture about function, we 
derived predictions about form—the proximal 
psychology of social identification. Many ques-
tions remain. In particular, further research may 
examine whether social identity involves private 
social identities (for balancing costs and benefits 
of group membership) and public social identi-
ties (for strategically influencing the behaviors of 
others).
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Perhaps more ink has been devoted to the issue of self-
esteem…than to any other single topic in psychology.  
Kirkpatrick and Ellis (2001, p. 411)

The above quote captures the essence of research 
and writing on the psychology of self-esteem, 
and, ironically, we are going to devote even more 
ink to the topic. Self-esteem is not a new concept 
or area of research by any stretch of the imagina-
tion and can be found in some of the earliest psy-
chological writings (e.g., James 1890). Indeed, 
a simple search on Google Scholar will produce 
approximately 1.3 million results, with close to 
32,000 for the year 2014 alone. Despite this large 
body of literature, few researchers address self-
esteem within an explanatory theoretical frame-
work. While most agree that self-esteem refers 
to how positively or negatively we evaluate our-
selves (our self-concept), after that, the agreement 
typically stops. The topic of self-esteem is so 
pervasive that it is not restricted to just psychol-
ogy—many parents, teachers, retail assistants, 
talk show hosts, bloggers, and most other people 
in the population have their own concept of self-
esteem. It is not unusual to hear phrases such as 
“they need more self-esteem” or “I need to pro-
tect my children’s self-esteem by not letting them 
fail” spoken on radio talk shows, in classrooms, 
and in coffee shops, as if self-esteem is a tangible 

resource that requires saving and protecting. So 
why is self-esteem so important? What is the role 
and function of self-esteem? Can we “get” more 
self-esteem? Can we “protect” it? Evolutionary 
psychology provides a framework for conceptu-
alizing and understanding the role and function 
of self-esteem (Hill and Buss 2006; Kirkpatrick 
and Ellis 2001; Leary and Downs 1995).

An evolved human psyche is not a new con-
cept, having been mentioned in the broader sci-
entific literature for well over a century (e.g., 
Darwin 1880) and in some of the earliest psycho-
logical writings (i.e., James 1890). More recently, 
contemporary researchers (e.g., Buss 1995, 2004; 
Cosmides and Tooby 1997) explicitly describe a 
framework of conceptualizing and explaining 
human cognitive processes and behavior within 
an evolutionary psychological framework, with 
this paradigm slowly gaining acceptance in the 
psychological arena. The last two decades have 
been described as “the period of the evolution 
revolution in psychology” (Geher et al. 2008, 
p. 8). Indeed, an evolutionary approach to psy-
chology has found its way into most branches of 
contemporary psychology, from the psychology 
of intimate relationships (Fletcher 2002) to men-
tal health Nesse 2005). It is not surprising, then, 
that evolutionary psychology has something to 
offer in conceptualizing and understanding self-
esteem.
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Fundamentals of Evolutionary 
Psychology

Before discussing an evolutionary perspective 
on self-esteem, it is important to keep in mind 
the fundamentals of an evolutionary psychology 
approach. At the conceptual level of evolution-
ary psychology, it is proposed there exists an 
interplay between adaptive problems, cognitive 
problems, and neuropsychological processes 
(Cosmides and Tooby 1997). Alongside this 
proposition, there are three key premises within 
evolutionary psychology: domain specificity, nu-
merousness, and functionality (Buss 1995). Do-
main specificity is the concept that all evolved 
mechanisms are designed through selective pres-
sures to solve specific adaptive problems. That 
is, there exist different decision rules for different 
contexts or environmental problems, as differ-
ent problems require different solutions. Having 
one or two global strategies for solving multiple 
distinct adaptive problems would be maladap-
tive. Numerousness is the concept that there is 
more than one psychological mechanism for the 
various adaptive problems faced by humans; for 
example, psychological mechanisms for mate se-
lection, assessment of danger, or parenting. Each 
of these psychological mechanisms is distinct 
and domain specific. That is, the psychological 
mechanism for the selection of mates should not 
be relevant for the assessment of danger; first, 
because the adaptive problems are different, and 
second, this would make one or the other of the 
mechanisms redundant. The premise of function-
ality is that each psychological mechanism is de-
signed to fulfill a precise adaptive process (Buss 
1995). It is these premises that are important to 
be mindful of when thinking about an evolution-
ary psychology account of self-esteem.

Sociometer Theory

One of the most influential theories of self-es-
teem from an evolutionary psychology perspec-
tive is sociometer theory (Leary and Downs 
1995). While the original intent of this chapter 

was not to review sociometer theory per se, it is 
the theory most grounded in an evolutionary psy-
chology framework. By reviewing the research 
findings associated with premises of sociometer 
theory, one can have a better understanding of the 
contributions of evolutionary psychology to con-
ceptualizing self-esteem. Although it has to be 
acknowledged that there are other evolutionary 
accounts of self-esteem, such as terror manage-
ment theory (Greenberg et al. 1986), as MacDon-
ald (2007) clearly articulated, terror management 
theory does not offer a thorough evolutionary ac-
count of self-esteem and lacks parsimony—a key 
component of a successful theory (see MacDon-
ald 2007, for a full discussion).

The original sociometer research demonstrat-
ed converging evidence for sociometer theory by 
revealing links between perceived social exclu-
sion and state self-esteem (Leary et al. 1995b). 
This research and the subsequent theoretical 
chapter (Leary and Downs 1995) were the plat-
forms for the launch of sociometer theory. Soci-
ometer theory (Leary and Downs 1995) was born 
out of an attempt to answer two fundamental 
questions that at the time had rarely been con-
sidered: (1) what is self-esteem?, and (2) what 
is its function? Based on his earlier work, Leary 
had observed that self-esteem was highly cor-
related with social anxiety, jealousy, loneliness, 
and depression (Leary 1990, 2003). Along with 
these observations—and consistent with earlier 
theorists such as Cooley (1902) and Rosenberg 
(1979)—Leary proposed that self-esteem is a 
reflection of an individual’s perceptions of how 
others view oneself. Specifically, Leary proposed 
that state self-esteem is an interpersonal monitor 
that had evolved to gauge an individual’s level 
of social acceptance, based on the premise that a 
key adaptive problem faced by our ancestors was 
group inclusion. Exclusion from a group could 
result in reduced survival due to loss of resources 
and benefits associated with group living. Using 
the analogy of a fuel gauge in a car, which is de-
signed to alert the driver when to refill, Leary 
proposed that state self-esteem monitors the en-
vironment to alert an individual when social ac-
ceptance is low, thus motivating the person to 
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take corrective action—a sociometer (Leary and 
Downs 1995; Leary et al. 1995b).

In an important extension to the original work 
of Leary and his colleagues, Kirkpatrick and 
Ellis (2001) proposed a domain-specific model 
of sociometer theory. Although acknowledging 
the merits of the original model, Kirkpatrick and 
Ellis noted several theoretical weaknesses. They 
proposed that if self-esteem is a barometer of 
social acceptance evolved through natural selec-
tion, then key premises of evolutionary psychol-
ogy need to apply to this theoretical mechanism 
(i.e., domain specificity, numerousness, and 
functionality). While Leary and Downs (1995) 
covered the functionality premise within an evo-
lutionary psychological framework, they had not 
completely addressed the domain specificity and 
numerousness premises.

Kirkpatrick and Ellis (2001) expanded where 
Leary and colleagues had left off theoretically by 
proposing multiple domain-specific sociometers, 
each designed to monitor acceptance in distinctly 
different group settings that have their own set 
of adaptive problems (e.g., instrumental coali-
tions, mating relationships, family relationships). 
Kirkpatrick and Ellis did not address the question 
of exactly how many distinct sociometers there 
might be, but they did suggest that any group af-
filiation that is important for human survival may 
have its own sociometer. Kirkpatrick and Ellis 
argue that, similar to a dashboard with several 
gauges, there exist an array of sociometers with 
each designed to measure inclusion in a particu-
lar group and motivate specific corrective action 
(sometimes automatically) that is relevant to that 
particular group.

In a further extension of sociometer theory, Hill 
and Buss (2006) suggested caution when invok-
ing a domain-specific model of sociometers. They 
argued that in some instances the argument for do-
main specificity overlooks the fact that some attri-
butes contribute to successfully solving problems 
across domains. Hill and Buss use the example of 
social status, which is important in both the mating 
domain and the coalitional domain. They argue 
that using a separate mechanism for each self-es-
teem domain may not be parsimonious.

Hill and Buss’s (2006) cautionary note regard-
ing domain specificity offers an explanation for 
the positive correlations found across self-esteem 
domains. That is, the extent to which an attribute 
raises self-esteem in one domain (a reflection 
of greater social value, hence social inclusion) 
should be associated with increases in another 
domain in which that attribute is also valued. 
However, when valued attributes differ mark-
edly across domains, there should be weak cor-
relations, thus establishing relative domain spec-
ificity. One example is physical attractiveness. 
Physical attractiveness is an important attribute 
in the mating domain, although it is not nearly 
as important as other attributes, such as coopera-
tiveness, in the coalitional domain (Cottrell et al. 
2007). Hill and Buss’s model expanded Kirkpat-
rick’s and Ellis’s (2001) approach and provides a 
framework for predicting specificity versus gen-
erality across conditions.

Sociometer Research

A mounting body of research has supported a so-
ciometer theory account of self-esteem. Detailed 
in the following paragraphs are research findings 
that directly or indirectly support a sociometer 
account of self-esteem, organized according to 
the key premises of evolutionary psychology and 
sociometer theory.

According to sociometer theory, trait self-es-
teem is calibrated by experiencing relatively con-
sistent levels of state self-esteem based on feed-
back from the social environment (Hill and Buss 
2006). There is typically a moderate to strong 
correlation between state and trait self-esteem 
(Haupt and Leary 1997; Leary 1999a, b; Leary 
et al. 2001). Levels of trait self-esteem are repre-
sentative of an idling sociometer (a sociometer at 
rest). Therefore, it is important to consider both 
trait and state self-esteem when reviewing the ev-
idence regarding sociometer theory. The research 
is presented according to the three premises of 
evolutionary psychology (i.e., functionality, nu-
merousness, and domain specificity).
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Evolutionary Psychology Premise: 
Functionality
Each psychological mechanism has evolved to 
solve a specific adaptive problem recurrently 
confronted by our ancestors. For example, to 
understand how the experiences of rejection and 
acceptance affect the self-concept, we first need 
to understand the function of self-esteem. That 
is, identifying the adaptive problem that a psy-
chological mechanism such as self-esteem has 
evolved to solve should help us to understand the 
proximal processes involved in how experiences 
like acceptance or rejection impact self-concept.

Sociometer Premise: The Need  
to Belong
A core premise of sociometer theory contends 
that there is an innate need for humans to belong 
(Leary and Downs 1995). Belongingness is posi-
tively and uniquely associated with self-esteem 
(Gailliot and Baumeister 2007). Individuals who 
have a high need to belong (i.e., a high need to 
experience social connectedness) are more sensi-
tive to and accurate in detecting and interpreting 
social cues (Pickett et al. 2004). Consistent ac-
ceptance leads to increases in self-esteem com-
pared to increasing acceptance, and consistent 
rejection leads to lower levels of self-esteem 
compared to increasing rejection (Buckley et al. 
2004). Furthermore, rejection versus acceptance 
from someone who is less familiar with you re-
sults in lower self-esteem compared to someone 
who is more familiar (Snapp and Leary 2001). 
Ostracism—a form of exclusion—has an im-
pact on both self-esteem and belongingness, 
with lower self-esteem associated with ostracism 
(Sommer et al. 2001; Williams et al. 2000) and 
higher ostracism associated with lower perceived 
belongingness and self-esteem (Williams et al. 
2000). Finally, dominance and acceptance within 
a group—independent of each other—are also as-
sociated with higher levels of self-esteem (Leary 
et al. 2001). Although dominance within a group 
(which presupposes acceptance) is important, 
perceived acceptance within a group accounts for 
substantially more variance in trait self-esteem 
than perceived dominance (Leary et al. 2001).

Universal Need to Belong
Any robust evolutionary account of self-esteem 
also needs to pass the cultural test (Henrich 
et al. 2010). Although there are differences in 
the source of self-esteem between Western and 
Eastern cultures (i.e., individual vs. collective, 
respectively), the self-esteem motive appears 
universal (Leary et al. 1995a). Perceived emo-
tional support has a strong effect on self-esteem, 
regardless of culture (Uchida et al. 2008). For 
those who identify strongly with their cultural 
group, people with low collective self-esteem are 
particularly reactive to evaluations of their cul-
tural group (Downie et al. 2006), suggesting that 
the sociometer is sensitive to threats associated 
with collectivist sources of self-esteem. West-
erners are more attuned to feedback reflecting 
social commodities (i.e., traits such as physical 
attractiveness, popularity, and social skills), as 
opposed to communal qualities (i.e., personality 
traits such as kindness, warmth, responsiveness, 
and honesty; Anthony et al. 2007a), suggesting 
the sociometer within Westerners is more sen-
sitive to threats associated with individualistic 
sources of self-esteem. Finally, self-esteem ap-
pears most sensitive to rejection when it is ac-
companied by having one’s worldview validated 
(Gailliot and Baumeister 2007).

Biological Sex
Sex differences are often investigated in the evo-
lutionary psychology literature given the different 
selective pressures on men and women (Schmitt 
2005). The self-esteem literature is no exception 
and sex differences appear to exist in relation to 
attributes most relevant to mate value, or relative 
desirability as a mate. For example, males report 
lower state self-esteem after competence and sta-
tus rejections, whereas physical attractiveness 
is reportedly more important for women (Pass 
et al. 2010). Further, self-esteem is more attuned 
to self-perceived mate value in men who pursue 
short-term mating approaches, as compared to 
men who were already in relationships or have 
fathered a child (Penke and Denissen 2008).
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Sociometer Premise: A Signal  
Detection System
According to sociometer theory, state self-esteem 
acts as an early warning system, alerting the in-
dividual to changes in the social environment 
before exclusion takes place. Research has dem-
onstrated (e.g., Sommer and Baumeister 2002) 
that people with lower trait self-esteem are more 
sensitive to changes in the social environment. 
Further, people with lower trait self-esteem are 
less likely to join a new social group unless ac-
ceptance is guaranteed, whereas people with 
high self-esteem will join regardless of whether 
acceptance is guaranteed (Anthony et al. 2007b). 
Other studies have found that positive regard and 
acceptance by others is associated with higher 
levels of self-esteem (Buckley et al. 2004; Leary 
et al. 2001, 2003; Lemay and Ashmore 2006; 
Srivastava and Beer 2005), even for people who 
claim that acceptance by others is not important 
to them (Leary et al. 2003; Lemay and Ashmore 
2006). Finally, self-esteem is sensitive to social 
cues, such as eye contact (Wirth et al. 2010), with 
perceived inclusion associated with direct eye 
contact and perceived exclusion associated with 
averted eye gaze, leading to reduced self-esteem 
and lowered perceived relational value (Wirth 
et al. 2010).

State self-esteem is most sensitive to rejection 
when others’ evaluations are ambivalent (Leary 
et al. 1998). A history of rejection by others can 
increase an individual’s sensitivity to future re-
jection, and has been associated with lower trait 
self-esteem (Carnelley et al. 2007; Srivastava 
and Beer 2005). While rejection sensitivity may 
appear a useful tool for low trait self-esteem in-
dividuals, it has been associated with negative 
consequences (e.g., Cikara and Girgus 2010), 
with people high in social hypersensitivity ex-
periencing greater levels of negative affect. It 
appears that people with low self-esteem experi-
ence an attentional bias towards negative social 
cues and people with fewer friends display a 
heightened ability to decode social cues (Gardner 
et al. 2005). Finally, people with low self-esteem 
experience more social pain after experiencing 
ostracism and display more activity in the dorsal 
anterior cingulate and prefrontal cortices (Onoda 

et al. 2010), indicating a higher reactivity and 
sensitivity to rejection based on previous experi-
ences.

Sociometer Premise: A Corrective Action 
System
The final proposed function of a sociometer, after 
detecting social exclusion or rejection, is to mo-
tivate behavior to avoid or address the threatened 
exclusion. Along those lines, research findings 
indicate that after being ostracized, people at-
tempted to counteract the threat to belongingness 
by conforming to a new group to reestablish a 
sense of belonging (Williams et al. 2000). The 
threat of exclusion also leads people to express 
a greater desire to affiliate with others, form in-
creased positive impressions of other possible 
social targets, and perceive greater rewards from 
interacting with new people (Maner et al. 2007). 
Self-protection is used by people with low self-
esteem in the romantic context (Cameron et al. 
2010). People with low self-esteem, in their de-
sire to avoid rejection, tend to underestimate ac-
ceptance from potential romantic partners as a 
means of self-protection, whereas people with 
high self-esteem tend to overestimate their ac-
ceptance (Cameron et al. 2010). Finally, the ex-
pression of pride may be an indicator to others 
that a person is deserving of greater social inclu-
sion (Tracy et al. 2010).

The research investigating the associations 
between self-esteem and various aspects of so-
cial inclusion and belongingness, as outlined, 
supports the sociometer model of self-esteem. 
People are sensitive to their social environments 
and the degree of inclusion or belonging experi-
enced, and this sensitivity is reflected in levels of 
state (and trait) self-esteem. Self-esteem is there-
fore linked to the degree to which we are socially 
included or excluded, especially by those with 
whom we are strongly connected or with whom 
we identify. Moreover, after inclusionary status 
is threatened, people take behavioral action to 
counteract the threat, including withdrawal and 
seeking inclusion in another group.
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Evolutionary Psychology Premise: 
Numerousness
There is more than one psychological mecha-
nism for the various adaptive problems faced by 
humans (e.g., mate selection, assessment of dan-
ger, parenting) and each of these mechanisms is 
distinct and relatively domain specific. That is, a 
mechanism motivating selection of mates should 
not be relevant for the assessment of danger, for 
example.

Mating
The mate value sociometer is a mechanism 
whereby one can track one’s relative mate value 
through experiences of accepted and rejected 
mating attempts. That is, people face the adap-
tive problem of securing partners with a mate 
value that is comparable to their own mate value 
(Penke et al. 2008). Within the mating domain, 
there is a strong link between those traits that 
males and females consider valuable for mating 
and, therefore, impact their self-esteem. As a re-
sult, both men and women experience a decrease 
in self-esteem after rejection and an increase in 
self-esteem after acceptance for a potential dat-
ing situation, and this in turn influences their 
mating aspirations (Kavanagh et al. 2010). Men 
and women experience decreases in self-esteem 
when they are devalued on mating ideals that are 
valued in their sex (i.e., status/resources for males 
and attractiveness/vitality for females; Campbell 
and Wilbur 2009). Self-esteem is positively as-
sociated with mate value for women (Hill and 
Durante 2009), especially self-perceived attrac-
tiveness (Bale and Archer 2013).

Attachment
As sociometer theory presupposes an innate need 
to belong and form relationships with others, it 
is plausible that attachment working models or 
styles (i.e., a family relationships sociometer; 
Kirkpatrick and Ellis 2001) play a role in the 
function of the sociometer system, especially 
since early attachment styles are correlated with 
adult relationship attachment (Murray et al. 
2000). As such, higher levels of insecure attach-
ment predict lower self-esteem, and people with 

higher levels of anxious attachment are more re-
active to both acceptance and rejection (Foster 
et al. 2007; Srivastava and Beer 2005)—that is, 
they have more reactive sociometers. Lower self-
esteem is associated with negative feedback from 
an intimate partner for those higher in attach-
ment anxiety (Carnelley et al. 2007), and higher 
self-esteem is associated with secure attachment 
(Foster et al. 2007).

Current Intimate Relationships
There is a large literature examining the associa-
tions between trait self-esteem and features and 
processes of current intimate relationships. As 
such, trait self-esteem is positively associated 
with relationship satisfaction (Aune and Wong 
2002; Cramer 2003a, b; Lemay et al. 2007; Mur-
ray et al. 2000, 2001; Shackelford 2001; Voss 
et al. 1999), playfulness in a relationship (Aune 
and Wong 2002), sexual satisfaction in a relation-
ship (Barnett and Nietzel 1979), perceived accep-
tance in a relationship (Cramer 2003a), perceived 
regard in a relationship (Murray et al. 2000), and 
marital adjustment (Voss et al. 1999). Trait self-
esteem has also been found to be negatively as-
sociated with need for approval in a romantic 
relationship (Cramer 2003a), misperceptions of 
partner’s mood and intentions (Bellavia and Mur-
ray 2003), anxiety about partner acceptance, sen-
sitivity to threats (Murray et al. 2002), insecuri-
ties about partner’s positive regard (Murray et al. 
2005), need for affiliation (Rudich and Vallacher 
1999), and lower quality relationships (Denis-
sen et al. 2008). These findings are all broadly 
consistent with sociometer theory. That is, higher 
trait self-esteem is associated with being includ-
ed and valued in relationships and with relation-
ship security.

Coalitions
One domain proposed by Kirkpatrick and Ellis 
(2001) that may have a distinct sociometer is co-
alitional relationships. Examples of coalitions in 
a modern context would be friendships, sports 
teams, or work relationships. Lower levels of in-
clusion (self-esteem) are associated with lower 
friendship quality (Denissen et al. 2008). Proce-
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dural fairness within an  organization is associat-
ed with information about relational value (e.g., 
De Cremer 2003; De Cremer et al. 2004). People 
with lower self-esteem report self-attributions 
that are more negative and show less commit-
ment to their organization when there is incon-
sistent leadership. Leadership inconsistency ap-
pears to elicit concerns about one’s social worth 
(De Cremer 2003; De Cremer et al. 2004). Find-
ings from the belongingness literature (Lavigne 
et al. 2011) suggest there exist two belongingness 
need orientations—one directed towards seeking 
relationships for enrichment and personal devel-
opment, and one seeking others to fill a social 
void. Individuals in collegial relationships who 
are seeking belongingness to fill a social void 
were perceived by colleagues to be less socially 
accepted and to have lower self-esteem (Lavigne 
et al. 2011).

Evolutionary Psychology Premise: 
Domain Specificity
All evolved mechanisms are a product of selec-
tive pressures to solve specific adaptive prob-
lems. That is, there exist different decision rules 
for different contexts or environmental problems, 
as different problems require different solutions. 
To our knowledge, there are only two studies 
(i.e., Kavanagh et al. 2010, 2014) that have ex-
plicitly tested the domain specificity of the soci-
ometer advanced by Kirkpatrick and Ellis (2001). 
For sociometer theory to fit in a modern evolu-
tionary psychological framework, calibrations of 
mate value as represented by mating aspirations 
should be independent of friendship aspirations, 
for example. In a critical test of the domain speci-
ficity proposition of the sociometer, individuals 
who were single had their mating self-esteem 
manipulated by being accepted or rejected for 
a potential date and had both their mating and 
friendship aspirations measured (Kavanagh et al. 
2010). Rejected individuals reported a decrease 
in mating aspirations, whereas those who were 
accepted reported an increase, with this associa-
tion mediated by state self-esteem. Importantly, 
however, there were no differences between the 
rejected and accepted group for friendship aspi-

rations (Kavanagh et al. 2010). Similar findings 
were reported with participants currently in an 
intimate relationship (Kavanagh et al. 2014). 
After experiencing either mating acceptance or 
rejection from a potential date, those who were 
rejected reported greater satisfaction and com-
mitment to their current relationship, whereas 
those who were accepted reported less satisfac-
tion and commitment. Again supporting the do-
main specificity premise, there was no difference 
between groups for dedication to their current 
friendships (Kavanagh et al. 2014).

Conclusions

Sociometer theory provides a comprehensive 
and parsimonious account of self-esteem from an 
evolutionary psychological perspective. There is 
a plethora of research supporting the basic prem-
ise that self-esteem is linked to social acceptance 
and a sense of belongingness. This research 
provides support for the functionality aspect of 
sociometer theory. However, what is lacking is 
research examining other premises (e.g., numer-
ousness) and the extent to which sociometers are 
domain specific or domain general. We conclude 
that researchers must continue examining the do-
main specificity aspects of self-esteem if we are 
to continue down the path of an evolutionary psy-
chological model for understanding self-esteem. 
There is already a large literature examining 
mating relationships and intimate relationships. 
However, as suggested by Kirkpatrick and Ellis 
(2001), there are other domains for which gaug-
ing one’s level of social acceptance is equally im-
portant. At the same time, researchers also need 
to be mindful of the potential overlap across do-
mains (e.g., Hill and Buss 2006).

In sum, sociometer theory provides an excel-
lent framework for conceptualizing and under-
standing variability and stability in self-esteem, 
while adhering to the core premises of evolution-
ary psychology. Nevertheless, like most theories, 
it requires further testing.
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Human beings are the quintessential social ani-
mals. Through generations of evolution, this 
aspect of human nature has left an indelible 
impression on almost every aspect of human 
psychology, including the self: the collection of 
traits, qualities, schema, roles, beliefs, and atti-
tudes that form the core of one’s identity (e.g., 
Markus 1977). The link between the self and 
one’s social world is fundamental. Cooley (1956) 
posited that people observe others’ treatment 
of—and reactions to—oneself. The self is then 
formed through this social “looking glass.” Once 
formed, the self becomes an organizing struc-
ture that helps people to make sense of their past 
experiences, guide present behavior, and predict 
future experiences (Swann 1987, 2012). These 
functions are essential for social animals. Suc-
cess in a social world relies upon one’s ability 
to understand and anticipate others’ behavior and 
reactions to oneself. Although people certainly 
look to their social worlds to form such vital 
perceptions, we argue that people also look to 
the internal world of the self for this social guid-

ance. Specifically, we suggest that humans have 
evolved a quick and readily available system 
for understanding and anticipating their social 
world: the self-esteem system.

Sociometer theory contends that the self-
esteem system is an evolved regulatory system 
aimed at helping people form and maintain high-
quality social bonds (e.g., Leary and Baumeis-
ter 2000); bonds that were and are essential for 
survival (Tooby and Cosmides 1996). As such, 
the motivational heart of the self-esteem system 
is the fundamental need to form lasting and sat-
isfying interpersonal attachments. This need to 
belong is one of the most basic of human needs, 
and its satisfaction is essential for normal devel-
opment (Bowlby 1973), continued well-being 
(Baumeister and Leary 1995), and maintaining 
physical health (e.g., Stinson et al. 2008b). Thus, 
the self-esteem system evolved to help people 
gain acceptance from others and avoid social 
exclusion (e.g., Leary and Guadagno 2011). We 
suggest that the self-esteem system accomplishes 
these tasks, in part, by providing answers to four 
pressing interpersonal dilemmas concerning re-
lational value, which is one’s value as an inter-
personal partner: (a) What is my relational value? 
(b) Should I believe social feedback about my re-
lational value? (c) If my relational value is threat-
ened, should I pursue connection or self-protec-
tion? (d) How can I judge the relational value of 
others before committing to a long-term bond? 
As we detail below, the self-esteem system helps 
to resolve these interpersonal dilemmas by moni-
toring the social world for cues that are relevant 
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to each question and then signaling a response. 
In turn, the signals produced by the self-esteem 
system in response to each dilemma provoke 
motivations and behaviors that service the need 
to belong. Thus, we suggest that the self-esteem 
system is a multifaceted drive system shaped by 
evolution to provide humans with the tools they 
need to successfully navigate their social worlds.

“What Is My Relational Value?”

The self-esteem system services the need to be-
long, in part, by maintaining an internal barom-
eter of the quality of one’s social bonds. This 
sociometer indexes one’s perceived relational 
value, which is the degree to which one perceives 
that one is valued by others as a social partner 
(Leary and Baumeister 2000). Thus, the sociom-
eter monitors the environment for cues regarding 
one’s relational value. Such cues may come from 
the external environment in the form of current 
social feedback from interpersonal experiences. 
For example, the aloof and rejecting behavior 
of a coworker during a conversation is real-time 
feedback suggesting that one has low relational 
value (e.g., Stinson et al. 2009). The self-esteem 
system responds to such relational-value cues 
and provides real-time feedback concerning the 
quality of one’s social bonds (e.g., Leary et al. 
1998). The signal produced by the self-esteem 
system in response to higher or lower perceived 
relational value is referred to as state self-esteem 
(SSE), which is one’s in-the-moment feelings 
of self-worth or self-directed affect (i.e., feeling 
good or bad about oneself). If feedback suggests 
that one’s relational value is high, the sociometer 
signals this desirable state of affairs with positive 
affect and increases in SSE. In contrast, if feed-
back suggests that one’s relational value is low, 
the sociometer signals this threat to the need to 
belong with negative affect and decreases in SSE. 
There is ample empirical evidence to suggest that 
social feedback concerning one’s relational value 
prompts changes in SSE (e.g., Leary et al. 1998; 
Stinson et al. 2008b; Stinson et al. 2010). For 
example, when participants interacted socially 

with a cold and rejecting confederate during an 
experimental session, they reported lower levels 
of SSE than did participants who had interacted 
with a warm and friendly confederate (Stinson 
et al. 2010). This example is consistent with a re-
cent meta-analytic review; across 192 studies of 
social exclusion, accepted participants reported 
more positive affect, less negative affect,1 and 
higher SSE than rejected participants (Blackhart 
et al. 2009).

The sociometer view of SSE is unique, in that 
it not only proposes the specific experiences that 
will provoke fluctuations in state feelings of self-
worth—specifically, experiences that yield social 
cues concerning one’s relational value—but also 
suggests an adaptive reason why SSE exists in 
the first place. In the sociometer view, decreases 
in SSE alert the individual that his or her social 
bonds are in jeopardy (e.g., Leary and Baumeister 
2000; Stinson et al. 2010), a state of affairs that 
would have threatened ancestral human’s very 
survival. Reflecting the importance of maintain-
ing social bonds, the response of the sociometer 
to relational-value feedback is biased: Once rela-
tional-value feedback becomes neutral or mildly 
negative, people’s SSE has already reached its 
lowest point and does not become more negative, 
even as feedback becomes increasingly unfavor-
able (Leary et al. 1998). Thus, it appears that the 
self-esteem system does not distinguish between 
a moderate threat to one’s belonging, such as a 
rebuke from a romantic partner for bad behav-
ior, and outright rejection. For any social animal, 
both threats to belonging are equally perilous and 
worthy of attention.

The SSE signal produced in response to rela-
tional value prompts motivational and behavioral 
responses aimed at meeting the need to belong. In 
two experiments, Murray et al. (2008, Studies 1 

1 Variation in affect as a function of acceptance–rejec-
tion may also reflect changes in SSE as a function of ac-
ceptance–rejection, at least in part, because many affect 
measures include items tapping self-directed feelings 
(e.g., “proud,” “ashamed,” “nervous,” and “guilty,” are 
included in the widely used short-form PANAS (positive 
and negative affect schedule); Watson et al. 1988).
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and 2) demonstrated this process  experimentally.2 
Participants in the experimental threat condition 
recalled a time when their romantic partner had 
hurt their feelings or had let them down, a task 
that we suggest constitutes low-relational-value 
feedback (see also Leary et al. 1998, and Stin-
son et al. 2010, for similar experimental threats 
to belonging). Consistent with this interpretation, 
compared to the control condition, participants in 
the experimental threat condition reported more 
hurt feelings (i.e., an affective response consis-
tent with the proposed sociometer response to 
low-relational-value feedback; MacDonald and 
Leary 2005). In turn, and again compared to par-
ticipants in the control condition, participants 
whose belongingness was threatened were faster 
to name connection words on a lexical decision 
task and reported stronger connection goals, re-
sults that we believe are consistent with the acti-
vation of the need to belong. Hence, the sociom-
eter model of self-esteem not only describes the 
nature of SSE but also proposes an evolutionarily 
adaptive function for feelings (i.e., signals) of 
high or low self-worth: To alert the individual to 
threats to the need to belong and prompt behav-
iors aimed at correcting that undesirable state of 
affairs (see Williams 2007). But what behaviors 
are prompted by a threatened need to belong? 
We will return to this question shortly. First, we 
discuss another pressing interpersonal dilemma: 
How do people determine whether or not they can 
trust the relational-value feedback they  receive?

“Should I Believe Social Feedback 
About My Relational Value?”

Relational-value feedback prompts the affective 
SSE signal without the use of regulatory effort 
or conscious deliberation (Swann and Schroeder 
1995). However, when people receive relational-
value feedback, a second, independent, delibera-
tive level of processing also occurs in parallel to 
the effortless, affective processing of the feed-

2 The authors offered a different, but related, risk-regu-
lation interpretation of their results, but we think that a 
belongingness account also fits their data.

back (Stinson et al. 2010). This deliberation aims 
to determine whether the relational feedback is 
trustworthy and believable, and therefore wor-
thy of action. This function of the self-esteem 
system relies not on the state component of self-
esteem but on the trait component. Over time, 
specific experiences of acceptance and rejection 
are internalized to form a relatively stable, and 
global, view of one’s relational value, which so-
ciometer theorists call global self-esteem (Stin-
son and Holmes 2010). Individuals with higher 
global self-esteem (HSEs) feel that they were, 
are, and will be valued by others, whereas in-
dividuals with lower global self-esteem (LSEs) 
doubt their value as relational partners and proj-
ect these doubts onto future relationships (e.g., 
Murray et al. 2000). As with other central aspects 
of the self-concept (Swann 1987), people rely on 
their global self-esteem to make sense of their 
worlds, to explain past social experiences, and to 
predict the outcome of future social experiences 
(e.g., Stinson et al. 2010). Thus, not only does 
sociometer theory describe the nature of global 
self-esteem but it also implies an important func-
tion of global perceived relational value (i.e., to 
lend coherence and predictability to one’s world). 
One way that the self-esteem system accomplish-
es this goal is by helping people to evaluate the 
validity of incoming relational-value feedback.

When feedback concerning one’s relational 
value is detected, the self-esteem system com-
pares the feedback to one’s global self-esteem 
to determine if the feedback is consistent or in-
consistent with existing self-views (Stinson et al. 
2010). If the social feedback in question is consis-
tent with one’s global self-esteem, then, for bet-
ter or worse, this causes people to conclude that 
the feedback is accurate and valid. In contrast, 
if feedback is inconsistent with self-esteem, then 
this causes people to conclude that the feedback 
is inaccurate and possibly invalid. For example, 
in one study, Stinson et al. (2010) provided par-
ticipants with false feedback from their romantic 
partner, indicating that their romantic partner ei-
ther agreed with the participants’ own self-views 
of a particular socially valued trait or viewed the 
participant much more positively than the par-
ticipants’ rated themselves (i.e., the partner held 
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positive illusions about the participant; Murray 
et al. 2001). This feedback constituted relational-
value feedback, and thus was either self-esteem 
consistent or self-esteem inconsistent. Conceptu-
ally replicating past research (e.g., Swann 1997), 
participants rated the self-esteem-consistent 
feedback as more accurate than the self-esteem-
inconsistent feedback. Thus, the self-esteem 
system helped people to evaluate whether or not 
they should believe the relational-value feed-
back by providing a benchmark against which 
the relational-value feedback was compared (i.e., 
feedback that deviated from participants’ global 
self-esteem benchmark was deemed inaccurate).

Rejecting self-esteem-inconsistent relational-
value feedback is a safe response. Existing self-
views reflect years of experience, so one should 
not change them to reflect new relational-value 
feedback precipitously. Therefore, although SSE 
is influenced by any social experience that con-
notes acceptance or rejection, global self-esteem 
is more selective. Once solidified around age 12 
(Harter 2003), global self-esteem is quite stable 
during adulthood (Trzesniewski et al. 2003).

However, maintaining one’s self-esteem in the 
face of self-esteem-inconsistent relational-value 
feedback could have a maladaptive downside. 
Recall that people rely on their global self-es-
teem to make sense of their worlds, explain past 
social experiences, predict the outcome of future 
social experiences, and even judge the validity of 
incoming relational-value feedback. Therefore, 
miscalibrated self-esteem that is grossly out of 
touch with one’s true relational value can have 
negative social repercussions (Leary and Gua-
dagno 2011; Murray et al. 2003; see Sedikides 
1993, for related arguments). For example, incor-
rectly overestimating one’s social value could 
cause one to attempt to initiate relationships with 
people who are not interested or trust people who 
do not have one’s best interests at heart. Either 
one of these possibilities could lead to humilia-
tion, embarrassment, and social pain. In contrast, 
incorrectly underestimating one’s social value is 
painful by its very nature and could cause one 
to overlook social opportunities with interested 
others, initiate or maintain poor-quality relation-
ships, or feel unwarranted insecurities within 

one’s close relationships. Any of these possibili-
ties could lead to depression, anxiety, loneliness, 
and social isolation. Thus, both overestimating 
and underestimating one’s relational value could 
lead to negative interpersonal consequences.

Therefore, it is essential that one’s chronic 
global self-esteem is in touch with social reality. 
So at the same time that the self-esteem system 
was leading participants in Stinson et al. (2010) 
study to conclude that self-esteem-inconsistent 
feedback was inaccurate, another deliberative 
process was evident in the participants’ sponta-
neous thoughts about the feedback. After receiv-
ing the self-esteem-consistent or -inconsistent 
feedback, participants freely listed their thoughts 
about the feedback and coders rated the thought 
lists for epistemic (i.e., knowledge) uncertainty 
(e.g., “Doesn’t make sense?!,” “Maybe there is 
something I never saw?;” Stinson et al. 2010, 
p. 1006) or epistemic certainty (e.g., “Typical,” 
“I expected it;” p. 1006). Compared to the self-
esteem-consistent condition, the self-esteem-
inconsistent relational-value feedback caused 
participants to experience feelings of epistemic 
confusion and uncertainty. Although participants 
explicitly declared that the self-esteem-inconsis-
tent feedback was inaccurate, on another, perhaps 
implicit level, the feedback shook participants’ 
confidence in their self-views. Stinson and col-
leagues replicated this effect in a number of ex-
periments. Across studies, if the relational-value 
feedback was consistent with participants’ global 
self-esteem, it provoked comfortable and safe 
feelings of epistemic certainty and confidence. In 
contrast, if feedback was inconsistent with par-
ticipants’ self-esteem, then it provoked aversive 
and uncomfortable feelings of epistemic confu-
sion and uncertainty.

Stinson et al. (2010) suggested that such feel-
ings of epistemic confusion may reflect the first 
step on the road towards self-esteem change 
aimed at keeping global self-esteem in touch 
with social reality. Epistemic confusion feels un-
comfortable, and people are motivated to allevi-
ate such discomfort. In a sense, self-verification 
is the “easy way out” of epistemic confusion, 
providing a safe and quick way to reestablish 
epistemic confidence (e.g., Sedikides 1993). 
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However, what happens when feedback that is in-
consistent with one’s self-esteem becomes more 
frequent, especially over a long period of time? 
For example, if a woman with low self-esteem 
forms a romantic bond with a partner who has 
positive illusions about her relational value, then 
over time, frequent self-esteem-inconsistent feed-
back from her partner would cause the woman 
to experience chronic epistemic confusion con-
cerning her relational value. In such a state, the 
benchmark against which novel relational-value 
feedback is compared becomes unstable and un-
reliable. Moreover, one’s ability to determine the 
validity of incoming relational-value feedback 
becomes compromised, as does one’s ability to 
benefit from the social-predictive function of 
global self-esteem. The “easy way out” of such 
epistemic uncertainty is also untenable: What 
type of relational-value feedback will verify un-
stable and uncertain global self-esteem?

In such a state of chronic epistemic confusion, 
individuals may experience self-evaluative moti-
vations that prompt them to seek any and all feed-
back about the self, regardless of whether it veri-
fies or contradicts existing self-views (Sedikides 
1993). In turn, they may relieve the chronic psy-
chological discomfort caused by epistemic con-
fusion by changing their self-views to be more 
consistent with the feedback they obtain from the 
social environment. Thus, a woman’s low self-
esteem might begin to change (i.e., increase) to 
bring it into alignment with the positive feedback 
she constantly receives from her adoring roman-
tic partner. By changing her global self-esteem, 
her epistemic certainty will increase because now 
the positive relational-value feedback she re-
ceives from her romantic partner is self-concept 
consistent, rather than inconsistent. In line with 
these predictions, Stinson et al. (2010) observed 
that participants who received self-esteem-incon-
sistent relational-value feedback from their ro-
mantic partner shifted their self-views to become 
more positive. Furthermore, Murray et al. (1996) 
demonstrated that lower self-esteem individuals 
who are loved by a partner who sees more virtue 
in them than they see in themselves experienced 
increases in self-esteem over the course of a year. 
Thus, the self-esteem system not only includes a 

mechanism to maintain much needed stability by 
urging people to reject self-esteem-inconsistent 
feedback but also includes a mechanism to facili-
tate change by generating feelings of epistemic 
confusion. In this way, the self-esteem system 
maintains its ability to perform important social-
regulatory functions, such as determining one’s 
behavioral response to self-threats.

“When My Relational Value Is 
Threatened, Should I Pursue 
Connection or Self-Protection?”

Responses to relational threats are not straight-
forward. As implied by previous sociometer 
theorists (Leary and Baumeister 2000; Leary and 
Guadagno 2011; MacDonald and Leary 2005), 
belongingness is a two-sided coin comprising 
both the desires to attain acceptance and avoid 
rejection. These relational connection and self-
protection goals (Murray et al. 2006) exert op-
posing pressures. Connection goals push people 
to pursue social rewards, like commitment (e.g., 
Rusbult 1980), relatedness (Reis et al. 2000), 
and sex (Muise et al. 2013), that will satisfy their 
need to belong, whereas self-protection goals 
pull people to distance themselves from negative 
emotions (Lemay et al. 2012), real or anticipated 
rejection (Stinson et al. 2009), and social pain 
(e.g., MacDonald and Leary 2005). Although 
connection and self-protection goals are concep-
tually independent (Murray et al. 2008), they are 
often linked in everyday life. That is, securing 
social connections that satisfy the need to belong 
and yield rewards—such as acceptance, love, and 
positive regard—usually means exposing oneself 
to the possibility of rejection and social costs, 
including humiliation, exclusion, and negative 
evaluation (e.g., Kelley and Thibault 1978; Mur-
ray et al. 2006). For example, self-disclosure 
increases intimacy between social partners, but 
it simultaneously leaves one vulnerable to rejec-
tion by exposing one’s inner thoughts, feelings, 
or dreams, which can be exploited by an untrust-
worthy partner (Gaucher et al. 2012). Thus, when 
both motivations are activated, as they are when 
one’s relational value is threatened (Murray et al. 
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2008), people experience a motivational conflict 
between wanting to approach connectedness and 
wanting to avoid rejection. How people typically 
resolve this conflict is largely determined by the 
self-esteem system.

A large body of research suggests that glob-
al self-esteem is a key determinant of people’s 
chronic patterns of responding to real, imagined, 
past, or future threats to their relational value 
(e.g., Baumeister et al. 1989; Cavallo et al. 2009; 
Lemay and Clark 2009; Murray et al. 2006; Mur-
ray et al. 2008; Wood and Forest 2011). In gen-
eral, LSEs adopt a self-protective style, whereas 
HSEs adopt a connection-promoting style of 
responding to social threats. Therefore, when 
they experience a motivational approach–avoid 
conflict, LSEs suppress the goal of pursuing con-
nection in favor of the goal of protecting the self 
from rejection (Murray et al. 2008). In contrast, 
the same motivational conflict prompts HSEs to 
suppress the goal of protecting the self from re-
jection in favor of the goal of pursuing connection 
with others. For example, Cavallo et al. (2012; 
Study 1) threatened participants’ confidence in 
their perceived regard from their romantic part-
ner, and then measured participants’ connection 
motivations. When threatened, HSEs reported 
greater connection motivations than LSEs. Simi-
larly, Cameron et al. (2010) made salient the 
possibility of rejection (a threat to relational 
value), and then measured participants’ recall of 
words related to self-protection. Compared to a 
no-threat control condition, LSEs recalled more 
protection words when threatened. In contrast, 
HSEs appeared to suppress self-protection goals 
when threatened (see also Murray et al. 2008, 
Study 7). Thus, global self-esteem plays a social-
regulatory role by determining whether people 
respond to belonging threats with connection or 
self-protection.

Just as global self-esteem determines signa-
ture social motivations, it also determines sig-
nature social behavior. Across a wide range of 
social contexts and for a wide range of behaviors, 
when relational value is threatened (in either a 
real or imagined way), HSEs behave in ways that 
increase closeness to their interaction partner, 
whereas LSEs behave in ways that protect the self 

from the rejection that they seem to anticipate. 
Such self-esteem differences in social behavior 
are evident in romantic relationships (Murray 
et al. 2006), platonic friendships (Gaucher et al. 
2012), and during relationship initiation (Cam-
eron et al. 2010). Self-esteem differences are also 
evident for a wide range of behaviors, includ-
ing communicating with friends (Gaucher et al. 
2012), romantic-partner reports of people’s criti-
cal behavior (e.g., Marigold et al. 2010), group-
joining decisions (Anthony et al. 2007a), likeable 
behavior (Cameron et al. 2010), warm or agentic 
behavior (Stinson et al. 2012), and directness of 
initiation behavior (Cameron et al. 2013a). For 
example, on the day following a conflict in their 
romantic relationships (a threat to one’s relational 
value), HSEs attempt to repair their relationship 
by seeking closeness with their romantic partner, 
whereas LSEs attempt to limit their risk of rejec-
tion by emotionally distancing themselves from 
their partner (Murray et al. 2002). In addition, 
when the possibility of rejection by one’s partner 
is present during romantic relationship initiation, 
HSEs use very direct and obvious methods of re-
lationship initiation, whereas LSEs remain cau-
tious and circumspect in their initiation behaviors 
(Cameron et al. 2013a).

The preceding discussion may lead readers to 
question the evolutionary adaptiveness of global 
self-esteem: If global self-esteem is adaptive, 
how can one explain LSEs’ seemingly chronic 
use of maladaptive, self-protective social strat-
egies (i.e., strategies that likely hurt their social 
bonds and well-being; Stinson et al. 2008b)? 
First, we concede that LSEs’ self-protective re-
sponses to social threats are probably maladap-
tive if one’s goal is to repair a damaged social 
bond and maximize one’s relational value. These 
are goals that HSEs are likely to espouse. How-
ever, if one’s goal is to avoid additional damage 
to one’s social bonds and protect oneself from 
further hurt and social pain—goals that are typi-
cally at the forefront of LSEs’ minds (e.g., Bau-
meister et al. 1989)—then LSEs’ self-protective 
response to social threats is indeed adaptive. In 
fact, given LSEs’ diminished resources for cop-
ing (Baumeister et al. 2003) and their typically 
pessimistic expectations concerning the likeli-
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hood of acceptance in a given situation (Stinson 
et al. 2009), self-protection seems especially 
adaptive. Second, LSEs’ signature self-protective 
behavior is not immutable. Across a variety of 
social contexts and for a variety of behaviors, 
when the threat of rejection is absent, and instead 
the security of acceptance is guaranteed, LSEs 
will behave in connection-promoting ways (e.g., 
Anthony et al. 2007a; Cameron et al. 2010; Cam-
eron et al. 2013). For example, when people are 
induced to think about compliments from a friend 
in an abstract manner, a technique that bypasses 
LSEs’ typical defenses and allows them to accu-
rately perceive the high relational value conveyed 
by the compliment (Marigold et al. 2007), LSEs 
are just as open and self-disclosing as HSEs (a 
connection-promoting behavior; Gaucher et al. 
2012). When the specter of possible rejection is 
eliminated, LSEs seem to seize the opportunity to 
safely satisfy their connection motives by engag-
ing in connecting behaviors like self-disclosure 
(Gaucher et al. 2012), direct relationship initia-
tion behaviors (Cameron et al. 2013), or the pur-
suit of novel social opportunities (Anthony et al. 
2007a). Thus, for LSEs, connection behaviors 
are most likely to occur in response to strongly 
positive relational-value feedback and assured 
belonging, whereas for HSEs, connection be-
haviors are most likely to occur in response to 
negative relational-value feedback and threats to 
belonging.

“How Can I Judge the Relational Value 
of Others Before Committing  
to A Long-Term Bond?”

Thus far, we have described how the self-esteem 
system monitors cues and provides intrapersonal 
signals concerning one’s relational value, how 
the system determines whether relational-value 
feedback is valid and thus actionable, and how 
the system determines motivational and behav-
ioral responses to threats to relational value. Each 
of these functions relies on one’s own self-esteem 
(either state or trait) to resolve important inter-
personal dilemmas. However, we suggest that 
people also rely on their interaction partners’ 

self-esteem to resolve yet another important in-
terpersonal dilemma: “How can I judge the rela-
tional value of others?”

Determining the relational value of potential 
interpersonal partners is a crucial social task. 
Forming a social bond with another person, be 
it a romantic, platonic, or workplace bond, re-
quires that one invest in that bond. If one chooses 
well, then one’s investment will be returned in 
benefits afforded by that bond. However, if one 
chooses poorly, then one’s investments into the 
bond may not be returned, and one’s relational 
outcomes will suffer (e.g., Thibaut and Kelley 
1959). Thus, the ability to form an impression of 
potential partners’ relational value early in a re-
lationship would be highly adaptive. Indeed, the 
earlier such an evaluation can occur, the better. 
The economics of human relationships dictate 
that as time passes, investments increase, and 
increasing investments result in increasing com-
mitment (Rusbult et al. 1994). Hence, the longer 
one spends in a relationship with a poorly chosen 
partner, the harder it is to end that relationship, 
and the greater costs one will incur as a result of 
the original poor choice.

Sadly, assessing a potential interaction part-
ners’ relational value is easier said than done. 
With the exception of easily observable traits, 
like physical attractiveness and social skills, 
evaluating the many traits, skills, and abilities 
that comprise relational value takes time and a 
depth of person knowledge that is simply not 
possible during relationship formation (e.g., 
Anthony et al. 2007a). For example, the traits 
most desired in a romantic partner include loy-
alty and kindness (e.g., Fletcher et al. 2000), yet 
those same traits take about 9 months to assess 
accurately (Stinson et al. 2008a). This unfortu-
nate reality creates a “catch-22” situation: People 
should not commit to a relationship until they can 
assess a potential partners’ relational value, but 
people cannot assess relational value until they 
are in a long-term (and presumably committed) 
relationship.

Humans have developed a few solutions to 
this dilemma. One solution is that people tend 
to rely on easily observable traits like physical 
attractiveness to judge others’ relational value 
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(Anthony et al. 2007b). However, we suggest 
that humans have evolved yet another solution to 
the “catch-22” situation of judging others’ rela-
tional value. To determine the relational value of 
a potential interaction partner, an observer will 
rely on the opinion of the person who knows that 
potential partner better than anyone else: The 
potential partner him or herself. Thus, an ob-
server will use a sociometer proxy to judge the 
relational value of the potential partner, relying 
on the partner’s own chronic perceived relational 
value (i.e., global self-esteem) to judge the poten-
tial interaction partner’s relational value (Cam-
eron et al. 2013). Knowing a potential interaction 
partner’s self-esteem would convey meaningful 
information about their relational value. People 
with lower self-esteem are more depressed, neu-
rotic, less satisfied with life (see Baumeister et al. 
2003), less healthy (e.g., Stinson et al. 2008b), 
and more likely to engage in delinquent, anti-
social (Donnellan et al. 2005) activities. All of 
those traits and behaviors are undesirable, sug-
gesting that a sociometer proxy would be adap-
tive, allowing individuals to avoid undesirable 
relational partners.

Growing evidence suggests that observers 
do rely on others’ self-esteem to judge others’ 
relational value. For example, observers led to 
believe that an preferred-sex target has lower 
self-esteem will conclude that the target is lower 
in mate value (i.e., sex-specific, consensually 
desired traits) than an ostensibly higher-self-
esteem, preferred-sex target (Zeigler-Hill and 
Myers 2011). More generally, when explicitly 
labeled as possessing lower self-esteem, targets 
are evaluated more negatively on socially valued 
traits like warmth and competence, compared to 
their ostensibly higher self-esteem counterparts 
(Cameron et al. 2013). For example, Cameron 
et al. (2013) asked observers to rate male and fe-
male targets’ warmth based on short 1-min vid-
eos of very warm and friendly, or cold and aloof, 
behavior. Importantly, participants were told 
that the targets had either lower or higher self-
esteem. Results revealed a main effect of target 
behavior, such that targets exhibiting warmer be-
havior were perceived to be warmer than targets 
exhibiting colder behavior. But participants also 

applied the sociometer proxy, rating the lower 
self-esteem targets as lower in warmth than the 
higher self-esteem targets, even though the actual 
behavior of the lower and higher self-esteem tar-
gets was identical (indeed, it was the same target 
in both self-esteem conditions). Thus, observers 
apply the sociometer proxy even when diagnos-
tic information about particular traits is readily 
available. People also use the sociometer proxy 
to make important social decisions. For example, 
people are more likely to vote for political candi-
dates said to possess higher self-esteem than can-
didates said to possess lower self-esteem (Zei-
gler-Hill and Myers 2009), and people anticipate 
that they will like higher self-esteem-interaction 
partners more than lower self-esteem-interaction 
partners (Cameron et al. 2013).

The adaptiveness of the sociometer proxy rests 
on two assumptions. First, people must possess 
lay theories of self-esteem that generally map 
onto the sociometer model; that is, people must 
be aware that self-esteem reflects one’s worth as 
a person. This appears to be the case. Wikipedia 
defines self-esteem as an individual’s “evaluation 
of his or her own worth” (“Self-Esteem,” 2013), 
and individuals raised within North American 
culture can readily relay a similar definition 
when asked (Cameron and Allary 2013). Second, 
people must be able to observe and judge others’ 
self-esteem. This also appears to be true. People 
use a variety of social cues to infer others’ self-
esteem, including appearance (Naumann et al. 
2009), and the possession of socially valued traits 
(Zeigler-Hill et al. 2013). However, the accuracy 
of these observations may be questionable. The 
cues that people utilize to judge self-esteem are 
not ideal indicators (Naumann et al. 2009). Thus, 
in both brief interactions (e.g., a three-minute 
video; Zeigler-Hill et al. 2013) and in long-term 
relationships (e.g., Lemay and Dudley 2011), ob-
server impressions of self-esteem are only mod-
estly correlated with the actual self-esteem of 
targets (i.e., correlations around 0.30). However, 
the sociometer proxy may be calibrated to err on 
the side of false alarms when detecting low self-
esteem, because incorrectly rejecting a higher-
self-esteem partner may be less costly than in-
correctly accepting a lower-self-esteem partner. 
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Simple correlations between observer ratings and 
actual self-esteem cannot detect such a complex 
model. So, although it is clear that people’s ab-
solute judgments of others’ self-esteem contain 
only a kernel of truth, it is still possible that peo-
ple’s judgments of others’ self-esteem are adap-
tive and perform an important social-regulatory 
function.

Summary

We suggest that the self-esteem system helps 
people optimize their interactions with others in 
part by providing answers to four pressing inter-
personal dilemmas concerning relational value. 
First, the self-esteem system assesses one’s own 
relational value by monitoring the environment 
for cues concerning one’s relational value, and 
signaling high relational value with increases in 
SSE and low relational value with decreases in 
SSE. Second, the self-esteem system provides a 
stable benchmark—in the form of global self-es-
teem—against which incoming relational-value 
feedback can be compared, deeming inconsistent 
feedback to be unbelievable. Yet, self-esteem-
inconsistent feedback also causes feelings of un-
certainty that may prompt changes in self-esteem 
if such inconsistent feedback is encountered 
repeatedly over time, thus keeping global self-
esteem in touch with social reality. Third, global 
self-esteem provides guidance for action, with 
higher self-esteem pushing individuals to pursue 
connection and lower self-esteem pulling indi-
viduals to pursue self-protection; or the reverse 
pattern of action when social risk is very low. 
Fourth, people use a sociometer proxy to judge 
the relational value of potential interaction part-
ners, relying on a potential partner’s own global 
self-esteem to judge his or her value. These func-
tions of the self-esteem system reveal that self-
esteem is not merely an epiphenomenon. Instead, 
the self-esteem system can be conceptualized as a 
multifaceted drive system shaped by evolution to 
provide humans with the tools they need to suc-
cessfully navigate their social worlds.
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Self-deception has traditionally been viewed as a 
strategy that people adopt to protect themselves 
from a psychologically threatening reality. In this 
sense, self-deception is classically considered an 
intrapersonal process that defends the individual. 
In contrast to this view, this chapter adopts the 
perspective that self-deception evolved for the 
ROM. purpose of facilitating the deception of 
others (Trivers 1976/2006). Thus, in this sense, 
self-deception might be considered to have 
evolved for offensive rather than defensive pur-
poses. Following from this perspective, this chap-
ter also considers secondary gains provided by 
self-deception. Specifically, self-deception also 
benefits deceivers by enabling them to lie with-
out the costly cognitive load induced by holding 
truth and lie simultaneously in mind and by mini-
mizing retribution if their lies are discovered.

Deception and Self-Deception

In the struggle to accrue resources, a strategy that 
has emerged over evolutionary time is decep-
tion. For example, people frequently lie to those 
on whom they depend to receive resources that 
might not otherwise be provided (Steinel and 
De Dreu 2004). Indeed, approximately half of 
people’s daily deceptions are intended to gain a 

resource for the self (DePaulo and Kashy 1998). 
Such deceptive practices instigate a coevolu-
tionary struggle, because selection favors the 
deceived evolving new means of detection and 
the deceiver evolving new means of deception. 
Self-deception may be an important tool in this 
coevolutionary struggle, by allowing deceivers to 
circumvent detection efforts.

In the case of deception among humans, there 
are several categories of cues (beyond fact-find-
ing itself) that people can use to detect deception 
in others, including signs of nervousness, sup-
pression, and cognitive load. Despite the avail-
ability of these cues, research suggests that peo-
ple perform poorly in detecting deception (Bond 
and DePaulo 2006). Nevertheless, the literature 
on deception may have underestimated people’s 
ability to detect deception through reliance on 
studies where (a) the deception is of little or no 
consequence, (b) the deceived has no opportunity 
to cross-examine the deceiver, (c) deceiver and 
deceived are strangers to each other, and (d) there 
are no repeated interactions between deceiver 
and deceived. Furthermore, recent research sug-
gests that detection of deception may also be 
much higher when people rely on unconscious, 
rather than conscious, processes to detect deceiv-
ers (Reinhard et al. 2013). Thus, rates of decep-
tion detection may be higher outside the labora-
tory than in it.

Because successful deception can lead to sub-
stantial benefits for deceivers and costs for the 
deceived, and vice versa for unsuccessful decep-
tion (Boles et al. 2000; Schweitzer et al. 2006), 
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those who would deceive are in a perennial 
struggle against those who would not be de-
ceived. Self-deception offers an important tool 
in this coevolutionary struggle by allowing the 
deceiver the opportunity to deceive without cog-
nitive load, conscious suppression, and increased 
nervousness. That is, to the degree that people 
can convince themselves that a deception is true 
or that their motives are beyond reproach, they 
are no longer in a position in which they must 
knowingly deceive others. Thus, by deceiving 
themselves people can better deceive others, be-
cause they no longer emit the cues of consciously 
mediated deception that could reveal their decep-
tive intent (Trivers 2011; von Hippel and Trivers 
2011).

Beyond this primary role that self-deception 
plays in facilitating the deception of others, self-
deception should lead to two additional interper-
sonal benefits as well. First, cognitive load not 
only reveals deception but it has other costs as 
well: Demands on working memory reduce per-
formance in challenging domains (Schmader and 
Johns 2003) and disrupt social functioning (von 
Hippel and Gonsalkorale 2005). When people are 
forced to maintain both truth and lie in working 
memory, they are likely to show reduced ability 
to engage in other tasks and access other oppor-
tunities. This cognitive load required to maintain 
conscious deception is difficult to avoid, because 
many deceptions require the deceiver to keep fact 
and fiction in mind simultaneously in an effort to 
ensure that the former is hidden and the latter is 
disseminated. Self-deception provides a way to 
avoid this cognitive load. To the degree that de-
ceivers can convince themselves that their decep-
tion is indeed true, they are no longer required to 
maintain the real facts of the case in mind while 
they focus on promulgating the fiction. Rather, 
by believing the fiction that they are expressing 
to others, they can free their mind to concentrate 
on other matters.

Second, the best-laid plans often go awry and 
lies are no exception to this rule; even careful 
and well-rehearsed deceptions can be uncovered. 
This ever-present possibility of detection poses 
a problem for would-be deceivers, as retribution 
and exclusion are common responses to detected 

deceptions. One solution to the threat of punish-
ment when an apparent deception is uncovered is 
to co-opt legitimate reasons for having led people 
astray by pleading ignorance or ineptitude rather 
than deception. When people feel deceived, they 
typically become angry and seek retribution, but 
when they feel that they were unintentionally 
misled they are much more willing to forgive 
(Schweitzer et al. 2006; Stouten et al. 2006). For 
this reason, people who accompany their decep-
tion of others with deception of the self are bet-
ter placed to avoid retribution if discovered. By 
arguing that they had not intentionally deceived, 
self-deceivers are more likely than conscious de-
ceivers to avoid retribution. Of course, conscious 
deceivers can also deceive about their original 
knowledge and intent, but the cues that reveal de-
ception can also reveal deception about their ear-
lier lies. Thus, by deceiving themselves, people 
can reduce retribution if their deception of others 
is discovered.

Self-Deception in Service of Social 
Advancement

Self-deception can also facilitate the deception 
of others in a more general sense, in that it can 
help us convince others that we are better (e.g., 
more moral, stronger, smarter) than we really are. 
Thus, the benefits of self-deception go beyond 
convincing others of specific lies, as self-decep-
tion can also help us accrue the more general so-
cial advantages of self-inflation or self-enhance-
ment. To the degree that people can bolster their 
image of themselves to themselves and enhance 
their self-confidence, they increase the chances 
that they will be able to influence others and 
will be chosen for socially important roles. For 
this reason, self-enhancement should be com-
monplace, and people should believe their own 
self-enhancing stories. Evidence supports both of 
these possibilities.

With regard to ubiquity, self-enhancing biases 
are evident in a wide variety of domains and strat-
egies among a wide variety of peoples (Alicke 
and Sedikides 2009). Even East Asians, who 
value humility and harmony over individualistic 
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self-aggrandizement, show self-enhancement in 
their claims of the superiority of their collectivist 
qualities (Sedikides et al. 2003; Sedikides et al. 
2005). Furthermore, like Westerners, East Asians 
who are low in depression and stress show this 
self-enhancement to a greater degree than those 
who have these problems (Gaertner et al. 2008).

People not only self-enhance the world over, 
but the average person appears to be convinced 
that he or she is better than average (Alicke and 
Sedikides 2009). Most of the research on self-en-
hancement does not allow one to assess whether 
these aggrandizing claims are self-deceptive or 
only intended to deceive others, but some of the 
measures used in this research support the idea 
that people believe their own self-enhancing sto-
ries. For example, Epley and Whitchurch (2008) 
photographed participants and then morphed 
these photographs to varying degrees with attrac-
tive or unattractive photos of same-sex individu-
als. Epley and Whitchurch then presented par-
ticipants with these morphed or unaltered photos 
of themselves under different circumstances. In 
one experiment, participants were asked to iden-
tify their true photo in an array of actual and 
morphed photographs of themselves. Participants 
were more likely to choose their photo morphed 
10 –20 % with the more attractive image than 
either their actual photo or their photo morphed 
with the unattractive image. This effect emerged 
to a similar degree with a photo of a close friend, 
but it did not emerge with a photo of someone 
they had just met. Because people often perceive 
their close friends in an overly positive light 
(Kenny and Kashy 1994), these findings suggest 
that people do not have a general bias to perceive 
people as more attractive than they really are, but 
rather a specific bias with regard to themselves 
and close others.

In a second experiment, participants were 
presented with an array of photos of other in-
dividuals, among which was a single photo of 
themselves (either their actual photo or a photo 
morphed 20 % with the attractive or unattractive 
image). Epley and Whitchurch found that people 
were able to locate photographs of themselves 
most rapidly if they were morphed with an at-
tractive photo, at an intermediate speed if they 

were not morphed, and most slowly if they were 
morphed with an unattractive photo. These find-
ings suggest that the enhanced photo most close-
ly matches how people see themselves in their 
mind’s eye, suggesting that they are deceiving 
themselves about their own attractiveness. Were 
they aware of this inaccuracy, they would be un-
likely to claim the attractive photo to an experi-
menter who has the truth at her disposal and un-
likely to locate their enhanced self more rapidly 
than their actual self. Thus, self-enhancement 
appears to be self-deceptive and not a conscious 
effort to deceive others.

Varieties of Self-Deception

If deceiving others can be facilitated by self-de-
ception, the question then arises: how are people 
able to deceive themselves? At first, it seems par-
adoxical that the same individual could be both 
the teller and the believer of a lie, but the answer 
to this question can be found in a variety of in-
formation-processing biases that favor welcome 
over unwelcome information.

Amount of Searching

There are many situations in which people avoid 
searching for further information because they 
may encounter news that is incompatible with 
their goals or preferences. For example, on the 
trivial end of the continuum, some people avoid 
checking alternative products after they have 
made a purchase that cannot be undone (Olson 
and Zanna 1979). On the more important end of 
the continuum, some people avoid AIDS test-
ing out of concern that they might get a result 
that they do not want to hear, particularly if they 
believe the disease is untreatable (Dawson et al. 
2006; Lerman et al. 2002). This sort of self-de-
ceptive information avoidance can be seen in the 
aphorism, “What I don’t know can’t hurt me.” 
Although a moment’s reflection reveals the fal-
lacy of this statement, it is nonetheless psycho-
logically compelling.
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Similar sorts of biased information search can 
be seen in laboratory studies. Perhaps the clearest 
examples can be found in the research by Ditto 
and Lopez (1992), in which people are confronted 
with the possibility that they may have a procliv-
ity for a pancreatic disorder. In their experiments, 
people expose a test strip to their saliva and are 
led to believe that a color change is indicative of 
either a positive or negative health prognosis (ac-
tually the test strip is inert and the color never 
changes). When people are led to believe that a 
color change is a good thing, they wait 60 % lon-
ger for the test strip to change color than when 
they believe color change is a bad thing. Thus, 
people sometimes do not tell themselves the 
whole truth, if a partial truth seems preferable.

Selective Searching

The type of information gathered can also be bi-
ased. Although one never knows for sure what 
lies around the next corner, some corners are 
more likely to yield welcome information than 
others. Thus, politically liberal people might 
choose the New York Times as their information 
source, whereas politically conservative individ-
uals might choose Fox News (Frey 1986). In such 
a manner, people can be relatively confident that 
the brunt of the information they gather will be 
consistent with their worldview, even if they do 
not know what tomorrow’s headlines will bring.

Laboratory studies have examined this sort 
of biased information search, in part by assess-
ing the conditions under which people are in-
terested in learning negative information about 
themselves. One conclusion from this research is 
that the better people feel about themselves, the 
more willing they are to face criticism. For ex-
ample, Trope and Neter (1994) told participants 
that they were going to take a social sensitivity 
test and asked whether they would like feedback 
on their assets or liabilities. When participants 
had ostensibly failed an unrelated spatial abili-
ties test, or had not taken the test, they showed 
a slight preference for feedback on their assets. 
In contrast, when bolstered by the experience of 
ostensibly performing well on the spatial abilities 

test, participants were more interested in learning 
about their liabilities, presumably in service of 
self-improvement. Such data suggest that people 
search for welcome information, but are capable 
of searching for unwelcome information when 
their self-enhancement goals have been met. 
Thus, people are often able to avoid telling them-
selves the whole truth by searching out those bits 
of truth that they want to hear, but they are also 
willing to face uncomfortable truths when feeling 
confident in their other assets.

Selective Attention

When information is perceptually available and 
need not be actively discovered, people can still 
bias their encoding by selectively attending to as-
pects of the information that they would prefer 
to be true. For example, if a person is at a din-
ner party where one conversation concerns the 
dangers of smoking and the other concerns the 
dangers of alcohol, she can choose to attend to 
one conversation or the other and may do so se-
lectively if she is a smoker or a drinker. In such 
a case, she would likely be aware of the general 
tone of the information she is choosing not to 
gather, but by not attending to one of the conver-
sations she could avoid learning details that she 
may not want to know.

This sort of effect has been documented in 
a variety of different types of experiments. For 
example, in a study of proactive coping, Wilson 
et al. (2004) convinced participants that they 
might be chosen or were highly unlikely to be 
chosen for a date. When participants believed 
they might be chosen, they spent slightly more 
time looking at positive than negative informa-
tion about their potential partner. In contrast, 
when they believed that they were highly un-
likely to be chosen, they spent more time look-
ing at negative information about their potential 
partner. Thus, when people faced almost certain 
disappointment, they directed their attention to 
information that would make their upcoming re-
jection more palatable.

Eye-tracking studies provide some of the 
clearest evidence that people are often strategic 



15312 Self-Deception

in their attentional decisions (Isaacowitz 2006). 
For example, older adults look toward positive 
stimuli and away from negative stimuli when in 
a bad mood (Isaacowitz et al. 2008). This effect 
did not emerge among younger adults, suggest-
ing that older adults are more likely than younger 
adults to rely on selective attention for mood re-
pair. Thus, it seems that older adults sacrifice in-
formational content in service of emotional goals. 
This strategy may be sensible for older adults, 
who face greater immune challenges than their 
younger counterparts, because happiness is asso-
ciated with better immune functioning (Marsland 
et al. 2007). Consistent with this possibility, older 
adults who showed positivity biases in recall also 
showed cluster of differentiation antigen 4 (CD4) 
counts and activation levels indicative of bet-
ter immune functioning at 1–2-year follow-ups 
(Kalokerinos et al. 2014).

Biased Interpretation

Despite the strategies just described for avoiding 
unwelcome information, there remain a variety 
of circumstances in which such information is 
nevertheless faithfully encoded. Under such cir-
cumstances, unwelcome information can still be 
dismissed through biased interpretation of infor-
mation. In the classic study of this phenomenon 
(Lord et al. 1979), people who were preselected 
for their strong attitudes on both sides of the capi-
tal punishment debate were exposed to a mixed 
bag of information about the efficacy of capital 
punishment. Some of the data with which they 
were presented suggested that capital punishment 
was an effective crime deterrent, whereas other 
data suggested that it was not. Given that the data 
were new to participants, logic would suggest 
that the two groups would coalesce at least to 
some degree in their attitudes. In contrast, people 
ended the experiment more polarized than they 
began it.

Lord et al. (1979) discovered that this attitude 
polarization was a product of biased interpreta-
tion of the data. People who were in favor of cap-
ital punishment accepted the data that supported 
capital punishment as sound, but rejected the data 

that opposed capital punishment as flawed. Those 
who were against capital punishment showed the 
opposite pattern of skepticism. This selective 
skepticism appears self-deceptive, as it is attenu-
ated or eliminated by self-affirmation (Reed and 
Aspinwall 1998) and cognitive load (Ditto et al. 
1998). These findings suggest that people rely on 
their motivational and mental resources to be dif-
ferentially skeptical of welcome and unwelcome 
information. Thus, selective skepticism appears 
to be a form of self-deception rather than simply 
an objective devaluation of new information to 
the degree that it is inconsistent with a large body 
of prior experience.

As a consequence of this selective skepti-
cism, people are able to encounter a mixed bag 
of evidence, but nevertheless walk away with 
their original beliefs intact and potentially even 
strengthened. Because they are unaware that a 
person with a contrary position would show the 
opposite pattern of acceptance and rejection, they 
are able to convince themselves that the data sup-
port their viewpoint. By relying on their consid-
erable powers of skepticism only when informa-
tion is uncongenial, people are able to prevent 
themselves from learning the whole truth.

Misremembering

Even if people attend to unwanted information, 
and even if they accept it at the time of encod-
ing, this does not guarantee that they will be able 
to retrieve it later. Rather, information that is in-
consistent with their preferences may simply be 
forgotten or misremembered later as preference-
consistent or neutral. Thus, a person might have 
great memory for the details of his victory in the 
championship tennis match but very poor mem-
ory for the time he lost badly. Indeed, this latter 
memory might also be distorted to implicate his 
doubles partner or the unusual talents or luck of 
his opponent. Various lines of research support 
such a possibility.

For example, when people put effort into self-
improvement, but the improvement does not 
materialize, they can manufacture the gains they 
wish they had made by misremembering how 
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they used to be. In a classic demonstration of this 
effect, Conway and Ross (1984) found that after 
taking a study skills class, people misremem-
bered their prior study skills as lower than they 
rated them originally, thereby supporting their 
belief that their skills have improved. They then 
later misremembered their subsequent course 
performance as better than it was to maintain the 
fiction of improvement. Through processes such 
as these, people are able to purge their memories 
of inconvenient truths, thereby preventing them-
selves from knowing the whole truth, even if they 
accurately encoded it in the first instance.

This sort of memory bias can also be seen in 
recollection of daily experiences, whereby peo-
ple have better recall of their own good than bad 
behavior, but do not show this bias in their recall 
of the behaviors of others (D’Argembeau and 
Van der Linden 2008). This self-enhancing recall 
is also eliminated by information that bolsters 
people’s self-image (Green et al. 2008). Thus, 
people’s memories are self-enhancing, some-
times containing information that is biased to be 
consistent with preferences and sometimes just 
failing to contain the whole truth.

Rationalization

Even if one’s prior misdeeds are accurately re-
called by self and others, it is still possible to 
avoid telling oneself the whole truth by recon-
structing or rationalizing the motives behind the 
original behavior to make it more socially accept-
able. For example, after eating a second helping 
of cake that leaves none for those who have not 
yet had dessert, a person could explain that he 
had not noticed that there was no other cake, or 
that he thought more cakes were available else-
where. Here it is not memory of the misdeed that 
is critical, but interpretation of the motive that 
underlies the deed.

Again, laboratory evidence supports this sort 
of rationalization process. For example, von Hip-
pel et al. (2005) demonstrated that when cheat-
ing could be cast as unintentional, people who 
showed a self-serving bias in another domain 
were more likely to cheat, but when cheating was 

clearly intentional, self-serving individuals were 
no more likely to cheat than others. These data 
suggest that some types of self-serving biases in-
volve rationalization processes that are also com-
mon to some types of cheating. Indeed, people 
also cheat more when they are told that free will 
is just an illusion (Vohs and Schooler 2007), sug-
gesting that they rationalize their cheating in 
these circumstances as caused by life situations 
rather than their own internal qualities.

More direct evidence for this sort of rational-
ization can be found in the hypocrisy research 
of Valdesolo and DeSteno (2008). In their study, 
participants were given the opportunity to (a) 
choose whether to give themselves or another in-
dividual an onerous task or (b) randomly assign 
the onerous task to self versus other. When given 
this opportunity, nearly all participants chose to 
give the onerous task to the other participant rath-
er than rely on random assignment. Observers 
were not asked to make the choice themselves, 
but rather watched a confederate make this same 
self-serving choice. When asked how fair the 
choice was, observers rated the act of choosing 
rather than relying on random assignment as less 
fair than it was rated by those who had actually 
made this choice. This hypocrisy shown by those 
who chose to assign the onerous task to another 
was eliminated by cognitive load, suggesting that 
participants rely on their cognitive resources to 
reconstrue the fairness underlying their judg-
ments.

Convincing the Self that an Untruth Is 
True

The classic form of self-deception is convincing 
oneself that an untruth is true. An example of this 
sort of self-deception can be found in research 
on perceptions of control. When people are de-
prived of control, they often endeavor to regain 
a sense of control. In a self-deceptive example of 
this effect, Whitson and Galinsky (2008) found 
that when people are led to feel low levels of 
personal control, they perceive illusory patterns 
in random configurations and are more likely 
to endorse conspiracy theories to explain world 
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events. Importantly, these effects did not emerge 
when people had self-affirmed, suggesting that 
people have the potential to be aware of the ab-
sence of patterns and conspiracies. Similar find-
ings have been documented by Kay et al. (2008), 
who argue that beliefs in a controlling God and a 
strong government serve people’s need for con-
trol. Consistent with their reasoning, differences 
in the percentage of people who believe in God 
between countries can be predicted by the inse-
curities of existence within countries (e.g., avail-
ability of health care, food, and housing), with 
increased insecurity associated with increased 
religiosity (Norris and Inglehart 2004). Such 
a finding suggests the possibility of important 
forms of self-deception on a worldwide scale.

Experiments in cognitive dissonance also sug-
gest that people are facile at lying to others and 
then coming to believe their own lies. For exam-
ple, when they believe that they have freely cho-
sen to tell another person that a tedious task is in-
teresting, people soon believe that the task really 
is interesting (Festinger and Carlsmith 1959), and 
again this effect is eliminated by self-affirmation 
(Steele and Liu 1983).

Preliminary Evidence for 
Self-Deception to Deceive Others

If these information-processing biases that favor 
welcome over unwelcome information have 
evolved to facilitate deception of others, then it 
should be the case that people show these biases 
when they endeavor to deceive someone else. 
Additionally, if people have evolved to self-
enhance due to the positive effects their inflated 
self-image has on others, then self-enhancement 
biases should be associated with more positive 
impressions on the part of others. The final sec-
tion of this chapter describes some of the prelimi-
nary evidence that supports of these possibilities.

If self-deception serves the deception of oth-
ers, then three predictions can be made regard-
ing self-deceptive biases. First, people should 
be more likely to show such biases when they 
endeavor to deceive others, particularly when 
those deceptions are important. Second, these 

self-deceptive biases should create in the self a 
convincing picture of reality that is consistent 
with the upcoming deception. And third, these 
self-deceptive biases should facilitate interper-
sonal deception. To date, we have conducted two 
experiments to test the first of these predictions 
(Smith et al. 2014).

To test whether people self-deceive in service 
of deceiving another, participants in our experi-
ments were told that their task was to convince 
an expert lie detector that a drink contained either 
sugar or artificial sweetener. To ensure that par-
ticipants were motivated to convince the expert, 
they were told that being convincing in tasks 
such as these has been shown to predict future 
personal and career success. Prior to trying to 
convince the expert, participants tested the drink 
themselves by exposing it to an ostensibly sugar-
sensitive test strip under the belief that the test 
strip would change color if the drink contained 
sugar. As in Ditto and Lopez (1992), the test strip 
was inert and thus, from their perspective, the 
absence of color change indicated that the drink 
did not contain sugar. Consistent with the pos-
sibility that people self-deceive in an effort to 
deceive others, participants tested the drink for 
longer and rechecked the results more frequently 
when their task was to convince someone that the 
drink contained sugar than when their task was to 
convince someone that the drink did not contain 
sugar. In other words, participants attempted to 
bias the test result so that it was consistent with 
their upcoming claim.

Although the results of this experiment were 
consistent with predictions, it is possible that 
this biased information processing may have 
been motivated by a desire to avoid lying and 
the self-image threat associated with lying rather 
than a desire to convince the expert. To provide 
clearer evidence that this bias was borne of the 
motive to convince another, we replicated the 
first experiment with an additional manipulation. 
Rather than telling people that it was personally 
important to be convincing, their motivation to 
convince the expert was varied by telling them 
that they would receive either US$ 20 or US$ 1 
if they convinced the expert that the drink con-
tained sugar or artificial sweetener.
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If the results of our first experiment are the 
product of people’s desire to avoid lying and the 
consequences for their self-concept, self-decep-
tive information processing should be more pro-
nounced when US$ 1 versus US$ 20 is at stake 
because a lack of external justification for lying 
should enhance the threat to the self (Festinger 
and Carlsmith 1959). However, if people’s self-
deceptive information gathering was motivated 
by a desire to convince the expert, then the extent 
of self-deceptive information gathering should be 
greater when they could earn US$ 20 than when 
they could only earn US$ 1 for convincing the ex-
pert. That is, with US$ 20 at stake, people should 
be much more motivated to convince the expert, 
and that motivation in turn should translate into a 
larger bias in the manner in which they gather in-
formation (which on average would translate into 
a greater chance of finding their preferred con-
clusion). Consistent with this latter possibility, 
biased information searching only emerged when 
US$ 20 was at stake, as only then did people test 
longer and recheck more frequently when the re-
sults with the test strip were inconsistent rather 
than consistent with their upcoming claim. These 
findings suggest that when people know that they 
need to potentially deceive someone else about 
a particular issue, they are likely to take the op-
portunity to deceive themselves first. In so doing, 
these findings suggest that people intuitively be-
lieve that they are more convincing to others if 
they believe the claim they are making.

Beyond its role in specific deceptions, self-
deception should also lead others to believe that 
we are generally better than we really are. Con-
sistent with this possibility, across a series of 
studies, Anderson et al. (2012) found that people 
who were overconfident in their knowledge were 
more persuasive in convincing others of their 
beliefs. Indeed, overconfident individuals dis-
played more behavioral cues of competence than 
did knowledgeable individuals, and the benefits 
of overconfidence were not limited to short-term 
interactions (Anderson et al. 2012). Thus, over-
confidence appears to be an interpersonally ef-
fective self-deceptive strategy.

If overconfidence evolved for these inter-
personal effects, then it should be particularly 

evident (and particularly effective) in the mating 
marketplace, where any interpersonal advantage 
that people can gain will have a substantial im-
pact on their fitness. To test this possibility, Mur-
phy et al. (2014) ran a series of studies in which 
overconfidence was measured via Paulhus et al. 
(2003) overclaiming scale (which assesses the 
degree to which people claim to know informa-
tion that does not actually exist).

After completing the overclaiming scale, peo-
ple were asked to create a dating profile. Results 
revealed that the profiles written by overclaimers 
demonstrated greater confidence in their dating 
profiles, which in turn was associated with great-
er desirability as a romantic partner. Neverthe-
less, despite the positive effects of confidence on 
desirability, overclaimers were not perceived as 
more romantically desirable overall. This null ef-
fect was apparently caused by the fact that over-
claimers were also perceived as more arrogant, 
which in turn was associated with less desirabil-
ity as a romantic partner. A final study revealed 
that although arrogance has costs in terms of 
desirability, it also has benefits in terms of in-
trasexual competition, as men and women both 
reported that they would be less likely to com-
pete with the overclaimers for the attentions of 
a romantic interest, and this effect was driven in 
part by the increased arrogance displayed by the 
overclaimers. Although further research is nec-
essary to demonstrate the role of self-deception 
in overconfidence, intersexual attraction, and in-
trasexual competition, these preliminary results 
are consistent with the possibility that overcon-
fidence evolved due to its interpersonal benefits.

Conclusions

There is a long history of treating self-deception 
in psychology as if it is an intrapersonal defense 
mechanism, designed to protect the individual 
from an imperfect world. In contrast to this tra-
dition, we have argued that self-deception is 
an interpersonal strategy, intended to facilitate 
the deception of others. This deception can be 
about something specific, such as whether a soft 
drink contains sugar, or about something very 
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general, such as whether one is knowledgeable 
and romantically desirable. In both cases, self-
deception might be better conceived as a strategy 
intended to influence the information available to 
others than as a strategy intended to protect the 
self.
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The past two decades have witnessed the success 
of evolutionary psychology (EP) as a powerful 
framework for understanding and generating 
hypotheses about human cognition and behavior. 
Yet, in 2008, one of the authors was dismayed to 
find a lack of EP-based applications to one of the 
fastest growing areas of psychology: cyberpsy-
chology, the study of computer-mediated behav-
ior. Responding to this situation, a brief primer 
was developed that outlined several directions 
for applying evolutionary perspectives to the 
study of cyber-behavior (see Piazza and Bering 
2009). At that time, there were only a handful 
of papers published in the more popular cyber-
psychology journals (e.g., Computer in Human 
Behavior) that utilized an EP perspective, and 5 
years later the situation has not much changed. 
Meanwhile, cyberpsychology as a discipline 
has rapidly grown, partly because of the wide-
spread success of social networking software. 
In 2008, scientific interest in social networking 
behavior was just taking off (e.g., Boyd and Elli-
son 2007), and Facebook had just over 90 mil-
lion active monthly users; by September 30, 
2013, Facebook had 1.19 billion active monthly 

users ( Facebook Newsroom 2013). The growth 
of social  networking has generated a wealth of 
social scientific research (Wilson et al. 2012). 
Indeed, reflecting the mass impact of social 
networking on public life, and mounting inter-
est among researchers, Cyberpsychology and 
Behavior, one of the field’s flagship journals, at 
the start of 2010 re-branded itself, Cyberpsychol-
ogy, Behavior, and Social  Networking.

The goal of the present chapter is to revisit 
some of the predictions of Piazza and Bering 
(2009), take stock of relevant research conducted 
in the interim, and offer some ways forward, with 
a particular eye on the topic of social networking. 
Our aim is to provide the field with a road map 
of what has been done in the application of EP to 
cyberpsychology and to highlight areas that de-
serve further attention. We have adopted the basic 
structure used by Piazza and Bering, which cov-
ers five broad themes from EP that have direct ap-
plication for cyberpsychology, including mating, 
intrasexual competition, parenting and kinship, 
personal information management, trust and so-
cial exchange. We have also added a sixth theme: 
friendship. We hope our review will illustrate how 
an evolutionary approach can help illuminate how 
people conduct themselves in  cyberspace.

Mating and Dating

According to a recent Pew Internet report, one in 
ten Americans has used an online dating site or 
mobile dating app, and 5 % of Americans who are 
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currently married or in a long-term  partnership 
met their partner online (Pew Internet and Amer-
ican Life Project 2013). Online dating appeals 
to people for several reasons. First, it provides 
people with access to a larger pool of potential 
mates than is accessible through direct chan-
nels, increasing the likelihood of finding some-
one who will reciprocate interest (Valkenburg 
and Peter 2007). Second, online dating profiles 
provide users with substantial control over the 
initial impressions they make to prospective part-
ners (Whitty 2007). However, online dating is 
not without challenges, and many online daters 
report negative experiences (Pew 2013). In ad-
dition to online dating and the pursuit of long-
term partnerships, the Internet provides virtual 
spaces for individuals to engage in other sexual 
pursuits, including flirting (Whitty 2003), initi-
ating sexual interest through “sexting” (sending 
sexually suggestive electronic messages; Drouin 
et al. 2013), achieving sexual gratification via 
hot chat, cybersex, or pornography (Spink et al. 
2004), and arranging to have sex offline (Dane-
back et al. 2007). With the advent of social net-
working sites (SNSs), individuals often use the 
Internet as a form of surveillance technology to 
monitor their romantic partner’s activity (e.g., a 
partner’s Facebook contacts, posted photos, or 
comments they made on a contact’s “wall”) for 
signs of relational dissatisfaction or indiscretion 
(Clayton et al. 2013; Elphinston and Noller 2011; 
Muise et al. 2009). Thus, there are many ways 
people today use the Internet to pursue short-
term and long-term sexual interests, making it a 
rich domain for testing evolutionary theories of 
courtship and intersexual competition.

Drawing on Buss and Schmitt’s (1993) sexual 
strategies theory, Piazza and Bering (2009) hy-
pothesized that men would be more likely than 
women to use Web-based technologies, such as 
chat rooms and text messaging, to initiate short-
term sexual encounters. This would be a conse-
quence of women having a much greater obliga-
tory parental investment (Trivers 1972) and 
thus having less to gain than men by pursuing a 
short-term mating strategy. Consistent with this 
hypothesis, several studies found that men are the 
primary initiators of “sexting” behaviors, such as 

sending a sexually suggestive text or a partially 
nude self-photo (Delevi and Weisskirch 2013; 
Gordon-Messer et al. 2012). Sexting occurs fre-
quently within committed relationships, but it 
also occurs with some frequency within casual 
and extra-pair relationships (Drouin et al. 2013). 
Thus, the use of sexting to signal sexual interest 
or initiate offline sexual interactions may reflect 
men’s greater orientation to short-term mating.

Another important sex difference stemming 
from differences in parental investment (and pa-
ternity certainty) is the way that men and women 
react to different forms of infidelity (Buss 1994). 
Converging evidence suggests that men are more 
distressed than women by envisioning their cur-
rent romantic partner having sex with someone 
else, whereas women are more distressed than 
men by envisioning their partner forming a close 
emotional attachment to someone of the opposite 
sex (Buss et al. 1992; Shackelford et al. 2002). 
Assuming that computer-mediated activities may 
approximate “real” forms of infidelity (Whitty 
2005), Piazza and Bering (2009) suggested that 
evolutionary predictions about sex differences in 
jealousy could be tested in relation to online sexu-
al or romantic behaviors, such as men and women 
engaging in cybersex versus forming an emo-
tional attachment with someone whom they met 
online. However, a study by Whitty and Quigley 
(2008) suggested that computer-mediated forms 
of sexual conduct may only weakly approximate 
offline infidelity. Northern Irish college students 
selected from among four scenarios which would 
be most distressing: their partner’s offline sexual 
infidelity, online sexual infidelity (cybersex), of-
fline emotional infidelity, or online emotional in-
fidelity (falling in love with a person they have 
only known online). The study replicated the well-
established pattern that men are more distressed 
by their partner’s offline sexual infidelity while 
women are more distressed by their partner’s of-
fline emotional infidelity. No participants selected 
either cybersex or online emotional attachment as 
the most distressing scenario. Nevertheless, since 
this study did not exclusively contrast cybersex 
and online emotional infidelity, it remains to be 
seen whether the typical sex difference might 
emerge when directly contrasting these two cases.
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More recently, Muscanell et al. (2013) had 
American undergraduates imagine that they dis-
covered on their romantic partner’s Facebook 
page a photograph of their partner with someone 
of the opposite sex. Consistent with the notion 
that women are more distressed by the thought of 
a budding emotional relationship between their 
partner and a rival, they found that women, com-
pared to men, experienced more feelings of jeal-
ousy, hurt, and anger over the discovered photo, 
though this sex difference vanished when the 
partner had set the photo to be “private” (imply-
ing he or she was attempting to conceal the re-
lationship). Lastly, McAndrew and Shah (2013) 
found that female college students were more 
likely than men to report jealousy in response 
to their romantic partner’s Facebook activities. 
The Facebook activities involved behaviors that 
could signal the blossoming of a new relation-
ship or the rekindling of an old one (e.g., partner 
posting pictures with a previous partner); thus, 
the researchers interpreted the results as being 
consistent with the evolutionary prediction that 
Facebook-mediated triggers of emotional jealou-
sy are more distressing for women than for men.

Another form of intersexual behavior that 
EP may be useful in addressing is cyberstalking 
and cyber-harassment. Victims of cyberstalking 
tend to be female, whereas perpetrators tend to 
be men who are acquaintances or ex-partners of 
the victims (Dreßing et al. 2014; Sheridan and 
Grant 2007), as is the case with offline stalking 
patterns. The perpetration of cyberstalking by 
acquainted men is consistent with one promi-
nent evolutionary perspective, which argues that 
stalking and other forms of sexual harassment 
arise from an evolved male psychology that mo-
tivates feelings of proprietary sexual jealousy, 
as men attempt to control a romantic partner or 
ex-partner’s sexual behavior (Wilson and Daly 
1993). This  perspective also makes the prediction 
that the main victims of cyberstalking should be 
young, reproductive-age females (Daly and Wil-
son 1988; Peters et al. 2002). We are not aware 
of research specifically testing the possibility 
that rates of cyberstalking diminish with age for 
women.

A robust finding in EP is that men consistently 
overperceive the degree to which a woman is 
sexually interested in them (Haselton and Buss 
2000), whereas women tend to underperceive 
sexual interest (Perilloux et al. 2012). The In-
ternet presents a rich context in which sexual 
misperception biases might be studied. Signals 
communicated via electronic text are ambigu-
ous insofar as a presenter’s true intentions are 
hidden and unobservable (Donath 2008). This is 
also true, to some extent, of face-to-face (FTF) 
communication (Silk et al. 2000); nevertheless, 
text-based computer-mediated communication 
(CMC) is more ambiguous than FTF in that 
several modes of CMC (e.g., instant messaging 
and e-mail) typically involve only one sensory 
modality, whereas FTF involves a multiplic-
ity of sensory cues perceivers may use to help 
disambiguate the presenter’s intent, including 
speech prosody and facial expressions (Dunbar 
2012). The deprivation of sensory cues within 
various CMC media may create an environment 
in which perceptual biases of sexual intent are 
inflated—with men overperceiving sexual inter-
est, and women underperceiving sexual interest, 
to an even greater extent—due to the ambiguity 
of the signals exchanged. Another possibility is 
that users of CMC understand the limitations of 
CMC, and engage in deliberate efforts to disam-
biguate their true intent within these channels by 
using more explicit signals. Males in particular 
may signal sexual interest using more explicit 
means of communication with a prospective part-
ner, to avoid missing a potential opportunity.

Lastly, sexual aspects of the Internet (e.g., por-
nography; Spink et al. 2004) may pose a particu-
lar challenge to men in committed relationships, 
given the attentional biases men display towards 
attractive mating alternatives (Becker et al. 2005; 
Duncan et al. 2007). One strategy committed in-
dividuals employ to maintain their current invest-
ment in a partner is to depreciate the attractive-
ness of a mating alternative (Miller and Maner 
2010). Another strategy is to be selectively inat-
tentive to, and/or deliberately avoid, contexts in 
which attractive alternatives are present. At least 
one study of men’s and women’s Facebook ac-
tivity found evidence for a  mate-maintenance 
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strategy among men. McAndrew and Jeong 
(2012) showed that men in committed relation-
ships spent less time than single men perusing 
and/or posting on the Facebook pages of women. 
Relationship status, by contrast, had no associa-
tion with women’s Facebook activities. Commit-
ted and single women were just as likely to view 
men’s Facebook pages, though women were pre-
dominantly interested in viewing the pages of 
other women as a means of making social com-
parisons or gathering information about same-
sex friends and rivals—activities theorized to 
be particularly important for female intrasexual 
competition (McAndrew and Milenkovic 2002).

Intrasexual Competition

Computer-mediated self-presentations, particu-
larly those found on SNSs such as Facebook, 
provide an excellent testing ground for psycho-
logical theories pertaining to intrasexual compe-
tition. Facebook, for example, offers a number 
of uses, including the opportunity to keep in 
touch with preexisting friends and family, inter-
act (e.g., via Facebook chat or wall posts), ini-
tiate new social connections, and self-enhance 
via user pages (Raacke and Bonds-Raacke 2008; 
Tosun 2012). In this section, we are particularly 
interested in the self-enhancement function of 
Facebook. Piazza and Bering (2009) hypoth-
esized that young men more than young women 
would stress their skills, creativity, and resourc-
es in their personal online profiles and homep-
ages, whereas young women more than young 
men would stress their physical appearance and 
prosocial reputations, reflecting general sex dif-
ferences in intrasexual competition (e.g., Geary 
1998; Hill et al. 2012). This hypothesis should 
apply no less to SNS profiles. We assume that 
one goal people have for creating and updating 
an SNS profile is to signal their desirable quali-
ties to others. This goal need not be explicit, but 
an evolutionary perspective suggests that the 
motivations men and women bring to their on-
line social networking may differ due to distinct 
adaptive problems faced by ancestral males and 
females (Buss 1994; Geary 1998).

Some recent research findings may be brought 
to bear on these predictions. Haferkamp et al. 
(2012) analyzed the publicly accessible profiles 
of 106 StudiVZ (the German equivalent of Face-
book) users. Consistent with the idea that men 
are more motivated to “show off” their unique 
skills, while women are more motivated to high-
light their physical appearance, men spent more 
time editing their profile picture in creative ways, 
perhaps as a means to display their technical 
skills, while women preferred using portrait pho-
tography, presumably to present their physical 
appearance in the most attractive light. Mehdi-
zadeh (2010) observed a similar pattern among a 
sample of Facebook users. Men were more likely 
to share self-promotional content in the “About 
Me” and “Notes” sections of their profile, while 
women were more inclined to self-promote via 
their physical appearance (e.g., by using a profes-
sional photograph).

Other research suggests that women are bet-
ter than men at refraining from risky online be-
havior, such as posting compromising images 
of themselves on Facebook, consistent with the 
idea that sex differences in executive functioning 
have a basis in parental investment differences, 
whereby men have more to gain than women 
from risk-taking (Bjorklund and Shackelford 
1999; Campbell 1999). For example, Peluchette 
and Karl (2008) found that male college students 
were more likely than their female counterparts 
to post to their Facebook accounts pictures of 
their sexual exploits, partying, and drinking be-
havior. One prediction that has not yet been test-
ed but deserves further investigation is whether 
men (but not women) are more likely to engage 
in risky Internet behavior (e.g., posting compro-
mising photos of themselves) when placed in 
a mating mindset or when their social status is 
challenged.

“Cyberbullying” refers to computer-mediated 
forms of relational aggression, such as forward-
ing private e-mails or posting embarrassing pho-
tos without permission. Offline relational aggres-
sion is a common form of aggression used by 
adolescents (as well as adults) to manipulate the 
status and reputation of a peer competitor through 
indirect, social channels (e.g., spreading rumors), 
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as opposed to direct physical conflict (Archer 
2004). Piazza and Bering (2009) predicted that 
as with offline bullying, cyberbullying would be 
perpetrated primarily by adolescents and teens 
who tend to be high-status (or “popular”) within 
a peer group, while their victims would tend to be 
relatively low-status individuals on the “fringe” 
of various peer groups. They also predicted, 
however, that the relative invisibility and social 
distance of cyber-aggression would be empower-
ing for low-status teens, leading to greater status 
challenges being made by low-status teens than 
would traditionally occur offline. Somewhat in-
consistent with the first hypothesis, Calvete et al. 
(2010) found that levels of perceived peer sup-
port decreased as the frequency of self-reported 
cyberbullying increased, suggesting that the sta-
tus of many of the cyberbullies in their sample 
may have been quite low. But in line with Piazza 
and Bering’s (2009) hypotheses, other studies 
have shown that victims of cyberbullying have 
low status. In a sample of 12–19-year-old high 
school students, Festl and Quandt (2013) found 
that position in the social network was a strong 
predictor of cyber-victimization. “Pure” victims 
reported having more friends than either perpe-
trators or perpetrators/victims, yet were less often 
named as friends themselves, suggesting that 
they may have been vulnerable because they did 
not belong to well-defined cliques that could sup-
port them. Finally, a study of German secondary 
school pupils elucidated context as an important 
moderator: Falling victim to major school bully-
ing was negatively predicted by popularity in the 
classroom, while falling victim to major cyber-
bullying was negatively predicted by popularity 
in online chat rooms (Katzer et al. 2009).

While more research is needed, there are some 
tentative signs that the status differentials impli-
cated in FTF bullying—which seems to be prac-
ticed more by dominant individuals with secure 
friendship networks—are less of a predictor for 
online bullying. This is borne out by evidence 
that cyberbullying, on account of its indirect and 
relational nature, may be more often utilized by 
females than is traditional bullying (Dooley et al. 
2009). There thus appears to be a similar pat-
tern with sex to that which exists for  dominance: 

 Individuals who are physically dominant or who 
are supported by a network of friends may be 
better able to bear the risks of FTF bullying, but 
these risks are reduced for cyberbullying. Simi-
larly, although girls engage in FTF bullying less 
than boys because of the physical risks (Camp-
bell 1999), communicating through virtual means 
 reduces these physical risks and so permits girls 
to engage in more online than FTF bullying.

Parenting and Kinship

Alongside finding a mate and competing with 
conspecifics, successfully socializing children 
into a community is a challenge facing humans 
everywhere. There are strong selective pressures 
on parents to monitor their children’s social inter-
actions, particularly with regards to their choice 
of sexual partners. The Internet presents new chal-
lenges for parental monitoring, partly because it 
vastly widens the pool of individuals with whom 
their children can interact, and partly because vir-
tual interactions may be less easily scrutinized by 
parents than physical interactions (Lenhart and 
Madden 2007). Evolutionary theory predicts that 
mothers will be more concerned with their chil-
dren’s social interactions than fathers, due to their 
certainty about their maternity and their greater 
levels of parental care (Bjorklund and Shackel-
ford 1999; Geary 1998). Accordingly, Piazza and 
Bering (2009) hypothesized that “women would 
take a more active role than men, overall, in mon-
itoring their children’s online behavior” (p. 264). 
In a study of Dutch parents’ mediation of their 
2–12-year-old children’s Internet use, Nikken 
and Jansz (2012) found that mothers were much 
more likely than fathers to supervise, actively in-
tervene, and implement restrictions on children’s 
Internet-based activities; somewhat more likely 
to co-use the Internet with them; slightly more 
likely to provide specific restrictions about which 
websites they could or could not visit; but not 
more likely to provide technical guidance to their 
children. Also supporting Piazza and Bering’s 
hypothesis, Vasalou et al. (2012) documented a 
trend for mothers to be more likely than fathers 
to use a location-tracking tool to monitor their 
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children’s whereabouts, though this trend was not 
statistically significant. On the other hand, Wang 
et al. (2005) found that fathers were more likely 
than mothers to check which websites their chil-
dren had been visiting, and there were no effects 
of parental sex in the use of monitoring software 
or the promotion of rules about online activity. 
These findings highlight that any sex effects in 
this area are likely to be contextual and depen-
dent on the type of monitoring that is taking 
place: for example, men’s particular interest in 
certain more technical forms of monitoring might 
offset a stronger evolved tendency of women to 
monitor offspring.

Men who doubt their paternity feel less con-
nected to the child in their care and as a con-
sequence reduce their investment in the child 
(Apicella and Marlowe 2004; Burch and Gallup 
2000). Likewise, stepparents, who are certain of 
their nonpaternity or nonmaternity, invest less in 
their partners’ offspring (Daly and Wilson 1988; 
Marlowe 1999). This suggests that, controlling 
for Internet access in the home and technical acu-
men with computers, men who doubt their pater-
nity may spend less time and energy on mediat-
ing their children’s online activity—that is, less 
time checking the web pages their children have 
visited, participating in online activities with 
children, and establishing and enforcing rules 
about children’s Internet use. It also suggests that 
stepparents will expend less effort, compared to 
genetic parents, mediating stepchildren’s online 
activity. Neither of these predictions has been 
tested.

Individuals promote their own genetic fitness 
not only by caring for children but also by invest-
ing in the welfare of nondependent kin (Hamilton 
1964). People tend to provide high-cost support 
to individuals they identify as close biological kin 
(e.g., full siblings; Pollet 2007; Stewart-Williams 
2007). Piazza and Bering (2009) hypothesized 
that due to kin investment mechanisms, people 
would tend to use high-cost communication 
technologies (such as video chat) to contact re-
lated individuals more than non-kin, a difference 
that would not be as apparent when considering 
low-cost communication technologies (e.g., text-
based chat or e-mail). Part of the logic of this 

 argument was based on the high financial costs, 
at the time, of securing the bandwidth necessary 
for video or audio communication. Since that 
article was written, bandwidth costs have fallen 
dramatically, to the extent that financial costs 
are unlikely to be much of a consideration when 
deciding whom to contact over an internet-based 
service. However, video or audio communica-
tion may still be more costly in the sense of being 
more time-consuming or cognitively demand-
ing (Dunbar 2012), and they may still be more 
financially costly when taking place over a mo-
bile phone, due to the loss of inclusive minutes or 
data allowances.

Support for Piazza and Bering’s kin invest-
ment hypothesis comes from Hampton et al. 
(2010), who surveyed wireless Internet users in 
public spaces (e.g., parks, plazas, and markets) 
in four major North American cities. They found 
that Internet-based phone calls were mostly 
made with family (especially spouses), whereas 
communication by e-mail and instant messag-
ing more often took place with friends, or with 
coworkers (in the case of e-mail). Similarly, 
Mok et al. (2010) showed that their participants 
phoned relatives more than friends, even intimate 
ones.

One unresolved question is whether spend-
ing time using virtual technology detracts from 
time spent on FTF contact, and whether this 
might have a detrimental effect for some rela-
tionships more than others. In a long-term lon-
gitudinal study of various forms of contact in a 
Toronto neighborhood, Mok et al. (2010) found 
that frequency of FTF contact was unchanged 
between the 1970s and the 2000s, even as e-mail 
was introduced and the frequency of telephone 
use increased. Affirming the importance of fre-
quent contact for maintaining friends, a study by 
Roberts and Dunbar (2011) tracked kin relation-
ships and friendships over an 18-month period 
and found that friendships were more susceptible 
than kin relationships to decreases in emotional 
closeness due to failure to contact either FTF, 
by phone or e-mail, or through participation in 
joint social or physical activities. Thus, new tech-
nologies may be more important in maintaining 
long-distance friendships, but less important for 
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kin relationships, though people voluntarily use 
these technologies to affiliate with kin. At the 
same time, digital technologies may interfere 
with the development of new friendships by re-
directing efforts into maintaining long-distance 
friendships that would have otherwise naturally 
decayed (Dunbar 2012).

Friendship

Friendships differ from kin relationships in that 
they are not based on the emotional bonds that 
form between a parent and child, the sharing 
of a mutual caregiver early in life, phenotype 
matching, or other kin-identification mecha-
nisms. Rather, friendships usual form around 
shared interests (homophily) or shared experi-
ences (Schneider 2000). Intimacy (emotional 
closeness), loyalty, exclusivity, and tolerance are 
the core features of friendship that distinguish it 
from the casual, cordial, low-tolerance relation-
ships we have with other non-kin individuals in 
our social spheres (Amichai-Hamburger et al. 
2013; DeScioli and Kurzban 2009; Silk 2003). 
Recent work suggests that friendships are dis-
tinct from kin relationships in that the intimacy 
and loyalty that define friendships require a great 
deal of social interaction to maintain (Roberts 
and Dunbar 2011). Furthermore, friends may be 
distinguished from acquaintances in that people 
are much more tolerant of short-term asymme-
tries (imbalances) in the giving and receiving of 
services with friends, due to the longer horizon 
of interaction that friendships entail (Xue and 
Silk 2012). Finally, friendships are defined by a 
high degree of loyalty and exclusivity (DeScioli 
and Kurzban 2009), whereby the perception of a 
stronger tie between a close friend and another 
person, relative to the strength of the tie between 
that friend and the self, may evoke feelings of be-
trayal, jealousy, and disappointment (Piazza and 
DeScioli 2012).

Traditionally, friendships are maintained 
through direct forms of “social grooming,” such 
as FTF communication or joint activities (Rob-
erts and Dunbar 2011). Social media and commu-
nication technology may offer the potential for 

friendships to persist that would have otherwise 
faded in the absence of direct contact (Armichai-
Hamburger et al. 2013; Dunbar 2012). This may 
be particularly the case for women who, accord-
ing to one study, rely more heavily on communi-
cation, as opposed to joint activity (e.g., playing 
sports), for friendship maintenance (Roberts and 
Dunbar 2011). Nevertheless, multiplayer online 
games, such as World of Warcraft, offer at least 
one channel by which activity-based “grooming” 
might occur in the virtual world (Barnett and 
Coulson 2010). CMC technologies, such as video 
chat via Skype, offer sensory-rich mediums for 
creating a sense of co-presence and real-time 
social feedback, and as a result are comparably 
effective as FTF communication for sustaining 
levels of intimacy among geographically distant 
friends (Vlahovic et al. 2012). The benefits of 
other, less-rich CMC media, such as SNSs or IM 
(instant message), for sustaining friendships are 
less clear. Some research suggests that friend-
ships benefit from these technologies, for ex-
ample, by allowing friends to monitor and track 
each other’s weekly activities, update one an-
other about important events, and share photos, 
gossip, and express opinions (e.g., Tosun 2012). 
Other research suggests that social networking 
in particular can have a negative effect on pre-
existing relationships by promoting relational 
jealousy, betrayal, and disappointment (Muise 
et al. 2009). Indeed, Tokunaga (2011) uncovered 
ten different kinds of “negative events” that users 
of SNSs report, including being denied friend 
requests, being “unfriended,” disparities in per-
ceived friend rankings on “Top Friends” appli-
cations, deletion of messages, ignored questions 
or remarks, and disparaging remarks posted on 
message boards.

Steijn and Schouten (2013) found that per-
sonal information sharing on SNSs (Facebook 
or Hyves) had both positive and negative inter-
personal outcomes. Many participants reported 
greater benefits than costs of engaging in public 
posts on a weak-tie friend’s SNS profile. Howev-
er, more participants reported negative outcomes 
than positive ones resulting from making public 
posts on the profile of “close friends.” These au-
thors did not examine the content of what was 
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shared within the public posts, thus it is not en-
tirely clear what the cause of the conflict was be-
tween close friends. One possibility is that SNS 
use might erode a close friendship as a direct re-
sult of disclosure-based violations of perceived 
friendship rank (Piazza and DeScioli 2012). For 
example, if a person posts positive news or per-
sonal information to their public wall prior to 
sharing the news with a close friend, this might 
cause hurt feelings if it is interpreted by the friend 
as a violation of their perceived friendship rank, 
which serves as an indicator of the kinds of privi-
leges and services a person is entitled to within 
a friendship (DeScioli and Kurzban 2009). Any 
activity that might be construed as a violation of 
these “rules of privilege” should be distressing, 
as it may signal a potential reorganization (e.g., 
demotion) of the friendship hierarchy.

One form of rank reversal that is likely to 
occur often on SNSs is disclosure-based rank 
reversal (Piazza and DeScioli 2012). This hap-
pens when a piece of privileged social informa-
tion is communicated to a person of lower friend-
ship rank prior to reception by a person of higher 
friendship rank. Rank reversals of this sort are 
probably common among SNS users insofar as 
communications within SNSs are often one-to-
many (Chiou et al. 2013), and therefore obscure 
the sequential flow of one-to-one communica-
tion; for example, when a person posts a message 
on their Facebook wall, this is a one-to-many 
communication, as any “friend” logged into 
Facebook and monitoring that person’s wall is a 
potential recipient. Depending on the newswor-
thiness of the post, a close friend who first learns 
of the news via the person’s wall, as opposed to 
some one-to-one channel, may feel betrayed or 
hurt by the oversight.

Studies by Piazza and DeScioli (2012) found 
some evidence for the disruptive effects of dis-
closure-based rank reversals within friendships. 
In one study, participants imagined a situation 
in which they received a privileged piece of in-
formation from a friend (information about a 
friend’s secret affair). They learned that a third 
person also received the same information either 
before or after them. Among participants who re-
ceived the secret after another person, those who 

experienced a downward rank reversal (i.e., who 
were higher rank than the other person) felt less 
close to the friend and significantly more nega-
tive emotion than participants who were of lower 
friendship rank. Among those who received the 
secret before another person, those who experi-
enced an upward rank reversal (i.e., who were 
lower rank than the other person) felt closer to 
the friend than participants who were of higher 
friendship rank.

The implications of this study for CMC are 
clear: Technologies such as Facebook that enable 
disclosure-based rank reversals may be causing 
undue strain on existing friendships. At the same 
time, public posting on SNSs may help enhance 
weak-tie relationships, as weak ties may benefit 
more from one-to-many communications (Steijn 
and Schouten 2013). Thus, a related (and much 
debated) question is whether social media and 
other Internet technologies are helping people 
forge new, meaningful friendships (Boase et al. 
2006). Research by Pollet et al. (2011) suggests 
that this may not be the case. These authors 
highlight the inherent cognitive constraints that 
present a ceiling on how many intimates a per-
son can maintain at high or “strong-tie” levels. 
Pollet et al. (2011) surveyed 117 Europeans 
about their offline and online relationships, their 
use of SNS and IM technology, how often they 
contacted them, and their emotional closeness to 
each contact. They found absolutely no relation-
ship between time spent using IM or SNS and 
either the size of participants’ offline networks or 
the emotional closeness of their offline relation-
ships. In other words, CMC did not provide any 
social gain that could not be achieved simply via 
traditional communication channels. Similar null 
findings are reported by Dunbar (2012).

Although Internet use may not translate into 
larger networks or stronger ties, other research 
has shown that relationships formed on the Inter-
net can be as deep and lasting as offline relation-
ships (McKenna et al. 2002). Despite these find-
ings, people continue to voice skepticism about 
the benefits of their online interactions, doubting 
the quality of these computer-mediated experi-
ences (Schiffrin et al. 2010). Thus, only time will 
tell whether emerging technologies will enable 
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friendships forged online to have the same depth 
and staying power as those managed through 
traditional means. While social technologies do 
keep friends connected over geographical dis-
tances, it remains unclear whether these tech-
nologies can match the social-bonding power of 
actual physical contact.

Personal Information Management

The decision to disclose negative personal infor-
mation poses a dilemma: While negative self-dis-
closure can bring with it helpful insights (Kelly 
et al. 2001) and increase relational intimacy (Alt-
man and Taylor 1973), it can also lead to relation-
al conflict, negative gossip, reputational dam-
ages, and stigmatization (Kelly and McKillop 
1996; Piazza and Bering 2010). An evolutionary 
approach to personal information management 
highlights the target-specific consequences of de-
cisions to self-disclose personal information that 
could impact negatively on a long-term relation-
ship, especially a romantic partner or close friend, 
who unlike kin have no investment in one’s in-
clusive fitness (Bering and Shackelford 2004; 
Piazza and Bering 2010). From this perspective, 
people should be sensitive to the content of their 
personal information, take care to track which 
individuals in their network are in possession of 
this information, and engage in countermeasures 
(e.g., deliberate secrecy, selective disclosure) to 
interrupt or forestall the transmission of such 
information to those targets that would be most 
impacted or distressed by the news. This might 
involve the recruitment of allies or kin who are 
not directly affected by the information as “con-
spirators” (co-secret-keepers), or as intermediar-
ies to help manage any conflict that ensues when 
the secret is revealed. A complementary perspec-
tive on human friendship (DeScioli and Kurzban 
2009) suggests that close friends are those one 
perceives as having a stronger allegiance with 
oneself than with others. Thus, selective disclo-
sure of negative secrets to close friends may be a 
crucial strategy in garnering support in the event 
that the secret reaches its target.

On the basis of this evolutionary approach, Pi-
azza and Bering (2009) hypothesized that most 
people would not disclose “personal secrets” 
(i.e., negative personal information) online even 
under fairly anonymous conditions. This hypoth-
esis was guided by the assumption that people 
would be skeptical of the allegedly private or 
“anonymous” nature of CMC, and mindful of the 
archival and retrievable nature of Internet-based 
communications (Solove 2007), despite the re-
duced sensory nature of CMC technology, which 
might provide users with a temporary sense of in-
visibility. How then do we reconcile this predic-
tion with recurrent findings that CMC technology 
often enhances levels of self-disclosure between 
individuals, compared to FTF communication, as 
a result of the reduced social-presence cues and 
controllable features of text-based communica-
tion (Joinson 2001; Tidwell and Walther 2002; 
Valkenburg and Peter 2009)?

First, we should point out that a recent meta-
analysis of research looking into the online dis-
inhibition effect found that the actual size of the 
effect may be overstated (Nguyen et al. 2012). 
That is, people may not self-disclose on the In-
ternet as much as some theorists have suggested. 
Second, it is unclear whether any gain in self-
disclosure that may occur via CMC technology 
involves the disclosure of negative self-content. 
Our suspicion is that most of the personal content 
Internet users are presenting to the cyberworld is 
positive, self-promotional content, while much 
less is negative content that a person has a stake 
in concealing. Indeed, SNSs in particular encour-
age positive self-disclosures (Ljepava et al. 2013; 
Toma and Hancock 2013). By contrast, Internet 
users do not use CMC for discussing personal 
information such as “personal habits, fears, and 
relationships” (Schiffrin et al. 2010, p. 302), but 
prefer to discuss such sensitive topics FTF. Con-
sistent with Piazza and Bering’s prediction, Frye 
and Dornisch (2010) reported a negative corre-
lation between amount of online self-disclosure 
and the level of “intimacy” of the information 
(most of the non-shared “intimate” content in 
their study largely had to do with private sexual 
matters). Thus, while some researchers find that 
the apparent invisibility of CMC helps foster 
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self-disclosure, which in turn can foster relation-
al intimacy, it seems likely that the majority of 
this online self-disclosure is positive or neutral 
in content.

Another possibility is that disclosure of po-
tentially stigmatizing personal secrets does 
occur over the Internet but only within select 
cyber-environments where individuals perceive 
they are communicating with trusted allies only, 
where privacy concerns are highly satisfied (i.e., 
the disclosing party trusts the website to main-
tain the anonymity of its users and the content 
exchanged between its users), and there is con-
trol over the target audience (Joinson et al. 2010). 
Researchers have long noticed the level of self-
disclosure that occurs on personal blogs (Hollen-
baugh 2010; Viegas 2005). Despite the publicly 
accessible nature of blogs, research suggests that 
most bloggers are concerned about privacy (Vie-
gas 2005) and write with a particular audience in 
mind—often, friends and family (Stefanone and 
Jang 2007). SNSs provide public, one-to-many 
modes of communication through wall posts, 
where users have little control over the flow of 
information once it is posted. Although Facebook 
offers users some modes of private communica-
tion (e.g., private chat) and various privacy set-
tings, anyone with a Facebook account and who 
has viewer privileges has access to one’s online 
profile and public comments (Christofides et al. 
2009). By contrast, private online chat rooms and 
online groups or “communities” provide greater 
privacy and audience controls, which may foster 
the disclosure of personal secrets over the long 
term, once a deep, trusting relationship is formed. 
Many online groups are devoted to a specific 
topic or issue, which enable Internet users to eas-
ily locate individuals who may possess similar 
stigmatizing secrets, thus creating an environ-
ment of nonjudgment and trust (McKenna and 
Bargh 1998). Thus, the extent to which a given 
CMC technology is thought to provide sufficient 
levels of privacy and audience control is prob-
ably an important moderator on the hypothesis 
originally proposed by Piazza and Bering.

Some extant research may be brought to bear 
on this qualified hypothesis. According to a 
study by Christofides et al. (2009) of Canadian 

college students, Facebook users reported being 
concerned about privacy and were likely to use 
a variety of privacy settings to manage the con-
sumption of their personal information. They 
also reported being very unlikely to post pictures 
of themselves or their friends doing something 
illegal, or photos of themselves naked or par-
tially nude. We might infer from the general lack 
of negative personal information being posted 
to Facebook that the communication of personal 
secrets to SNSs is either uncommon, or that the 
possession of negative personal secrets is uncom-
mon. Given the high rates of offline secret-keep-
ing reported in past research (Kelly et al. 2001; 
Piazza and Bering 2010), we think the former is 
more likely.

Importantly, an evolutionary perspective on 
personal information management also makes 
the prediction that complete secrecy (i.e., total 
concealment of personal information from every-
one) is often not the best policy, as secrets often 
involve at least one other person, who may not be 
trusted to maintain the secret, particularly when 
their interests oppose one’s own. For this reason, 
we might expect natural selection to have fa-
vored psychological mechanisms for promoting 
secrets disclosure (i.e., “confessions”) to trusted 
kin and allies as a means of preempting inevi-
table conflict that would ensue from the secret’s 
public revelation (Bering and Shackelford 2004). 
Extant research suggests that negative personal 
secrets are often shared to at least one other per-
son (Piazza and Bering 2010), and that “second-
ary disclosures” (secrets passed on to unintended 
third parties) occur with some frequency despite 
the best intentions of the receiver (Christophe 
and Rimé 1997). Secrets are often provocative 
and newsworthy—they stir emotions, such as 
surprise or outrage, within the recipient, which 
makes them salient, accessible, and difficult to 
forget, and as a consequence, the vast majority 
of personal secrets are passed along. Because 
secrets are newsworthy, secrets also represent a 
tradable good. This presents the confidant with 
a dilemma whereby they might receive some 
benefit by sharing the secret, while at the cost of 
damaging a relationship.
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The ecology of secret sharing suggests that the 
human mind has not evolved for total secrecy, but 
to selectively reveal negative personal secrets to 
loyal kin and allies who may be counted on to 
defend the self against retaliations from offend-
ed parties. Thus, while natural selection likely 
favored mechanisms for controlling the trans-
mission of negative personal information (e.g., 
conscious concealment from select targets), total 
secrecy may not be an adaptive strategy insofar 
as: (1) most secrets are likely to be inadvertently 
revealed through various channels outside the 
secret-keeper’s control and (2) revealing secrets 
to close allies and kin may serve to hasten sup-
port in anticipation of the negative reverberations 
of the secret’s eventual revelation. This perspec-
tive thus suggests that selective disclosure of se-
crets is likely to occur in online contexts where 
a secret-keeper encounters sufficient cues indi-
cating that the receiving party may be trusted to 
remain loyal to the discloser over and above any 
conflicting loyalties that person may have to the 
secret’s target. This implies that contacts made 
online, for example, within private online groups, 
who have nonoverlapping social networks with 
the secret-keeper, may make ideal confidants for 
distressing secrets, more so than individuals with 
overlapping social networks.

Trust and Social Exchange

Despite initial and persistent concerns about 
electronic shopping, e-commerce continues to 
grow (Horrigan 2008). In 2008, Amazon had 
around 88 million active registered customers 
worldwide; by 2012 that number was 200 mil-
lion (Statista 2013). eBay, one of the largest 
online marketplaces/auction sites, has a global 
customer base of 233 million (eBay Worldwide 
2013). Anxieties about online shopping revolve 
mainly around issues of trust (e.g., that a seller 
can be trusted to accurately represent the nature 
or quality of a product and honor their end of 
an online transaction), privacy (e.g., concerns 
about online companies sharing users’ personal 
information to third parties), and consumer sat-
isfaction (e.g., that the purchased item will not 

be  defective; Chen et al. 2010; Yang and Les-
ter 2004). The risks associated with purchasing 
goods and sharing personal information over 
the Internet include loss of money and resources 
(e.g., paying for something that never gets sent, 
identity theft), loss of time (e.g., time spent bid-
ding on an item in an auction or browsing for 
an item in an online market), and loss of con-
trol (e.g., having personal information circulat-
ed against one’s wishes), among others. Online 
transactions often occur between anonymous or 
pseudo-anonymous strangers where buyers and 
sellers know little about each other and the likeli-
hood of future interaction is uncertain (Resnick 
and Zeckhauser 2002), thus prompting the ques-
tions: Why has e-commerce been so successful? 
What mechanisms have enabled online shoppers 
to trust e-vendors whom they encounter online?

A number of evolutionary perspectives suggest 
that cooperation among strangers is an unnatural 
or unusual occurrence, since for most of human 
history humans have cooperated with members 
of their own tribe or community who they inter-
acted with on a recurrent basis FTF, and thus had 
a larger stake in reciprocating contributions over 
time (as opposed to defecting on a stranger one is 
unlikely to see again; Piazza and Bering 2009). 
Still, trade between groups probably occurred 
often enough that high-risk cooperation under 
conditions of low-frequency interaction (and thus 
minimal reputational information) was not un-
heard of in the ancestral past among neighboring 
groups (Fehr and Henrich 2003). Expectations 
about future interaction, even if these interactions 
are spread out over time and sporadic, may be 
helpful to induce cooperation between strangers. 
Indeed, behavioral economists have shown that 
humans are more inclined to cooperate with indi-
viduals they know little or nothing about if they 
expect frequent future interactions than if future 
interactions are unlikely (e.g., Gächter and Falk 
2002). Thus, one mechanism that may be driving 
the success of e-commerce is for online sellers 
to capitalize on a well-established offline reputa-
tion. Consistent with this idea, research by Chen 
et al. (2010) has shown that online shoppers are 
more inclined to trust e-vendors that have cul-
tivated a brand name image, and which buyers 
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have had past experiences with, and so they can 
be expected to stick around, to invest in the qual-
ity of their products and the reputation of the 
company.

Another mechanism that evolutionary game 
theorists have highlighted as essential to human 
cooperation among nonrelatives and non-friends 
is reputation-based partner choice, also referred 
to as “competitive altruism” (Barclay 2004; Rob-
erts 1998; Sylwester and Roberts 2013). Compet-
itive altruism occurs when individuals compete 
with one another for the most lucrative partner-
ships via the reputations they acquire through 
their previous interactions. Online marketplaces, 
such as Amazon, and auction sites, such as eBay, 
exploit the principles of reputation-based part-
ner choice through the institution of electronic 
“feedback” mechanisms, or reputation systems, 
such as eBay’s Feedback Forum (Resnick et al. 
2006). Online feedback mechanisms collect, ag-
gregate, and distribute feedback about buyers and 
sellers’ past experiences within the marketplace. 
Buyers and sellers rate each other and leave com-
ments upon completion of an online transaction. 
A feedback profile is automatically generated for 
registered sellers, which displays the net ratings 
they receive across their various transactions for 
a given period of time (e.g., eBay currently has a 
12-month cap on their feedback system). Buyers 
may also leave comments and sometimes sellers 
are allowed to leave comments in turn.

Leaving feedback about a seller imposes a 
minimal cost on buyers (e.g., the time required 
to rate and comment about a completed transac-
tion); thus, it remains a puzzle why buyers would 
ever leave feedback, given the costs entailed. 
(Although we could not find any official statis-
tics on buyer feedback percentages, discussions 
about the low levels of buyer feedback are quite 
common on Amazon Seller Forums.) One possi-
bility is that individuals who experience strong 
emotions, such as gratitude or outrage, on ac-
count of unanticipated transaction outcomes (i.e., 
unusually positive or negative experiences), may 
be more inclined to leave feedback than buyers 
whose expectations are simply met by the seller. 
If this is the case, then we might expect buyer 
feedback to be skewed towards larger end tails 
with overall fewer middle ratings. We find this 

outcome unlikely. Another possibility is that 
buyers who leave feedback are invested in the 
reputation they imagine they receive for leaving 
feedback. Buyer feedback is a public good in that 
feedback about prospective sellers is available to 
all buyers and maintained through voluntary con-
tributions. As such, the feedback system is vul-
nerable to exploitation by free riders who freely 
benefit from the feedback of other buyers with-
out themselves contributing to the system. Online 
feedback systems help solve this public goods 
dilemma by allowing buyers leaving feedback 
to identify themselves (e.g., by name) and thus 
cultivate a reputation for providing useful feed-
back within the system. Amazon’s feedback sys-
tem also allows buyers to rate the usefulness of 
other buyers’ feedback when making purchasing 
decisions within the marketplace—which pro-
vides buyers reputational incentives to provide 
high-quality feedback to other buyers, despite 
the costs of time and effort required to contribute 
quality feedback.

As far as we are aware, no systematic inves-
tigation of buyers’ motivations to leave feedback 
has been undertaken; thus, the question of what 
exactly motivates buyers to leave feedback re-
mains an interesting direction for future research. 
One testable prediction which stems from the 
above discussion is that online feedback systems 
which capitalize on the ability for users to devel-
op a reputation for making positive contributions 
to the system, and that offers benefits to users for 
leaving helpful feedback (e.g., in the form of user 
ratings, discounts, or monetary rewards), will 
thrive in relation to systems that do not provide 
these reputational incentives (e.g., systems that 
overly conceal the identities of buyers who leave 
feedback).

One additional aspect of online trust and ex-
change has to do with the reliability of informa-
tion people encounter, whether from sellers mak-
ing claims about a given product, buyers leaving 
feedback about their transactions with sellers, 
or Facebook users posting assertions to a public 
wall. Perspectives from EP can help illuminate 
the decisions people make regarding whether 
to trust the veracity of information they receive 
online. Hess and Hagen (2006) have argued that 
humans evolved psychological adaptations for 
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assessing the veracity of gossip they encountered 
in order to counteract deceptive communication. 
One strategy in particular that people consistent-
ly use to counteract deceptive communications 
is to doubt statements made by single and inter-
dependent sources (Hess and Hagen 2006). Over 
the Internet, this might play out in e-shoppers 
seeking out feedback information from multiple, 
independent sources before making a final pur-
chasing decision or auction bid, or discounting 
feedback submitted by a single buyer, as hypoth-
esized by Piazza and Bering (2009). Although 
we are unaware of any research to date that has 
directly tested these predictions, Walther et al. 
(2009) recently showed that Internet users tend to 
be skeptical of self-disclosures posted on Face-
book that are not confirmed by independent par-
ties, which is consistent with Piazza and Bering’s 
hypothesis. Apparently, there is a great deal more 
work that needs to be done on this topic.

Conclusion

Improvements to digital media occur year-round 
as developers seek to provide users with satis-
fying experiences. An evolutionary perspective 
suggests that for emerging technologies to be 
most effective they must consider the fundamen-
tal motives humans have as a vestige of their 
evolutionary history, and not just their idiosyn-
cratic tastes and interests. Humans have evolved 
to behave in adaptive ways as a function of the 
species-typical conditions they find themselves 
living in. This implies a degree of regularity to 
human motivation, and the cyberworld is no ex-
ception to this rule. Real improvements to com-
puter technology may only occur when develop-
ers hone in on these fundamental motives and 
engineer new ways for users to satisfy them.
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In the 1800s, a 29-year-old man sat down to con-
sider his attitude toward getting married versus 
staying single. He took a scrap of paper and drew 
two columns labeled “Marry” and “Not Marry.” 
Then he listed his thoughts in favor of marriage 
in one column and his thoughts against marriage 
in the other (see Table 14.1). After listing these 
thoughts, the young man wrote at the bottom of 
the left-hand column “Marry—Marry—Marry 
Q.E.D.” Soon after, he courted and wed his first 
cousin Emma Wedgwood.

The young man’s name was Charles Darwin. 
By age 29, he had already completed his famous 
voyage of discovery on the Beagle and had for-
mulated many of his ideas that would provide the 
groundwork for the theory of evolution by natu-
ral selection. What we can never know for sure 
is how Darwin reached such an extremely posi-
tive overall evaluation from the thoughts that he 
wrote. He did not use numbered lists, but there 

seem to be approximately as many cons as pros. 
Some of the pros (e.g., “better than a dog”) seem 
like very faint praise. Some of the cons (e.g., a 
possible lifetime of “banishment and degrada-
tion”) seem extremely negative. It is hard to see 
how these ideas about getting married, in total, 
could lead to anything better than a lukewarm 
endorsement, and certainly not to “Marry—
Marry—Marry Q.E.D.” unless he attached over-
whelming importance to some of the items on 
that list, including what was probably the first 
thing he wrote —“Children (if it Please God).”

Given the overlap in dates, it is possible that 
before making his list, Charles Darwin had just 
been writing about his theory of evolution by 
natural selection, in which reproduction plays 
a central role. He may have put down his pen 
after writing about his theory and within min-
utes begun his list of pros and cons in the top 
left corner by listing “Children” simply because 
he had been writing about reproduction merely 
moments before. His list—and therefore his atti-
tudes about marriage—may have been quite dif-
ferent if something else had come to mind when 
he began his list. That one positive association 
to getting married—having children—may have 
been primed by his recent thoughts about repro-
duction and made him adopt a more positive atti-
tude toward marriage than he would have had he 
considered it in a different time and place. As it 
turns out, he and Emma had ten children, three of 
whom went on to become accomplished Fellows 
of the Royal Society.
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Attitude Models

That idea—that Darwin’s attitude toward a topic 
as important as getting married might have been 
influenced without his awareness by events in 
the recent environment —flies in the face of tra-
ditional attitude theories that depict attitudes as 
traits or dispositions. Allport (1935), for instance, 
famously defined attitude as “a mental and neu-
ral state of readiness, organized through experi-
ence, exerting a directive and dynamic influence 
upon the individualʼs response to all objects and 
situations with which it is related” (p. 810). Such 
definitions emphasize the stable, enduring nature 
of attitudes, which are seen as summary evalua-
tions stored in and later retrieved from memory to 
“direct” an individual’s responses to an attitude 
object. According to these storage and retrieval 
models, Darwin would have earlier in life devel-
oped an overall summary evaluation of “getting 
married” and would have simply retrieved that 
attitude to inform his decision, without having to 
consider the pros and cons of marriage each time 
a relevant situation arose.

Tempting as it may be to accept this tradi-
tional storage and retrieval model of attitudes, it 
entails serious logical problems, including how 
cognitively costly it would be to remember sum-
mary evaluations for the huge array of attitude 
objects that people encounter in their lifetimes, 
plus doing the mental work necessary to update 
each summary evaluation with each new piece 
of relevant information one might glean. In ad-
dition, the traditional model of attitudes explains 

instances of stability, when people evaluate the 
same attitude object the same way—either fa-
vorably or unfavorably—across times and situ-
ations, but it has difficulty explaining instances 
of instability, when the same person evaluates the 
same attitude object differently at different times 
and in different contexts (Schwarz 2007). Tradi-
tional models would have difficulty, for exam-
ple, explaining a hypothetical scenario in which 
Charles Darwin might have evaluated marriage 
unfavorably in the morning, did not think about 
marriage for the next few hours, and yet evalu-
ated marriage very favorably after writing a few 
paragraphs in the afternoon about the role of re-
production in human evolution.

In contrast to the traditional model of attitudes 
are construal models. A construal model of atti-
tudes, explains both stability and instability with-
in the same explanatory framework (Schwarz 
2006). According to construal models, people do 
not need to store, update, and retrieve summary 
evaluations for a vast array of attitude objects. In-
stead, each time they evaluate an attitude object, 
it brings to mind a few associations—e.g., “mar-
riage means children and nice soft wife on the 
sofa”—and those activated associations inform 
the evaluation of the moment (Lord and Lepper 
1999; Schwarz and Bohner 2001; Smith and De-
Coster 1998). Evaluations tend to be stable across 
times and situations when the attitude object ac-
tivates similar associations and different when it 
activates dissimilar associations (Sia et al. 1997). 
Thus, Darwin might evaluate “getting married” 
more favorably at a time when having children 

Table 14.1   A young man’s list of reasons to either “Marry” or “Not Marry”
Marry Not Marry
Children—(if it Please God)—Constant companion, (& 

friend in old age) who will feel interested in one—
object to be beloved & played with—better than a dog 
anyhow.—Home & someone to take care of house—
Charms of music & female chitchat.—These things 
good for one’s health—but terrible loss of time—My 
God, it is intolerable to think of spending one’s whole 
life, like a neuter bee, working, working, & nothing 
after all.—No, no won’t do.—Imagine living all one’s 
day solitarily in smoky dirty London House—Only 
picture to yourself a nice soft wife on a sofa with good 
fire, & books & music perhaps—Compare this vision 
with the dingy reality of Grt. Marlbro’ St

Freedom to go where one liked—choice of Society & 
little of it—Conversation of clever men at clubs—Not 
forced to visit relatives, & to bend in every trifle.—to 
have the expense & anxiety of children—perhaps 
quarrelling—Loss of time.—cannot read in the 
Evenings—fatness & idleness—Anxiety & responsi-
bility—less money for books, etc.—if many children 
forced to gain one’s bread—(But then it is very bad 
for one’s health to work too much). Perhaps my wife 
won’t like London; then the sentence is banishment & 
degradation with indolent, idle fool—
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Article Study Motive Manipulation Persons 
affected

Attitude 
displayed

Toward

Lee et al. 2010 Study 1 Disease 
avoidance

Encountering 
a sneezing 
person

Men and 
women

Negative The health-
care system

Study 2 Disease 
avoidance

Encountering 
a sneezing 
person

Men and 
women

Positive Federal fund-
ing for flu 
vaccines

Tybur et al. 
2011

Disease 
avoidance

Smelling foul 
odor

Men and 
women

Positive Condoms

Faulkner et al. 
2004

Study 5 Disease 
avoidance

Slide show on 
contagious 
diseases

Men and 
women

Negative Immigrants 
from 
Nigeria

Park et al. 2007 Study 2 Disease 
avoidance

Viewing slide 
show on 
pathogens

Men and 
women

Negative Obese people

Griskevicius 
et al. 2011

Study 2 Self-protection News story 
about vio-
lent crime

Men and 
women

Positive if 
low SES 
childhood; 
negative if 
high

Having chil-
dren soon

Study 4 Self-protection News story 
about vio-
lent crime

Men and 
women

Positive if 
low SES 
childhood; 
negative if 
high

Starting family 
vs. career

Roney 2003 Mate 
acquisition

Rated ads with 
attractive 
models

Men Positive Having large 
income 
and being 
financially 
successful

Hill and 
Durante 
2011

Study 1 Mate 
acquisition

Rating photos 
of attractive 
men

Women Positive Tanning and 
diet pills

Study 2 Mate 
acquisition

Recall compet-
ing for 
partner

Women Positive Tanning and 
diet pills

Griskevicius 
et al. 2007

Study 1 Mate 
acquisition

Rating desir-
ability of 
attractive 
opposite-sex 
others

Men (not 
women)

Positive Conspicuous 
expensive 
products

Study 2 Mate 
acquisition

Rating desir-
ability of 
attractive 
opposite-sex 
others

Women (not 
men)

Positive Volunteering 
for good 
causes

Sundie et al. 
2011

Study 2 Mate 
acquisition

Reading short 
romantic 
story

Men (not 
women)

Positive Buying fake 
“expensive” 
wallet

Hill et al. 2012 Study 2 Mate 
acquisition

Reading about 
job scarcity

Women Positive Beauty-
enhancing 
products

Table 14.2   Studies that have manipulated three fundamental evolutionary motives and measured effects on attitudes
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comes to mind than at a different time when 
loss of time and money for books come to mind. 
The construal model of attitudes avoids the fun-
damental attribution error (Ross 1977; see also 
Mesquita et al. 2010; Richardson et al. 2010) of 
thinking the cause of evaluative responses must 
be a relatively permanent fixture of the actor, and 
offers greater parsimony by explaining both sta-
bility and instability of attitudes with the same 
cognitive process mechanism (Schwarz 2006).

The construal model of attitudes predicts that 
temporary changes in the immediate context can 
sway current attitudes. People might respond fa-
vorably to an attitude object in one context that 
primes positive associations, and respond un-
favorably in another context that primes nega-
tive associations (Förster and Lieberman 2007; 
Higgins 1996; Lord and Lepper 1999; Schwarz 
2007; Tesser and Martin 1996; Wilson and Hodg-
es 1992; Wyer and Srull 1986). Darwin, for in-
stance, might adopt a different attitude toward 
getting married if he were seated in a nursery than 
in a library, because one context reminds him of 
the association between marriage and children, 
whereas the other reminds him of all those books 
that he could no longer afford to buy.

Because different contexts can make differ-
ent associations to an attitude object salient, and 
thus promote different attitudes toward that ob-

ject (Schwarz 1999; Schwarz and Sudman 1992), 
people are free to behave in ways that are flexible 
and adaptive (Brooks 2008; Smith and Collins 
2010). They can exercise situated cognition (Bar-
salou 1999) and cope with changing contexts in 
ways that overly stable, enduring attitudes would 
not allow. The construal model of attitudes, in 
contrast to the traditional model, depicts people 
as adept at coping with changing times and cir-
cumstances by adopting different attitudes (Lord 
in press). They might not realize that their as-
sociations and evaluations have been affected 
by something in their immediate environment, 
but they can shift their evaluative response of 
the moment to one that is different from what it 
might otherwise have been. In this sense, the con-
strual model of attitudes seems more compatible 
than traditional storage and retrieval models with 
evolutionary theory.

There is another sense, however, in which 
construal models of attitudes fit well with evolu-
tionary theory, and that is in the relevance to con-
text effects of fundamental evolutionary motives. 
Throughout evolutionary history, humans have 
faced a number of fundamental challenges to 
their survival and reproduction (Buss and Schmitt 
1993; Kenrick et al. 2010b; Neuberg et al. 2005). 
To survive, for instance, humans have had to be 
adept at avoiding a range of physical dangers, 

Article Study Motive Manipulation Persons 
affected

Attitude 
displayed

Toward

Study 3 Mate 
acquisition

Reading about 
job scarcity

Women Positive Beauty-
enhancing 
products 
and wealthy 
men

Durante et al. 
2012

Study 2 Mate 
acquisition

Viewing local 
dating web-
site with 
few men

Women Positive Pursuing a 
career

Study 3 Mate 
acquisition

News story 
about scar-
city of men

Women Positive Pursuing a 
career

Study 4 Mate 
acquisition

News story 
about scar-
city of men

Women who 
thought they 
were not 
attractive to 
men

Positive Pursuing a 
lucrative 
career

SES socioeconomic status

Table 14.2 (continued) 
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such as violence and disease. To reproduce, they 
have had to master the art of acquiring and re-
taining a desirable mate. The human cognitive 
system has thus been hypothesized to be attuned 
to environmental cues that direct our attention 
to the threats and opportunities afforded by an 
attitude object within the context encountered 
(Kenrick et al. 2010a). If, as described by con-
strual theories of attitudes, people construct their 
current evaluations on the spot (Schwarz 2006, 
2007) and base their evaluations of the moment 
on temporarily salient associations to an attitude 
object (Lord and Lepper 1999; Tourangeau and 
Rasinski 1988), then the environmental context 
might be unchanged, and yet people might evalu-
ate differently depending on whether one or more 
of these evolutionarily significant motives hap-
pens to be salient for them at that particular time 
(Griskevicius and Kenrick 2013; Maner et al. 
2005).

Table 14.2 lists several recent studies that are 
consistent with this view of the human cognitive 
system. In each case described, a fundamental 
evolutionary motive was made temporarily sa-
lient by a brief experimental manipulation, after 
which participants evaluated an attitude object 
that posed either an opportunity or a threat rel-
evant to that motive. In each of these studies, 
experimental manipulations of evolutionarily 
significant motives altered how participants 
evaluated the attitude object in ways that would 
facilitate an adaptive response to the stimulus in 
question. Participants evaluated attitude objects 
that presented an opportunity to satisfy the mo-
tive more positively than they would have other-
wise, and evaluated attitude objects that threat-
ened the motive more negatively than they would 
have otherwise.

Indeed, it is easy to see why the process of 
evolution by selection would shape attitudes to 
be flexibly constructed depending on the adap-
tive problems one is currently confronting. Take, 
for example, one’s attitudes toward having chil-
dren. In a harsh, unpredictable environment, it is 
adaptive to adopt a positive attitude toward hav-
ing children early in life (“do it now or possibly 
never”), but in a safe, predictable environment 
adopting a negative attitude toward having chil-

dren early in life would work better because it 
takes time to accumulate resources that will en-
sure the children’s health and survival (Chisholm 
1993). A stubbornly consistent attitude—either 
positive or negative—would not work as well 
as one that alters with the situation. Table 14.2 
is divided into studies that manipulated disease-
avoidance, self-protection, and mate-acquisition 
motives, because disease avoidance is often con-
sidered separately from self-protection (Griskev-
icius and Kenrick 2013).

Disease Avoidance

The construal model of attitudes can be applied 
to situations in which cues to infectious disease 
are present. In one such study (Lee et al. 2010), 
participants who had passed a sneezing, cough-
ing confederate in a public place were then ap-
proached by an experimenter who asked them 
to evaluate the country’s health-care system. 
They reported more negative attitudes than did 
participants in a control group, and rated their 
likelihood of contracting a serious disease as 
higher. In a second study, participants who met a 
sneezing, coughing experimenter reported more 
positive attitudes toward the federal government 
spending money on flu vaccines instead of on 
creating green jobs. Participants in both studies 
were unaware that another person’s sneezing and 
coughing had influenced their attitudes. In these 
two studies, priming fundamental evolutionary 
motives had selective effects: Attitudes toward 
a government health system that might threaten 
disease avoidance became more negative and at-
titudes toward government spending that might 
help disease avoidance became more positive.

Contaminants that carry disease often emit 
a foul odor, so foul odors might prime disease-
avoidance motives. In a relevant study (Tybur 
et al. 2011), randomly selected students partici-
pated in a room that had been sprayed with “Liq-
uid ASS,” a fluid that smells like feces. Com-
pared to participants in a control group, those in 
the foul-odor condition subsequently reported 
greater intentions to use condoms. Participants 
in the experimental versus control groups did not 
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differ in their reported positive or negative affect, 
so the “Liquid ASS” manipulation did not alter 
attitudes of the moment by eliciting different lev-
els of general affect. The more positive attitudes 
appear to have been directed only at the disease-
avoidance attributes of condoms.

Momentary salience of disease-avoidance 
motives can also affect attitudes toward possi-
bly unhealthy out-groups. Faulkner et al. (2004, 
study 5), had students view one of two slide 
shows—either on the ways that diseases can be 
transmitted in everyday life or on accidents that 
can happen in every life. Those who viewed the 
disease slide show subsequently reported less fa-
vorable attitudes (compared to those who viewed 
the accidents slide show) toward the govern-
ment allowing immigrants from Nigeria to live 
in their city. Participants displayed no such bias 
toward immigrants from Scotland, whom other 
students described as more sanitary. Similarly, 
students in another study (Park et al. 2007, study 
2) who viewed a diseases slide show were faster 
than those who viewed an accidents slide show 
to display negative attitudes by associating dis-
ease-related words with photos of obese versus 
normal-weight people.

The take-home message from these stud-
ies seems clear. Temporary salience of disease-
avoidance motives accentuates the connection 
between contamination and out-groups that are 
suspected of being unsanitary, which in turn 
causes people to adopt functionally adaptive un-
favorable attitudes toward those particular out-
groups. Evolutionarily significant motives, when 
triggered by cues from the immediate environ-
ment, can magnify attitudinal tendencies to avoid 
out-groups that might pose a danger.

Self-Protection and Having Children

The superiority of the construal model of at-
titudes is also apparent when one considers the 
effects of self-protective motives on the question 
confronted by Charles Darwin in the opening vi-
gnette—whether to marry and have children. Hu-
mans have always faced the twin challenges of 
personal survival and reproduction, but self-en-

hancing activities that promote personal survival 
can be seen as a stepping stone—as ensuring that 
the person accumulates enough personal fitness 
and resources to produce children who will be 
born healthy and thrive. During their reproduc-
tive years, both men and women face a trade-off 
between expending energy on their own personal 
survival and fitness versus on finding a mate and 
having children—essentially the dilemma faced 
by Charles Darwin at age 29. Suppose that some-
thing in the immediate environment were to make 
self-protective motives more salient than usual. 
What effect might that momentary salience of 
self-protective motives have on attitudes toward 
getting married and having children?

Griskevicius et al. (2011) examined this ques-
tion in studies where, to prime self-protection 
motives, some participants (not others) read a 
news story claiming that random shootings and 
deaths were becoming an everyday occurrence. 
All participants then reported their attitudes to-
ward having children “in the next few years.” In-
terestingly, the effects of priming self-protective 
motives depended on participants’ childhood so-
cioeconomic status (SES). It led those who grew 
up poor to report more positive attitudes toward 
having children soon (study 2), and toward start-
ing a family at the expense of furthering their 
education and career (study 4), but it had exactly 
the opposite effects on those who grew up in rela-
tively wealthy homes. These results are consis-
tent with a functional analysis of the relationship 
between salient evolutionary motives and current 
attitudes. People who grew up in a wealthy envi-
ronment might interpret rampant violence in their 
cities as something they can control by waiting 
before they begin any new ventures like having 
children; people who grew up in a poor environ-
ment might interpret the same level of violence 
as uncontrollable—a sign that they had better 
have children quickly, before it is too late.

Mate Acquisition

It is unlikely that self-protective motives had 
been momentarily cued at the time when Dar-
win was compiling his list of pros and cons. It 
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is much more likely that writing about reproduc-
tion within his theory of evolution primed mate-
acquisition motives.

Table 14.2 shows several studies in which 
mating-related motives were made temporar-
ily salient by a brief manipulation for randomly 
selected participants, who then evaluated an at-
titude object differently than they might have 
otherwise. Some of these studies primed mate-
acquisition motives by drawing participants’ at-
tention to desirable members of the opposite sex. 
Roney (2003), for instance, had men rate the 
effectiveness of ads containing photos of either 
very attractive or less attractive women, after 
which the men reported their attitudes toward 
having a large income and being financially suc-
cessful. Men who viewed photos of sexy, desir-
able women expressed more positive attitudes 
toward making a lot of money—an activity that 
both men and women agree would help them to 
satisfy mate-acquisition motives.

Like men, women who have mate-acquisition 
motives made temporarily salient also adopt 
more positive attitudes toward activities that 
will increase their chances of acquiring a high-
quality mate. Hill and Durante (2011, study 1), 
for instance, had women rate the attractiveness 
of highly desirable “local” men and then had 
them report their interest in tanning and taking 
diet pills—two activities that carry health risks 
but make women more attractive to prospective 
mates. Compared with women who had not yet 
seen the photos, those who had just rated photos 
of sexy men reported more positive attitudes to-
ward tanning and taking diet pills. In a follow-up 
study (study 2), women who were asked to recall 
or imagine a time when they had to compete with 
other women for a desirable romantic partner es-
timated the health risks of tanning and taking diet 
pills as less likely and adopted more favorable 
attitudes toward those specific activities, but not 
toward other risky behaviors irrelevant to mate 
acquisition. Hill and Durante’s results highlight 
the selective functionality of mate-acquisition 
primes and also suggest that when people have an 
evolutionary motive made momentarily salient 
they tend to display positive attitudes toward 

anything that satisfies that specific motive, even 
when they incur costs by doing so.

In a study of adopting seemingly costly atti-
tudes, Griskevicius et al. (2007, study 1) had men 
and women rate photos showing three attractive 
members of the opposite sex and then describe a 
perfect first date with their favorite. They were 
then asked how much money they would spend 
on several “flashy” items that signaled how well-
off they were (a costly signal men send to attract 
women) and how much volunteering they would 
do for good causes (a costly signal women send to 
attract men). Relative to a control group, making 
mate-acquisition motives salient caused men (not 
women) to adopt more positive attitudes toward 
buying items that would show off how much 
money they had, and caused women (not men) 
to adopt more positive attitudes toward benevo-
lent volunteering. Follow-up studies showed that 
these more positive attitudes are adopted only 
when they can be displayed in public (study 2), 
and that even men will adopt more positive atti-
tudes toward benevolent acts when those acts can 
be made to appear heroic (study 3) or as evidence 
of their dominance (study 4)—in other words, 
when it will help them get women. Finally, other 
studies have shown that men (not women) who 
have just read a short story about passionately 
kissing a new acquaintance on a moonlit beach 
express greater willingness to buy a fake “knock-
off” wallet that looks like a very expensive one 
(Sundie et al. 2011, study 2), indicating that it is 
the “show off” property of the object that matters 
and not just how much it costs.

Women are not immune to the effects of mate-
acquisition motives on attitudes toward costly 
signals. Hill et al. (2012, study 2) had men and 
women read an article saying that the current 
economy was in recession and good jobs were 
scarce—implying that high-income mates were 
hard to find. Women (not men) who read the 
recession article subsequently reported greater 
desire to purchase products that would enhance 
their physical attractiveness. They were also 
more likely to say they wanted to look attractive 
to men, valued a potential marriage partner’s fi-
nancial stability, and would purchase products 
like cosmetics, perfume, and fitted jeans while 
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cutting back on other purchases (study 3). Fur-
thermore, these positive attitudes applied only 
to costly luxury brand products likely to attract 
a quality mate (study 4). These studies illustrate 
how making mate-acquisition motives momen-
tarily salient affects current attitudes toward spe-
cific objects that help satisfy those motives.

Mate Acquisition and Having Children

In a study of threats to mate acquisition, Durante 
et al. (2012, study 2) showed college women 
photos “from a local dating website” that had 
either 70 % men or 70 % women. The research-
ers reasoned that people often confront a trade-
off between expending energy on looking after 
themselves versus on having children (Griskevi-
cius et al. 2011), so thinking there were few eli-
gible men might make women put off plans to get 
married and have children, concentrating instead 
on pursuing a lucrative career.

That is exactly what the researchers found. 
Compared to the “many-men” condition, women 
in the “few-men” condition reported more posi-
tive attitudes toward pursuing a career relative 
to starting a family. These attitude effects were 
mediated by changes in the women’s perceptions 
of how difficult it would be to find a suitable 
mate (Durante et al. 2012, study 3), and driven 
primarily by women who viewed themselves as 
less attractive (study 4)—the very women who 
would find it most difficult to acquire a mate in 
an environment composed of 70 % women and 
only 30 % men.

Discussion

Many of the described studies found the predicted 
effects only for certain people and only for spe-
cific attitude objects. Looking back at the “partic-
ipants affected” column of Table 14.2, men and 
women reacted the same way to manipulations 
that made disease-avoidance and self-protective 
motives salient, whereas the two sexes often re-
acted differently to manipulates that made mate-
acquisition motives salient. These differences in 

how men and women responded to the activa-
tion of mate-acquisition motives were predict-
able based on empirically verified differences in 
men’s and women’s mating strategies and prefer-
ences.

Because of the sex-differentiated mating ben-
efits available to men and women from display-
ing cues to wealth and fertility, for example, men 
and women differed in the degree to which mat-
ing goals influenced their attitudes toward buy-
ing conspicuously costly items and their desire 
to buy beauty products. In addition, participants 
reacted differently to these mating manipula-
tions depending on their interest in short-term 
versus long-term relationships and whether they 
had grown up relatively poor or relatively rich. 
Finally, the effects of priming evolutionary mo-
tives on attitudes were highly dependent on the 
nature of the attitude objects themselves. When 
evolutionary motives were made temporarily 
salient, participants reported no changes in posi-
tive or negative affect or in moods. Instead, their 
attitudes changed only toward attitude objects 
that might play a role in successfully or unsuc-
cessfully solving the adaptive challenge implied 
by the specific motive primed. These findings 
demonstrate the specificity of the participants af-
fected and the attitude objects affected are also 
consistent with recent advances in understanding 
how priming works.

The situated inference model of priming (Lo-
ersch and Payne 2011) holds that priming ma-
nipulations increase the cognitive accessibility 
of specific mental content. An individual might 
spontaneously associate condoms, for example, 
more with “prevent pregnancy” than with “pre-
vent spread of sexually transmitted diseases 
(STDs).” Being in a room that smells like feces, 
however, reverses that hierarchy of associations 
and makes STDs more accessible than pregnan-
cy. Similarly, a woman might spontaneously as-
sociate diet pills more with “health risks” than 
with “attracts men,” but having recently viewed 
photos of sexy local men reverses the relative 
accessibility of these mental contents. Once a 
priming manipulation has made prime-relevant 
content unusually accessible, people will use that 
temporarily activated mental content to inform 
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their judgments and behaviors, but only if they 
think the specific associations were self-generat-
ed, without any external influence. That is why 
all the reviewed studies went out of their way 
to disguise the intended connection between the 
manipulation of evolutionary motives and the at-
titudinal measures.

Finally, people apply the preferentially ac-
cessed mental content only to objects that are 
relevant to solving problems afforded by the cur-
rent situation. If the task in the current situation 
is to evaluate taking diet pills and painting in a 
closed room (both risky activities), for instance, 
“attracts men” seems relevant to evaluating one 
of these activities but not the other. Similarly, 
viewing photos of attractive others might render 
thoughts like “attracts women” to be preferen-
tially associated with “flashy” consumer prod-
ucts, but thoughts about attracting women would 
affect the attitudes of men more than women, 
because such thoughts would seem more task 
relevant for men than for women. Different con-
texts afford different concerns for different par-
ticipants, so the meaning and impact on attitudes 
of the specific mental content that was primed 
can vary greatly.

The general principle, however, is that when 
people believe the primed mental content was 
accessed spontaneously, they apply that mental 
content to whichever current evaluative judg-
ment or behavior affords relevance (Loersh and 
Payne 2011)—a principle that is consistent with 
both evolutionary theory (Chisholm 1993; Hasel-
ton and Buss 2000) and the construal model of 
attitudes. Although we have no way to know, by 
applying the situated inference model of priming 
to the studies in Table 14.2, we might suspect that 
Charles Darwin had been writing about reproduc-
tion, took a break to compose his list, remained 
unaware that his recent writing had temporarily 
increased the accessibility of thoughts like “Chil-
dren—if it please God,” perceived that marriage 
afforded the opportunity of having children, and 
thus adopted an extremely positive attitude.
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Conformity is the act of fitting in with the group. 
As a group-living species, much of our behav-
ior is focused on preserving group cohesion. The 
tendency to change one’s behavior to match the 
responses of others is often adaptive (Cialdini and 
Goldstein 2004). If we want to join a group, then 
we monitor and copy the responses and actions 
of those we observe. This copying behavior is not 
always conscious (Chartrand and Bargh 1999), 
but it is often functional. If we copy those around 
us when we are unsure of ourselves, we will often 
adopt successful behavior, especially when indi-
vidually acquired information is costly (Boyd 
and Richerson 1985; Henrich and Boyd 1998). 
In the past 25 years, there has been a burgeon-
ing interest in conformist behavior from diverse 
disciplines including psychology, anthropology, 
evolutionary biology, behavioral ecology, math-
ematics, and economics.

The grounding of conformist behavior in evo-
lutionary theory proved justified when nonhuman 
species were similarly observed to be drawn to 
majorities (e.g., Claidière and Whiten 2012). For 

instance, chimpanzees behave as if they desire to 
be like others (Hopper et al. 2011; Whiten et al. 
2005), capuchin monkeys develop group-specific 
foraging traditions (Perry 2009), and vervet mon-
keys acquiesce to local foraging techniques upon 
entering a new group (van de Waal et al. 2013). 
That these closely related species show behav-
ioral patterns that resemble crowd-following in 
humans marked a starting point for exploring the 
evolutionary roots of human conformity. When 
even more distantly related species like rats 
(Galef and Whiskin 2008; Jolles et al. 2011) and 
fish (Day et al. 2001; Pike and Laland 2010) were 
found to show conformity, it led to an interest in 
the evolutionary roots of human conformity as 
well as the robustness of conformity as a social 
learning heuristic (Laland 2004).

Recent investigations into conformity, how-
ever, have exposed several issues that may distort 
our understanding of conformist behavior, even 
in humans. Notably, “conformity” has not been 
defined unequivocally across disciplines (e.g., 
Haun et al. 2013). Whereas conformity in humans 
has been defined in terms of forgoing personal 
convictions in the face of a majority of peers ex-
pressing a different stance (e.g., Asch 1956; Sher-
if 1936), “conformity” has been used to describe 
the process by which individual nonhumans ac-
quire the foraging strategy that becomes the most 
common variant (e.g., Hopper et al. 2011; Perry 
2009). Moreover, whereas some conformity stud-
ies have produced conclusions by investigating 
the effects of one large group (i.e., the majority) 
on the focal individuals in the absence of minori-
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ties (e.g., van de Waal et al. 2013), others have 
investigated the effects of one conspecific on the 
behavioral perseverance of the focal individuals 
(e.g., Galef and Whiskin 2008). The plethora of 
definitions used across these “conformity” stud-
ies has hampered assessment of the evolution-
ary roots of conformist behavior and thwarted 
between-species comparisons (van Leeuwen and 
Haun 2014). To clarify the study of conformity, a 
proposal has been made for a streamlined set of 
definitions (see Haun et al. 2013; van Leeuwen 
and Haun 2014). In the following paragraphs, 
we present this set of definitions and put the dis-
parate body of terms in line with this classifica-
tion. Another issue distorting understanding of 
conformist behavior is that many “conformity” 
findings can similarly be explained by (unbiased) 
social influences (van Leeuwen and Haun 2014). 
Social influence can be a potent force in shap-
ing individuals’ behavior, even in the absence of 
majorities. In this chapter, however, we focus on 
streamlining the study of conformity by delineat-
ing its definitions and arguing for a detailed con-
sideration of the type of influence that generates 
the conformity effect.

First, it is important to consider that indi-
viduals can acquire the behavior of the majority 
through mechanisms that do or do not concern 
the meta-fact that it is “the majority” that is being 
observed (as opposed to “a minority” or any 
separate individual). The majority strategy could 
be adopted for the reason that it is the majority 
strategy, or for any other reason. Examples of 
nonmajority targeted reasons are random copy-
ing, where individuals randomly copy a mem-
ber of their group, or the heuristic that guides 
individuals to copy successful group members 
(e.g., Laland 2004). Both these mechanisms 
do not concern targeted majority copying, yet 
likely cause the social learner to end up with the 
majority strategy (see Haun et al. 2013). Since 
both targeted and nontargeted majority copying 
can produce similar behavioral signatures (i.e., 
within-group homogeneity; Boyd and Richerson 
1985), it is important to distinguish their mecha-
nisms accordingly.

Another aspect to consider in labeling con-
formist behavior is whether the social learner had 

preestablished convictions or behavior regarding 
the observed phenomenon. Humans and many 
other animals form routines or habits. These hab-
its may hinder the adoption of observed behavior 
(van Leeuwen and Haun 2014). Compare this to 
the situation in which individuals are ignorant to 
the affordances (e.g., when people visit a new 
city and want to find a good restaurant)—the im-
pact of observing the choice of the local majority 
(i.e., the restaurant with the most customers on 
a given square) would be larger than when the 
visitors had acquired local preferences. A power-
ful situational incentive to adopt the behavior of 
conspecifics seems to be naivety or uncertainty 
(Kendal et al. 2009). Given the potential impact 
of these different starting points (i.e., experi-
enced or naïve) on the tendency to use social in-
formation, it might improve accuracy to organize 
conformity labels accordingly.

The term majority influence refers to any ef-
fect that the majority has on its observers (Haun 
et al. 2013). This term includes targeted and 
nontargeted majority copying, just like effects 
on experienced and naïve observers. Under the 
majority influence umbrella, we first identify ma-
jority-biased transmission as a general, nontar-
geted way in which majorities can affect its naïve 
observers. In this case, the mere presence of a 
majority increases the likelihood that the observ-
ers acquire the strategy of the majority compared 
to the expectancy of acquiring this same strategy 
in the absence of the majority (Haun et al. 2012; 
also see Haun et al. 2013). Different strategies 
could lead to majority-biased transmission, in-
cluding random copying or copying successful 
individuals. Scholars across disciplines have 
used different terms to capture processes that fall 
under the term “majority-biased transmission.” 
For instance, unbiased transmission refers to 
random copying (Boyd and Richerson 1985), just 
like linear transmission (e.g., Boyd 1988), linear 
imitation (McElreath et al. 2005), and linear con-
formity (Claidière and Whiten 2012). Majority-
biased transmission was proposed to refer to the 
process where naïve individuals face a majority.

This scrutiny of naïve individuals’ behavior 
has been the trademark of scholars studying cul-
tural evolution (e.g., Boyd and Richerson 1985; 
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Cavalli-Sforza and Feldman 1981; Henrich 
and Boyd 1998; see Aoki avd Feldman 2013). 
Moreover, the study of cultural evolution has 
produced a more stringent version of majority-
biased transmission. In search of processes that 
could change rather than perpetuate the distribu-
tion of cultural variants over generations, notably 
towards (asymptotic) within-group homogeneity, 
the hallmark of culture, it was found that within 
the scope of majority influences only targeted 
majority copying yielded the respective change, 
not any form of majority-biased transmission 
(e.g., Boyd and Richerson, 1985; Laland 2004). 
This targeted majority copying was coined con-
formist bias (Boyd and Richerson 1985; Eriksson 
and Coultas 2009; Eriksson et al. 2007), copy-
the-majority (Laland 2004), or hyper-conformity 
(Claidière and Whiten 2012). The related change 
in the distribution of cultural variants within pop-
ulations was referred to as conformist transmis-
sion, or conformity (Boyd and Richerson 1985). 
Thus, the discovered impetus towards cultural 
differentiation was described by a disproportion-
ate increase in the tendency to copy the majority 
with increasing majority sizes (e.g., Henrich and 
Boyd 1998). This version of conformity has been 
central to studies of cultural evolution (Morgan 
and Laland 2012; van Leeuwen and Haun 2014).

The term conformity has also been used in 
the study of human psychology, defined as the 
modification of an individual’s statements or be-
havior towards matching the majority (Kiesler 
and Kiesler 1969). Psychologists have long been 
interested in the extent to which humans are sus-
ceptible to group pressure, especially in scenarios 
where people have good reasons to believe that 
their group expresses an erroneous statement 
(e.g., Asch 1956; Jenness 1932; Sherif 1936). 
This version of conformity has become common 
within popular culture. The human psychology 
version of conformity differs from the cultural 
evolution version in that individuals with pre-
established preferences, knowledge, or behavior 
are being scrutinized, as opposed to naïve ones 
(for more details, see van Leeuwen and Haun 
2014). This aspect of forgoing personal strategies 
in favor of the majority has led researchers to use 
the equivalent term strong conformity (Haun and 

Tomasello 2011). Most human psychology stud-
ies have not been accurate or explicit in their 
analyses regarding targeted and nontargeted ma-
jority copying (Mesoudi 2009; van Leeuwen and 
Haun 2014). Instead, different forms of majority 
influences have been subsumed under the general 
phenomenon of conformity, with the exception 
of the distinction between two different motiva-
tions to conform: acquiring valuable informa-
tion ( informational conformity) and inducing 
social approval ( normative conformity; Deutsch 
and Gerard 1955; also see Claidière and Whiten 
2012). The lack of scrutiny on the level of target-
ed and nontargeted majority copying has resulted 
in a common usage of the term “conformity” 
for instances in which humans (and nonhuman 
animals) adopt another strategy without it being 
clear whether the majority was responsible for 
the strategy shift or any nonmajority influence 
(see van Leeuwen and Haun 2014).

Another majority influence aspect that re-
mained incompletely assessed is its evolution-
ary framework. When the diversity of majority 
influence definitions hampers cross-species com-
parisons, it remains unclear if there are any non-
human animal equivalents to human conformity 
patterns. There is a fast-growing body of stud-
ies reporting cultural group differences in non-
human animals, which is indicative of majority 
influences accordingly (reviewed in Galef 2012; 
Hoppitt and Laland 2013). The study of cultural 
evolution has shown that potent majority influ-
ences (specifically, conformist transmission) can 
result in relative within-group homogeneity and 
between-group heterogeneity, which in common 
language amounts to “cultural differences” (re-
viewed in Aoki and Feldman 2013). Hence, it 
could be inferred that nonhuman animal culture 
arises through similar majority influence princi-
ples. Although this hypothesis is currently under 
investigation (e.g., van Leeuwen et al. 2013; 
Luncz and Boesch 2013; van de Waal et al. 2013), 
the impetus to view majority influences from an 
evolutionary perspective seems plausibly justi-
fied (see also Richerson and Boyd 2005). It was 
the seminal work on modeling the evolution of 
culture by anthropologists Boyd and Richerson 
(1985) that highlighted the importance of placing 
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conformity in an evolutionary framework. Their 
work not only showed that the targeted form of 
majority influence (i.e., conformist transmission) 
could lead to cultural group differences, but was 
able to explain phenomena that had been evo-
lutionary puzzles until then, most prominently 
large-scale human cooperation (Boyd and Rich-
erson 1991). To streamline the proximate forms 
of conformity, however, and provide the data-
driven tools to advance the current models of 
gene-culture coevolution, we focus on clarifying 
the plethora of conformity definitions and prog-
ress in the next section by delineating different 
types of conformity and reviewing the existing 
evidence accordingly.

Types of Conformity

Early conformity experiments within social psy-
chology (e.g., Asch 1951, 1956; Gerard et al. 
1968; Milgram et al. 1969; Sherif 1935) and 
theory (e.g., Deutsch and Gerard 1955; Latané 
1981; Tanford and Penrod 1984) are still impor-
tant in our thinking about conformity, but more 
recent accounts informed by evolutionary theory 
challenge us to take another look at the phenom-
enon (e.g., Boyd and Richerson 1985; Cladière 
and Whiten 2012; Henrich and Boyd 1998; Rich-
erson and Boyd 2005) and empirical work (e.g., 
Coultas 2004; Efferson et al. 2008; Eriksson and 
Coultas 2009; Griskevicius et al. 2006; McEl-
reath et al. 2005).

Because most studies of human psychology 
have focused on the “conformity” operationaliza-
tion as outlined in the previous section, we focus 
on research shedding light on this phenomenon, 
with an occasional excursion to the “conform-
ist transmission” operationalization when stud-
ies are of particular relevance. There has been a 
recent proposal to separate conformity research 
into two categories: studies where information-
al social influence comes into play and studies 
where the influence is normative (Campbell and 
Fairey 1989; Cladière and Whiten 2012; Deutsch 
and Gerard 1955). There is utility in thinking 
about different types of social influence, but in-
formational and normative influences can often 

be theoretically and empirically intertwined 
(Cialdini and Goldstein 2004; David and Turner 
2001). To tease apart the social influences on 
conformist behavior, we first consider Deutsch 
and Gerard’s (1955) informational and normative 
social influence, then review relevant conformity 
experiments focusing on three types: conformity 
in perceptual judgment, behavioral conformity, 
and conformity in opinions and attitudes. The 
foundational contribution of conformity research 
to both early theoretical models in social psychol-
ogy (Social Impact Theory, Latané 1981; Social 
Influence Model, Tanford and Penrod 1984) and 
a later gene-culture coevolutionary model (Con-
formist Transmission Model; Boyd and Richer-
son 1985) is acknowledged. However, the con-
text of the experiment (e.g., field or laboratory) 
and the prior “habits” and self-perceptions of the 
participants (self-categorization theory; Turner 
1991) need to be taken into account.

In a recent review of conformity, Cialdini and 
Goldstein (2004) focus on Deutsch and Gerard’s 
(1955) concept of informational and normative 
social influence. This approach to conformity 
has been influential, as it draws attention to the 
fact that different processes of influence could 
be present in different situations. Deutsch and 
Gerard describe normative social influence as 
an influence to conform to the positive expecta-
tions of another person or group, which can lead 
to solidarity and informational social influence 
(i.e., to accept information obtained from another 
person or group as evidence about reality). They 
recognize that these two types of influence often 
emerge together, but that it is possible to conform 
behaviorally by agreeing publically with the be-
liefs of others even though they are counter to 
one’s own beliefs (normative influence; see also 
Kelman 1961; Mann 1969). In addition, it is pos-
sible to accept an opponent’s belief as evidence 
about a particular aspect of reality (informational 
influence) even though there may be no intention 
of accepting all the opponent’s beliefs (Deutsch 
and Gerard 1955).

Festinger’s (1950, 1954) social comparison 
theory encourages us to be cautious in accepting 
the distinction between normative and informa-
tional influence without acknowledging some ad-
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ditional factors. People tend not to evaluate their 
opinions or abilities by comparing themselves 
to others who are divergent from themselves 
(Festinger 1950). We are more strongly influ-
enced by people who are similar to us. Turner 
(1991) also argues that the processes of normal-
ization, conformity, and innovation are intercon-
nected with the formation, maintenance, and 
change of in-group norms. Conversely, Campbell 
and Fairey (1989) argue for the relative impor-
tance of normative and informational influences 
in conformity experiments where they manipulate 
public and private agreement using an Asch-type 
paradigm. Cladière and Whiten (2012) base their 
argument for dissecting conformity research into 
these two categories on Campbell and Fairey’s 
(1989) work. However, although normative and 
informational influences are important notions, 
we argue for an explicit appraisal of the type of 
conformity experiment in which the respective 
behavior is elicited.

Conformity experiments are not homoge-
neous; some studies take place in laboratories 
(e.g., Allport 1924; Asch 1951 1956; Sherif 
1935), others in natural environments where par-
ticipants are unaware that they are in an experi-
ment (e.g., Allport 1934; Coultas and Eriksson 
2014; Mann 1977; Milgram et al. 1969), oth-
ers use naturalistic methods in a formal setting 
(e.g., Coultas 2004), whereas other studies influ-
ence people’s opinion in the laboratory or in the 
natural environment (Crutchfield 1955; Eriksson 
and Coultas 2009; Latané and Davis 1974). This 
methodological variation creates problems for 
making comparisons across conformity studies. 
For instance, group size needs to be greater than 
three for naturalistic experiments when people 
are unaware that they are taking part in a study; 
both Mann (1977) and Coultas (2004) found that 
there needed to be at least five or six models of 
the target behavior before any conformist behav-
ior was observed.1 Similarly, most behavioral 
conformity experiments take place in the field, 
whereas perceptual judgment experiments focus-
ing on conformity take place in the laboratory. 

1 Asch proposed that conformity leveled off at a group 
size of three in perceptual judgment experiments.

The flexible nature of conformity studies on at-
titudes and opinions means that they can take 
place in the laboratory or in naturalistic environ-
ments. Next, we address the evidence for confor-
mity classified by the type of experiment, both 
regarding task features and the context in which 
the study takes place.

Conformity in Perceptual Judgment

Earlier conformity studies (e.g., Asch 1951, 1956; 
Crutchfield 1955; Sherif 1935) were explorations 
of situational uncertainty where people some-
times denied the evidence of their own senses 
and accepted others’ perceptual judgments. The 
effect of different group sizes on people’s con-
formist tendencies was measured in these ex-
periments, but not always systematically (Bond 
2005). Additionally, the proportion of people 
producing the target behavior (majority) com-
pared to those who were producing the minority 
behavior was not always clearly reported (e.g., 
Moscovici et al. 1969; Nemeth et al. 1977). One 
earlier perceptual judgment study did systemati-
cally manipulate unanimous and nonunanimous 
majorities to measure the level of conformist 
behavior (Jacobs and Campbell 1961), but it is 
only in the past decade, inspired by gene-culture 
coevolutionary models, that conformity experi-
ments have begun to systematically manipulate 
both group size and proportion.

Perceptual judgment experiments have a spe-
cial place in social psychology, where Asch’s 
work on perceptual judgment is most frequently 
reported. However, in an earlier experiment, All-
port (1924) had participants judge—both alone 
and in groups—the pleasantness or unpleasant-
ness of odors, ranging from putrid to perfumes. 
Participants judged the putrid odors as less un-
pleasant when they were in a group than when 
they were on their own and the pleasant smells as 
less pleasant when they made their judgment in 
the group rather than on their own. People modi-
fied their opinion about the odors when work-
ing in a group and avoided extreme judgments. 
The reported olfactory experiences changed 
depending on whether they were in a group or 
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on their own which indicates that a group norm 
was formed. Sherif’s (1935) perceptual judg-
ment experiments using the “autokinetic” effect 
also demonstrated that artificially created norms 
or judgments in groups could alter the judgment 
of an individual. He presented a stationary point 
of light at a distance of about 5 m from partici-
pants in a darkened room and asked them (both 
in groups and alone) to make oral estimations 
about the movement of the light. The participants 
in groups were influenced by the overestimation 
of confederates.

Utilizing the situational ambiguity of Sherif’s 
(1935) autokinetic effect, Jacobs and Campbell 
(1961) asked groups of two, three, or four partici-
pants to make judgments on how far the light had 
moved. In the first set of 30 trials, all but one of 
the participants were confederates and gave wide-
ly discrepant judgments compared to that of the 
one naïve participant. In subsequent blocks of 30 
trials (generations), a confederate was removed 
and another naïve participant was included in 
the group. By the second, third, or fourth genera-
tion, there were no confederates left in the group. 
Jacobs and Campbell (1961) continued their 
experiment by replacing the most experienced 
naïve participant with another naïve participant 
up to the 11th generation. They found that control 
groups estimated the light movement around the 
4-inch mark, but naïve participants in the presence 
of confederates who were radically overestimat-
ing the light movement (e.g., 16 inches) would 
provide much greater estimates than those in the 
control condition (e.g., 14 inches). Even when all 
the confederates had been replaced, the influence 
of the confederates remained, with naïve partici-
pants estimating the light movement at around 
the 10-inch mark. Jacobs and Campbell’s results 
indicate that the majority can have a significant 
effect on how others make perceptual judgments 
even after those who made up the majority are 
no longer present. The experimental procedures 
used by Jacobs and Campbell (1961) suggest the 
existence of conformist transmission (Boyd and 
Richerson 1985; Henrich and Boyd 1998).

Asch (1951) wanted to test conformity in a 
situation where, unlike Sherif’s autokinetic ef-
fect, there was a right or wrong answer. He asked 

participants to match the length of a line on one 
card with one line out of three lines of unequal 
length on another card. In a control group, Asch 
found that the error rate was very small. In the 
main study, confederates made unanimously in-
correct line judgments two thirds of the time (on 
12 out of 18 trials). Naïve participants were then 
asked to give their answer. Three quarters of par-
ticipants were influenced by the incorrect major-
ity some of the time. In total, just over two thirds 
of the choices made by the real participants were 
correct despite the pressure of the majority. Asch 
used unanimous groups of various sizes (1, 2, 3, 
4, 8, 16) and found that when there was one con-
federate and one naïve participant the majority 
effect all but disappeared. Asch was convinced 
that the effect was present in full force when 
there was a majority of three (though it is impor-
tant to note that Asch’s assertion was based on a 
sample of ten participants). The larger majorities 
of four, eight, and sixteen did not produce effects 
that were substantially greater than a majority of 
three. He therefore predicted a nonlinear effect 
of conformity. It would be judicious to accept 
these results with a note of caution due to the 
small sample size and concerns about consisten-
cy across Asch’s studies (Bond 2005). Another 
reason for caution is that an early Asch replica-
tion (Gerard et al. 1968) found that conformity 
increased linearly with group size, although the 
first few models of the behavior had the most im-
pact.

One of the defining characteristics of percep-
tual judgment tasks is that there is often scope 
for situational ambiguity. In Sherif’s autokinetic 
technique, even the control participants believed 
that the stationary light had moved a short dis-
tance. Recently, there have been critical assess-
ments of Asch’s studies in a meta-analysis of 
Asch-type perceptual judgment task studies 
(Bond and Smith 1996). Bond and Smith also 
note that conformist behavior as defined by per-
formance on the Asch perceptual judgment task 
has declined in the USA since the 1950s. Bond 
(2005) comments that “given the pre-eminent 
status of Asch’s (1951,1955, 1956) conformity 
experiments, it is surprising to find inconsisten-
cies in the reports of what size of majority was 
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employed” (p. 338). A large number of percep-
tual judgment experiments have used nonunani-
mous majorities, but have not systematically test-
ed proportion (e.g., Asch 1951, 1956; Moscovici 
et al. 1969; Nemeth et al. 1977). The predictions 
made by theoretical models (Boyd and Richerson 
1985; Latané 1981; Tanford and Penrod 1984) 
encourage researchers to carefully plan studies 
where both group size and proportion are varied 
systematically.

Behavioral Conformity

A key aspect of many behavioral conformity ex-
periments is that participants are unaware that 
they are taking part in a study. Bargh and Char-
trand’s (1999) work on automatic imitation, in 
which people adopt the behavior of those around 
them without being aware, has made a contri-
bution to our thinking about conformity experi-
ments in naturalistic environments. Our predis-
position for affiliative (Cialdini and Goldstein 
2004) or docile (Simon 1990) behavior means 
we often copy those around us without any con-
scious intent. This form of behavioral conformity 
would fall under the heading of the ethological 
approach to human behavior—observing hu-
mans in their natural habitat (Hinde 1982). Many 
years before Asch’s studies, Allport (1934) had 
developed his J-curve conformity hypothesis 
by observing people stopping their cars at street 
crossings, people parking their cars, the degree of 
kneeling in two Catholic churches, and participa-
tion in congregational singing. He argued that in 
order for conformity to occur there had to be a 
purpose for the behavior, there had to be some 
rule in society related to it, and over half the pop-
ulation needed to be behaving in that particular 
way. Allport’s main conformity hypothesis was 
that if over half the population were producing a 
particular behavior then that behavior was likely 
to be adopted. This is similar to the predictions 
made by Boyd and Richerson’s (1985) conform-
ist transmission model.

Following the tradition of naturalistic obser-
vation, Milgram et al. (1969) sent out groups 
of stooges (group sizes 1, 2, 3, 5, 10, and 15) to 

stare up at a building in New York and counted 
how many people looked up as they walked 
past or stopped and stared alongside the group. 
They found that the size of the stimulus group 
significantly affected the proportion of passersby 
who looked up or stopped alongside the group. 
The larger the stimulus crowd staring up at the 
building, the greater the effect.2 More recently, 
this field study has been replicated in the UK 
and Sweden (Coultas and Eriksson 2014; Gallup 
et al. 2012) producing a similar linear pattern of 
influence with increase in group size. However, 
far fewer people were influenced to stare up at 
a building in the UK and Sweden compared to 
the earlier New York study, leading to the ques-
tion of whether these differences in conformity 
are situational. Potential influences on behavioral 
conformity include location (e.g., city size; Mil-
gram 1970; Newman and McCauley 1977; Mul-
len et al. 1990), change in conformist behavior 
across time (Bond and Smith 1996), and different 
types of groups or entities. Knowles and Bassett 
(1976) manipulated the type of stimulus groups 
in a similar field experiment to Milgram et al. 
and found that those standing silently while star-
ing up had greater influence on passersby com-
pared to groups who interacted with one another. 
Coultas and Eriksson’s (2014) replication of Mil-
gram et al.’s (1969) study, which ran in three dif-
ferent locations in the UK and one in Sweden, 
also established that the type of stimulus group is 
an important factor.

The fundamental difference between conformi-
ty field studies and laboratory experiments is that 
participants in the laboratory know that they are tak-
ing part in an experiment. The ethological method 
focuses on humans in their natural habitat—walk-
ing along the street, sometimes making decisions 
consciously, while at other times automatically fol-
lowing the crowd. Mann (1977) looked at the in-
fluence of stimulus groups on people’s queue-join-
ing behavior in Jerusalem where this was not the 
social norm. Mann observed the effect of stimulus 
queues of two, four, six, and eight confederates on 
569 commuters waiting at a bus stop. Congruent 

2 Lumsden and Wilson (1981) used these findings when 
constructing their trend-watcher curve.
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with findings by Milgram et al., Mann found that 
a larger stimulus queue had a greater influence on 
commuters. However, unlike in Milgram et al.’s 
study, Mann found that a six-person queue was re-
quired to induce a reliable level of queue-joining 
behavior. These findings reinforce the need to take 
the situation into account when designing experi-
ments and manipulating group size.

Field studies are used extensively to demon-
strate how humans behave in everyday life. In 
their naturalistic study of environmental conser-
vation, Aronson and O’Leary (1983) found that 
a sign instructing students to save water by turn-
ing off the shower while they soaped up had little 
effect, whereas two thirds turned off the shower 
with two models of the behavior. Similarly, two 
field experiments by Goldstein et al. (2008) 
found that hotel guests were not influenced by 
a sign in their room encouraging environmental 
conservation (e.g., reuse their towels), but were 
influenced by the information that the majority 
of hotel guests reuse their towels. Situational 
influence was also present, as hotel guests who 
were informed that the majority of guests who 
had stayed in their current room had reused their 
towels were more likely to produce the same be-
havior than those guests who only saw the sign 
encouraging environmental conservation.

Goldstein et al. (2008) report a study of con-
formity to the unseen and anonymous majority. 
Inevitably, there will be studies of conformist be-
havior that do not fall easily into the categories 
of behavioral conformity, perceptual judgment, 
or attitudes. An unpublished study by Latané 
and Davis (1974 cited in Latané and Wolf 1981) 
is an example of conformity to the anonymous 
majority’s opinion. In this field experiment, col-
lege students were approached and asked to sign 
a questionnaire concerning the adequacy of local 
newspapers. Each page of the questionnaire had 
one question at the top and two columns labeled 
“yes” and “no” below. This dichotomous choice 
was a constrained behavior with little commit-
ment required other than to sign one’s name in 
a column. The questionnaires already contained 
a varying number of signatures before being pre-
sented to the respondent. These signatures were 
either all in the “yes” column or all in the “no” 
column and were counterbalanced so that they 

appeared in both columns an equal number of 
times. Even though a proper baseline measure 
was absent in their study (i.e., how people would 
behave if there were no signatures), they found 
that conformity increased systematically with the 
number of signatures up to a majority of 12.

Importantly, individuals’ habitual behavior 
will influence how they respond to a novel behav-
ior. In a study of behavior in a computer labora-
tory, participants—unaware that they were taking 
part in an experiment—were influenced to place 
their keyboard covers in an unusual position (on 
top of their computers) by the presence of models 
of that behavior (Coultas 2004). However, con-
trary to Asch’s findings, group size needed to be 
greater than three before anyone copied the novel 
behavior and conformed to the majority which 
demonstrated that the strongest predictor of con-
formity, once group size was greater than five, 
was the proportion of individuals who were al-
ready producing the behavior. In a subsequent ex-
periment, participants who had signed up for clin-
ical psychology experiments also (unknowingly) 
took part in a conformist transmission study in 
which they were influenced to change the way 
they wrote the date by those who had filled in the 
sheets and signed the date before them (a com-
mon method, e.g., “14/5/96,”3 and a rare meth-
od, e.g., “14th May 1996”; Coultas 2004). The 
relative size of the majority (i.e., proportion) was 
shown to be a significant predictor of conformity 
and participants were more likely to be influ-
enced by the majority if their behavior was rare 
(e.g., 14th May 1996) and the majority behavior 
was the common behavior (e.g., 14/5/96). In this 
case, the data fitted the conformist transmission 
curve. However, when an individual who wrote 
the date in the most common form (14/5/96) 
was presented with a sheet where the majority of 
people (forged) had written the date analogically 
(14th May 1996), conformity occurred only when 
approximately three quarters of the forged dates 
were written analogically. People were less likely 
to adopt a rare behavior even if that behavior was 
common in the context of the experiment.

3 Note that this is the UK numerical version of the date. 
US version would be 5/14/96. The difference in US/UK 
date-signing was used as a variable in an unpublished 
study by Moore and Coultas (2010).
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The two studies by Coultas (2004) were a di-
rect test of the conformist transmission model 
(Boyd and Richerson 1985), as both the influ-
ence of group size and proportion was measured 
for each individual. Recapitulating, conformist 
transmission is the disproportionately increasing 
tendency to adopt the majority strategy with in-
creasing relative majority size and can thus only 
be measured when group size and majority pro-
portion are varied. Its importance follows from 
the fact that only this disproportionate tendency 
to copy the majority will yield behavioral patterns 
typical of what we consider to be “culture” (i.e., 
relative within-group homogeneity and between-
group heterogeneity; see also Richerson and 
Boyd 2005). The computer laboratory and date-
signing studies also illustrate that the conformist 
transmission model needs to be modified on the 
basis of the “habits” that people bring with them 
to naturalistic experiments. Our predispositions 
to behave in certain ways can override the influ-
ence of the majority if we are strongly attached 
to our personal strategy (van Leeuwen and Haun 
2014) or the specific behavior that is being stud-
ied is not a social norm. In their review, Cialdini 
and Goldstein (2004) also acknowledge that pre-
existing attitudes, prior behaviors, and commit-
ments will influence our behavior towards novel 
stimuli. These habits or predispositions that peo-
ple bring to a situation are related to the concept 
of social identity (Tajfel and Turner 1979; Turner 
et al. 1987); the phenomenon that describes how 
people’s perception of who they are is based on 
their identifying with certain groups (see also 
the concept of self-categorization (Turner 1991) 
and the drive to maintain a favorable self-con-
cept (Cialdini and Goldstein 2004). However, 
the adoption of a group norm may not always be 
a conscious action (Bargh and Chartrand 1999; 
Chartrand and Bargh 1999; Nisbett and Wilson 
1977).

Conformity in Opinion and Attitude

The terms opinions and attitudes are sometimes 
incorrectly used interchangeably (e.g., Nowak 
et al. 1990; Haddock and Maio 2008). Attitudes 

have affective, cognitive, and behavioral compo-
nents and involve favoring or disfavoring some 
particular entity (e.g., Eagly and Chaiken 1993). 
Moreover, attitudes are relatively deep-rooted 
and change only gradually over time. Opinions 
are more flexible and prone to change and there-
fore are the most relevant in a review of confor-
mity research. However, there is empirical evi-
dence that both people’s opinions and attitudes 
are influenced by those around them (Crutchfield 
1955; Eriksson and Coultas 2009; Newcomb 
et al. 1967; Wolf and Latané 1983).

Most of the studies in this section focus on 
participants changing their opinion about a par-
ticular aspect within an experiment. However, in 
a longitudinal study begun in 1935, Newcomb 
(1943) studied attitude change across time at a 
college with predominantly conservative stu-
dents and liberal professors. Over time, students 
increasingly adopted the liberal attitudes of their 
new reference group, the professors. When New-
comb et al. (1967) interviewed the students 25 
years later, they found that the adopted attitudes 
persisted. Indeed, opinion change has been a topic 
within social psychology for many years (e.g., 
Allport 1924; reviewed in Cialdini and Gold-
stein 2004). Opinions can be manipulated both 
in the laboratory (e.g., Crutchfield 1955) and in 
the field (e.g., Eriksson and Coultas 2009; Latané 
and Davis 1974; Stang 1976; White 1975). For 
instance, in Crutchfield’s (1955) study, where 
participants agreed or disagreed with particular 
statements, there was a shift to change opinion 
and agree with the unanimous majority, but when 
participants provided a subjective judgment 
(preference) about two simple line drawings they 
were not influenced by the majority.

The study of the effects of different motiva-
tions on tendencies to conform has been extended 
beyond the distinction between informational and 
normative influences. In a coherent set of experi-
ments, two motives pivotal to evolutionary success 
were studied in the context of conformity: self-pro-
tection (survival) and mate attraction (reproduc-
tion; Griskevicius et al. 2006). By theorizing about 
the possible ramifications of conformity in light 
of these two motives, these scholars were able to 
predict the existence of (sex-specific) behavioral 
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patterns likely shaped by evolutionary processes. 
In line with these predictions, being primed with a 
self-protective mindset caused both males and fe-
males to increase their conformist responses. This 
finding was interpreted to be evolutionarily ad-
vantageous in the sense that avoiding standing out 
from the crowd lowers predation risk (Griskevi-
cius et al. 2006). Additionally, the activation of 
mate attraction motives resulted in sex-specific 
conformity responses, congruent with predictions 
based on sex-specific mating strategies where men 
chose to stand out of the crowd to highlight the 
qualities generally preferred by women (assertive-
ness, independence, leadership; see Buss 2003) 
and women preferred to emphasize the qualities 
generally liked by men (agreeableness, facilitating 
group cohesion; see Campbell 2002) by conform-
ing to the majority (Griskevicius et al. 2006).This 
study nicely illustrates how evolutionary theory 
could be used to set up specific empirical studies 
revolving around conformist tendencies.

A useful approach to understanding different 
types of influence is to examine the situations in 
which conformist behavior occurs. Why would 
conformist behavior have been useful in our evo-
lutionary past? In situations where there is uncer-
tainty about the correct behavior, the best strat-
egy is often to adopt the most common behavior 
(Boyd and Richerson 1985). From this perspec-
tive, both group size and proportion are important 
factors in conformity research. Two theoretical 
models in social psychology sought to formal-
ize predictions of conformist behavior, using 
both group size and proportion; whereas Latané 
(1981) used the findings from Asch (1951) and 
Milgram et al. (1969) as the foundations of social 
impact theory (SIT), Tanford and Penrod (1984) 
used jury decision making in the development of 
their social influence model (SIM).4 This means 
that SIT used both laboratory (e.g., Asch) and 
field studies (e.g., Milgram et al.) synonymously, 
whereas social influence theory used jury deci-
sion making to represent social influence in gen-
eral. In an alternative approach, Boyd and Richer-
son (1985) used the gene-culture coevolutionary 

4 The SIM equation in Tanford and Penrod (1984) is  
 incorrect (see Coultas, 2004; MacCoun, 2012).

theory, inspired by population genetics and past 
research within social psychology, to develop 
their conformist transmission model. This evo-
lutionary model of conformity made predictions 
about behavior which had echoes of an earlier 
model of conformity within social psychology 
(Allport 1934). Boyd and Richerson’s conformist 
transmission model emphasized the importance 
of proportion (frequency) in conformity research 
and enabled researchers to formalize their empiri-
cal work in order to test the model both in simula-
tions (Henrich and Boyd 1998) and in the field 
(Coultas 2004; Eriksson and Coultas 2009). How-
ever, for reasons of direct relevance to the evolu-
tion of culture, their theoretical focus has not been 
on the aspect of changing perceptions, behavior, 
or opinions, but rather on the more pronounced 
form of conformist behavior (i.e., “conformist 
transmission”) in which typically naïve individu-
als are under investigation. At the intersection of 
social psychology’s focus on “conformity” and 
the conformist variant central to analyses of cul-
tural evolution (“conformist transmission”), we 
would envision fruitful cross-fostering leading to 
the incorporation of individuals’ habits or predis-
positions, and the evidenced circumstances under 
which they would be abandoned, into models of 
cultural evolution (cf. Strimling et al. 2009; see 
also van Leeuwen and Haun 2014).

This section has aimed to emphasize the im-
portance of taking into account the type (percep-
tion, behavior, or opinion) and context (laboratory, 
field) of conformity, while at the same time ad-
vancing the idea that individuals’ current habits or 
mind-sets need to be factored in when interpreting 
any kind of conformist or nonconformist behavior.

Concluding Remarks

In this chapter, we hope to have conveyed how 
evolutionary theory can elucidate the study of 
conformity. By taking seriously the predictions 
and ramifications of the early gene-culture co-
evolution models (Boyd and Richerson 1985; 
Henrich and Boyd 1998) and by appreciating 
the conformity evidence from nonhuman animal 
studies, our understanding of conformist behavior 
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can transcend the unfounded sphere of plausible 
evolutionary scenarios to become a substantiated 
research endeavor including testable hypotheses 
stemming from evolutionary theory. However, 
we have identified several proximate issues that 
cloud our current appreciation of the scope of 
conformity. In order to achieve a coherent field 
of conformity research in the future, we have 
three simple pieces of advice for researchers. 
Firstly, define conformity in the context of your 
experimental manipulation. Social psychology 
typically focuses on another form of conformity 
than scholars investigating cultural evolution, and 
even within social psychology, there are several 
different definitions; only by specifying the oper-
ationalization of conformity will we be able to in-
terpret and compare the phenomena validly. Sec-
ondly, make sure that different types of confor-
mity are not subsumed under the same heading. 
Different patterns are expected based on whether 
the conformity scenario entails perceptual, behav-
ioral, or opinion features. Moreover, field studies 
and laboratory studies yield very different results. 
In general, group size needs to be larger in field 
studies than in the laboratory before conformist 
behavior is elicited. Furthermore, it would be 
fruitful to formally acknowledge that participants’ 
preestablished views and habits will inevitably in-
fluence the outcome of any conformity study. By 
operationalizing this idiosyncratic aspect and in-
corporating this measure into conformity models, 
in both social psychology and the study of cul-
tural evolution, we will gain a more fine-grained 
understanding of the effects of majorities. Finally, 
taking an evolutionary perspective on conformity 
is an exciting proposition, but take care not to 
overestimate the presence of conformity based on 
models and simulations. It makes good sense to 
conform to the group in some situations, but non-
conformity and independence are also adaptive 
under certain circumstances.
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Feminism is a social and political philosophy 
maintaining that women should enjoy the same 
rights and opportunities as men (Campbell 2006; 
Schuster and Van Dyne 1984; Sommers 1994). 
Feminist movements have traditionally sought to 
bolster women’s status to the same standing that 
men hold in education, employment, politics, and 
social roles, and have also pursued justice con-
cerning issues that women experience dispro-
portionately as compared to men, such as rape 
and intimate partner violence (IPV; e.g., Estrich 
1987; MacKinnon 1987). Certainly, feminist 
movements still have considerable obstacles to 
overcome. For instance, men still generally out-
earn women across the globe (e.g., Antonczyka 
et al. 2010; Lips 2013); the face of poverty is dis-
proportionally female (especially minority group 
females, e.g., Ezeala-Harrison 2010); and men 
are judged as more competent and hirable, are 
offered a higher hypothetical starting salary, and 
are offered more career mentoring than women 
with identical qualifications, regardless of the sex 
of the rater (Moss-Racusin et al. 2012). Clearly, 
feminist goals and policies still need support and 
are of the utmost relevance to current society.

Importantly, feminism is not a homogeneous 
entity because many branches of feminism exist 
(Pollis 1988). Rosser (1997) identified at least 
nine different types of feminism, although DeKe-
seredy (2011) more recently suggested a figure 
closer to 20 variations. Despite these distinctive 
branches of feminism, feminist perspectives are 
united in advancing the idea that gender (i.e., 
the characteristics that a given culture delineates 
as related to biological sex) is an indispensable 
characteristic to be examined in its relation to 
other factors, such as biology, sexual orientation, 
social class, or race (Rosser 1997). Most notably, 
feminists are allied in their sociopolitical desire 
for equality between the sexes. This view alone, 
the desire for improving women’s position in 
society, is sometimes referred to as “liberal” or 
“equity feminism” (Sommers 1994; Vandermas-
sen 2005), though other branches of feminism 
extend this view. For example, socialist femi-
nists emphasize the importance of social class, 
whereas African-American feminists center on 
heightening awareness about race (Rosser 1997). 
Although a full overview of all feminist sub-
groups is beyond the scope of this chapter, other 
examples of well-known branches of feminism 
include postmodern feminism (an experience-
oriented approach incorporating postmodern and 
post-structuralism theory), essentialist feminism 
(which stresses intrinsic biological differences 
between the sexes), and radical feminism (which 
contends that male supremacy oppresses women; 
see Campbell 2013; Rosser 1997).
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Historically, scientific claims have at times 
been misconstrued to subjugate women and 
cast them as inferior to men (e.g., Hodson 1929; 
Moore 1930). Indeed, Darwin’s (1871) theory 
of evolution has previously been misused—par-
ticularly by scientists who investigated sex dif-
ferences (discussed in Butler 1997)—to argue 
that women are innately subordinate to men 
(e.g., Geddes and Thomson 1889; Romanes 
1887; Spencer 1862). Such supposed “scientific” 
claims fuelled skepticism and increased distrust 
for evolution-derived theories of human behav-
ior. This distrust resurfaced in the twentieth cen-
tury in response to sociobiological work by Triv-
ers (1972), Dawkins (1976), and, notably, Wilson 
(1975; see Gowaty 2003; Rosser 1997). Wilson’s 
(1975) proposal that sex differences have evolu-
tionary origins was misinterpreted by some as an 
attempt to justify the societal practice of confin-
ing women to oppressive gender roles, and was 
ardently rejected by several feminist scholars 
(e.g., Fausto-Sterling 1985; Hubbard 1979; Ross-
er 1982). The fundamental criticism surrounds 
disagreement with the essentialist view, which 
posits that biological underpinnings are partially 
responsible for psychological and behavioral sex 
differences (Campbell 2013). Those who argue 
against essentialism predominantly adopt either 
extreme environmentalist or social construction-
ist ideologies (Campbell 2013; Vandermassen 
2005). While both perspectives share either a 
partial or complete refutation of biological sex 
differences (e.g., Eagly and Wood 2011; Epstein 
1997; Muldoon and Reilly 1998), the extreme en-
vironmentalist position holds that human behav-
ior and psychology are exclusively the products 
of sociocultural reinforcement, whereas social 
constructionism postulates that objective knowl-
edge about human nature cannot be obtained be-
cause humans generate sociocultural dialogues 
(referred to as “discourse”) through which such 
concepts as gender or human nature are created 
(Epstein 1997; Hollway 1984). During the sec-
ond wave of feminism, social constructionism 
emerged as the dominant perspective among 
feminists, arguably because it directly contradict-
ed biological determinism (Kruger et al. 2013).

Although many liberal feminists embrace a 
scientific approach to obtaining knowledge about 
women’s issues, a mistrust of evolution-derived 
theories of human sex differences is still present 
among many (Daly and Wilson 1988; Vander-
massen 2005), and many principles within evo-
lutionary psychology (EP) have been met with 
resistance (see Liesen 2008). Critics of EP often 
hold misconceptions of the science or argue that 
EP is politically motivated (i.e., used to justify 
and continue unequal, oppressive practices; Cas-
sidy 2007; Contratto 2002; Crane-Seeber and 
Crane 2010; Hyde and Durik 2000; Segal 2000; 
Tang-Martinez 1997). Yet, EP theorists fre-
quently identify as feminists or have argued that 
feminism is compatible with EP (e.g., Buss and 
Schmitt 2011; Gowaty 1997; Hannagan 2008; 
Kuhle 2012; Lancaster 1991; Smuts 1995; Van-
dermassen 2008). Feminist Darwinians refers to 
evolutionary theorists who are sensitive to the 
roles of gender and biological sex in the sciences 
and allow feminist concerns to inspire their em-
pirical research (Vandermassen 2008). However, 
Vandermassen (2008) explains that there is a dis-
tinction to be made between feminist Darwinism 
and Darwinian feminism. Darwinian feminism is, 
by contrast, a political philosophy that seeks to 
apply evolutionarily based research to guide so-
cial action (see also Gowaty 1997; Hrdy 1999a). 
Essentially, feminist Darwinians take caution to 
be scientists first and feminists second (i.e., to not 
allow feminist ideology to cloud their scientific 
objectivity), but believe feminist concerns can be 
examined through an evolutionary lens to arrive 
at a more comprehensive understanding of the 
sources of gender/sex inequality and how to cor-
rect these injustices (e.g., Johnson 2012; Smuts 
1995; Vandermassen 2005). Hereafter, we use the 
term evolutionary feminists to refer to both Dar-
winian feminists and feminist Darwinians.

In this chapter, we argue that feminism and EP 
are compatible and together have the potential to 
offer valuable insights for rectifying sex-based 
inequality. First, we discuss how the feminist 
movement has made contributions to science and 
society by increasing social equality, potentially 
reflecting (along with other human rights move-
ments) how our species is evolving on a social 
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level. Next, we outline misconceptions about EP 
and examine proposed strategies to reconcile EP 
and feminist perspectives. Finally, we describe 
how an evolutionary perspective can shed light 
on how to approach important feminist issues, 
using patriarchy and IPV as examples.

Feminism’s Contributions to Science 
and Society

The contributions of feminist movements on so-
ciety and within the sciences are not lost on evo-
lutionary psychologists. Traditionally, women 
have been excluded from having roles within sci-
ence, as both researchers and participants (Eagly 
and Wood 2011; Hager 1997). Feminist social 
programs that endeavored to inspire greater in-
clusion of women in the workforce can be cred-
ited for the increase of women entering scientific 
disciplines, including the field of evolutionary 
biology (Rosser 1997). The feminist emphasis 
on women’s roles in science also led to an in-
crease in the previously scarce research on fe-
male human and nonhuman animals (e.g., Angier 
1999; Hrdy 1997; Zuk 2002). As a result, some 
formerly accepted theories were overturned, and 
this may not have occurred were it not for this 
shift in focus (Hrdy and Williams 1983). Addi-
tionally, because feminism is not solely focused 
on the greater inclusion of women in society, but 
other marginalized groups as well (e.g., minori-
ties, homosexuals, transgendered individuals; 
e.g., Heywood 2006; Ingraham 1994), feminist 
movements have been credited with increasing 
inclusion in science from diverse populations 
(Sokol-Chang and Fisher 2013).

Feminist movements may have also inspired 
greater attention to researcher biases in science. 
Some maintain that male bias has exerted partial-
ity in scientific methods via an exclusion of fe-
male participants and scientists, androcentrism, 
and a minimization of women’s issues (reviewed 
in Sokol-Chang and Fisher 2013; Vandermas-
sen 2004). Gowaty (2003) argues that feminism 
facilitates a heightened recognition of political 
biases, which can then be used to implement con-
trols for the improvement of rigorous experimen-

tal designs. Where evolutionary science is con-
cerned, feminists have highlighted how women’s 
roles in evolution have often been underrated 
or discounted (e.g., Tanner and Zhilman 1976), 
compelling researchers to pursue topics often left 
unexamined by male scientists (Campbell 2013; 
Fisher et al. 2013), such as the evolution of pa-
triarchy (e.g., Hrdy 1997; Smuts 1995), female 
coalitions (e.g., Hrdy 2009), femicide (e.g., Daly 
and Wilson 1988), female intrasexual competi-
tion (e.g., Fisher 2013), mothering and children 
(e.g., Lancaster 1991), and women’s physiology 
(e.g., Vitzthum 2008). Accordingly, feminism 
has elucidated sources of scientific bias, enabling 
both women and minorities to enter formerly in-
accessible scientific professions and allowing for 
a more comprehensive and inclusive examination 
of scientific topics.

Society has also benefited from feminist move-
ments. In an examination of the global decline 
in violence over the past 10,000 years, Pinker 
(2011) argues that the increasing value placed on 
women’s interests, what he terms feminization, is 
one of the five key historical forces responsible 
for the significant drop in rates of worldwide 
violence. He lists the varieties of feminization 
that have contributed to this decline, including 
“direct political empowerment, the deflation 
of manly honor, the promotion of marriage on 
women’s terms, the rights of girls to be born, and 
women’s control over their own reproduction” 
(p. 688). Furthermore, Pinker observes that the 
rates of violence are lower in both contemporary 
and traditional societies where women are treated 
more equitably, and he credits feminist move-
ments with the plummeting instances of rape and 
the general drop in crime during the 1990s. Of 
course, men also benefit from feminism. Kruger 
et al. (2014) recently found that women’s social 
and economic empowerment across nations is 
negatively related to the disparity between male 
and female mortality, even when accounting for 
general economic inequality and the prevalence 
of polygyny.

Other social movements—also known as 
Rights Revolutions (Pinker 2011)—such as the 
civil rights, children’s rights, and animal rights 
movements, have likewise had a significant role 
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in the global decline of violence. Pinker (2011) 
asserts that there is a dearth of evidence that 
biological evolution of the human species is re-
sponsible for such a trend away from violence, 
specifically because natural selection at the level 
of the gene takes an exceptionally long time. 
Instead, given the rapidity of the decline in vio-
lence that coincides with humanistic movements 
that aim to minimize aggression towards oth-
ers, it is far more likely that social revolutions 
have curbed our violent inclinations and are a 
reflection of human cultural evolution (for a full 
discussion, see Morgan, Cross, & Rendell, this 
volume). Thus, feminist theorists who argue that 
cultural and social input influence human behav-
ior are at least partially correct. Campbell (2006) 
succinctly explains that social learning evolved 
“because its superiority over individual trial-and-
error learning brought fitness benefits” (p. 73). 
Pinker contends that overcoming our biological 
predispositions was necessary for each social 
movement to be effective. Indeed, social move-
ments alter people’s attitudes and behavior, yet 
the capacity to change and act ethically lies in 
our evolved biology (Alexander 1987; Cosmides 
and Tooby 2006).

Although it is in our nature to act selfishly 
(Korsgaard and de Waal 2006), humans are also 
capable of prosocial and cooperative behavior 
(Dovidio et al. 2006; see also Krebs, this vol-
ume). The related cognitive faculties of learning 
and rationality may be at the root of this trend to-
ward peace given that moral judgment is elicited 
in part by brain regions associated with abstract 
thought (Greene et al. 2001) and that individuals 
with greater reasoning abilities tend to be more 
tolerant, cooperative, and less violent (Burks 
et al. 2009; Deary et al. 2008). Contemporary 
Rights Revolutions are likely to have contributed 
to the decline in worldwide violence by means 
of appealing to human rationality through mass 
media messages. While pamphlets and best-
selling books arguing for the humane treatment 
of animals, children, and women have histori-
cally led to sociopolitical change and legisla-
tive reforms (Hunt 2007), contemporary Rights 
Revolutions are aided by modern technological 
tools that allow for the quick dispersal of ideas 

(see Joyce 2011). Perhaps the success of activ-
ists in drawing attention to issues during recent 
revolutions, such as the Occupy Movement or 
the numerous political uprisings known as Arab 
Spring, can be attributed in part to the increase in 
recent mobile and Internet technologies and the 
rapid dissemination of ideas. Widespread stig-
matizing of discriminating behavior may be an 
effective way of changing attitudes because in-
dividuals noticing a majority shift toward a less 
discriminating attitude may then adopt it them-
selves to avoid social exclusion (Kurzban and 
Leary 2001).

The various Rights Revolutions demonstrate 
that cultural evolution, whereby cultural norms 
and ideas evolve in a way akin to the selection 
of physical traits within a population, is ongo-
ing. Social movements have already transformed 
cultural mores, reducing violence and discrimi-
nation. Nonetheless, social contexts interact with 
our evolved predispositions to elicit behavioral 
responses (Lenroot and Giedd 2011; Rose 1995). 
Understanding social problems, like those tack-
led by feminism, from an evolutionary perspec-
tive may help define strategies that are effective 
in public policy.

Misconceptions Surrounding EP

Perhaps the leading conflict between evolution-
ary psychologists and those feminists opposed 
to evolution-derived theories of human behavior  
concerns the existence of behavioral and psy-
chological differences between men and women. 
Opposition to EP does not mean opposition to the 
theory of evolution by natural selection, per se. 
Rather, those who dispute EP tend to take issue 
with the application of evolutionary theory to 
behavior, specifically (Campbell 2012, 2013). 
Although behavioral sex differences are not 
wholly innate (Schmitt 2005; Smuts 1995) and 
many traits do overlap considerably between the 
sexes (see Nelson 2011; but see Del Giudice et al. 
2012), EP has fallen under criticism via the incor-
rect assumption that their theories support genet-
ic determinism (e.g., Condit 2008; Crane-Seeber 
and Crane 2010; Rogers 1999; Rosser 1992). 
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Genetic determinism is the untenable idea that 
one’s genes are solely responsible for behavior, 
rendering behavior unchangeable (Rogers 1999). 
Evolutionary scientists repeatedly reject the no-
tion of genetic determinism (e.g., Buss 1996; 
Campbell 2013; Gowaty 1997; Pinker 2002), ar-
guing instead that the knowledge of how environ-
mental inputs influence our evolved psychologi-
cal mechanisms will lead to better understanding 
of how to address social problems and change 
human behavior (Confer et al. 2010; Ridley 
1993). Moreover, several studies grounded in EP 
have found that cultural and social input are sub-
stantially important to human behavior and, thus, 
that behavior is environmentally responsive (e.g., 
Buss and Schmitt 2011; Pinker 2002; Tooby and 
Cosmides 1992). Therefore, the EP framework 
maintains that humans are not fated by genes to 
behave in a certain way; an individual’s survival 
hinges on making context-dependent decisions 
that take environmental cues into consideration 
(Pinker 2002). Correspondingly, many feminist 
scholars endorse a social constructionist per-
spective (see Kruger et al. 2013), which garners 
empirical support within a number of constructs 
(e.g., sex differences in competitive behavior; 
Gneezy et al. 2009). Nonetheless, the existence 
of social and cultural impacts on traits does not 
eliminate potential contributions of biology on 
facets of behavior.

Another key misinterpretation of EP is the 
logical fallacy known as the “appeal to nature” 
(Fisher et al. 2013, p. 8), also referred to as “the 
naturalistic fallacy” (Buss 1996; Gowaty 1997; 
Ridley 1993). This fallacy can be summarized 
by “what is natural must therefore be good or 
right.” For instance, people who commit the logi-
cal fallacy of the appeal to nature erroneously 
interpret the finding that men’s higher tendency 
toward violence, hypothesized by evolutionary 
theory to be a form of intrasexual competition 
(e.g., Archer 2009), is a “free pass” or justifica-
tion for men’s physical aggression (Eagly 1987). 
Instead, the intrasexual competition explanation 
for sex differences in violence is an empirically 
supported explanation, not a prescription for how 
to behave (Pinker 2002; Ridley 1993). In other 
words, EP aims to provide explanations of—and 

not limitations on—human behavior. Next, we 
explore how EP and feminist theory can be inte-
grated in practical terms.

Reconciling Feminism with EP

The key misunderstandings outlined above hinder 
the intersection of some social disciplines, such 
as women’s studies, with EP (Campbell 2013; 
Geary 2010; Mealey 2000; Pinker 2002). Evo-
lutionary feminists agree with the assertion that 
female psychology and behavior have frequently 
been secondary in empirical and evolutionary re-
search (Campbell 2013; Fisher et al. 2013, Hrdy 
1999b; Jennions and Petrie 2000; Stockley and 
Bro-Jorgensen 2011). Unfortunately, it is difficult 
for any research, including EP, to be entirely im-
partial because of human error and bias (Gowaty 
1997). Some researchers are undoubtedly influ-
enced by the culture in which they were raised 
and results in scientific disciplines can be subject 
to corresponding experimenter bias. However, 
the scientific method continues to be the best 
method by which ideas can be systematically 
tested and falsified. Since findings can be sup-
ported or refuted through additional testing and 
replication using various methods (Smith and 
Davis 2007), science, by its very nature, is self-
correcting and fashioned by evidence (discussed 
in Hannagan 2008). Because feminism is not it-
self a science, but, rather, an ethical philosophy 
concerned with social and political agendas, it is 
not subject to these principles. This categorical 
distinction is critical in integrating feminism and 
EP because although feminist evolutionary psy-
chologists may encourage feminist perspectives 
to inspire scientific work, EP does not seek to 
promote social goals within society as feminism 
does. Scientific work generally refrains from pre-
scribing moral action to best uphold the tradition-
al standard of neutrality (discussed in Buss and 
Schmitt 2011; Vandermassen 2005).

Natural and sexual selection are fundamen-
tal tools for comprehending the oppression of 
women and better comprehension can in turn be 
applied to political action. In general, evolution-
ary psychologists share with feminists a concern 
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for patriarchy, male bias in science, inequality, 
and injustices committed toward women (Camp-
bell 2013). As a result, attempts have been made 
by evolutionary theorists to reconcile EP and 
feminism (e.g., Buss and Malamuth 1996; Mor-
beck et al. 1997; Smuts 1995; Tate 2013; Vander-
massen 2005, 2011). For instance, evolutionary 
feminists have illustrated the benefits of applying 
an evolutionary perspective to feminist concerns 
by proposing strategies for tackling specific is-
sues based on evolution-informed predictors 
(e.g., IPV, patriarchy, rape; Johnson 2012; Smuts 
1995; Vandermassen 2011) and have made sug-
gestions for how the two perspectives can operate 
together to reach their respective goals (e.g., Nier 
and Campbell 2013). To test hypotheses relating 
to feminist issues, such as disparity in equality, 
power relations, and social structures, empiri-
cal approaches based in the scientific method 
should be used (Campbell 2006; Gowaty 1997, 
2003; Low 2005; Vandermassen 2005, 2008). EP 
can provide a unified, comprehensive theoretical 
framework to help explain why sex differences 
exist and this knowledge can guide political ac-
tivism. To arrive at an informed public policy that 
has an empirical basis for what strategies will be 
effective in promoting equality, an accurate un-
derstanding of human nature is required and EP 
can serve as an evidence-based framework for 
political agendas.

However, thought must be given to ultimate 
and proximate causes (Nettle 2011; Vandermas-
sen 2011) and although EP can elucidate the 
ultimate causes for human behavior, it does not 
address the proximate causes; rather, EP uses 
evidence of proximate cause to inform theories 
of ultimate causation. Vandermassen (2004) 
suggests that most variations of feminism can 
provide partial, proximate accounts of sex dif-
ferences. She explains, “the various strands of 
feminism may help us to discover how exactly 
cultural and socialization practices (i.e., explana-
tions on the proximate level) magnify or attenu-
ate the psychosexual predispositions of women 
and men” (Vandermassen 2004, p. 22). A mul-
tidisciplinary approach that utilizes outside per-
spectives for a more complete understanding of 
behavioral phenomena and appropriate practical 

applications is ideal within science and in social 
activism (see Buunk and van Vugt 2007; Klatzky 
2009). Thus, the disciplines of feminism and EP 
should merge on shared issues (Hannagan 2008; 
Vandermassen 2005). Below, using patriarchy 
and IPV as examples, we briefly describe how 
evolutionary perspectives can be beneficial to the 
goals of feminism by revealing the contexts in 
which they most frequently occur.

What EP Can Offer Feminism

Patriarchy

Common among evolutionary theorists (e.g., Buss 
1996; Hrdy 1997; Smuts 1995) and feminist schol-
ars (e.g., Dworkin 1997; Lerner 1986; MacKin-
non 1987; Richards 2013) is the observation that 
sexual control and coercion are central to patriar-
chy (i.e., male control over women). Evolutionary 
theory surrounding human sexual strategies may 
explain why men seek to control women’s sexu-
ality (Smuts 1992). Based on data in nonhuman 
primates, Hrdy (1997) reasons that prehominid fe-
males likely solicited several male partners, which 
may have led to male counterstrategies aimed at 
controlling female sexuality to ensure paternal cer-
tainty. Men who were better able to attract and re-
tain a mate and prevent cuckoldry were more likely 
to reproduce successfully than other men (Buss 
1994). Thus, men who were better able to control 
women may have been more successful in the mat-
ing market. Similarly, men’s intrasexual competi-
tion is also hypothesized to be central to patriarchy. 
Buss (1994) reasons that the roots of patriarchy 
can be explained by the coevolution of women’s 
preferences for men with access to resources and 
men’s competition with one other for sexual access 
to women. That is, because women preferentially 
selected male partners with resources, men may 
have competed more fiercely to acquire status and 
resources to attract female partners, leading to men 
having primary control over available resources. 
However, Buss (1996) notes that causality in this 
relationship may be reversed and that it is more 
likely that men’s competitive strategies and wom-
en’s preferences coevolved concurrently.
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Because feminism neither offers a theory for 
the origins of patriarchy nor identifies the con-
texts in which the subjugation of women is most 
customary (Campbell 2006; Vandermassen 2004, 
2005), Smuts (1995) proposes that evolution-
derived theories be employed to test hypotheses 
that examine why men began to seek control over 
women. She outlines six factors that have impact-
ed the evolution of inequality between women 
and men: weak female–female coalitions, strong 
male alliances, male control over resources, hier-
archical relationships among men, female com-
plicity with patriarchy, and use of language and 
ideology to perpetuate patriarchy. In these con-
texts, women have less power over their lives and 
sexuality. Smuts (1995) offers counterstrategies 
to minimize patriarchy, such as giving women 
access to media outlets and positions of power 
to feminize social and cultural dialogue, ensuring 
that women have economic opportunities, and 
assuring access to legal protection of property 
rights to minimize men’s control over resourc-
es. Smuts suggests that by altering the contexts 
(e.g., laws) in societies where patriarchy is ob-
served to be more prevalent, oppressive condi-
tions for women can be alleviated. For instance, 
Smuts proposes that because patriarchy thrives in 
conditions in which men have strong coalitions 
with one another but women do not, establish-
ing female political solidarity—in collaboration 
with male supporters—to institutionalize poli-
cies that protect women (e.g., against rape and 
sexual harassment) may decrease men’s control 
over women’s lives, bodies, and resources (see 
also, Estrich 1987; MacKinnon 1987). Smut’s 
proposal is in contradiction to the legitimacy 
of genetic determinism that some (e.g., Condit 
2008; Crane-Seber and Crane 2010; Segal 2000) 
have accused EP of advancing. She stresses that 
an evolutionary perspective does not support the 
notion that men’s control over women is inevi-
table, but, rather, is critical for identifying crucial 
environmental factors. Accordingly, both proxi-
mate and ultimate causes of sex-based inequality 
may be instrumental to a more complete under-
standing of patriarchy (Hrdy 1997; Smuts 1995; 
Vandermassen 2004, 2011).

Intimate Partner Violence

A related area of concern that benefits from an 
evolutionary perspective is IPV. Evolutionary 
theorists concur with feminists (e.g., Adams 
1988; Walker 1994) that controlling women is 
at the core of domestic abuse, but have provided 
strong empirical evidence that this concern is 
not generalized, but instead focused explicitly 
on women’s sexuality (e.g., Buss and Malamuth 
1996; Daly and Wilson 1988). Throughout our 
evolutionary past, men have faced the problem 
of paternity uncertainty, whereby they were un-
able to know for certain whether their putative 
children were indeed genetic relatives. Males 
who were cuckolded by their female partners and 
unknowingly invested in offspring who were not 
their genetic kin were less reproductively suc-
cessful and may have even incurred reputational 
damage that diminished their future mating op-
portunities (for review, see Buss 2000). There-
fore, IPV is likely motivated by a proprietary 
desire to control women’s reproductive capacity 
and sexuality to avoid incurring the costs associ-
ated with female cuckoldry (Goetz et al. 2008; 
Wilson and Daly 1992).

In other words, the threat of physical vio-
lence may be a mating tactic to coerce women 
into remaining faithful to their partner (Buss 
and Duntley 2011). Support for this hypothesis 
comes from research documenting that instances 
of IPV are positively correlated with younger 
age in women, when they have the greatest fer-
tility and reproductive ability (Buss 2002; Buss 
and Shackelford 1997; Rennison and Welchans 
2000), and findings that possessiveness and male 
sexual jealousy—theorized strategies that in-
crease men’s probability of paternity—are strong 
predictors of IPV (Daly et al. 1982; Wilson and 
Daly 1992). A woman’s actual or perceived in-
fidelity is also a strong predictor of IPV (Daly 
et al. 1982); however, it is crucial to note that this 
finding in no way implies that victims of IPV are 
to blame for the inexcusable violence they expe-
rience (see also Buss and Duntley 2011). More 
exactly, an evolutionary perspective has success-
fully identified the contexts in which IPV is like-
ly, including how other aspects of the perpetrator, 
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such as neurological predispositions (Wilson and 
Daly 1993), life history strategy (discussed in 
Figueredo et al. 2012), and socioeconomic status 
(Flynn and Graham 2010), are linked to IPV.

Following arguments by Wilson and Daly 
(1998), Johnson (2012) asserts that the evolu-
tionary perspective “identifies what it is about 
the actions of female partners that men try to 
control, why women may be motivated to pursue 
these actions despite the potential for violence, 
and the personal characteristics of the victim and 
perpetrator (as well as the social and environ-
mental factors) affecting the risk that men will 
respond violently toward their partners” (p. 336). 
Just as Smuts (1995) argues of patriarchy, John-
son (2012) maintains that an evolutionary frame-
work has and will continue to accurately predict 
the factors associated with IPV and supposes that 
instances of IPV will decrease when the associ-
ated contexts are changed. For example, Wilson 
and Daly (1998) found that men are much less 
likely to be violent toward their partners in soci-
eties where violence is socially stigmatized and 
generally not tolerated. This pattern highlights 
a need for greater institutionalization of policies 
that protect women, as Smuts and many others 
contend (e.g., Estrich 1987; MacKinnon 1987). 
In addition to informing policy, using an evolu-
tionary framework to make predictions about the 
precursors of IPV and employing proximate solu-
tions derived from feminist theorizing (e.g., im-
plementing policies, derived from an integrative 
feminist model, that reduce male privilege; see 
McPhail et al. 2007) could inform rehabilitation 
and prevention models. Consistent with feminist 
aims, educating women about the precursors to 
IPV may help prevent its occurrence, in particu-
lar if women are better able to discern IPV-asso-
ciated qualities in potential and current romantic 
partners. Hypothesis testing using an evolution-
ary perspective provides the empirical basis for 
this education. For instance, evidence suggests 
that men who are chronically jealous and engage 
in possessive behaviors are more likely to com-
mit domestic abuse (Daly et al. 1982; Wilson and 
Daly 1992). Furthermore, education may enable 
women in abusive relationships to adopt strate-
gies to protect themselves while transitioning to a 

safer environment, such as ensuring the presence 
of kin or other “bodyguards” (e.g., Figueredo 
et al. 1998; McKibbin et al. 2011).

Concluding Remarks: Evolutionary 
Science, Social Movements, and Public 
Policy

The feminist and other human rights movements 
have played a role in the global decline of vio-
lence (Pinker 2011), attesting to the importance 
of social and cultural learning in affecting human 
behavior. The examination of women’s issues 
from a combined evolutionary-feminist per-
spective will likely have important implications 
for society, whereby evolutionary analyses of 
women’s issues may provide practical and de-
fensible solutions that could potentially translate 
into public policies. Evolutionary feminists use 
empirical techniques to explore feminist con-
cerns and highlight the active role women have 
had in the evolutionary process (Sokol-Chang 
and Fisher 2013). Moreover, the objective of 
aiding women to obtain sociopolitical equality 
with men is an inspiring research opportunity 
that may have practical and theoretical value. EP 
has already generated important feminist-related 
research by identifying predictors of IPV and en-
vironments in which patriarchal systems are most 
prevalent. Both male and female scientists use 
empirical methods to test hypotheses that are rel-
evant to women’s sociopolitical equality and op-
portunities to test these hypotheses are growing 
(Campbell 2013; Gowaty 2003). Evolutionary 
theorizing shows promise for revealing further 
useful findings on human nature that are relevant 
to feminist goals.

In this chapter, we have argued that—far from 
being incompatible perspectives—evolutionary 
theory and feminism can be reconciled in an ef-
fort to improve women’s lives. While feminists 
are correct to decry the historical relationship be-
tween science and women’s rights, these missteps 
should not define the future of science. We hope 
we have demonstrated that it is not the intentions 
of EP to perpetuate gender roles and neither does 
EP exclude feminist scholars from engagement 
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with the social sciences. EP and feminist philoso-
phy are deeply compatible, and combining these 
perspectives will positively encourage the con-
tinued social progression of our species.
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We would hope that at least some readers would 
already agree with the first part of our chapter’s 
title, paraphrased from the words of evolution-
ary biologist Theodosius Dobzhansky, who first 
stated that “nothing in biology makes sense 
except in the light of evolution” (Dobzhansky 
1964, p. 449). In the animal kingdom, human cul-
ture is extraordinary. Over the past 100,000 years, 
we have cumulatively acquired the abilities nec-
essary to colonize every terrestrial ecosystem on 
Earth, profoundly affect those systems (for better 
or worse), escape the embrace of Earth’s gravity, 
and alter our own evolutionary trajectory. Cul-
ture permeates our lives profoundly. It affects, 
for example, some of our most basic psycho-
logical processes—many thought to be human 
universals—such as how our eyes take in infor-
mation (Chua et al. 2005; Kitayama et al. 2003), 
how we reason about objects in space (Henrich 
et al. 2010), and how we recall our memories 

(Ross and Wang 2010). In our view, as evolution-
ary biologists and psychologists, any account of 
human evolution that did not include culture as a 
major factor would be necessarily depauperate.

Our field, though fundamentally interdisci-
plinary, has become generally known as cultural 
evolution, or gene–culture coevolution, and is 
one of the modern fields of scientific research 
that aims to understand human behavior in the 
light of evolution. While sharing common de-
scent from human sociobiology with its sibling 
fields, evolutionary psychology and human be-
havioral ecology, cultural evolution differs con-
siderably in its approach, methods, and under-
lying assumptions. In this chapter, our aim is to 
convince the reader that the second part of our 
title is true. We outline the cultural evolutionary 
approach for a social psychology audience, high-
lighting where it differs from those of evolution-
ary psychology and human behavioral ecology, 
and the developing areas where we believe there 
is fertile soil for interaction, collaboration, and 
exchange between social psychology and cul-
tural evolution. For readers interested in learning 
more about the potential for crossovers between 
cultural evolution and social psychology, we sug-
gest the article “How cultural evolutionary theo-
ry can inform social psychology and vice versa” 
(Mesoudi 2009) as an excellent next step.
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The Cultural Evolution Approach

The social sciences have occasionally had a tense 
relationship with the word “evolution,” largely 
because of the way Darwinian ideas have some-
times been applied to human societies (Laland 
and Brown 2011). It is therefore worth begin-
ning our outline of cultural evolution by drawing 
some clear lines between what cultural evolution 
is and what it is not. Firstly, the modern field of 
cultural evolution has nothing at all to do with 
the nineteenth-century “progressive” concep-
tion of cultural evolution sometimes known as 
Spencerian, after its principal articulator Victo-
rian anthropologist Herbert Spencer. Under this 
empirically untenable view, cultural evolution 
progressed up a fixed series of steps on a ladder 
from barbarism to the height of Victorian civi-
lization, handily justifying the ongoing colonial 
exploitation of “less evolved” societies. Progres-
sivism, the idea that all life is evolving toward 
some single, perfect, form, and the notion of the 
Spencerian “ladder of life,” have been utterly re-
jected by modern evolutionary biology and have 
nothing to do with the field of cultural evolution 
as we understand it.

More subtly, cultural evolution can and 
should be distinguished from memetics. The 
word “meme” was coined by Dawkins (1976) 
to describe a neatly packaged particle of culture, 
directly analogous to a gene. Despite “memes” 
having a lasting legacy as part of internet culture, 
the science of memetics is not thriving (Laland 
and Brown 2011; Mesoudi et al. 2004), perhaps 
because it was overly committed to an inflexible, 
gene-inspired model of transmission of discrete 
units and a meme’s eye view of cultural change 
to match the gene’s eye view of genetic evolution 
espoused by Dawkins. In contrast, cultural evolu-
tion has adopted a broader approach with fewer 
a priori assumptions about how culture is trans-
mitted—indeed, this question is one area where 
cultural evolution can potentially learn a lot from 
social psychology.

Perhaps the defining feature of cultural evo-
lution, with respect to other contemporary, evo-
lutionary approaches to human behavior, is its 
treatment of culture as being influenced by pres-

sures that operate at least partially independently 
from those acting on genes (Boyd and Richer-
son 1985; Mesoudi 2011). To make this clear, 
we need to introduce some terminology to dis-
tinguish the various evolutionary processes that 
cultural evolution researchers recognize as oc-
curring in human societies (see also Fig. 17.1). 
The first process is regular genetic evolution—
changes in gene frequencies within a given popu-
lation over time; this can result from a number 
of processes, including natural selection, neutral 
drift, and others (Endler 1986). Through devel-
opment, a genotype interacts with the environ-
ment to manifest as a phenotype, but developing 
humans also acquire cultural content—their lan-
guage, their values, knowledge of their environ-
ment, various technologies, and their material 
inheritance. As culture thus constitutes another 
heritable system, parallel to the genetic system, 
then, alongside genetic evolution, there is cultural 
evolution. Cultural evolution is the change in the 
cultural content of a given population over time 
as certain practices or ideas become more or less 
common, new knowledge is generated, retained, 
and elaborated, and so forth. Understanding the 
range of processes by which this happens is a 
major concern of cultural evolution as a scientif-
ic field. Finally, we can distinguish a process by 
which genes and culture interact with each other, 
with each (sometimes profoundly) influencing 
the evolution of the other. This process is called 
gene–culture coevolution, and it is a cornerstone 
of the modern study of cultural evolution (Boyd 
and Richerson 1985; Cavalli-Sforza and Feldman 
1981; Lumsden and Wilson 1981).

Cultural evolution’s emphasis on gene–cul-
ture coevolution can be seen as a point of depar-
ture from sociobiology. Founding sociobiologist 
E. O. Wilson famously described culture as being 
held on a genetic leash (Wilson 1978), with the 
obvious intention to evoke the image of a per-
son walking a dog and to leave no doubt which 
is in control. While cultural evolutionists would 
not dispute that the link between the two—the 
leash—exists, they would dispute that the im-
plied control is unidirectional. Consider, as an 
analogy, host–parasite coevolution where two 
species are engaged in an evolutionary arms 
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race: the parasite evolving to take advantage 
of the host, the host to repel the parasite. Just 
as it would be inappropriate to argue that the 
parasite is controlling the evolution of the host, 
while ignoring the impact the host is having on 
the evolution of the parasite, cultural evolution 
argues that it is inappropriate to focus solely on 
the influence that genes have on culture, to the 
extent that the influence of culture on genes is ig-
nored. So it is a central tenet of cultural evolution 
theory that the relationship between genetic and 
cultural evolution is mutual in that both forms 
of inheritance can alter the other’s evolution. In 
support, there is good evidence that culture can 
alter the rate, dynamics, direction, and steady 
states of genetic evolution (Boyd and Richerson 
1985; Feldman and Cavalli-Sforza 1989; Feld-
man and Laland 1996; Laland et al. 1995; Laland 
et al. 2010; Laland 1994; Richerson et al. 2010). 
A familiar example is the selection of alleles for 
lactose tolerance following the spread of cultural 
traits for dairy farming (Tishkoff et al. 2007)—a 

clear case where cultural evolution subsequently 
drove genetic evolution. Other examples include 
the spread of genes for malaria resistance (and 
in turn sickle cell anemia) following the spread 
of the cultural practice of yam farming (Durham 
1991), and the prevalence of the 230C thrifty al-
lele, which impedes the elimination of choles-
terol, in Central American populations whose an-
cestors first domesticated maize. The reliance on 
maize for dietary proteins was fine when grow-
ing conditions were good, but if crops failed, this 
generated a strong selection for any genetic vari-
ants that increased survivability in times of fam-
ine, such as the thrifty allele. Since then, further 
cultural evolution has generated a modern nutri-
tional environment rich in fats, with adverse sur-
vival consequences for individuals inhibited in 
their ability to eliminate cholesterol (Hünemeier 
et al. 2012). Recently, exploration of the human 
genome has revealed scores of genes that have 
undergone strong and very recent (i.e., within the 
past 50,000 years) selection. A good number of 

Fig. 17.1  Genetic evolution, cultural evolution, and 
gene–culture coevolution. Both genes and culture con-
stitute forms of inheritance that are passed down across 
generations over time. Changes to genes and culture are 
genetic evolution and cultural evolution, respectively. The 
influence of genes on culture through development is a 
classic part of evolutionary theory; however, gene–culture 

coevolutionary theory extends this model by allowing cul-
ture to have an effect upon the gene pool. This occurs by 
culture modifying the selection acting on genes leading 
to different future compositions of the gene pool. Several 
examples of gene–culture coevolution are given in this 
chapter

 



T. J. H. Morgan et al.218

these genes have functions likely to have been af-
fected by cultural developments over this period, 
such as the creation of information-rich environ-
ments affecting genes involved in brain develop-
ment (Laland et al. 2010; Richerson et al. 2010).

Despite viewing culture as partially indepen-
dent of genes, cultural evolutionists do not deny 
that there is any genetic influence on culture. In-
deed, such a denial would be clearly untenable. 
Culture could not exist in a species that had not 
already evolved brains and cognitive systems ca-
pable of acquiring culture and effectively pass-
ing it on, such as what Csibra and Gergely (2011) 
call natural pedagogy. Csibra and Gergely argue 
that natural pedagogy is a human adaptation by 
which infants acquire, and their adult carers pass 
on, locally relevant cultural information. For a 
more specific example of a genetic influence on 
culture, consider cross-cultural work examining 
variation in color naming systems. Whilst such 
systems do show tremendous variation across 
cultures, cultures that have the same number of 
terms for different colors tend to show consisten-
cy across cultures in which colors relate to which 
terms (Kay et al. 2009; Regier and Kay 2009). 
Further work found that the corresponding col-
ors can be understood as providing optimal par-
titioning of color space given a certain number 
of partitions (i.e., color names) and human visual 
processing neuro-circuitry (Regier et al. 2007).

In addition to the instances of genetic influ-
ences on the content of a culture, however, cul-
tural evolutionists seek to understand the cultural 
influences on the evolution of behavior. To il-
lustrate this, consider the evolution of language 
(Mesoudi 2011). One could explain the evolution 
of language in terms of the genetic loci involved 
and relevant selection pressures. However, one 
could also explain it in terms of why a particu-
lar individual speaks Urdu instead of French, the 
cultural evolutionary histories of the languages 
involved, how Mandarin has changed over time, 
or why English more closely resembles German 
than it does Navajo. These different approaches 
to the question are complementary, not conflict-
ing, and a central theme of cultural evolution 
is that a full understanding of the evolution of 
human behavior will involve both types of an-

swers. From this perspective, culture and genes 
are both simultaneously proximate and ultimate 
causes of evolution in humans and possibly other 
animals (Laland et al. 2011; Whitehead 1998) 
and, at least in the case of humans, have been for 
at least the past 100,000 years. This perspective 
contrasts with others from evolutionary psychol-
ogy and human behavioral ecology that cast cul-
ture as a proximate means to a genetically speci-
fied end (Barkow et al. 1992; Mace 2000; Tooby 
and Cosmides 1989).

How Culture Evolves: An Overview  
of Social Learning Strategies

Cultural evolution aims to understand the mecha-
nisms by which culture evolves. Part of this pro-
cess involves considering the extent to which 
cultural evolution operates like genetic evolu-
tion and where the major points of departure can 
be found (e.g., Strimling et al. 2009). For the 
purposes of this chapter, however, we focus on 
the role of cultural evolution in the persistence 
and spread of the culture of social learning—
the suite of processes by which an individual’s 
learning is influenced by the behavior or prod-
ucts of another individual (Heyes 1994; Hoppitt 
and Laland 2013). In particular, we focus on the 
study of social learning strategies (Laland 2004; 
Rendell et al. 2011) or transmission biases (Boyd 
and Richerson 1985; Henrich and Mcelreath 
2003); evolved learning rules that guide individ-
ual reliance on either social or individual/asocial 
information and so are central to understanding 
how culture evolves. Taking an evolutionary per-
spective, it is also important to understand and 
show the adaptive value of social learning mech-
anisms and biases—through, for example, show-
ing their positive effects on the effectiveness and 
accuracy of decision making—that would favor 
their evolution and, in turn, the evolution of a 
human psychology capable of supporting culture 
as we know it today. The result has been the de-
velopment of a strong theoretical tradition, using 
mathematical models of evolution to generate 
predictions that can then be tested empirically.
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In addition to the corpus of theoretical work, 
we also briefly touch on the burgeoning ex-
perimental literature within cultural evolution 
on social learning strategies. This work bears a 
great deal in common with studies of conformity 
from social psychology (e.g., Asch 1956; Jen-
ness 1932; Raafat et al. 2009). The differences 
typically lie in the specific variables considered 
by the two fields, but also in the general view 
of social information use. The view of copying 
others as an adaptive behavior (if used strategi-
cally) contrasts with traditional social psycholo-
gy, which has often viewed conformity in a nega-
tive light—an abandonment of individual beliefs 
(Asch 1952; but see Krueger and Funder 2004, 
for a more positive overview). Next, we outline 
some of the wide variety of social learning strate-
gies that have been considered by cultural evolu-
tionists, both theoretically and empirically.

Copy When Uncertain

The existence of a bias to copy when uncertain 
has been a key assumption of many theoretical 
models of cultural evolution. Boyd and Richerson 
(1988) constructed a simple mathematical model 
to demonstrate the utility of this bias, which we 
describe in conceptual terms here to provide an 
example of the kind of theoretical work that typi-
cally underpins this kind of cultural evolution 
research. The model simulated an environment 
inhabited by individuals who could earn payoffs 
depending on the match between their behavior 
and the state of the environment, and these pay-
offs determined their likelihood of reproducing. 
Individuals died periodically and were replaced 
with a new generation of offspring such that se-
lection—and hence evolution—could take place. 
The environment changed between two possible 
states (which Boyd & Richerson called habitat 
1 and habitat 2). Individuals in the model had 
to determine which habitat they were in at any 
given time in order to perform the appropriate be-
havior, and those that got it right received higher 
payoffs. Individuals were given both imperfect 
personal information (information that they ac-
quired independently of other individuals) about 

the habitat and the opportunity to learn from a 
member of the previous generation. Boyd and 
Richerson then explored what mix of individual 
and social learning would be favored by natural 
selection under varying degrees of imperfection 
in personal information and rates of switching 
between the habitat states. They found that when 
an individual’s personal information was unsat-
isfactory (i.e., it left them uncertain), individuals 
should adopt the decisions of others. Although 
uncertainty may be generated through an unsuc-
cessful attempt at collecting personal information 
(i.e., one that results in insufficient evidence to 
make a decision), uncertainty in real life could 
also result from poor performance on the same 
task on previous occasions or on related tasks. 
Thus, an individual who makes a poor mating 
decision may come to doubt their ability to iden-
tify high-quality mates and so be more inclined 
to copy the decisions of others when required to 
make another decision (i.e., a reduction in con-
fidence). There is strong empirical evidence to 
support such a role for uncertainty in adult hu-
mans. When tested using both a simulated forag-
ing task and a mental rotation task, individuals 
who expressed higher levels of uncertainty in 
their individual decision making were more like-
ly to adopt the decisions of others (Morgan et al. 
2011). Furthermore, the same study documented 
that individual certainty correlated with whether 
or not individuals were correct. Accordingly, this 
social learning strategy can be seen to improve 
the accuracy of individual decision making, as it 
guided individuals who were actually likely to be 
incorrect to copy the correct decisions of other 
individuals (Morgan et al. 2011).

Payoff- and Prestige-Biased Social 
Learning

Payoff-biased social learning refers to any form 
of selective social learning where an individual’s 
social learning is guided by the payoffs to them-
selves or to other individuals (Kendal et al. 2009; 
Schlag 1998). Here, “payoff” is shorthand for 
what an individual gets as a result of their choice 
of behavior in a given context (e.g., food, safety). 



T. J. H. Morgan et al.220

Theoretical analyses have indicated that strate-
gies where an individual’s use of social informa-
tion is guided by their own payoff (“proportional 
reservation”), the payoff to demonstrators (“pro-
portional observation”), or the difference be-
tween the two (“proportional imitation”) can all 
be highly effective in particular contexts (Schlag 
1998, 1999). There is also good empirical evi-
dence that humans are sensitive to such informa-
tion and do use it to direct social learning (Ape-
steguia et al. 2007; Caldwell and Millen 2008; 
Mesoudi and O’Brien 2008; Mesoudi 2008; Pike 
et al. 2010). For example, in a computer-based 
tool-design task, in which participants could alter 
four different parameters before receiving feed-
back on the efficacy of their design, participants 
were found to selectively copy the design of the 
individual who was performing the best in the 
group (Mesoudi and O’Brien 2008). Similarly, in 
a pitch-discrimination task, individuals were ob-
served to copy a potential demonstrator in rela-
tion to the latter’s performance ranking, but were 
particularly influenced when they themselves 
were performing poorly (Morgan et al. 2011).

“Prestige” has been defined as noncoerced 
within-group human status asymmetry, and the 
idea that prestige might influence social learning 
biases has been studied by cultural evolutionists 
(Henrich and Gil-White 2001). The “prestige-bi-
as” hypothesis holds that because specific payoffs 
are often hard to obtain, individuals have a gen-
eral tendency to copy the decisions of those who 
have been successful—though not necessarily in 
the relevant domain—and who are afforded as-
sociated prestige. Prestige is distinguished from 
dominance on the basis that prestige is nonco-
ercive, whereas dominance is coercive (Henrich 
and Gil-White 2001), and this mirrors the distinc-
tion between hedonic and agonistic social hierar-
chies observed in nonhuman primates (Barkow 
et al. 2012). The copying of generally successful 
individuals may be easier to implement than rely-
ing on knowledge of the specific payoffs associ-
ated with particular decisions and so could be a 
widespread phenomenon. For example, a handful 
of Fijian yalewa vuku, or wise women, had a dis-
proportionate impact on the cultural evolution of 
the population, largely through the high general 

prestige in which they were held (Henrich and 
Henrich 2010).

Conformist Transmission

Although this learning rule is sometimes referred 
to as conformity, we shall use the term conform-
ist transmission here, because what cultural 
evolutionists refer to as conformist transmission 
differs from the term “conformity” as used in 
a social psychology context. In social psychol-
ogy, conformity typically means “yielding to 
group pressure” (Crutchfield 1955), and there is 
a long history in social psychology of studying 
how people will change their expressed views 
in apparent attempts to “fit in” to a group con-
text. In cultural evolution, conformist transmis-
sion is a learning rule by which individuals are 
disproportionately likely to adopt the decisions 
of majorities at the expense of minorities (Boyd 
and Richerson 1985; Morgan and Laland 2012). 
Consider the case of a naïve individual choosing 
between options A and B who is presented with 
seven informants advocating option A and three 
informants advocating option B. In this case, the 
majority amongst the informants makes up 70 % 
of the group. If the naïve individual were to use 
conformist transmission (we shall henceforth 
refer to such individuals as “conformists,” and 
when we do so, we mean in the cultural evolu-
tion sense) they would have a greater than 70 % 
chance of choosing option A. An individual with 
a 70 % chance of adopting the behavior of the 
majority would be using unbiased transmission 
(behaviorally indistinguishable from picking an 
individual at random from the environment and 
copying them) and would not be said to be con-
formist even though they might have altered their 
behavior to match the majority.

Conformist transmission is of particular inter-
est to cultural evolutionists as it results in popular 
views coming to dominate the population and so 
can have considerable population-level conse-
quences (Boyd and Richerson 1985). This inter-
est stems originally from a theoretical model in 
which groups of individuals occupied a spatially 
variable environment. The model found that if 
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an individual moved from its existing group to 
a new group in an unfamiliar part of the envi-
ronment, conformist transmission was a very ef-
fective means by which the migrant individual 
could accurately hone in on locally adaptive 
behavior (Boyd and Richerson 1985), so effec-
tive in fact that the model predicted that anytime 
social learning itself would be favored, so would 
conformist transmission. More recent theory 
(Nakahashi et al. 2012) has added to this, find-
ing that spatial variation, errors in learning, and 
the number of options between which individu-
als choose, all favor the evolution of conformist 
transmission. This is because conformist trans-
mission uses the decisions of a large group of 
individuals to identify potentially weak signals 
across multiple decisions. Both errors in learning 
and a larger number of options to choose between 
make each individual’s decision less reliable, but 
when offered to a group of individuals the correct 
option will still most likely be the most preva-
lent decision in the population and so conformist 
transmission will be a successful strategy.

Interest in conformist transmission has per-
sisted because of theoretical studies that suggest 
it offers a framework to help understand the com-
paratively extraordinary levels of cooperation 
seen in human societies (e.g., Boyd et al. 2011). 
To sketch the argument, conformist transmis-
sion sharpens and maintains distinctions between 
groups. This in theory can produce the conditions 
for what Boyd and Richerson have called cul-
tural group selection to operate. Whereas genetic 
group selection breaks down when individuals 
move between groups and bring their behav-
ioral genes with them, thus allowing uncoopera-
tive behavior to take advantage of a cooperative 
group, in a cultural context, with conformist 
transmission, immigrants to the group change 
their behavioral culture to match the group they 
are moving into.

On the other hand, a potential pitfall of con-
formist transmission is that favoring the already 
dominant view can be an obstacle to the spread of 
new information or innovations (Eriksson et al. 
2007). As even very good ideas must initially 
start at very low frequencies, the prevalence of 
conformist transmission can act to block their 

spread. This is particularly problematic in tempo-
rally variable environments where the discovery 
and spread of new behaviors is essential to suc-
cess (Eriksson et al. 2007; Kandler and Laland 
2013; Nakahashi et al. 2012). Because weak con-
formist transmission hinders the spread of inno-
vations less than strong conformist transmission, 
Kandler and Laland (2013) argue that conformist 
transmission is likely to be weak. Thus, the extent 
to which conformist transmission is expected to 
be adaptive is contested, but the theoretical mod-
els lead us to expect a broad range of conditions 
under which conformity will be utilized.

Given the predictions made by evolution-
ary models concerning the success of conform-
ist transmission, several experiments on adult 
human participants have been carried out to dis-
tinguish a disproportionate tendency to adopt the 
majority decision from other rules that lack the 
same population level consequences. Efferson 
et al. (2008) carried out an experiment in which, 
over many rounds, participants repeatedly chose 
between two “technologies.” The participants 
knew the alternative technologies had different 
expected payoffs, but did not know which was 
better. Although conformist transmission was 
found to be an effective strategy in this context, 
Efferson et al. (2008) found that only some par-
ticipants used it. They characterize this differ-
ence in terms of a mixed population of conform-
ists and “mavericks,” the latter being individuals 
who typically prefer to rely on their own infor-
mation. However, the data imply that individu-
als vary continuously in the extent to which they 
utilize social information and/or are conformist, 
such that a dichotomy would not be an appro-
priate way to interpret the data (Efferson et al. 
2008). In a similar experiment, Mcelreath et al. 
(2005) also used a simple two-choice task, where 
participants were required to choose between 
planting two types of virtual crop. Although 
participants did again show some evidence of a 
conformist tendency, they were better character-
ized by unbiased transmission when the environ-
ment was stable across time, a result at odds with 
theory that suggests environmental stability over 
time favors conformist transmission (Nakahashi 
et al. 2012). More recent empirical work found 
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that although the response of adult participants to 
consensus alone was consistent with conformist 
transmission, the additional effects of other vari-
ables, such as individual confidence and group 
size, acted to mask this effect at the behavioral 
level (Morgan et al. 2011). The data and the theo-
ry concerning conformist transmission are there-
fore complex, but there is good evidence to think 
that it is a feature of at least some human social 
learning.

Age- and Kin-Biased Social Learning

Another bias that could guide social learning is 
age. Such a bias is likely to be adaptive to the ex-
tent that older individuals have had more time to 
acquire valuable information, but also have dem-
onstrated, through their survival, that they have 
not been overly reliant on poor information. Thus, 
one might surmise that any remaining old indi-
viduals are more likely than young individuals to 
be in the possession of high-quality information. 
There is also evidence for such a bias in humans. 
For example, in the case of the Fijian population, 
although yalewa vuku (i.e., wise women) were 
particularly influential, to a lesser extent, so were 
qase—nonspecific elders (Henrich and Henrich 
2010). In the traditional societies of the Solomon 
Islands, elders are valuable sources of informa-
tion on the edibility of various plants, which can 
prove crucial when the gardens that are the usual 
source of food fail (Diamond 1997).

Individuals may also show a bias to copy the 
decisions of kin. There are at least three reasons 
as to why this is likely adaptive and hence fa-
vored by selection. First, in a structured popula-
tion, which most are, related individuals typically 
live nearer to each other than the average unre-
lated individual does and so the information they 
possess may be of greater relevance than that of-
fered by unrelated individuals. Second, kin are 
readily available, accessible, and tolerant to close 
proximity. Third, due to the accrual of indirect 
fitness, individuals may be more likely to donate 
information to their kin, either by making such 
information more readily available, or by di-
rectly teaching them (Fogarty et al. 2011). In the 

Fijian population, in addition to the influence of 
yalewa vuku and qase (wise women and elders), 
food taboos were identified as primarily learned 
from mothers, grandmothers, or mothers-in-law 
(Henrich and Henrich 2010). Similarly, crafts-
men of the New Guinean Langda people report 
passing on the prized skill of stone-adze con-
struction “only to close relatives” (Stout 2002, 
p. 702). In the case of vertical transmission from 
parents to offspring, however, it is possible that 
such a copying bias may not be the result of a 
psychological mechanism, but instead the result 
of behavioral practices concerning childrearing. 
In species with parental care of offspring, includ-
ing humans, it is typically the parents with whom 
offspring interact most frequently. Thus, even un-
biased social learning might be expected to lead 
to a greater cultural transmission between par-
ent–offspring pairs than between other members 
of the population.

Random Copying

Of course, cultural transmission does not nec-
essarily have to be biased. A number of studies 
have highlighted areas of human culture where 
the copying decisions of individuals produce no 
net effect on the population distribution, consis-
tent with a model in which individuals copy at 
random. Such models fit observed data for the 
popularity of baby names, music, and dog breeds 
very well (Bentley et al. 2007). In spite of all of 
the thought and care that individual parents put 
into choosing their child’s name, parents, as a 
group, behave in a manner that is identical to a 
population of parents who choose names at ran-
dom—in both cases, new parents are more likely 
to adopt baby names they have been exposed 
to more often. Such an approach has also illus-
trated the interactions between independent de-
cisions and social transmission in the spread of 
interest in disease pandemics, such as H5N1 and 
bird flu virus (Bentley et al. 2007). These studies 
also reveal how the results of apparently random 
copying can be perturbed by the influence of key 
events, such as a spike in popularity of the Dal-
matian dog breed observed after the rerelease of 
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the film 101 Dalmatians (Bentley et al. 2007). 
However, a recently developed model investigat-
ing the social transmission of neolithic German 
pottery designs, which previously had been con-
sidered an example of random copying (Bentley 
et al. 2004), was able to detect collective forces 
guiding decision making (Kandler and Shennan 
2013). This raises the possibility that more sen-
sitive models may yet find trends guiding other 
decisions currently considered random at the 
population level.

Maladaptive Culture

Culture has typically been viewed as an evolved 
adaptation, and thus to be highly beneficial to 
individuals. However, the only requirement is 
that culture be adaptive as a whole; many spe-
cific cultural traits may in fact be maladaptive to 
the individuals who possess them. Accordingly, 
the study of the appearance, spread, and persis-
tence of maladaptive cultural practices has been 
another focus of cultural evolution. For example, 
Tanaka et al. (2009) modeled the evolution of 
maladaptive practices for treating disease. They 
found that the inefficacy of poor treatments, par-
adoxically, allowed them to spread. Individuals 
who use effective treatments are likely to seek 
treatment less frequently than individuals who 
use ineffective or maladaptive treatments (be-
cause effective treatments will cure problems 
whilst ineffective treatments allow them to per-
sist, causing the individual to seek further bouts 
of treatment). Provided the ineffective treat-
ments do not immediately lead to the death of 
their users, undecided individuals will observe 
the use of ineffective treatments more often than 
they observe the use of effective treatments. If 
the relative efficacy of treatments is not obvious 
then the maladaptive medical treatments may 
spread throughout the population at the expense 
of superior ones. As described above, the preva-
lence of conformist transmission can also lead 
to maladaptive consequences because it inhibits 
the spread of beneficial innovations (Eriksson 
et al. 2007; Morgan and Laland 2012). The view 
of culture as a blend of adaptive and maladap-

tive traits evolving both independently and in 
interaction with genetic evolution can be con-
trasted with the other subfields studying human 
evolution and behavior. For example, in evolu-
tionary psychology, the role of what is termed 
epidemiological culture—the transmitted culture 
studied most often by cultural evolutionists—is 
de-emphasized. Instead, evolutionary psychol-
ogy conceptualizes human minds as possessing 
evoked culture, analogous to a jukebox, where 
“evoked” behavior is selected from a library of 
genetically determined alternatives according 
to inputs from the environment in which the in-
dividual finds themselves. In this case, culture 
is generally expected to be adaptive as long as 
the environment is not too different from that in 
which the library evolved (Brown et al. 2011). 
In human behavioral ecology, culture is viewed 
as a proximate mechanism; a highly flexible 
strategy allowing individuals to tailor behavioral 
responses in order to ultimately maximize fit-
ness in any environment, but with little creativ-
ity beyond the complex matching of behavior to 
environment (Brown et al. 2011). Accordingly, it 
suggests that the vast majority of culture should 
be adaptive. Both approaches struggle to accom-
modate empirical phenomena such as the demo-
graphic transition (the switch from having many 
children with low life expectancy, to fewer chil-
dren with greater life expectancy) seen in popu-
lations across the world, that does not increase 
long-term fitness and seems to result from the 
prioritization of socioeconomic competitiveness 
over fitness (Goodman et al. 2012). Cultural evo-
lution, in contrast, expects culture to contain a 
mix of adaptive and maladaptive behavior, and 
as a result the demographic transition can more 
easily be modeled within its assumptions (Kolk 
et al. 2014).

Comparative Work

A feature of many of the social learning strategies 
considered by cultural evolutionists is that their 
adaptive value is likely to be very general. For 
example, copying other individuals when you are 
uncertain is likely to be an effective strategy across 
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many different contexts and even for multiple spe-
cies. Accordingly, there has been much work inves-
tigating social learning strategies in nonhuman ani-
mals (e.g., Kendal et al. 2005). Such work can help 
our understanding of the evolution of social learn-
ing and culture in two ways. First, it can help piece 
together the evolutionary history of certain human 
traits. Studies of nonhuman primates may be par-
ticularly informative in this regard. Second, com-
parative work can give insights into the conditions 
that favor reliance on social information or the evo-
lution of particular social learning strategies. In this 
case, a much wider range of species can be fruit-
fully studied. For example, a bias to copy when un-
certain has received empirical support across a va-
riety of nonhuman taxa, including rats (Galef et al. 
2008), gerbils (Forkman 1991), capuchin monkeys 
(Visalberghi and Fragaszy 1995), ants (Grüter et 
al. 2011), and nine-spined sticklebacks (Kendal 
et al. 2005). There is also evidence for a bias to 
copy older individuals in guppies (Amlacher and 
Dugatkin 2005) where female mating preferences 
were influenced to a greater degree by the equiva-
lent decisions of older conspecific females than 
they were by the decisions of younger conspecific 
females. Other studies have found that young birds 
(Biondi et al. 2010) and chimpanzees (Biro et al. 
2003; Biro et al. 2006) are more reliant on social 
information than older conspecifics. More recently, 
vervet monkeys have been observed to adopt group 
norms when choosing food, going with the group 
even when the choice contradicts previously ac-
quired preferences (van de Waal et al. 2013). Un-
derstanding the functional consequences of social 
learning across species helps us understand the 
generality of conditions under which various strat-
egies may or may not be adaptive and feeds into an 
understanding of the evolution of human culture, 
even while debates continue about the relationship 
between cultural processes in humans and nonhu-
mans (Laland and Galef 2009).

Integrating Social Psychology and 
Cultural Evolution

Cultural evolution has a strong theoretical tra-
dition of mathematical modeling, but has only 
relatively recently, compared to social psychol-

ogy, begun experimentally exploring how culture 
is passed from individual to individual. It is here 
that we see the clearest opportunities for the two 
fields to inform each other in developing the sci-
ence of cultural evolution. Mathematical models 
of cultural transmission have to incorporate com-
plex cognitive processes and the array of environ-
mental and social factors that potentially affect 
them. If a model is to be tractable, that is, suitable 
for analyzing to understand the processes it is de-
signed to represent, then these intricacies must be 
dramatically simplified. This simplification can 
often be in tension with the complexities of psy-
chological findings on how people actually ac-
quire cultural information (Barkow et al. 2012). 
Current models do not, for example, reflect the 
possibility that different informational domains 
will favor different learning biases, and that these 
biases are likely to change over the life-course. 
Empirical evidence for this possibility exists, 
however. For example, among the many social 
learning biases observed in young children (re-
ferred to as “trust” by developmental psycholo-
gists) are a bias to trust familiar caregivers over 
strangers and a bias to trust individuals who have 
shown themselves to be reliable informants over 
those exposed as unreliable. Whilst 3-year-olds 
prioritize familiarity over reliability, this changes 
in 4-year-olds who favor reliability (Corriveau 
and Harris 2009; Harris 2012).

A second complexity not covered by extant 
models is membership of individuals to different 
groups within the same population. The likeli-
hood that an adult will adopt the behavior of a 
group depends on how strongly they identify 
with that group (Louis et al. 2007), and indi-
viduals might actively reject the influence of a 
majority if it conflicts with information already 
learned from a more salient social group (Smith 
and Louis 2008). Similar behavior has been ob-
served in young children where they preferential-
ly trust an adult informant with the local accent 
over an informant with a foreign accent (Kinzler 
et al. 2011). Given that the processes underlying 
group identification already have a rich literature 
devoted to them (e.g., Tajfel 1982), this could be 
a fertile area for integration between cultural evo-
lution and social psychology.
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One recent study (Cross et al. 2013; under re-
view) attempted to integrate cultural evolution 
and social psychology approaches to the question 
of sex differences in conformity. The finding that 
women are more susceptible than men to conform 
to a majority is well demonstrated within social 
psychology (Bond and Smith 1996), yet was not 
explicitly addressed within the cultural evolution 
approach. As noted above, social learning rules 
are typically assumed to be used similarly by 
all members of a population, and both men and 
women did indeed adopt a copy-when-uncertain 
rule in two different experimental tasks. How-
ever, gender stereotypes—well studied in social 
psychology—about performance on these tasks 
affected women’s confidence independently of 
any effect of accuracy. That is, women consis-
tently underestimated their ability to perform 
the task when it was stereotypically “mascu-
line.” Using the copy-when-uncertain strategy, 
they therefore copied the majority more often 
than men. Conversely, where gender stereotypes 
about a task were absent, uncertainty related to 
accuracy similarly for both sexes, such that the 
copy-when-uncertain rule produced similar lev-
els of copying for men and women.

Incorporating experimental findings from so-
cial psychology into general models of cultural 
transmission is a major challenge for cultural 
evolution researchers. The modelers are mindful 
of the likelihood of informational and cognitive 
intricacy, and work on these kinds of complexi-
ties has increased in recent years (Rendell et al. 
2011). Nonetheless, we still do not know how 
general current mathematical models of cultural 
transmission are. Each model might only be valid 
for specific domains of information in specific 
circumstances. A model that works for language 
transmission and change, for example, may have 
quite different assumptions, structure, and evolu-
tionary outcomes than a model of religious learn-
ing, or cultural transmission of diet, or changes 
in fashion mediated by mass media. The impli-
cation is that we need increased collaboration 
between social psychologists who study social 
learning and cultural transmission, and the theo-
reticians of cultural evolution (Mesoudi 2009), so 
that model builders are challenged to incorporate 

the complexities found by cognitive scientists. 
Culture, after all, can only be the cumulative re-
sult of cognitive processes occurring in the brains 
of a population of individuals, so for a complete 
understanding of how it evolves and coevolves, a 
concurrent understanding of human psychology 
is essential.

Another area where cultural evolution could 
benefit from collaboration with social psychol-
ogy is in the details of what cultural transmission 
involves. Cultural evolutionary models, for sim-
plicity’s sake, typically model cultural transmis-
sion the same way population geneticists model 
genetic transmission—the clean and instanta-
neous transmission of a trait from one individual 
to another (give or take some chance mutation 
or learning error). Yet, culture clearly does not 
“transmit” like DNA or electrons (Strimling et al. 
2009); there is no material continuity between 
the brains in the way that there is when DNA en-
ters gametes and then zygotes. Instead, culture is 
a melange of information, various types of which 
may or may not be processed and acquired in dif-
ferent ways. What looks like cultural transmis-
sion at the macro level is built at the individual 
level upon cultural editing and reconstruction 
processes in the brain that we still understand 
little about. This should not be taken as a rea-
son to dismiss cultural evolution theory out of 
hand. Just as the modern evolutionary synthesis 
was developed using models based on a concep-
tual understanding of genes before their chemical 
basis was identified, the success of cultural evo-
lutionary models in predicting behavior is proof 
that they have been fruitful tools. By implication, 
there is tremendous opportunity for collaboration 
between cultural evolution and social psychology 
as the impact of a proper understanding of cultur-
al transmission on our understanding of culture 
could be as profound as the impact of the discov-
ery of DNA on evolutionary biology.

Conclusion

Social psychologists continue to generate signifi-
cant insights into how human behavior is affected 
by the behavior of others, describing how confor-
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mity works, understanding how human cultural 
acquisition is biased, how it can be fooled, what 
contexts these biases are sensitive to, and so on. 
What cultural evolution has to offer is a concep-
tual and theoretical framework within which to 
understand these features of human psychology 
as the product of a complex and ongoing coevo-
lutionary dynamic between genes and culture. 
We believe that increased interactions between 
these fields will result in further progress in gen-
erating hypotheses that encompass evolutionary 
timescales and ultimately help to explain those 
features of modern human behavior that social 
psychologists are in the process of revealing.
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Antisocial behaviors tend to grab the headlines, 
but to a great extent this is because they are 
exceptional. As people go about the routine busi-
ness of their everyday lives, they display a wide 
array of prosocial behaviors, defined as behav-
iors that benefit others. People tip at restaurants, 
give up their seats on busses, donate blood, help 
friends in need, donate to charity, and so on. In 
addition, people sometimes seem to behave in 
altruistic ways, intervening in emergencies at 
great risk to themselves, donating their organs to 
others, and sacrificing their lives for their coun-
tries at war. Three questions arise from these 
observations: (a) what variables affect the prob-
ability of people behaving in prosocial ways, (b) 
why do people help others, and (c) how altruistic 
are the prosocial acts that people emit—are they 
aimed at helping others as ends in themselves, or 
are they means to egoistic ends? In this chapter, 
I will review the main answers that social psy-
chologists have given to these questions, identify 
several limitations of traditional accounts, and 
demonstrate how an evolutionary approach is 
equipped to redress these limitations.

Traditional Social Psychological 
Accounts of Prosocial Behavior

Accounts of prosocial behavior contained in so-
cial psychology textbooks can be grouped into 
five main categories: (a) social learning, (b) so-
cial norms, (c) situational variables, (d) cognitive 
construal processes, and (e) emotional states.

Social Learning

The basic idea underlying social learning ac-
counts of prosocial behavior is that people teach 
others to behave in prosocial ways by reward-
ing and punishing them, preaching to them, 
and modeling prosocial forms of conduct. For 
example, Rushton (1975) found that children 
who observed models who preached generous 
or selfish behaviors and behaved in generous or 
selfish ways were more likely than children who 
did not undergo these experiences to behave in 
more generous or selfish ways 2 months later 
in a different situation from the one in which 
they originally were tested. Rushton (1975) also 
found that children who were exposed to mod-
els who preached prosocial behavior but behaved 
selfishly were more inclined than children who 
were exposed to consistent models to behave in a 
hypocritical manner. Liebert and Sprafkin (1988) 
found that children who were exposed to proso-
cial models on television subsequently emitted 
more incidents of prosocial behavior while they 
were playing than children in a control group did. 
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Other studies have produced evidence for proso-
cial modeling in adults (e.g., Rushton and Camp-
bell 1977).

Social Norms

Social norm accounts of prosocial behavior are 
based on the assumption that societies contain 
norms such as the norm of social responsibility, 
the norm of reciprocity, and the norm of equity 
that prescribe prosocial behaviors, and that mak-
ing these norms salient to people and embedding 
them in personal values increase the probability 
that people will behave in accordance with them 
(Schwartz 1977). Studies have concluded that 
some norms are universal (e.g., norm of reciproc-
ity), whereas other norms vary across cultures 
(e.g., norm of responsibility; Gouldner 1960). 
For example, Ma (1985) found that people from 
collectivist cultures were more likely than peo-
ple from individualistic cultures to feel that they 
have an obligation to help in-group members.

Situational Variables

Most traditional social psychological research 
is based on experiments that manipulate aspects 
of situations and assesses their effect on social 
behaviors (Zimbardo 2005). Consider research 
on bystander intervention, for example. In early 
studies, social psychologists varied the number 
of bystanders present in emergencies and ob-
served what came to be called “the bystander ef-
fect”—individuals were more likely to intervene 
in emergencies when they were alone than when 
others were present (Latané and Nida 1981). In 
subsequent studies, investigators found that an 
array of situational variables affected the prob-
ability that bystanders would help in emergen-
cies—variables such as whether a victim was 
bloody, whether a victim had a physical stigma, 
the amount of pain or danger involved in helping, 
how real the emergency seemed, how close par-
ticipants were standing to a victim, whether the 
victim screamed or asked for help, whether the 
victim was similar to bystanders, and so on (re-

viewed in Piliavin et al. 1981). Some social psy-
chologists attempted to organize such variables 
under overriding constructs, such as diffusion of 
responsibility, cost of helping, and tension reduc-
tion. For example, Piliavin et al. (1981) conclud-
ed that “the bystander will choose that response 
to an emergency that will most rapidly reduce his 
or her arousal, incurring in the process as few net 
costs…as possible” (p. 83).

Cognitive Construal Processes

In interpreting findings from research on proso-
cial behaviors, social psychologists have created 
decision-making models that connect situational 
variables to actors’ cognitive and emotional reac-
tions. Consider two examples. First, Darley and 
Latané (1968) suggested that the probability of 
people intervening in emergencies is affected by 
factors that influence (a) whether they notice that 
someone needs help, (b) whether they interpret 
the situation as an emergency, (c) whether they 
feel that they are responsible for helping, and (d) 
whether they know how to help. Second, Piliavin 
et al. (1981) suggested that people’s decisions 
about whether or not to help in emergencies are 
affected by their awareness of others’ need, the 
amount of physiological arousal they experience, 
how they label the arousal, and a cost–benefit 
analysis of the options available to them.

Emotional States

Social psychologists have found that emotions 
such as love, gratitude, forgiveness, sympathy, 
empathy, and guilt induce people to behave in 
prosocial ways (Batson 1991; McCullough 2008; 
McCullough et al. 2001; Regan 1971). Among 
the emotions studied by social psychologists, 
empathy has received the most attention. A spate 
of studies has found that inducing people to em-
pathize with victims increases the probability 
that they will take measures to relieve the vic-
tims’ distress, sometimes at considerable cost to 
themselves (reviewed in Batson 1991). Social 
psychologists have found that “the empathic re-
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sponse is amplified by similarity, familiarity, so-
cial closeness, and positive experience with the 
other…. Subjects empathize with a confederate’s 
pleasure or distress if they perceive the relation-
ship as cooperative” (de Waal 2008, p. 16).

Social Psychological Research on 
the Relation Between Empathy and 
Altruism

Most prosocial behaviors investigated in tradi-
tional social psychological studies do not qualify 
as altruistic, because they are aimed at improving 
the welfare of the individuals performing the pro-
social acts. People help others for a large number 
of nonaltruistic reasons, such as conforming to 
social norms, avoiding being ostracized by their 
groups, ingratiating, building credit, brightening 
their mood, and relieving vicariously experienced 
distress. The greater the costs associated with 
helping, the lower the probability of helping. A 
notable exception to this trend has been found in 
research concerning empathy and altruism.

Batson (2000) has found that when people 
focus on the plight of others in need, they may 
experience either “personal distress,” which 
they can reduce not only by helping the person 
in need but also by looking away, leaving the 
scene, and so on, or “an other-oriented emotional 
response…[such as] empathy, sympathy, com-
passion, etc. [that engenders] a motivational state 
with the ultimate goal of increasing another’s 
welfare” (pp. 207–208). According to Batson, 
people seek to help those with whom they empa-
thize as an end in itself, as opposed to wanting to 
help them instrumentally in order to relieve their 
own vicariously experienced personal distress or 
to achieve other egoistic goals such as obtaining 
approval or avoiding disapproval from self or 
others. Batson and his colleagues have conducted 
more than two dozen experiments that they claim 
support the link between empathy and altruism 
(reviewed in Batson 1991).

Although it is always possible that an inves-
tigator will find that empathic people who help 
victims are motivated to obtain some hidden gain 
(Schaller and Cialdini 1988), Batson and his col-

leagues have been remarkably successful at dem-
onstrating that the relation between empathy and 
altruism cannot be accounted for by any of the 
most obvious egoistic alternatives. Batson (1998) 
concurred with Piliavin and Charng’s (1990) 
conclusion that a “paradigm shift” is occurring in 
psychology, “away from the earlier position that 
behavior that appears to be altruistic must, under 
closer scrutiny, be revealed as reflecting egoistic 
motives. Rather, theory and data now being ad-
vanced are more compatible with the view that 
true altruism—acting with the goal of benefiting 
another—does exist and is a part of human na-
ture” (p. 27).

An Evaluation of Traditional Social 
Psychological Accounts of Prosocial 
Behavior

Traditional social psychological research has 
contributed a great deal to our understanding 
of the proximate causes of prosocial behavior. 
It has identified variables that increase the fre-
quency with which people help others and it has 
improved our ability to predict when people will 
behave in prosocial ways. This work has also 
identified mental states and processes that medi-
ate prosocial decisions and offered some insight 
into the altruism question. However, traditional 
social psychological research on prosocial be-
havior is limited in several ways.

First, social psychologists have tended to re-
port findings pertaining to prosocial behavior in a 
piecemeal, descriptive manner. If someone asked 
how a traditional social psychologist would an-
swer the question of why people behave in pro-
social ways, you could give a large array of inde-
pendent answers, such as, “because they observe 
prosocial models; because they are behaving in 
accordance with a prosocial norm; because the 
costs of helping are low and the rewards high; 
because they are feeling empathic or guilty,” and 
so on. The question is what, if anything, do the 
variables that affect prosocial behavior have in 
common? It would be helpful to have an over-
riding theoretical framework to tie them together.
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Second, social psychological researchers 
rarely consider the origins of the processes they 
study. For example, although social psycholo-
gists have established that social learning plays 
an important role in inducing people to behave 
in prosocial ways and in the transmission of 
prosocial norms, social psychologists have not 
explained how social learning abilities and pro-
social norms originated. In a similar vein, tradi-
tional social psychologists have not attended to 
how people acquired the capacity to experience 
prosocial emotions.

Finally, although traditional social psycholog-
ical research may increase our ability to predict 
prosocial behavior, it is not particularly good at 
explaining it. Why do people (sometimes) model 
the prosocial behavior of others? Why do people 
(sometimes) conform to prosocial norms? Why 
do people experience prosocial emotions, and 
why do these emotions dispose people to behave 
in prosocial ways?

An Evolutionary Approach  
to Prosocial Behavior

Viewing prosocial behavior from an evolution-
ary perspective helps redress the limitations of 
traditional social psychological approaches and 
increase their explanatory power. Evolutionary 
theory offers an overriding theoretical umbrella 
under which the findings from social psycho-
logical research can be organized. It offers an 
account of how mental mechanisms originated, 
and in the process it supplies a basis for deriving 
hypotheses about how they should be designed. 
Evolutionary theory is equipped to answer ulti-
mate “why” questions and to supply a basis for 
understanding how mental mechanisms that mo-
tivate people to behave in altruistic ways could 
have evolved, thus offering insights into human 
nature.

The theory of evolution is the most powerful 
and pervasive theory in the biological and human 
sciences. In its essence, it accounts for human 
social behavior in terms of mental mechanisms 
that evolved because they helped archaic humans 
survive, reproduce, and propagate their genes. 

As explained by Buss (2008), when evolution-
ary psychologists attempt to map the mental 
mechanisms that mediate social behaviors, they 
attend to the fact that they were designed through 
natural selection to solve recurring adaptive 
problems. Evolutionary psychologists expect the 
inputs that activate evolved mental mechanisms 
to offer information about the types of adaptive 
problems that the mechanisms evolved to solve. 
They expect people to process these inputs in 
terms of “if–then” decision rules and, therefore, 
they expect people’s decision-making strate-
gies to be conditional, flexible, and attentive to 
the adaptive implications of alternative courses 
of action. Note that the “if” in these if–then se-
quences usually pertains to situational variables, 
or environmental triggers.

Evolutionary psychology offers answers to 
“why” questions by attending to the ultimate 
functions that evolved mental mechanisms were 
designed to fulfill. In answer to the question “why 
do people intervene in emergencies?” a social 
psychologist might say “in order to meet their 
social responsibilities” or “in order to avoid the 
costs of disapproval.” However, such proximate 
explanations leave more ultimate questions unan-
swered. Why are people motivated to meet their 
social responsibilities? Why are people motivat-
ed to avoid disapproval? If you keep asking why 
questions about human behavior, you will end up 
either with some nonscientific explanation, such 
as God, or the theory of evolution. Evolutionary 
theory implies that the best answer to the final 
why question is, “because the form of conduct 
under consideration helped early humans adapt 
to their environments, solve the problems they 
faced, and propagate their genes.”

An Evolutionary Reconceptualization 
of Traditional Social Psychological 
Accounts of Prosocial Behavior

Interpreting prosocial behaviors in terms of evo-
lutionary theory does not entail rejecting tradi-
tional social psychological theory and research. 
The empirical findings and proximate explana-
tions that social psychologists have offered are of 
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great value. Viewing prosocial behavior from an 
evolutionary perspective implies reframing tra-
ditional theory and research in ways that embed 
them in evolutionary theory (see Krebs 2011, for 
an extended discussion of this issue). Consider 
the five areas of research discussed above, for 
example.

Reframing Social Learning Accounts  
of Prosocial Behavior

The social learning theorist, Bandura (1989) was 
attentive to the adaptive value of social learning: 
“Because people can learn approximately what 
to do through modeling before they perform any 
behavior, they are spared the costs and pain of 
faulty effort. The capacity to learn by observa-
tion enables people to expand their knowledge 
and skills on the basis of information exhibited 
and authored by others” (p. 47). As explained 
by Simon (1990), social learning is highly adap-
tive because it is impossible for people to learn 
on their own all the beneficial knowledge accu-
mulated by members of their cultures and passed 
down through the generations. The main differ-
ence between traditional social learning accounts 
of prosocial behavior and evolutionary accounts 
is that evolutionary theorists embed proximate 
costs and benefits in considerations of ultimate 
fitness. Richerson and Boyd (2005) have ad-
vanced an account of the role that social learning 
plays in gene-culture coevolution that discusses 
the adaptive value of social learning and presents 
a mathematical model outlining the conditions 
under which social learning pays off better bio-
logically than individual learning does.

Evolutionary theory generates the expectation 
that social learning should be selective—individ-
uals should have evolved to learn from and copy 
types of people and types of behavior that fos-
tered the fitness of early humans. As expressed 
by Flinn and Alexander (1982), the mental mech-
anisms that regulate people’s responses to inputs 
from others should be designed in terms of such 
decision rules as “accept advice and instruction 
from those with an interest in one’s success” 
and “view skeptically advice and instruction 

from those with conflicting interests with regard 
to the topic being instructed.” Viewed from an 
evolutionary perspective, the reason that people 
are disposed to model the prosocial behaviors of 
people whom they like and respect, who are simi-
lar to them, whom they view as nurturing, who 
have control over their fates, and who have high 
status (Burton and Kunce 1995) is because copy-
ing the forms of conduct displayed by these peo-
ple paid off biologically in early environments. 
In a similar vein, the reason that people are dis-
posed to conform to prosocial norms is because 
it is usually adaptive to go along with the crowd.

Research revealing differences between peo-
ple’s reactions to prosocial forms of conduct 
that are preached and practiced by others also 
makes sense from the perspective of evolution-
ary theory. We would expect members of groups 
to preach prosocial values in order to manipulate 
others into behaving in ways that foster their in-
terests, but we would not expect people to be in-
clined to conform to these injunctions when they 
ran contrary to their interests. We also would ex-
pect people to be more influenced by what others 
do than by what others say. Words are cheap and 
easily employed to produce false representations.

A great deal of social learning occurs in fami-
lies. Evolutionary theory encourages us to view 
family relations as microcosms of social relations 
in larger groups. Members of families experi-
ence confluences and conflicts of interest. It is in 
members’ interest to cooperate with other mem-
bers in order to advance their common good, but 
it also is their interest to favor themselves and 
those who are best qualified to help them propa-
gate replicas of their genes. Conflicts of interest 
precipitate strategic social interactions in which 
family members attempt to induce one another 
to behave in ways that maximize their biological 
and genetic benefits, though they usually are not 
conscious of their motives. The ways in which 
members of families resolve their conflicts of 
interest affect the ways in which their prosocial 
dispositions are structured and calibrated. In at-
tending to strategic social interactions within 
families, evolutionary theory sensitizes us to 
the fact that social learning is often a two-way 
process—an insight embraced by contemporary 
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social learning theorists (Grusec 2006). Children 
are both agents and objects, sending as well as 
receiving persuasive communications.

Reframing Normative Accounts  
of Prosocial Behavior

Evolutionary theorists view prosocial norms, 
such as the norm of reciprocity, as instantiations 
of genetically coded social strategies that mem-
bers of groups preach to others and invoke to fos-
ter their fitness. Effective strategies generate rep-
licas of themselves in both verbal and behavioral 
forms, increasing in frequency until they consti-
tute social norms. A notable implication of this 
process is that as populations become flooded 
with effective strategies, these strategies interact 
increasingly frequently with one another. It fol-
lows that an important characteristic of evolved 
social strategies is that they pay off well when 
interacting with replicas of themselves.

Research using the Prisoner’s Dilemma game 
has modeled the evolution of the norm of reci-
procity (Axelrod and Hamilton 1981). Evolu-
tionary game theory research has found that 
reciprocity-based strategies such as tit for tat are 
equipped to defeat more selfish and more altru-
istic strategies in iterated evolutionary games, 
thereby evolving into social norms. Tit for tat is 
effective because it induces individuals to initi-
ate mutually beneficial cooperative exchanges 
while protecting them from exploitation. Tit-
for-tat strategies pay off well when interacting 
with one another. Game theory research also has 
found that although unconditional altruism is a 
losing strategy, variations of tit-for-tat strategies 
that render them more generous, more forgiving, 
and more contrite may end up paying off better 
than rigid tit-for-tat strategies, because one self-
ish mistake in cooperative tit-for-tat exchanges 
locks players into an endless iteration of vindic-
tiveness (Ridley 1996).

People are disposed to conform to prosocial 
norms such as the norm of reciprocity because 
conforming to them produced greater biological 
benefits than failing to conform to them in the 
environments in which they evolved. People are 

most likely to conform to such norms in condi-
tions that maximize their fitness—conditions 
such as those that affect the cost to the bene-
factor, the benefit to the recipient, the ability of 
recipients to repay, the likelihood of meeting a 
recipient in the future, the likelihood of making a 
good impression on observers, and so on.

Reframing Situational Accounts  
of Prosocial Behavior

The situational variables studied by traditional 
social psychologists are viewed by evolutionary 
psychologists as “if” conditions that trigger the 
evolved mental mechanisms that induce people to 
behave in prosocial ways. For example, findings 
indicating that the probability of bystanders in-
tervening in emergencies is affected by variables 
that signal the costs and benefits of intervening 
are interpreted by evolutionary theorists as iden-
tifying the conditions under which helping others 
in emergencies paid off biologically in the envi-
ronments in which the mental mechanisms that 
mediate this form of conduct evolved. Sensitivity 
to such conditions is built into the mechanisms. 
Note that prosocial behaviors that were adaptive 
in archaic social environments (because, for ex-
ample, they helped early humans save the lives 
of members of their groups on whom they were 
dependent for survival) may be maladaptive in 
modern environments.

Reframing Cognitive Construal 
Accounts of Prosocial Behavior

Evolutionary theory directs us to view the cog-
nitive construal processes that traditional social 
psychologists have found to mediate prosocial 
behavior as features of mental mechanisms that 
evolved to increase individuals’ fitness. Evolu-
tionary theorists expect people to process infor-
mation in ways that enable them to solve adap-
tive problems. Viewed in this way, the reason 
that people attend to others in emergencies, react 
differently to victims they view as similar to 
them from those they view as dissimilar to them, 
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and perform cost–benefit analyses of the options 
available to them (Piliavin et al. 1981) is because 
early humans who inherited mental mechanisms 
that gave rise to these cognitive and affective 
reactions fared better biologically than early hu-
mans who did not.

Reframing Emotional Accounts  
of Prosocial Behavior

Evolutionary theorists assume that emotions 
evolved because they induced individuals to be-
have in fitness-increasing ways. Prosocial emo-
tions tend to help people foster their fitness by 
inducing them to resist the temptation to promote 
their short-term personal interests at the expense 
of their long-term biological welfare (Frank 
2001). Consider the suite of emotions that uphold 
the norm of reciprocity, for example.

Emotions such as sympathy, empathy, and 
feelings of solidarity dispose people to initiate 
prosocial exchanges by helping those with whom 
they associate. Emotions such as appreciation, 
gratitude, and a sense of indebtedness induce 
recipients to return the favors. Emotions such as 
guilt induce individuals to correct their mistakes 
and make amends when they fail to pay others 
back. Emotions such as forgiveness enable indi-
viduals to reestablish mutually beneficial social 
exchanges.

McCullough (2008) reviews evidence show-
ing that forgiveness mediates reconciliation in 
chimpanzees and other primates, and that it con-
stitutes a cultural universal in the human species. 
He suggests that there is no reason to expect hu-
mans to derive decisions about forgiving others 
in more rational ways than other primates do. 
As we would expect from an evolutionary stand-
point, social psychologists have found that judg-
ments about whether victimizers intended to in-
flict harm, whether victimizers could have avoid-
ed inflicting harm, whether they regret inflicting 
harm, and whether they are likely to repeat the 
offence affect people’s tendency to forgive (Mc-
Cullough 2008).

With respect to empathy, de Waal (2008) 
has suggested that “emotional connectedness in 

humans is so common, starts so early in life…
and shows neural and physiological correlates…
as well as a genetic substrate…that it would be 
strange indeed if no continuity with other spe-
cies existed. Evolutionary continuity between 
humans and apes is reflected in the similarity of 
emotional communication…as well as similar 
changes in brain and peripheral skin tempera-
tures in response to emotionally charged images” 
(p. 5). De Waal reviews evidence indicating that 
personal distress stems from a primitive core 
of empathy, whereas sympathetic and empathic 
concern stem from later-evolved layers of the 
brain. De Waal (2008) concludes that, “the em-
pathy mechanism is biased the way evolutionary 
theory would predict. Empathy is (a) activated in 
relation to those with whom one has a close or 
positive relationship, and (b) suppressed, or even 
turned into Schadenfreude, in relation to strang-
ers and defectors” (p. 16).

Social Investment Theory

Brown and Brown (2006) have advanced an in-
tegrative evolutionary theory—social investment 
theory—that accounts for a great deal of social 
psychological research on prosocial behavior 
under one overriding principle, namely that indi-
viduals are naturally disposed to help those with 
whom they share fitness interdependence. They 
adduce evidence that mental mechanisms have 
evolved in many species that give rise to emo-
tionally mediated social bonds between mates, 
offspring, friends, and members of groups, and 
that these bonds dispose them to treat one another 
in prosocial ways. With respect to the cognitive 
construal processes in the mental mechanisms 
that dispose people to behave in prosocial ways, 
Brown and Brown suggest that the emotions en-
gendered by social bonds induce people to over-
estimate the benefits of helping those on whom 
their fitness is dependent, and to underestimate 
the costs. With respect to altruism, Brown and 
Brown (2006) argue that social scientists have 
erred in viewing costly long-term social invest-
ments as selfish, and accounting for them in 
terms of the proximate benefits they purvey. 
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Brown and Brown assert that people who help 
those with whom they have bonded are driven by 
genuinely altruistic motives.

Psychological and Biological Altruism

Although such social scientists as Batson (1991), 
Brown and Brown (2006), Piliavin and Charng 
(1990), and McCullough (2008) have concluded 
that humans are capable of behaving in genuinely 
altruistic ways, it is important to recognize that 
these social scientists define altruism in a quite 
different way from how biologists define altru-
ism. Whereas psychological altruism is defined 
by the goals, intentions, and motivational states 
of actors—the proximate effects actors are trying 
to achieve—biological altruism is defined by the 
ultimate biological consequences of behavioral 
decisions. Psychologically altruistic behaviors 
are biologically selfish when they increase ac-
tors’ fitness. Seeking to improve the welfare of 
others, as an end in itself, often reaps biological 
rewards for helpers. For example, it may increase 
the probability that helpers will receive help from 
others, and it may increase helpers’ attractiveness 
as mates. Good intentions may produce benefi-
cial consequences, even though those with good 
intentions were not trying to obtain the beneficial 
consequences.

Even if most of the prosocial behaviors inves-
tigated by social psychologists—including those 
that are psychologically altruistic in nature—are 
biologically selfish (that is to say, they improve 
the biological welfare of the individuals emit-
ting them), this does not mean that all forms of 
prosocial conduct are biologically selfish, or that 
biologically altruistic dispositions could not have 
evolved. Evolutionary theorists have mapped 
four routes to biological altruism—(a) misfir-
ing of evolved mechanisms, (b) sexual selection, 
(c) kin selection, and (d) group selection (Krebs 
2011). Let us consider each in turn.

The Evolution of Biological Altruism

The Evolution of Altruism Through  
the Misfiring of Evolved Mechanisms

Two features of evolved mental mechanisms 
open the door for biologically altruistic behav-
iors. First, all evolved mechanisms contain im-
perfections. The refinement of mental mecha-
nisms as they evolve is an ongoing process that 
is dependent on the random occurrence of fa-
vorable mutations, as well as other factors. Al-
though it is reasonable to assume that the evolved 
mechanisms that we inherit were the best of those 
that were available during the process of natural 
selection, they may induce individuals to emit bi-
ologically maladaptive forms of altruistic behav-
ior under certain conditions. For example, Simon 
(1990) has argued that simple social learning 
heuristics such as “believe what others say,” and 
“go along with the crowd” were so adaptive to 
early humans that these heuristics evolved even 
though they sometimes induced early humans to 
behave in biologically altruistic ways.

Second, the mechanisms inherited by con-
temporary humans were selected and evolved in 
environments (“if” conditions) that differed in 
important ways from most contemporary envi-
ronments and may, as a result, “misfire” in mod-
ern environments. For instance, social learning 
heuristics such as “obey the injunctions of pow-
erful leaders” that may have been adaptive in the 
relatively small hunter-gatherer bands in which 
humans evolved may be maladaptive in modern 
environments.

An important implication of this point is that 
we would expect members of groups to be dis-
posed to prey on the imperfections in others’ 
evolved mental mechanisms in order to advance 
their own interests. Like cuckoo birds that trick 
neighboring birds into sitting on their eggs, hu-
mans may manipulate others into behaving in 
biologically altruistic ways by inducing them 
to believe that they are worthy recipients, by 
preaching altruistic norms, by praising altruistic 
martyrs, and so on.
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The Evolution of Altruism Through 
Sexual Selection

The second way in which dispositions to behave 
in biologically altruistic ways could have evolved 
is through sexual selection. The basic idea here is 
that altruistic traits that are a burden to survival 
can evolve if they increase an animal’s reproduc-
tive success. Altruistic traits may be attractive to 
potential mates for two reasons—(a) as signals 
that the mate will make sacrifices for them, their 
offspring and other kin, and (b) as signals that the 
mate possesses “good genes.” Costly signaling 
theorists such as Zahavi (1995) have suggested 
that animals put on costly displays of altruism for 
much the same reason that peacocks grow costly 
plumages. In effect, such animals are saying, “I 
will make a good mate because I am powerful 
enough to survive even though I am able to hand-
icap myself by behaving altruistically.”

Note that in species that seek altruistic mates, 
it is in the biological interest of suitors to put on 
displays that exaggerate their capacity for altru-
ism (Alcock 1998). However, by the same token, 
it is in the interest of the choosers to see through 
such ruses. We would expect these interacting 
processes to lead to arms races in which actors 
become increasingly good at creating false im-
pressions and observers become increasingly 
good at detecting them.

We would expect sexual selection to have 
exerted a significant effect on the evolution of 
altruism in the human species. Humans produce 
a relatively small number of offspring that re-
quire a great deal of care over a long period of 
time. Therefore, it is in the biological interest of 
members of both sexes to select partners with 
good genes who are willing and able to make 
the sacrifices necessary to ensure that their off-
spring survive and thrive (Miller 2007). Note that 
even though prosocial dispositions that evolved 
through sexual selection may qualify as altruistic 
in terms of the biological welfare of the individu-
als emitting the behaviors, they are selfish when 
defined in terms of reproductive success and ge-
netic propagation.

The Evolution of Altruism Through Kin 
Selection

In the same way that individuals who survive but 
fail to reproduce will not propagate their genes 
(at least via sexual reproduction), individuals 
who reproduce but do not have fecund offspring 
will fail to propagate their genes. Evolutionary 
theory draws our attention to a significant fact 
masked in social psychological research employ-
ing college students as participants, namely that 
by far the greatest incidence of prosocial behav-
ior in the world—not only among humans, but 
in other species as well—occurs when parents 
invest in their offspring. If parents from spe-
cies that produce dependent offspring were not 
evolved to care for, nurture, and make sacrifices 
for their offspring, they would go extinct.

In 1964, Hamilton published a groundbreak-
ing paper based on the insight that helping one’s 
offspring survive and reproduce is not the only 
way in which individuals can propagate replicas 
of their genes; individuals can also accomplish 
this by helping more distant relatives. Hamilton 
(1964) argued that what counts in evolution is 
“inclusive fitness,” defined in terms of the total 
number of genes an individual propagates, both 
directly (through reproducing) and indirectly (by 
helping relatives reproduce). Hamilton asserted 
that altruism should evolve when the fitness costs 
to animals of behaving altruistically are lower 
than the fitness benefits they bestow on blood 
relatives, weighted by their degree of relatedness. 
Degree of relatedness reflects the probability that 
the donor and recipient inherited the genes that 
code for altruism from an immediate common 
ancestor, such as a parent or grandparent.

What has come to be called kin selection is 
a complex process that is widely misunderstood. 
Hamilton’s rule does not imply that individuals 
will distribute their helping to others in accor-
dance with how closely related they are; rather, 
it implies that individuals will favor themselves 
and relatives who are most likely to share the 
genes that code for altruism and to transmit them 
to future generations. Hamilton’s rule implies 
that individuals will be most likely to help their 
relatives when the genetic costs of helping them 
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are low and the genetic benefits of helping them 
are high.

There is a great deal of evidence that humans 
and other animals are disposed to behave in ac-
cordance with Hamilton’s rule by, for example, 
sacrificing their interests for the sake of their kin 
and favoring those who are most closely related 
to them and those with the highest reproductive 
potential (reviewed in Burnstein 2005). Studies 
(reviewed in Kurland and Gaulin 2005) have 
found that humans (and many other animals) rely 
on three cues to identify their kin—how much 
they look (and smell) like them, how familiar 
they are, and how close to them they reside. Note 
that traditional social psychologists have found 
that these cues increase the probability of pro-
social behavior. It is also important to note that 
because non-kin may display and fake these cues, 
the mechanisms that mediate kin selection may 
misfire, and people may end up helping others 
who look and act like their kin, thus contributing 
little or nothing to the propagation of their genes 
and rendering the prosocial behaviors altruistic at 
a genetic level.

Evolutionary theorists disagree about the ex-
tent to which kin selection supplies a plausible 
account of the tendency for modern humans to 
help people other than their kin. Theorists such as 
Johnson et al. (2003) argue that kin recognition 
mechanisms that reliably signaled kinship in an-
cestral environments misfire in modern environ-
ments, inducing people to help those who are fa-
miliar to them, similar to them, members of their 
in-groups, and so on. In contrast, theorists such 
as Fehr and Gächter (2003) argue that contem-
porary humans are quite good at distinguishing 
between kin and non-kin, and that it is implau-
sible that the mechanisms that dispose people to 
help non-kin—especially strangers whom they 
never expect to see again—evolved through kin 
selection.

The Evolution of Altruism Through 
Group Selection

The final route to biological altruism mapped out 
by evolutionary theorists involves group selec-

tion. The basic idea underlying the group selec-
tion of altruism was advanced by Darwin (1874) 
in Descent of Man: Groups replete with individu-
als who inherit dispositions to sacrifice their sur-
vival and reproductive interests for the sake of 
their groups will out-compete groups replete with 
selfish individuals, and through this process the 
altruistic dispositions possessed by members of 
altruistic groups who benefit from the altruism 
of their fellows will be preserved and passed on 
to future generations. However, Darwin immedi-
ately saw a problem with this idea, namely that 
if the selfish individuals within altruistic groups 
were more likely to survive and to reproduce than 
their altruistic compatriots were, then the propor-
tion of selfish members of groups would increase 
until they eventually replaced all the altruists.

Although virtually all evolutionary theorists 
agree that group selection could occur under 
ideal conditions, skeptical evolutionary theorists 
have raised two main arguments against invoking 
it as an explanation for the evolution of altruism. 
First, they have argued that when you boil group 
selection down to its mathematical essence, it re-
duces to kin selection (Grafen 1984). The idea 
underlying this argument is that the action in 
group selection stems from the genetic benefits 
that individuals who possess genes that code for 
altruism bestow on recipients who possess copies 
of these genes. West et al. (2006) offer an insight-
ful analysis of the similarities and differences be-
tween kin selection and group selection models 
of social evolution, and come down solidly in 
favor of kin selection models.

Second, skeptical evolutionary theorists have 
argued that the conditions necessary for group 
selection to occur are very demanding and un-
likely to be met in nature. To outpace within-
group selection for selfishness, the probability 
of stably selfish individuals infiltrating altruistic 
groups would have to be low. The between-group 
variance in altruism would have to be relatively 
large, compared to the within-group variance, be-
cause the rate of natural selection is dependent on 
the amount of variation in populations. Altruistic 
groups would have to produce groups like them-
selves at a relatively rapid rate, and the benefits 
of selfishness within altruistic groups would have 
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to be prevented from escalating in an exponential 
manner. One way in which this could occur is for 
groups to break up and re-form at some optimal 
point in time.

Although many, if not most, evolutionary the-
orists consider it unlikely that these conditions 
were met in groups of early humans, especially 
in view of the consistent trend among other pri-
mates to change groups in a “fission and fusion” 
manner (de Waal 2006), some theorists have 
argued that, with the aid of cultural evolution, 
group selection has exerted a significant effect 
on the evolution of altruism in the human species 
(Boehm 2010; Richerson and Boyd 2005; Sober 
and Wilson 1998; Wilson and Wilson 2007).

Conclusion

In conclusion, evolutionary theory offers a frame-
work for interpreting the findings from tradi-
tional social psychological accounts of prosocial 
behavior by embedding the proximate explana-
tions offered by social psychologists in ultimate 
principles of evolution. Attending to the fact that 
humans have evolved in ways that enable them 
to solve adaptive problems and foster their in-
clusive fitness supplies a basis for hypotheses 
about when people will, and will not, behave in 
prosocial ways and directs social psychologists 
to attend to the biological costs and benefits of 
helping others. Evolutionary theory also offers 
a basis for distinguishing among different forms 
of prosocial conduct by attending to the types 
of adaptive functions they serve, and it offers a 
basis for explaining how different forms of altru-
ism could have evolved. Humans are social for 
a reason. Contemporary humans develop mental 
mechanisms that dispose them to help others in 
certain “if” conditions because behaving in pro-
social ways in these conditions helped their an-
cestors survive, reproduce, and propagate their 
genes.
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Imagine that you live in an unaltered natural 
environment. Your survival hinges on securing 
food and fuel resources, finding shelter, under-
standing your local geography, acquiring knowl-
edge about animals and plants, guarding against 
predators and enemies, possibly making allies 
with out-groups, and so on. It is unlikely that 
any single individual can perform these tasks 
adequately. There is no doubt that groups have 
been one of the most frequently used adaptive 
devices to manage these challenges throughout 
hominid evolution, as well as in modern human 
history. Given this fact, social psychologists 
would be well served by revisiting various group 
behaviors and group phenomena from an evolu-
tionary, adaptationist perspective, which in turn 
may provide for a common conceptual ground 
with biologists and neuroscientists interested in 
human social behaviors.

A growing body of research in this area has 
applied evolutionary principles in understand-
ing group behaviors (Kameda and Tindale 2006; 
Van Vugt and Kameda 2013, 2014). One impetus 
behind this shift is the “social brain hypothesis.” 
Comparative studies of primates and other mam-
mals have found a positive relationship between 
the size of the prefrontal cortex and the average 
group size of a species. Humans are ranked at the 
top of this scale, with a large prefrontal cortex 
and associated large group size, extrapolated to 
be around 150 individuals based on the observed 
trend. Given the high metabolic costs of main-
taining a large brain (for human adults, the brain 
makes up only 2 % of body mass, but consumes 
more than 20 % of daily energy intake), the social 
brain hypothesis posits that humans have evolved 
large brains in order to manage complicated so-
cial interactions—competitive as well as cooper-
ative, in large groups including non-kin members 
(Dunbar 1993). In other words, many of our core 
cognitive and emotional faculties are likely to 
have been tuned to solve recurrent adaptive prob-
lems that ancestral humans encountered in group 
life. Thus, the primary aim of an evolutionary ap-
proach to group behaviors is to identify and ana-
lyze specific adaptive group interactions, and the 
psychological architectures that have evolved to 
solve these problems.
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Key Adaptive Problems in Group Life

Van Vugt and Kameda (2013, 2014) have pro-
posed six key adaptive problems that ancestral 
humans were likely to have encountered recur-
rently in group life: (1) coordinating members’ 
activities (group coordination), (2) exchang-
ing resources (social exchange), (3) negotiating 
group hierarchies (status), (4) keeping groups 
together (group cohesion), (5) making collective 
decisions (group decision making), and (6) inter-
acting with members of out-groups (intergroup 
relations).

Of course, this list is neither exhaustive nor 
mutually exclusive, but it serves as a reason-
able starting point for building an evolutionary 
framework for analyzing group processes. The 
list also corresponds closely to the core themes 
of group dynamics identified in textbooks such 
as Forsyth’s (2010) Group Dynamics. Although 
none of these adaptive group challenges has been 
fully analyzed using an evolutionary framework, 
various research programs have contributed to 
developing such analyses by providing evidence 
for evolved psychological mechanisms that ad-
dress a particular group challenge. The promise 
of an evolutionary group dynamics lies in the 
generativity and productivity of this approach 
in formulating novel hypotheses and providing 
empirical evidence. This chapter provides an il-
lustrative set of findings from evolution-inspired 
research programs for each of these core adap-
tive challenges.

Group Coordination

Coordinating members’ cognitive and physical 
resources is a key to effective group performance 
(Steiner 1972). As a nomadic, group-living spe-
cies, early humans would have had to solve 
problems associated with coordinating activi-
ties between individuals in groups. For instance, 
when migrating, they would have had to decide 
where to move to, and when, and how long to 
stay there. To solve such problems would have 
required mechanisms for identifying situations 
requiring coordination, developing rules for how 

to achieve coordination (e.g., turn-taking, leader-
ship), and then carrying them out.

Leadership

There are multiple indications that leadership 
might be an adaptive solution to coordinate 
members’ actions (Van Vugt 2006). Whenever 
organisms must collaborate to achieve their 
adaptive goals, they face a critical coordination 
problem: how do they decide what to do and 
when? A simple thought experiment illustrates 
that leadership—where one individual takes the 
initiative and others follow—is a powerful so-
lution to such coordination problems. Suppose 
that two individuals who are thirsty must find 
a water hole to drink from. They must stay to-
gether as a form of protection, but how do they 
decide which water hole to go to? In such cases, 
it is most efficient for one individual to take the 
initiative to go to a particular hole, which leaves 
the other no option but to follow. Coordinating 
on the same water hole is the equilibrium solu-
tion to this game. An implication would be that 
leadership–followership interaction emerges 
spontaneously without much cognitive computa-
tion. Indeed, the emergence of leadership of this 
sort has been documented across many different 
animal species that face functionally important 
coordination problems, including house hunting 
by social insects (e.g., ants, honeybees), move-
ment in stickleback guppies, and peacekeeping 
in nonhuman primates (King et al. 2009; Sumpt-
er 2010).

Among humans, similar kinds of coordination 
problems also result, predictably, in the emer-
gence of leader–follower relations. This occurs 
quickly and spontaneously, and does so across 
many different situations and cultures, suggest-
ing evidence for adaptation (Brown 1991). Of 
course, the exact system of leadership varies 
across different situations. There is evidence for 
both highly democratic leadership structures and 
highly despotic leadership structures in humans, 
which may represent different adaptive solutions 
to various local group conditions. For instance, 
dictatorial leadership might have emerged in 
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response to immediate crises where quick and 
decisive actions were required (Van Vugt 2009).

Transactive Memory

Another coordination device that may have 
evolved to support group coordination is the 
transactive memory system. Wegner (1987) ar-
gued that groups can store and process more 
information than individuals because they can 
share the responsibility of knowledge storage. 
However, in order to retrieve the information ef-
ficiently, a shared knowledge system must exist 
that identifies who in the group knows what—
a transactive memory system. Once such a sys-
tem exists, each individual member only needs 
to store information for which they are respon-
sible, easing the memory load on each member, 
but increasing the total amount of information 
available to the group. Division of cognitive 
labor is common in social insects; one famous 
example is the honeybee waggle dance displayed 
by scout bees, a group decision-making device 
for house hunting (Seeley 2010). Research on 
humans also suggests that members working in 
the same group often specialize in different areas, 
and group members are very quick at recogniz-
ing and using each other’s expertise (Littlepage 
et al. 2008). Experts not only have more infor-
mation on their respective topics, but they are 
also the ones who are responsible for storing new 
information in their areas of expertise. A set of 
experiments by Moreland et al. (1996) showed 
that teams performed better on a group task to 
the extent that the team members divided their 
cognitive tasks better. Furthermore, members of 
teams with better transactive memory systems 
also trusted each other’s expertise more. There 
is also evidence that such systems begin to form 
quite quickly through normal group interaction 
(Moreland et al. 1996).

Structural and Social Focal Points

The game-theoretic concept of focal points dis-
cussed by Schelling (1960) plays an important 

role in group coordination. Early work had shown 
that certain game solutions (e.g., equal out-
comes—see “Social Exchange” section below) 
tend to receive greater support than would be 
expected by rational game-playing assumptions 
(Komorita and Chertkoff 1973). Schelling argued 
that such outcome distributions “stood out” and 
were salient because of their normative or focal 
nature. It appears that humans may have learned 
to use some specific structural characteristics 
of their environments to help coordinate action 
(e.g., meeting in the center of the village or at the 
water’s edge). More recent research has shown 
that “social focal points” are also useful in coor-
dinated action (Abele and Stasser 2008). Thus, 
normative preferences among the group mem-
bers or exhibited by high-status members (lead-
ers) can be used to guide action in ambiguous 
situations. Abele and Stasser (2008) showed that 
people were quite good at coordinating actions 
around social focal points and successful coor-
dination led to greater liking among group mem-
bers. More recent research (Abele and Chartier 
2012) has also shown that groups are substan-
tially better than individuals at locating and using 
social focal points. The superiority of groups in 
this regard seems to stem from both majority pro-
cesses as well as the group’s ability to recognize 
appropriate focal points even when proposed by 
a single group member (see related discussions 
under “Group Decision Making”).

Following Group Norms

Group norms can also be helpful for coordinating 
behavior. Recent research has supported the idea 
of evolved hormonal mechanisms to insure great-
er conformity to in-group norms (Stallen et al. 
2012). Participants in their study were adminis-
tered either oxytocin or a placebo and were asked 
to rate stimuli in terms of attractiveness. They 
were also shown ratings of each symbol by both 
in-group and out-group members. When ratings 
differed for the in-group and out-group, partici-
pants’ ratings were more similar to the in-group 
ratings but only when administered oxytocin. 
Thus, a hormone that has been linked to in-group 
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trust and cooperation (Kemp and Guestella 2011) 
also seems to help coordination by enhancing 
norm-abiding behavior.

Social Exchange

Social exchange—cooperation for mutual ben-
efit—is a pervasive and culturally universal 
feature of human group life. Exchanging vital 
resources with others is fundamental for any gre-
garious species, yet humans are unique in being 
able to establish large-scale cooperation with 
genetically unrelated individuals. Social norms 
related to cooperation are robust across various 
cultures, ranging from hunter–gatherer, horticul-
tural, tribal, and agricultural, to highly industrial-
ized societies (Henrich et al. 2004). Such norms 
specify how individuals should behave in group 
situations where incentives for free riding exist, 
including when to cooperate, how to distribute 
group outcomes, and how to punish uncoopera-
tive group members.

Cooperation Norms

Human collective action is often governed by 
a norm of “conditional cooperation” (Fehr and 
Fischbacher 2004). This norm dictates that an 
individual should cooperate if other group mem-
bers cooperate, but is not required to cooperate if 
others defect. Fischbacher et al. (2001) examined 
participants’ willingness to contribute in a one-
shot public-goods experiment as a function of 
the average contribution of the other group mem-
bers. Despite the economic incentives to free ride 
(i.e., contribute nothing), 50 % of the participants 
matched their contributions with the average con-
tribution of other members. Furthermore, when 
participants simply observed the interaction of 
two players in a Prisoner’s Dilemma game, they 
spent their own endowments to punish players 
who defected unilaterally, but not players who 
defected bilaterally (Fehr and Fischbacher 2004). 
This pattern indicates that the norm of condition-
al cooperation (“unilateral defection is not ac-

ceptable”) is enforced by neutral observers. Such 
selective sanctioning includes not only physical 
punishment but also social exclusion, collective-
ly denying the violator’s access to interpersonal 
relations in a group (Sasaki and Uchida 2013).

The evolutionary perspective suggests a novel 
hypothesis about the psychological mechanisms 
underlying enforcement of cooperation norms. 
Given that exchanges of valuable resources occur 
mainly within groups, violations of cooperation 
norms committed by another in-group member 
should be considered more serious than those 
committed by an out-group member. If this is the 
case, then noncooperative behavior by in-group 
members should be punished more severely than 
noncooperative behavior by out-group members. 
Using the third-party punishment paradigm, Shi-
nada et al. (2004) confirmed this prediction.

Distribution Norms

Distribution norms refer to a set of shared beliefs 
that prescribes how resources should be distrib-
uted among group members. Evidence suggests 
that motives for egalitarian sharing often oper-
ate strongly in resource distribution (Fehr and 
Schmidt 1999; Kameda et al. 2010). For exam-
ple, results from numerous one-shot Ultimatum 
Game experiments indicate that modal offers by 
a proposer for a responder’s share are around 
40–50 % and that offers in this range are rarely 
rejected (Camerer 2003). Although there are 
some cultural differences (Henrich et al. 2004), 
extremely small offers (1–10 %) are rarely seen 
in ultimatum bargaining experiments conducted 
in a wide range of contexts, including primordial 
as well as industrialized societies. Violators of 
the egalitarian distribution norm are also pun-
ished. Henrich et al. (2006) conducted a third-
party punishment experiment, where participants 
could spend their own endowments to punish an 
unfair proposer in the Ultimatum Game. The ex-
perimental results from 15 diverse populations 
showed that costly punishment as a third party 
was common, although the magnitude of punish-
ment varied substantially across cultures.
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Ethnographic studies show that egalitarian 
sharing of hunted meat constitutes a core feature 
of hunter–gatherer life. Compared to collected 
resources (e.g., cassava), hunted meat is often 
subject to communal sharing. Kaplan and Hill 
(1985) argued that the sharing system, once es-
tablished, functions as a collective risk-reduction 
device. While acquisition of collected resources 
is relatively stable and dependable, acquisition 
of meat is a highly variable, uncertain event. By 
including many individuals in the sharing group, 
the variance in meat supply decreases exponen-
tially (Gurven 2004). This may imply that our 
minds are built to be highly sensitive to cues 
of uncertainty in resource acquisition. Kameda 
et al. (2002) showed that such uncertainty cues 
promoted people’s willingness to share with oth-
ers beyond their personal distributive ideologies. 
Using an evolutionary game model, Kameda 
et al. (2003b, 2005) analyzed how such psycho-
logical mechanisms contribute to solving the 
free-rider problem inherent in egalitarian sharing 
(see also Kameda et al. 2013 for the neural basis 
of the egalitarian-sharing norm).

Status

Competition for status, especially among males, is 
a robust phenomenon across cultures (e.g., Geary 
et al. 2004). Even in modern ad hoc groups such 
as juries, status competition is often observed, 
where some jurors “show off” their toughness 
for the purpose of establishing their prestige in 
the group, while sacrificing factual discussions 
about the case (Hastie et al. 1983). Evolution-
arily, with increases in the size and complexity 
of social groups, competition for scarce resources 
including food, water, and mates would have in-
tensified, paving the way for the emergence of 
status hierarchies (Boehm 1999; Dunbar 2004). 
To climb the group hierarchy or maintain one’s 
current status in the group (and thus secure privi-
leged access to scarce resources), one would 
need to closely monitor one’s relative standing 
in the hierarchy and behave strategically in group 
interactions.

Signaling and Status Emotions

Along with other group-living animals, humans 
display various cues to signal their relative status 
to others. For example, nonverbal cues such as 
a firm handshake, a poised posture, gaze main-
tenance, and taking initiatives in conversations 
are among the characteristics of high-status in-
dividuals when they interact with others. Some 
of these cues are culture specific, but other cues 
(e.g., poised posture, gaze maintenance) are eas-
ily recognizable even by outsiders who do not be-
long to the culture (Ridgeway et al. 1985), which 
may suggest that they have evolutionary origins.

Besides sensitivities to subtle status signals 
displayed during interaction, our own emotional 
experiences are also closely linked to changes 
in relative status in a group. For example, when 
people experience a status gain (e.g., winning an 
award), they tend to feel pride. Recent research 
has shown that, like the “basic” emotions, pride 
is associated with a distinct, universally recog-
nized, nonverbal expression, which is spontane-
ously displayed during pride experiences (Tracy 
and Robins 2004). It has also been argued that 
self-esteem may be an evolved internal gauge 
(“sociometer”) that monitors people’s standing in 
a group and motivates actions when people feel 
their status is threatened (Leary 1999).

Competitive Altruism

When individuals can select social exchange 
partners freely in a group, status competition can 
arise for establishing a reputation as a generous 
person. This phenomenon is called competi-
tive altruism (Barclay and Willer 2007; Roberts 
1998), as people compete to be chosen as ex-
change or coalition partners through their gener-
osity. The anthropological literature documents 
many examples of ostentatious public displays of 
altruism and generosity. Experimental evidence 
also shows that generous individuals receive 
more status than nongenerous individuals and are 
preferred as group leaders (Hardy and Van Vugt 
2006).
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Competitive altruism requires psychological 
mechanisms to monitor and enhance one’s rela-
tive standing in a group in terms of generosity. 
People are highly sensitive to social cues that 
suggest their reputation is under scrutiny. For ex-
ample, experimental evidence shows that people 
behave more generously when they think they 
are being watched by others (Bateson et al. 2006; 
Haley and Fessler 2005). Men also behave more 
generously to a stranger when they are watched 
by a potential female partner (Iredale et al. 2008).

Group Cohesion

Group cohesion has been defined as “the resul-
tant of all forces acting on the members to remain 
in the group” (Festinger 1950, p. 274). In light of 
the importance of staying together as a unit in a 
hostile environment, our ancestors had to evolve 
mechanisms to preserve social cohesion. Further-
more, as human social networks increased in size 
and complexity over the course of human evolu-
tion, we would expect these bonding mechanisms 
to have become increasingly sophisticated. To 
maintain group cohesion would require special-
ized mechanisms to recognize oneself and others 
as belonging to the same group as well as mecha-
nisms to feel emotionally connected with others 
in increasingly large groups (Kameda et al. in 
press).

Social Identity

Thinking of people who are not necessarily 
around each other all the time as belonging to 
the same group requires the capacity for sym-
bolic thought, through which language or rituals 
become markers of shared group membership. 
A symbolic social identity allowed our ances-
tors to connect with a larger, spatially distrib-
uted network of individuals, and this may have 
been quite helpful in sharing resources as well 
as in competing with other groups. Human social 
identity is highly group based, and people spon-
taneously make “us versus them” categorizations 
(Tajfel and Turner 1979). Preserving group co-
hesion also requires a deeply ingrained sense of 

group loyalty, whereby individuals are prepared 
to forego attractive alternatives in favor of stay-
ing with their group.

Religion, Music, and Dance

Humans seem to have many specialized behav-
ioral mechanisms for fostering group cohesion, 
which may have deep evolutionary roots. Reli-
gion, for instance, is an effective method to pro-
mote cohesion between strangers and mobilize 
them for joint action on behalf of a group (Atran 
2002). Similarly, dance and music have ancient 
historical origins; according to evolutionary an-
thropologists, these activities may have evolved 
as adaptations for connecting large networks of 
genetic strangers (Dunbar 2004).

Group Decision Making

Along with our highly sophisticated faculty for 
language, the complexity, variety, and ubiquity 
of group decision making across many societies 
may seem to indicate that “real” group decisions 
are uniquely human. However, recent research 
on animal behavior suggests that this is not the 
case. Group decision making seems to be com-
mon in the animal kingdom as well, including 
social insects (e.g., ants, termites, honeybees), 
fish, and some mammals (Conradt and List 2009; 
Seeley 2010). Although “animal group decision 
making” may look more like an automated self-
organization than a deliberate coordination, the 
social aggregation processes (e.g., honeybees’ 
waggle dances to recruit more fellow searchers) 
are in fact highly coordinated, and often lead to 
efficient group-level outcomes. Evidently, some 
well-structured social-coordination mechanisms 
that yield collective wisdom are an outcome of 
natural selection (Kameda et al. 2012).

Despotism versus Democracy

What is the primary evolved decisional structure 
that enables collective wisdom in honeybees and 
in some other animals? Conradt and Roper (2003) 
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compared two contrasting structures, “despo-
tism” and “democracy,” in the animal kingdom. 
Using a stochastic model, they showed that dem-
ocratic decisions usually yield better fitness out-
comes to group members than despotism—even 
when the despot is the most experienced group 
member, it pays other members to accept the 
despot’s decision only when group size is small 
and the difference between their own and the des-
pot’s information is large. These findings may be 
extendable to human group decision making as 
well. Most naturally occurring environments for 
humans as well as other animals are character-
ized by large statistical uncertainties. Given that 
no single individual (despot) can handle these 
uncertainties alone, even if highly experienced, 
the more viable and reliable decisional structure 
in the long run is to use groups as an aggrega-
tion device. By aggregating members’ opinions, 
random errors in individual perceptions and 
judgments under uncertainty are cancelled col-
lectively, as implied by the law of large numbers 
in statistics (Surowiecki 2004).

A recent study compared several decision 
rules differing in computational load in terms 
of their net efficiencies under uncertainty (Has-
tie and Kameda 2005). These included the Best 
Member (“despotism”) rule and the Majority 
(“democracy”) rule. Results from both computer 
simulations and laboratory experiments showed 
that the majority rule fared quite well, perform-
ing at levels comparable to much more compu-
tationally taxing rules. Furthermore, the major-
ity rule outperformed the despotic best-member 
rule, even when members were not forced to 
cooperate for the group endeavor and free riding 
was possible (Kameda et al. 2011).

The Robust Beauty of Majority Rules

These results indicate that, despite its computa-
tional simplicity, the majority rule can achieve 
surprisingly high levels of performance (see also 
Wolf et al. 2013; Kameda and Nakanishi 2003 
for individual computational algorithms required 
for the “wisdom of crowds” phenomenon at the 
collective level). Such observations may explain 
the popularity of the majority rule across the full 

spectrum of human groups, from hunter–gatherer 
and tribal societies (Boehm 1999) to modern in-
dustrial democracies (Kerr and Tindale 2004), as 
well as the animal cases in which democratic de-
cisions are often more beneficial than despotism 
(Conradt and Roper 2003). Of course, phyloge-
netically, humans are quite distant from honey-
bees and other “lower” species. Yet, the striking 
similarities in decision styles between the two 
most social species on the earth suggest that hu-
mans and honeybees have evolved structurally 
similar group aggregation mechanisms (i.e., uti-
lizing the law of large numbers) to solve similar 
adaptive problems such as foraging. Dealing with 
uncertainty is the key challenge underlying the 
evolution and use of these mechanisms (Kameda 
et al. 2012; Wolf et al. 2013).

Social Sharedness

The majority processes discussed above can be 
seen as prime examples of “social sharedness” 
(Kameda et al. 2003a; Tindale and Kameda 
2000). Social sharedness is a term for the phe-
nomena associated with shared cognitions and 
preferences playing an inordinate role in group 
decision making and problem solving. Major-
ity rules are an instantiation of sharedness at the 
preference level. However, there is now a large 
amount of evidence that shared knowledge and 
motives can play important roles in how groups 
reach consensus. It is often through shared cog-
nition and information that groups can perform 
even better than simple majority processes (e.g., 
a minority faction being able to use such infor-
mation to “demonstrate” the correctness of their 
position to a majority that had previously co-
alesced around a less-than-optimal alternative; 
see Laughlin 2011; Tindale et al. 2012).

Intergroup Relations

A final problem that both modern humans and our 
ancestors have faced is how to deal with mem-
bers of other groups. As population densities in-
creased in human evolution, so did the likelihood 
of contact and competition for scarce resources 
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with members of rival groups. Interactions with 
out-groups provided opportunities for beneficial 
exchange of resources such as food, mates, and 
information, but could also be a source of tension 
and conflict over the same resources. As a conse-
quence, humans likely possess highly specialized 
mechanisms that enable them to reap the benefits 
of intergroup relations while avoiding the costs.

Fear of Strangers

As part of this evolved intergroup psychology, 
humans are often relatively suspicious and even 
fearful of strangers. Fear of strangers is an innate 
response observed among young children. Fear 
is strongest toward out-group males, presumably 
because they constituted a considerable physical 
threat in ancestral times (McDonald et al. 2012). 
Beyond the physical threat out-groups posed in 
ancestral environments, there was also the threat 
of unfamiliar diseases. A recent study showed 
that ethnocentrism is strongest among women 
who are in the early stage of pregnancy, presum-
ably because they (and their fetus) are most at 
risk of catching a disease (Navarrete et al. 2007).

Intergroup Aggression and Warfare

An adaptive solution to intergroup competition is 
engaging in organized violence against members 
of out-groups. Humans and chimpanzees use co-
alitional aggression to gain access to reproduc-
tively relevant resources, such as territories and 
mates (Brosnan et al. 2009). In both species, such 
coalitions usually consist of males, arguably be-
cause males have more to gain from participating 
in intergroup conflict—what has been dubbed the 
“male warrior hypothesis” (Van Vugt 2009). Re-
search on the male warrior hypothesis indicates 
that men are more “tribal” than women: They 
are more aggressive in intergroup encounters 
and have a stronger inclination to dehumanize 
out-group members. Men are also more likely to 
make sacrifices on behalf of their group during 
intergroup conflict (Johnson et al. 2006; Lehm-
ann and Feldman 2008; Van Vugt et al. 2007). 

Consistent with the male warrior hypothesis, a 
recent study suggests that physically formidable 
men have a stronger preference for intergroup 
aggression and warfare than do less formidable 
men (Sell et al. 2009).

Recent game theoretic simulations are con-
sistent with the ideas of in-group sacrifice and 
out-group aggression (Choi and Bowles 2007). 
Their simulations showed that neither societies 
made up of mainly pure aggressors nor pure al-
truists survived well over time. However, soci-
eties with mainly “parochial altruists” (members 
who sacrifice for in-group members, but shun or 
aggress against out-group members) proved to be 
evolutionarily stable (Bernhard et al. 2006; for 
contrasting perspectives, arguing that out-group 
hostility may not be essential for evolution of 
in-group cooperation, see Fu et al. 2012; Mifune 
et al. 2010; Simunovic et al. 2013). More recent 
work has begun to isolate the physiological and 
neurological correlates of these phenomena, and 
has shown that oxytocin helps to regulate co-
operation toward in-group members (De Dreu 
et al. 2010). Thus, behaving in ways that favor 
in-group welfare appears to be adaptive for both 
the group and the individuals that depend on it.

The Promise of an Evolutionary 
Science of Group Dynamics

An evolutionary approach to group behavior can 
be fruitful in at least four different ways. First, 
an evolutionary perspective can provide a more 
complete understanding of particular group pro-
cesses by asking fundamental questions about 
the functions, origins, and evolution of these 
phenomena. A more complete account inevitably 
follows from rigorous attempts to establish con-
ceptual linkages between evolutionary processes 
operating on ancestral populations and psycho-
logical processes operating within contemporary 
groups.

Second, an evolutionary perspective can help 
overcome biases and blind spots in the study of 
groups. For example, it strikes us as odd that the 
social psychology literature on group decision 
making often focuses on what is wrong with 
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groups, disregarding the fact that the group is 
the natural environment for humans. Examples 
include research on groupthink, brainstorming, 
group polarization, and information sharing. A 
cursory reading of these literatures all too easily 
suggests that people are poor collective decision 
makers. Any such conclusion, however, is inac-
curate (or, at the very least, overly simplistic), 
and we believe that an evolutionary perspective 
can produce more sophisticated and accurate 
conclusions about group decision making.

Third, an evolutionary approach is useful in 
yielding novel hypotheses about group behav-
iors. As seen in this chapter, evolutionary reason-
ing has led to a number of new hypotheses about 
traditional group topics such as status, confor-
mity, and social influence, which are unlikely to 
have been stimulated by other theoretical frame-
works (Kenrick et al. 2003).

Finally, an evolutionary approach can expand 
the boundaries of scientific inquiry on group 
dynamics by suggesting important group phe-
nomena that have previously received little, if 
any, attention from group researchers. Laughter, 
language, gossip, dance, music, sports, culture, 
and religion are increasingly being understood as 
group-level adaptations, that is, as manifestations 
of psychological processes that connect individu-
als to each other in large and diverse groups, and 
these insights have benefited from evolutionarily 
informed inquiry.

In short, an evolutionary perspective rein-
forces our awareness that group dynamics are 
fundamental to the study of human nature. Fur-
thermore, it provides a set of conceptual and em-
pirical tools that can be used to understand and 
describe group processes more completely and 
accurately.
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In mythology, novels, and the trenches of every-
day life, humans frequently make exceptional 
sacrifices to help their close friends. Pythias of 
Greek legend escaped pirates and swam through 
miles of treacherous seas to save his best friend 
Damon from execution (Raschen 1919). In the 
Chinese historical novel Snow Flower and the 
Secret Fan, Snow Flower shelters her best friend 
for months after she loses her family during the 
Taiping Rebellion (See 2009). Such exceptional 
aid is not limited to fiction. Among nineteenth-
century maritime traders off the coast of Papua 
New Guinea, specially designated friends pro-
vided safe harbor and lodging in otherwise hos-
tile territory (Malinowski 2003). In East Africa, 
Maasai herders cultivate selective, enduring rela-
tionships, called osotua, in which partners share 
valuable animals with each other when needed 
(Cronk 2007). Indeed, across documented human 
groups, people regularly cultivate enduring social 
ties like close friendships which are grounded in 
selective and exceptional help (Hruschka 2010).

There is remarkable diversity in the ways 
that people build and maintain these friend-
ships (Adams et al. 2004; Bell and Coleman 
1999; Hruschka 2010). In some societies, par-
ents and elders arrange friendships in the same 
way they arrange marriages. Friendships can be 
cemented with official rituals and they can also 
require formalized procedures—something like 
divorce—to terminate. The kinds of help that are 
found to be acceptable also varies. Is it accept-
able to lend large sums of money to friends? Is 
it acceptable to lie for friends in a court of law? 
Is it acceptable not to? Answers to these ques-
tions can change from place to place and person 
to person (Hruschka 2010). Given the diversity 
in how people define friendship, how they build 
friendships, and how friends help each other, one 
might ask whether it is possible or useful to put 
all of these relationships under a single umbrella 
called “friendship.” However, in the face of this 
diversity, there is a common set of features which 
reliably co-occur in relationships across human 
societies. Specifically, people regularly build se-
lective and enduring relationships with individu-
als (who may or may not be genetic kin). Partners 
in these relationships express selectively positive 
feelings and goodwill toward each other and they 
aid these partners in exceptional ways (Hruschka 
2010). Here, we refer to such relationships as 
friendships.

The fact that this suite of relationship features 
arises reliably across most (if not all) human pop-
ulations raises numerous evolutionary questions. 
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In the short run, what psychological machinery 
helps people identify who is and who is not a 
friend and how do people choose to bestow ex-
ceptional aid to those they classify as friends? 
At longer timescales, how do people cultivate 
relationships that prepare them to provide such 
special help in times of need? At the deepest time 
scales, what general or specific evolutionary 
challenges might have selected for the capacities 
and propensities needed to make these tough de-
cisions?

In the past two decades, evolutionary schol-
ars have proposed a number of answers to these 
questions. To sort through these explanations for 
increased helping among friends, we first outline 
current theories and parse how these theories dif-
fer and converge in their answers to the above 
questions. We then review how well these dif-
ferent answers fit existing evidence from anthro-
pology, psychology, and behavioral economics. 
Finally, we examine how these different theories 
account or fail to account for other aspects of 
human friendships—including the dark side of 
friendship—which may not be directly related to 
mutual aid.

Algorithms, Cues, and Signals in the 
Decision to Help Friends

Ethnographic and experimental data collected 
from around the world show that people are 
often willing to bear substantial costs to help 
their friends (Hruschka 2010). Without some 
long-term reproductive return to such sacrifice, 
it is not immediately clear how such behaviors 
could have withstood the multiple trials of natu-
ral selection. To solve this puzzle, evolutionary 
accounts identify how such decisions, and the 
underlying decision-making mechanisms, might 
have regularly provided a positive net return on 
investment. From a computational perspective, 
we might ask what kind of algorithm could pre-
vent exploitation and ensure that one on aver-
age reaps a net reward from sacrifices made for 
friends (Tooby and Cosmides 1996)? Since al-
gorithms depend on inputs and ways of handling 
those inputs, each theoretical algorithm makes 

specific predictions about the kinds of cues and 
signals to which individuals should attend when 
making these decisions.

Backward-Looking Algorithms

A natural workhorse worth trotting out at this 
point is the classic algorithm based on tit-for-tat 
helping (Axelrod and Hamilton 1981). According 
to this algorithm, one pays attention to past help 
provided by a partner when making the choice to 
help in the future. Specifically, if a friend helps 
us, that makes us more likely to help that friend 
next time around. Conversely, if the friend fails 
to help, then we will reciprocate with neglect in 
the future. Numerous modeling exercises and 
behavioral experiments have shown that follow-
ing some form of tit-for-tat algorithm is a cheap 
and efficient way of enforcing cooperation be-
tween relative strangers. Using this cue, an agent 
quickly breaks off draining interactions with an 
exploitative partner. A related algorithm which 
also focuses directly on past acts of helping uses 
as input the long run balance of favors between 
oneself and one’s partner. A person engaging in 
such balance-dependent helping would estimate 
the balance of past favors and would then choose 
to help based on how lopsided the balance had 
recently been in the friend’s favor. Each of these 
algorithms—tit-for-tat and balance-dependent 
reciprocity—relies on tracking help provided and 
received by a friend as a guide to current or future 
behaviors.

Reputational or Forward-Looking 
Algorithms

More proactive algorithms do not simply depend 
on past behaviors, but assess how generosity to-
ward a person could shape future events. If the 
link between current actions and the future ef-
fects of those actions is sufficiently tight, then 
the decision to help should be based on the rela-
tive consequences of helping versus not helping. 
For example, we might choose to help a friend 
to increase the likelihood of receiving help from 
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that friend in the future. This is perhaps the most 
straightforward example of forward-looking al-
gorithms, but would-be-helpers can also con-
sider other indirect future benefits. For example, 
if people are attracted to generous partners, then 
one may be generous to a friend in order to attract 
more potential partners and selectively cultivate 
relationships with the most generous of the crowd. 
This is precisely a prediction from biological mar-
kets theory which envisions that individuals are 
continually engaged in an open market for good 
quality partners (Barclay 2013; Noë and Ham-
merstein 1995). According to this theory, helping 
a friend is a signal to other people that they should 
be friends with you. Whether trying to shape the 
future behavior of a friend or the future behavior 
of others, a key prediction of these reputational 
theories is that people should pay attention to the 
visibility of a good deed to relevant parties so that 
they can acknowledge and act on it.

Kin Detection Algorithms

A third kind of algorithm that potentially under-
writes helping among friends may have been 
originally designed to send benefits to closely 
related kin. According to the kin detection ar-
gument, in early human societies where people 
were putatively surrounded by close kin, one 
could use proximity and frequent interaction as 
a cue to shared genes (Ackerman et al. 2007). 
Indeed, individuals appear to use cues of co-
residence and closeness, as well as phenotypic 
similarity, to infer kinship (DeBruine 2005; Li-
eberman et al. 2007; Park and Schaller 2005) 
and are consequently less attracted to individuals 
raised in close proximity to themselves, a phe-
nomenon known as the Westermarck effect (Park 
and Ackerman 2011). In the modern world where 
people interact on a regular basis with non-kin, 
this algorithm frequently misfires, sending costly 
benefits to unrelated individuals who we mistake 
as kin (e.g., our friends). Thus, according to this 
hypothesis, we provide exceptional aid to close 
friends because we mistake them for close ge-
netic kin.

Theory of Mind Algorithms

The final kind of algorithm focuses on signals 
of a partner’s intentions and feelings about the 
relationship. If you know that your partner sees 
your relationship as valuable and difficult to re-
place, then you also know that that person will 
sacrifice substantial time and effort to protect you 
and to help you to survive through hard times. 
Your partner’s unique devotion to your relation-
ship in turn makes the relationship irreplaceable 
to you. Thus, you will make sacrifices to protect 
your partner so that when you need help in the 
future, your partner will be around and able to 
help you. The importance of such mutual signals 
arises from the notion of mutual irreplaceabil-
ity (Tooby and Cosmides 1996). This algorithm 
leads to a mutually reinforcing feedback loop 
that Tooby and Cosmides refer to as runaway 
friendship, whereby the fact that a partner sees 
you as irreplaceable makes that partner in turn 
irreplaceable to you (Tooby and Cosmides 1996). 
If people follow this algorithm, they should focus 
on how the other partner values the relationship 
relative to other relationships and how the partner 
signals relative devotion to this specific relation-
ship (e.g., through costly gifts and time). Partners 
in such runaway friendships may also use hard-
to-fake external focal points, such as the duration 
of the friendship, which both partners can use as 
an objective measure of the irreplaceability of the 
relationship. Given that there are very few people 
with whom we can claim a very long relation-
ship, this is a natural focal point for establishing 
mutual irreplaceability.

For What Purpose Were These 
Algorithms Designed?

At a deeper level, researchers have also asked 
why such algorithms might have arisen and for 
what specific evolutionary challenges they were 
potentially designed. Here, we review dominant 
hypotheses about the evolutionary challenges 
giving rise to exceptional aid among friends.
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Mutual Aid Hypotheses

Mutual aid hypotheses propose that the capacity 
and propensity to cultivate friendships and selec-
tively help friends solved problems of organizing 
mutual aid in a number of arenas. These include 
helping partners when sick (Sugiyama 2004), 
helping buffer food shortages, helping partners 
gain access to scarce and novel resources (e.g., 
water, safe haven in foreign groups, rare goods), 
and supporting partners during interpersonal 
conflicts (Descioli and Kurzban 2012; Hruschka 
2010; Tooby and Cosmides 1996). Within this 
large umbrella of mutual aid, several of the hy-
pothesized algorithms described above could un-
derwrite the specific acts of mutual aid.

Alliance Hypothesis

The alliance hypothesis is similar to mutual aid 
hypotheses. However, it focuses specifically on 
one kind of challenge: finding support during 
interpersonal and intergroup conflicts (DeScioli 
and Kurzban 2009, 2012). It rests on the premise 
that, “The apparent primary purpose of human 
coalitions is to outcompete other human coali-
tions” (Flinn et al. 2012, p. 70). Thus, the capac-
ity and propensity for friendship arose out of one 
specific kind of adaptive challenge, cultivating 
alliance partners who could provide protection in 
a world of competing alliances.

Competitive Altruism Hypothesis

The competitive altruism hypothesis (Roberts 
1998) arises from biological markets theory 
(Barclay 2013; Noë and Hammerstein 1995), 
which views friendship and other kinds of coop-
erative relationships as arising in a market where 
people compete for high-quality (e.g., generous) 
partners (Barclay and Willer 2007; Macfarlan 
et al. 2012; Sylwester and Roberts 2010). This 
perspective makes two assumptions: (1) individ-
uals differ in their level of quality, and (2) people 
prefer high-quality partners to low-quality ones 
(Nesse 2007). In discussions about friendship, 

the relevant personal quality is usually generosity 
or trustworthiness. When generous partners are in 
short supply, people will engage in bidding wars 
to be friends with hyper-generous individuals. 
Thus, hyper-generous individuals can be choosey 
about their friends. This in turn gives people an 
incentive to show off their generosity. According 
to biological markets theory and the competitive 
altruism hypothesis, exceptional generosity to-
wards a friend is intended for two audiences; on 
the one hand, it is an act of commitment to the 
current friend, on the other hand, it is a signal to 
others about one’s quality as a partner to attract 
more friends in the future.

Kin Confusion Hypothesis

A fourth possibility is that we help friends be-
cause we have been tricked into thinking that 
they share our genes. This is directly related to 
the proximate algorithm described earlier that 
attends to qualities of relationships, such as fre-
quency of interaction, proximity, and duration of 
the relationship, that would have been reliable 
cues to genetic kinship in the ancestral environ-
ment (Ackerman et al. 2007).

Empirical Findings on Friendship

Each of the theories outlined above give us ex-
pectations about how friendships are formed and 
how friends treat each other. Here, we examine 
these different theories in light of current data 
from anthropology, psychology, and economics, 
as well as the current understanding of how non-
human primates and other social animals culti-
vate selective, enduring relationships.

Psychological and Neurobiological 
Classification of Close Friends

Researchers in anthropology, psychology, and 
economics have independently identified “social 
closeness” as a key concept used by people to 
evaluate and describe their social partners and, 
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specifically, their friends (Aron et al. 1992; Jones 
and Rachlin 2006; Leider et al. 2009). Although 
most existing literature in the social sciences has 
framed such ranking in terms of spatial meta-
phors (e.g., “closeness,” “inclusion,” “merging,” 
“distance”), many languages also provide meta-
phors based on value (e.g., “dear,” “chere”) or or-
dinal ranking (e.g., “best,” “prio”) for comparing 
and classifying social partners (Hruschka 2010). 
Across a range of studies in different cultural 
settings and using different methodologies, per-
ceived social closeness to a partner consistently 
predicts how willing one is to sacrifice time or 
money for a partner (Goeree et al. 2010; Jones 
and Rachlin 2006; Leider et al. 2009; Strombach 
et al. in press). Feelings of closeness are also as-
sociated with our physiological responses to so-
cial interactions with others (Güroğlu et al. 2008). 
When thinking about a close partner (as opposed 
to a stranger) engaging in a disgusting act, people 
report less disgust, their heart rate changes less, 
and they engage in less avoidant behaviors (Peng 
et al. 2013). Observing a close friend’s (as op-
posed to a stranger’s) social exclusion activates 
brain regions involved in firsthand experience of 
the pain of exclusion (Meyer et al. 2013). Males 
do not experience elevated testosterone levels 
when they defeat close friends in competition in 
the same way they do when they beat nonfriends 
(Flinn et al. 2012). Moreover, sharing with a 
close friend more strongly activates brain regions 
associated with reward than does sharing with a 
stranger or a computer (Fareri et al. 2012).

Perceptions of social closeness are used to 
organize a range of relationships, including 
those with genetic kin and mates (Ackerman 

et al. 2007). Indeed, one possibility is that so-
cial closeness is the key psychological cue ac-
counting for heightened generosity across all 
of these relationships (Korchmaros and Kenny 
2001). This is an implicit or explicit assumption 
of many theories of close relationships (Brown 
and Brown 2006; Clark et al. 1986; Neyer et al. 
2011). Social closeness does appear to fully me-
diate the increased giving among self-described 
close and best friends (Hackman and Hruschka 
2013; Hackman et al. 2015). However, numerous 
studies have demonstrated a “kinship premium,” 
whereby people are more generous to genetic kin 
than non-kin at the same level of social close-
ness (Curry et al. 2012; Korchmaros and Kenny 
2001; Rachlin and Jones 2008). This suggests 
that people use cues other than social closeness 
when interacting with genetic kin (e.g., pheno-
typic similarity; Platek and Kemp 2009). Only 
one study to date has examined whether there is 
a comparable “mate premium,” whereby people 
are more generous to mates than other non-kin at 
the same level of social closeness (Hackman et al. 
2015). Figure 20.1 illustrates the current state of 
knowledge on how social closeness mediates the 
increased generosity observed in specific kinds 
of relationships. The sum of current—though 
limited—evidence suggests that social closeness 
is the key mediator of increased helping among 
friends, but that other mechanisms are involved 
in detecting genetic kin. Thus, if increased help-
ing among friends is a misfiring of kin detection 
systems, it only recruits one part of those sys-
tems, and specifically those systems involved in 
evaluations of social closeness.

Mate 

Non-kin 
Friend 

Gene�c kin 

Closeness Generosity

Other cues 
Kinship premium

?Other cues? 
?Mate premium?

Fig. 20.1  Mediators of increased generosity among specific kinds of relationships
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Closeness completely mediates increased 
helping among non-kin friends, but other cues 
appear to be important among genetic kin (thus, 
the kinship premium) and may also be important 
among mates.

Given the link between feelings of closeness 
and willingness to help in both real and hypothet-
ical scenarios, and understanding how the brain 
reckons closeness is a key piece in understand-
ing the evolutionary origins of the proximate ma-
chinery of friendship. Current research suggests 
that the assessment of closeness seems to recruit 
similar brain networks as assessments of physical 
distance from self (Yamakawa et al. 2009) and 
perhaps physical warmth (Ijzerman et al. 2013). 
Interesting parallels between temporal discount-
ing (giving less to temporally far than temporally 
close selves) and social discounting (giving less 
to socially far than socially close selves) also 
suggest one possible origin for the social dis-
counting system (Jones and Rachlin 2006; Pronin 
et al. 2008). Given that temporal discounting is 
phylogenetically ancient (Chung and Herrnstein 
1967), this could be the basis for social discount-
ing in humans and perhaps other social animals. 
However, more research is needed to determine 
if this connection relies on common neural sub-
strates or is simply an interesting analogy.

How such cues of social closeness are neural-
ly represented and processed are still not clearly 
understood. However, a number of recent neuro-
imaging studies that have examined the neural 
correlates of viewing social partners suggest that 
images of non-kin friends activate only a subset 
of the brain systems recruited when viewing ei-
ther long-term pair bonds or close genetic kin. 
Specifically, the one functionally relevant system 
commonly activated by all three kinds of social 
partners is the periaqueductal gray, a region with 
a high density of vasopressin receptors and one 
also recruited when thinking about unconditional 
love (Acevedo et al. 2012; Cacioppo et al. 2012). 
As with the kinship premium, it appears that 
friendship recruits a few neurobiological systems 
used for genetic kin and pair bonds, but as of yet 
there do not appear to be any unique systems 
dedicated to friendships per se (Platek and Kemp 
2009).

Decisions to Help Friends and 
Responses to Help Seeking

Humans weigh many factors when choosing to 
help others, whether they are close friends, fam-
ily, or strangers. For example, they can consider 
how it will affect their reputation, whether they 
will be punished for not helping, and how much 
the other person needs it. Our goal here is not 
to understand why humans help any Joe off the 
street, but rather why people provide exceptional 
aid to their friends, and especially their close 
friends. Specifically, why are people more likely 
to help close friends than acquaintances, strang-
ers, or distant family? When discussing decisions 
to help, it is important to distinguish between rec-
iprocity—a statistical observation of balance in 
transfers—and the decision mechanisms under-
lying such balance. For example, if we observe 
statistical balance, or “reciprocity,” in mainte-
nance behaviors among friends (Oswald et al. 
2004), this could conceivably be due to many of 
the decision algorithms proposed below.

Attention to Past Behaviors An important 
prediction of hypothesized algorithms based 
on strict reciprocity and balance is that people 
should pay close attention to their friends’ past 
behaviors and how much they contribute to joint 
tasks. Interestingly, a number of experiments in 
the USA and other countries have shown that 
friends are less sensitive to recent favors than are 
strangers when making decisions to help or to 
share. (Boster et al. 1995; Cronk 2007; Hruschka 
2010, pp. 21–24). One reason people may be less 
sensitive to past behaviors of friends is that they 
monitor their friends less. Indeed, when engaged 
in common activities where a partner can shirk, 
people are less likely to monitor the inputs of 
close friends than the inputs of strangers (Clark 
et al. 1986; Xue and Silk 2012). In short, the 
existing body of data provides no evidence that 
friends are more likely to pay attention to past 
behaviors or to reciprocate favors or sharing than 
are strangers or acquaintances. Thus, although 
strict reciprocity is an important mechanism 
underlying helping in humans, it is unlikely the 
mechanism underlying increased helping among 
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friends (Clark et al. 1986; Silk 2003). The limited 
data on long-term balance in relationships tells a 
similar story. Close friends attend less to long-
run balances of favors than do acquaintances in 
evaluating their relationship (cf. Hruschka 2010, 
pp. 24–25). Thus, current evidence suggests that 
algorithms based on simply keeping track of past 
favors are unlikely to be supporting the height-
ened generosity and helping among friends.

Attention to Future Consequences and Repu-
tation An important prediction of reputational 
algorithms is that the increased helping and giv-
ing to friends should attenuate when no one will 
find out what one did. When studies have taken 
away the possibility for reputation by making 
decisions anonymous, they do indeed find that 
people help less and give less when no one can 
see their actions. However, this effect applies 
equally to strangers and close friends and, even 
when one removes an audience, people are much 
more likely to help close friends than strang-
ers or acquaintances. In one recent experiment, 
researchers asked Harvard College students to 
identify up to ten mutual best friends on Facebook 
(Leider et al. 2009). Some students were desig-
nated “decision makers,” and over the course of 
several days the researchers asked them to make 
decisions to help particular partners (with real 
money provided by the experimenters). Some-
times they were asked about a close friend and 
sometimes about a distant friend-of-a-friend-of-
a-friend-of-a-friend. Sometimes the close friend 
would be informed about the donor’s identity, 
and sometimes they would remain anonymous. 
Moreover, since people could receive help from 
anyone in the experiment, it was never certain in 
the anonymous condition from whom one could 
have received help. The researchers found that 
making the donor’s identity known did increase 
helping and sharing by about 0–35 % over and 
above an anonymous situation. However, the 
effect of close friendship was much stronger, 
with people helping and sharing by 52–95 % 
more with close friends than with acquaintances. 
This was independent of any audience effects. 
We find similar effects of close friendship inde-
pendent of reputation in a range of tasks, includ-

ing trust (Vollan 2011) and giving games (Binzel 
and Fehr 2013a, b; Brañas-Garza et al. 2010), 
and across several cultural contexts, including 
Egypt, Namibia, Spain, and the USA. Moreover, 
these effects are similar whether the close friend 
or a third party is the audience (Vollan 2011). 
This suggests that people do indeed pay attention 
to whether someone is watching when choosing 
to help people, but that this is relatively unrelated 
to the increased help and support given to close 
friends.

Attention to Cues of Kinship Several lines of 
evidence also suggest that people’s decisions to 
help genetically related kin are fundamentally 
different from non-kin. For example, the likeli-
hood of helping genetic kin goes up as the cost 
of help increases, while the likelihood of helping 
friends (even close friends) goes down (Stewart-
Williams 2007; Xue 2013). Thus, the cost of help 
has the opposite effect on helping among genetic 
kin and non-kin. Another recurring finding in 
studies of helping is the “kinship premium.” 
People are on average more likely to help close 
genetic kin (e.g., siblings, parents) than non-kin 
partners even when they feel the same level of 
emotional closeness (Curry et al. 2012; Korch-
maros and Kenny 2001; Rachlin and Jones 2008). 
Interestingly, there is no comparable “friendship 
premium,” as all of the increased giving among 
self-described friends, close friends, and best 
friends can be explained by how emotionally 
close people feel (Hackman and Hruschka 2013; 
Hackman et al. 2015). Finally, the relative need 
of a partner appears to influence helping among 
genetic kin more than among non-kin (Hack-
man and Hruschka 2013). These findings suggest 
that mechanisms in place for helping genetic kin 
operate over and above the mechanisms involved 
in helping close friends, and sometimes in dif-
ferent ways (such as the role of cost and need in 
decision making).

Attention to a Partner’s View of the Relation-
ship Theory of mind hypotheses suggest that 
people should pay close attention to cues that a 
partner finds the relationship irreplaceable, valu-
ing the relationship over and above other rela-



262 D. Hruschka et al.

tionships. Cues of replaceability would include 
the duration of the relationship as well as how 
much one’s partner values and needs the rela-
tionship. In line with this hypothesis, individuals 
often have relative rankings of partners in terms 
of social or emotional closeness, which may be 
an internal cue to assess the relationship (DeSci-
oli and Kurzban 2009; Schino and Aureli 2009). 
This assessment of closeness is associated with 
the duration of the relationship, and it is related to 
how much one sees a partner valuing the relation-
ship (DeScioli and Kurzban 2009). For example, 
in a series of studies in the USA and Japan, Niiya 
et al. (2006; Niiya and Ellsworth 2012) found 
that people were more upset and felt less close to 
friends if they found out their friend needed help, 
but instead asked someone else for help. These 
findings suggest that people’s assessment of 
closeness depends in an important way on cues to 
how irreplaceable a partner sees the relationship.

Cultivation and Maintenance of 
Relationships

The different hypotheses described above also 
make predictions about how people choose part-
ners and cultivate relationships.

Homophily on Generosity One unique predic-
tion from the competitive altruism model is that 
friends will be more similar to each other on their 
baseline generosity—how generous they are to 
people in general. This prediction is based on the 
assumption that baseline generosity is perceived 
as a good indicator of friend quality. Berecz-
kei et al. (2010) used costly signaling theory to 
show that baseline generosity, measured as chari-
table donations to an unfamiliar person, were 
associated with an increased likelihood of being 
selected as a good friend candidate (Bereczkei 
et al. 2010). Thus, increases in baseline gener-
osity tend to improve others’ perceptions of the 
friend quality of the individual. In an experi-
mental study among undergraduates, Schaefer 
(2012) found that manipulating partner quality 
in a competitive partner marketplace resulted in 
homophily on partner quality. Importantly, this 

homophily emerged through the selective recipro-
cation exercised by the high-quality individuals. 
This works shows clearly that in a competitive 
marketplace, homophily on generosity can arise 
when high-quality individuals exercise selective 
cultivation of relationships. However, studies 
using social network data in naturalistic settings 
have produced mixed results. Leider et al. (2009) 
found positive assortment among friends in terms 
of giving to a stranger in a Dictator Game. How-
ever, based on people’s inability to predict their 
partner’s baseline generosity, Leider et al. (2009) 
argued that this resulted from influence of one’s 
social partners, rather than selection of generous 
partners. Using a Trust Experiment, Winter and 
Kataria (2013) confirmed this hypothesis, finding 
that friends are more similar in their trustworthi-
ness to a stranger only when they can observe 
their friends’ behavior. This suggests people do 
not select friends who display similar levels of 
baseline trustworthiness, but are rather influenced 
by the people they interact with. In another field 
experiment using the Dictator Game in Cairo 
slums, Binzel and Fehr found that altruistic pref-
erences were not significantly correlated among 
friends (Binzel and Fehr 2013a). Thus, current 
evidence from naturalistic settings does not pro-
vide much support for selection of friends based 
on baseline generosity.

Relational Aggression An understudied, but 
important, element of friendship is its “dark side,” 
including betrayal, ultimatums, jealousy, and rela-
tional aggression. Relational aggression is per-
haps the most discussed example of friendship’s 
dark side. Research on friendship dissolution sug-
gests that one of the primary reasons friendships 
dissolve is due to a third friend who enters into an 
existing dyad (e.g., Casper and Card 2010). Thus, 
people can become jealous of third parties who 
threaten to replace them as friends. They can even 
go so far as to sabotage third party relationships 
in attempts to increase the value of their own rela-
tionship with a partner (DeScioli and Kurzban 
2009; Hruschka 2010). Such relational aggression 
is a prediction of three of the four evolutionary 
hypotheses described above. The alliance hypoth-
esis predicts that people should be concerned that 
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their partners are not fettered by potentially com-
peting loyalties when disputes arise (Descioli and 
Kurzban 2012). Mutual aid hypotheses based on 
mutual irreplaceability would predict that people 
should try to make themselves as irreplaceable to 
their partner as possible, and thus remove third 
party competitors (Hruschka 2010; Tooby and 
Cosmides 1996). Competitive altruism theories 
predict that low-quality individuals will experi-
ence greater jealousy concerning their existing 
friends’ relationship status and may be more 
likely to derogate third-party interlopers com-
pared to high-quality individuals, as low-quality 
individuals are less capable of engaging in bid-
ding wars with third-party members to maintain 
existing friendships and have fewer opportunities 
for attracting new friends (Barclay 2013). Given 
its consistency with so many theories, it is diffi-
cult to use relational aggression as a tool for dis-
criminating between them.

Comparative Data

Finally, comparative data from diverse human 
groups as well as nonhuman primates hold prom-
ise in discriminating between different hypothe-
ses and proposed algorithms. For example, recent 
work on the social organization of small-scale 
societies challenges a key premise of kin detec-
tion explanations. Specifically, in extant human 
foraging societies, people live in bands where 
many of their interactions are with genetically 
unrelated individuals (Hill et al. 2011). Thus, it is 
not clear that coresidence, common group mem-
bership, and frequency interaction would have 
been very good cues of genetic relatedness even 
in ancestral human groups.

Recent comparative work on sharing among 
nonhuman primates also suggests that coalition-
ary alliances (as proposed by the alliance hypoth-
esis) may have been a key stepping stone to the 
other kinds of sharing and mutual aid observed 
among friends in contemporary human groups. 
Coalitionary support has traditionally been a key 
kind of aid studied by primatologists (Jaeggi and 
Van Schaik 2011; Micheletta et al. 2012; Schino 
2007). Whether this reflects measurement bias 

is to be determined. However, one comparative 
study which examined the phylogenetic ordering 
of different kinds of support and sharing suggests 
coalitionary support comes first. Specifically, 
male–male coalitions appear to be a necessary 
condition for male–male sharing among non-
kin and female–female coalitions appear to be a 
necessary condition for female–female sharing 
among non-kin. However, the converse does not 
appear to be true (Jaeggi and Van Schaik 2011). 
Future comparative studies will hopefully pro-
vide further refinements and greater checks on 
current assumptions of the different hypotheses.

Conclusion

A number of tentative conclusions can be drawn 
from the current empirical literature about proxi-
mate and ultimate accounts for increased helping 
and sharing among friends.
1. Kin detection hypotheses? Unlikely. If helping 

among close friends is a misfiring of kin detec-
tion mechanisms, then it only recruits one 
part of that system—the one involving feel-
ings of social closeness. The different effects 
of the cost of helping also indicate that dif-
ferent algorithms may underlie the increased 
help among genetic kin and non-kin friends. 
Finally, a key premise of the kin confusion 
argument—that people primarily interacted 
with close genetic kin in early ancestral envi-
ronments—is not supported by current data on 
contemporary foraging groups. It is still pos-
sible that helping among friends recruits key 
neural substrates used to detect and interact 
with kin and mates. However, this substrate 
would need to have been modified sufficiently 
to prevent exploitation by non-kin in ancestral 
environments and to lead to the contempo-
rary differences observed in behavior among 
genetic kin and non-kin friends.

2. Reputational hypotheses? Unlikely, but there 
is room for further exploration. People do 
indeed pay attention to their audience when 
choosing to help others. However, avail-
able evidence suggests that increased help-
ing among friends is independent of such 
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audience effects. Thus, reputational theories 
may account for generosity in general, but are 
unlikely to account for the increased helping 
observed among close friends. An interesting 
prediction of one reputational theory—com-
petitive altruism’s prediction of increased ho-
mophily among friends on baseline generosity 
to strangers—deserves further exploration.

3. Theory of mind hypotheses? Promising. A 
number of lines of evidence suggest that peo-
ple pay attention to cues of a partner’s view of 
a relationship in assessing one’s social close-
ness to a partner (DeScioli et al. 2011; Niiya 
and Ellsworth 2012). In turn, social closeness 
is related to willingness to help a partner. 
More research is needed to trace this potential 
chain of causation.

4. Mutual aid versus alliance hypothesis? Com-
parative and experimental data may hold the 
key. Mutual aid and alliance hypotheses are 
difficult to tease apart. They are both consis-
tent with current evidence about increased 
generosity in the absence of audience effects, 
about attention to a partner’s view of the re-
lationship and about relational aggression. A 
recent comparative study of sharing and co-
alitionary support among nonhuman primates 
suggests that coalitionary support is a precur-
sor of sharing among non-kin. Future com-
parative and experimental work will hopefully 
provide new informative comparisons of these 
two hypotheses.
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The interface of evolutionary and social psycho-
logical perspectives on human cooperation has 
provided the basis of a generative conundrum 
in science for decades. On the one hand, it is 
clear from both lay and scientific observation 
and experimentation that people (and many other 
species) are often very cooperative. For exam-
ple, recent research suggests that the “canoni-
cal model” of the purely self-interested human 
fails uniformly across cultures (Henrich et al. 
2005; see also Caporael et al. 1989). On the other 
hand, this behavior is hard to square with the fact 
that cooperative choices almost always produce 
lesser outcomes for individuals, at least within 
a single encounter, and it is hard to imagine the 
adaptive advantages to such behaviors. The past 
50 or so years have seen some resolution of the 
problem through conceptual and empirical prog-
ress, particularly thanks to notions of inclusive 
fitness and reciprocal altruism, which allow for 
concern beyond the self that can be advantageous 
over time. Further, the integration of evolution-
ary and psychological perspectives has provided 
useful explanations from different directions. 
The evolutionary explanations are often ultimate 
and examine how cooperative behavior could 
reflect advantageous strategy. The psychological 

perspective often seeks more proximate explana-
tions for cooperative behavior, examining, for 
example, individual differences in cooperative 
tendencies and situational factors that influence 
cooperative behavior. Because these explana-
tions are more proximate, they provide more 
specific answers to the question of why people 
cooperate. Combining the two perspectives, then, 
can provide a more complete answer to why and 
under what circumstances people cooperate.

And this is an important question as humanity 
approaches some of the most complex collective 
dilemmas it has ever faced in the forms of ever 
greater global interdependence, resource deple-
tion, continued population growth, and climate 
change. Recently, an entire volume has been ded-
icated to the subject of human cooperation, and 
within it entire chapters were dedicated to evo-
lutionary and psychological perspectives in turn 
(Van Lange et al. 2014). The more circumscribed 
goal of this chapter is to note some major themes 
across these perspectives and point to potential 
areas of integration in the pursuit of understand-
ing human cooperation.

Human Life as an N-person Iterated 
Dilemma

The Social Dilemma Framework

The view from the evolutionary perspective is 
typically that individuals compete with one an-
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other for limited resources—both material (terri-
tory, food) and social (status, reputation). Those 
behavioral strategies that best serve to navigate 
these competitive situations toward successful re-
productive outcomes should be selected for, such 
that the genes attending those strategies increase 
in frequency in the population over the genera-
tions. If it was the case that peoples’ fates were 
never interrelated, then there would be no reason 
to expect that people would deviate from pure 
competitive strategies because there could be no 
advantage to this. However, our outcomes are 
often correlated. In the short term, it is often ad-
vantageous to cooperate to solve a specific prob-
lem that could potentially be impossible going 
it alone. In the long term, human groups share 
resource bases that are subject to exhaustion. 
Social dilemmas reflect the tension that occurs 
when self-interest meets correlated outcomes, as 
these dilemmas are situations in which individu-
als’ outcomes are interdependent with, and thus 
dependent upon other individuals’ actions and 
choices, as well as their own actions and choices. 
In social dilemmas, it is often tempting to act pri-
marily according to one’s self-interest—particu-
larly due to the allure of short-term gains—but if 
everyone acted this way then everyone would be 
worse off over time (Van Dijk et al. 2013).

Thus, a social dilemma perspective—ground-
ed in evolutionary notions of adaptive strate-
gies—can provide a relatively comprehensive 
framework for considering individual behavior 
in its social context, broadly speaking. Such 
a perspective focuses on how decision mak-
ing in interpersonal contexts leads to different 
outcomes for the participants in interactions. 
The paradigmatic dilemma that has historically 
grounded much research is the prisoner’s dilem-
ma (Poundstone 1993). Two men, coconspirators 
in a crime, are being questioned separately by the 
district attorney. If both keep quiet, they know 
that the minimal evidence against them will 
lead to minimal sentences for each of them. But 
what if one of the men cuts a deal, confessing to 
the district attorney in exchange for immunity? 
In this case, the confessor will go free, and the 
other man, who tries to cooperate by refusing to 
confess, will bear the punitive brunt. Given this, 

can either man afford to take the risk of cooper-
ating, especially in the face of the temptation to 
“defect” and perhaps get away clean? Maybe so, 
given that if both men confess (i.e., defect), then 
things will turn out worse for both of them than if 
neither had confessed. This is the dilemma.

There is no a priori way to know which choice 
(cooperation or defection) one should make, be-
cause it depends so heavily on what the other per-
son does. Evolutionary game theory attempts to 
mathematically model the various possible strat-
egies and decision rules in order to understand 
which strategies and approaches lead to the best 
outcomes. In principle, the most effective strate-
gies are also the ones that should have evolved, 
and thus should manifest in human psychology.

Of course, the optimal strategy will vary de-
pending on a wide variety of factors. For exam-
ple, in addition to two-person prisoner’s dilem-
mas, there are also multiple-person prisoner’s 
dilemmas in which individual payoffs depend 
on the decisions of several people instead of just 
one other person. An additional factor is that in 
any type of dilemma there are a large number of 
possible payoff matrices, which determine how 
much each participant receives in a particular 
dilemma. For example, does mutual defection 
lead to the worst outcome, or to the second-worst 
outcome? How large is the numerical value rep-
resenting the “temptation to defect,” or the value 
representing the “sucker’s payoff” that results 
when a person is exploited? Yet another factor is 
the wide variety of social-contextual conditions 
that can surround the game. For example, is there 
a sanctioning system in place? Have prosocial 
norms been made salient? Can protagonists com-
municate with each other? Still another factor is 
that games can vary widely in their length. For 
example, is it a one-shot dilemma, or an iterated 
dilemma that goes on for many trials, such that 
participants have the opportunity to respond to 
and adapt to each other? Finally, there are also 
multiple types of dilemmas besides prisoner’s 
dilemmas.

Another important type of social dilemma is 
the resource dilemma, in which individuals have 
the opportunity to draw from a common commu-
nity pool. Resource dilemmas are multi-person  
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dilemmas, in which the temptation is to take 
more than one’s fair share of the commons. This 
can happen because of greed (the desire to get 
something for nothing), fear (that others will 
exploit the resource, so one should “get while 
the getting’s good”), or both. Unfortunately, the 
more individuals pursue this over-acquisitive 
strategy, the more quickly the resource collaps-
es, leading to what Hardin (1968) referred to as 
“the tragedy of the commons.” Indeed, it may be 
that the twenty-first century will see the playing 
out of a global tragedy of the commons driven 
by increasing population pressure on available 
resources and the broadly embraced belief that 
material success is essential for “the good life” 
(Myers 2000).

Related to the resource dilemma is the public 
goods dilemma, in which the problem is to get 
people to contribute to a public good, rather than 
keeping people from abusing it. For example, 
when we suffer an accident, we all hope that there 
is blood available in the community blood bank. 
But do we donate blood? Often not—instead, 
we yield to the temptation not to contribute (i.e., 
we defect). Similarly, public radio requires the 
support of public pledges. However, as pledge-
drive managers can attest, motivating people to 
call up the station to give away their money “for 
nothing” can be a difficult! Thus, public goods 
dilemmas may be particularly difficult to solve, 
because they require people to take intentional 
actions that are somewhat costly.

As these examples illustrate, cooperation is a 
potentially risky personal strategy within many 
social dilemmas, even those that are iterated and 
shared among many individuals. Because of the 
assumption of individual selfishness made by tra-
ditional evolutionary theory, it was long thought 
that genes coding for cooperative behavior would 
have a disadvantage in the evolutionary arms race 
(Axelrod 1984). However, contemporary devel-
opments in evolutionary theory have begun to 
make a clearer place for cooperative behavior and 
suggest that cooperative tendencies may reflect 
something of a human default. Below, we outline 
some general theories that predict when coop-
eration will emerge in populations and examine 
some potential instantiations of these in humans.

Inclusive Fitness One important advance for 
understanding apparent non-self-interest in evo-
lutionary theory was provided by Hamilton’s 
theory of inclusive fitness (Hamilton 1964). 
Focusing on the gene as the unit of selection 
(Dawkins 1976), Hamilton recognized that coop-
erative behavior might evolve because it ben-
efits individuals who are related to the self, even 
if the behavior incurs some cost to oneself. For 
example, although a young male may die defend-
ing his family against attack, this self-sacrificial 
behavior could still be selected for because over-
all it benefits copies of the genes of those who 
emit them that exist in others, for example, in the 
young man’s brothers and sisters. More specifi-
cally, Hamilton proposed that the likelihood of 
self-sacrificial behavior should follow the degree 
of relatedness between any two individuals. Thus, 
the brother should be more willing to exhibit self-
sacrificial behavior for a full sibling than for a 
half sibling. Importantly, nepotistic behavior is 
only to be expected when the species tends to live 
among kin; otherwise, there would generally not 
be opportunities to help individuals with whom 
one is closely related (Hamilton 1987).

Reciprocal Altruism Inclusive fitness follows 
straightforwardly from selfish genes, but could 
cooperative behavior evolve even for unrelated 
actors? Reciprocal altruism theory (Trivers 
1971) suggests that it could. A gene or complex 
of genes that prompted individuals to help others 
in need could be adaptive if that other would do 
the same for you, were the situations reversed. 
In other words, cooperating with others might 
be advantageous to a person if the cooperation 
was reciprocated at a future time when one could 
in turn derive a considerable benefit from the 
help. Whether that future reciprocation occurs, 
however, could be very uncertain if those indi-
viduals you previously helped are “free riders,” 
capitalizing on your generosity without paying 
the cost. Despite this threat to reciprocity, it is 
clear that humans have somehow managed to 
keep the risk of free riding low enough to main-
tain public goods. We have social welfare agen-
cies, international relief organizations, charitable 
foundations, and many less formal supports for 
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the disadvantaged, who are typically unrelated to 
their benefactors.

How is this reciprocity established and main-
tained? Reciprocal altruism and the vulnerability 
it introduces add the requirement of a compensa-
tory sensitivity to the possibility of being exploit-
ed by others who might take undue advantage of 
one’s help and charity, otherwise generosity is a 
sucker’s proposition. That is, reciprocity requires 
the ability to detect cheaters (Cosmides and 
Tooby 1992). The idea that reciprocal altruism 
and cheater detection are linked evolved social 
strategies is well illustrated in Axelrod’s com-
puter simulation tournaments. Axelrod’s (1984) 
competition compared the functional efficacy 
of a wide variety of strategies for playing iter-
ated two-person prisoner’s dilemmas, and they 
demonstrated that the winning strategies tended 
to have two qualities: They were “nice,” mean-
ing that they cooperated on the first move, and 
they were “punitive,” meaning that they did not 
tolerate the other’s defection. If the opponent 
defects, a tit-for-tat strategy “remembers” and 
always defects immediately, in retaliation, as it 
were. In terms of the concepts developed above, 
“niceness” is analogous to the willingness to seek 
reciprocal altruism (i.e., mutually beneficial rela-
tions). “Punitiveness” is analogous to cheater de-
tection and punishment, a characteristic without 
which cooperation cannot be maintained.

To better reflect the environments in which 
organisms can make cooperative decisions, more 
recent models of reciprocity have incorporated 
other important variables that help maintain co-
operation as a stable strategy: variability, choice, 
and time. Specifically, when there are both co-
operative and competitive prospective exchange 
partners, some individuals will primarily ex-
change with cooperative others (i.e., they are 
choosey), and choosey cooperators will tend to 
assort over time and thus “lock in” to mutually 
beneficial relationships (McNamara et al. 2008) 
and out-compete less cooperative, less choosey 
interactors. Most of the above can be considered 
reflections of direct reciprocity in which pos-
sibilities of future reciprocation are plausible. 
However, sometimes people cooperate with no 
clear chance for reciprocation from the recipient 

of their initial generosity, simply responding to 
cooperative reputational information of another. 
This is a reflection of indirect reciprocity, where-
by cooperative acts are initiated to maintain a 
reputation such that others who may receive your 
reputational information are inclined to help you 
out later (Roberts 2008).

Costly Signaling How could one invite coop-
erative advances from others over time? One 
way may be to somehow communicate the abil-
ity to cooperate in a way that is obvious to all 
(McAndrew 2002). For example, one could make 
a donation in one’s own name to a local charity, 
and then it would be clear to all who saw the 
donor list that you participated to better the pub-
lic good and they would likely infer that you are 
generally cooperative. That donation is obviously 
an expenditure of your own resources, so it is a 
costly signal that one has the resources to spare 
and the capacities to acquire them in the first 
place, as well as the willingness to share. Thus, 
costly signals tend to be honest signals because 
there is a fitness cost associated with having the 
signaled quality (Gintis et al. 2001). As another 
example, if an individual makes the choice to 
actively and unilaterally punish a cheater, there 
is a cost involved through the altercation, but that 
individual also gains reputation for taking the 
initiative and having the necessary capacities to 
punish for the sake of the group.

Advantageous Cooperation in Groups In what 
other ways might the risks be mitigated, such 
that cooperation becomes a more viable strategy? 
Some have posited the possibility of group or 
multilevel selection (see McAndrew 2002). That 
is, some cooperation that is costly to oneself may 
benefit the group and provide group-level advan-
tages. This concept has been controversial in 
evolutionary biology because of the implication 
that imperatives beyond the selfish gene could 
provide a locus for selection pressure. Further, 
other criticism points out that group selection and 
inclusive fitness are equivalent (Sober 1999), so 
it is just a redescription for an already articulated 
theory. Still, the group process lens may be use-
ful for considering human cooperation, despite 
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whether it is ultimately best captured by the theo-
ries outlined above, so we provide an illustrative 
example. In order for group processes to confer 
advantages due to cooperation, it must be the 
case that cooperative groups outperform com-
petitive ones and that cooperators can find each 
other, as in the computer models by McNamara 
et al. (2008).

Sheldon and McGregor (2000) demonstrated 
that cooperative groups can be more advantageous 
than competitive ones in a laboratory study of the 
tragedy of the commons. Participants were first 
placed into groups of four, based on their scores 
on a measure of prosocial values (i.e., a measure of 
intrinsic versus extrinsic valuing; Kasser and Ryan 
1996). Some groups consisted of four participants 
with predominantly prosocial values (i.e., com-
munity, intimacy, growth); some groups consisted 
of four participants with predominantly self-serv-
ing values (i.e., money, fame, beauty); and some 
groups consisted of two of each type. Participants 
made repeated bids concerning a group resource 
(i.e., a forest). The forest replenished at a 10 % 
rate after each harvest, and each group continued 
bidding until their forest was gone. Sheldon and 
McGregor examined whether it was the case that 
“nice groups finish first,” by showing that pre-
dominantly prosocial groups received the largest 
score in the resource dilemma.

Hierarchical modeling revealed support for 
this idea, but also suggested a more complex 
picture. Specifically, an individual’s value scores 
had contradictory influence upon individual har-
vest totals, at within-group and between-group 
levels of analysis. Group members who were 
more prosocial than their group mates harvest-
ed less, because of their self-restraint, and thus 
did worse, within-groups. However, members of 
groups that were more prosocial than the other 
groups harvested more, because of their group’s 
aggregate ability to preserve the resource. Over-
all, intrinsic individuals did no better or worse 
than extrinsic individuals, because the two types 
of effect essentially cancelled out.

Thus, it appears that the outcomes for dispo-
sitional cooperators are crucially dependent on a 
particular factor: The extent to which cooperators 
are concentrated within groups, such that would-

be exploiters have been excluded from their 
midst. Without this, they are at a disadvantage. 
Could prosocial types achieve such an assorta-
tive arrangement on their own? If it were not the 
case that cooperators were also “choosey,” then 
it would be difficult for cooperators to maintain 
their advantage (McNamara et al. 2008).

Sheldon et al. (2000) addressed the group-
assortation question by inviting college students 
to play an N-person prisoner’s dilemma game for 
movie ticket prizes (which went to the top 15 % 
of game-scorers). Participants completed ques-
tionnaires in which they listed three friends, to 
whom the researchers also sent questionnaires. 
All participants’ values were assessed, including 
both primary and secondary (participant-select-
ed) participants. Participants and their friends 
constituted self-selected groups, whose outcomes 
were pooled over five rounds of bidding in a so-
cial dilemma, in order to determine each individ-
ual’s total outcome.

First, Sheldon et al. (2000) demonstrated that 
significant value-based assortation had occurred 
among the groups; specifically, participants with 
intrinsic values tended to select other intrinsic 
participants for their groups, and vice versa for 
participants with more extrinsic values. Such 
heterogeneity at the group level is an important 
precondition for group selection to occur (Sober 
1999)—if groups do not differ, then there can be 
no advantage in belonging to one group, rather 
than another. In particular, this heterogeneity be-
tween groups (and homogeneity within groups) 
indicates that those with prosocial values can in-
deed successfully assort with each other.

Second, Sheldon et al. (2000) showed that 
intrinsic values had a significant positive effect 
on participant game-scores at the between-group 
level of analysis, and a significant negative ef-
fect on game-score at the within-group level 
of analysis, replicating the finding of Sheldon 
and McGregor (2000). Because of these largely 
canceling effects, intrinsic individuals fared no 
worse than extrinsic individuals, on average. 
Although this may not sound impressive, it was 
actually quite striking given the intrinsic types’ 
much greater vulnerability to exploitation. By ag-
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gregating themselves into groups, they managed 
to completely mitigate this disadvantage.

Despite the possible reducibility of group 
selection to inclusive fitness cited above, ap-
peals to theoretical pluralism are generally for 
highlighting the heuristic values of the different 
ways of thinking, rather than maintaining them as 
separable. One advantage of the group-selection 
perspective is that in addition to clearly model-
ing the group-level benefit, it can also model the 
vulnerabilities of individuals within cooperative 
groups. For example, what happens to animals 
that readily perform the sentry duty, compared 
to animals that shirk this duty (i.e., “free riders” 
who do not contribute to the public good)? How 
bad does the within-group free rider problem 
have to get, before the between-group advantage 
disappears? In addition, the multilevel perspec-
tive allows for more intuitive framing of possible 
interactions between within- and between-group 
variables. For example, the within-group effec-
tiveness of a particular individual strategy (e.g., 
Machiavellianism) may depend upon the particu-
lar group-type or context in which the person is 
nested (i.e., gullible versus savvy groups). Thus, 
regardless of the debate about theoretical reduc-
ibility, the group-selection way of thinking may 
be particularly useful for psychologists consider-
ing group composition and individual strategies 
within short-term settings.

Another interesting—albeit controversial—
idea in the area of evolution of cooperation in hu-
mans concerns purposive selection. Specifically, 
human purposes may have had an effect on natu-
ral selection processes in that the maintenance of 
cooperation in small groups would have required 
punishing cheaters and rewarding cooperators 
(Boehm 2008). To the extent that these group 
processes of punishment and status conferral 
could influence reproductive success across gen-
erations (i.e., become a consistent environmental 
pressure), then one would expect them to provide 
a source of selection pressure that follows from 
the purpose of cooperation maintenance. Indeed, 
they do seem capable of this, as Boehm notes that 
political bullies are frequently the subjects of ex-
ecutions, and often the traits that stimulate social 
approval are willingness to share and cooperate 

(Boehm 2008). It is important to note that this 
perspective, like the irreducible perspective on 
group selection, allows for unorthodox sources of 
evolutionary causality, which may be grounds for 
healthy skepticism. But those sources may also 
hold promise for better explaining the extent of 
cooperative tendencies and sanctioning process-
es evident in humans today, in particular.

Summary The preceding sections have outlined 
the evolutionary game theoretical perspective 
on cooperation and some theories that address 
questions of whether we should expect coopera-
tion to arise in certain contexts as well as why 
we should have those expectations. At the most 
basic level, evolutionary processes should select 
for those tendencies that function to maintain 
many genetic replicates in the population (and 
their opportunities for replication), for example, 
through inclusive fitness processes, and to accrue 
individuals’ opportunities to replicate further, for 
example, through participating reciprocally in 
mutually beneficial relationships over time and 
communicating one’s value along cooperative 
dimensions. In the next section, we will examine 
more proximate explanations of human coop-
eration by examining the psychology of human 
cooperation.

Psychological Considerations

Humans are not privy to the calculus of their ge-
netic information or the environments that shaped 
it, nor do they have foresight of all adaptive chal-
lenges their environments will produce over their 
life spans. Rather, they come equipped with a set 
of mechanisms that have proven to be adaptive 
on average given past environments that can be 
triggered given the appropriate eliciting stimuli. 
Cooperative behaviors and the thoughts and feel-
ings people experience when they make them are 
thus far removed from the ultimate questions that 
guide them. If you ask your friend why she do-
nated to a charity, she is unlikely to say that she 
calculated her coefficient of relatedness to the re-
cipients. Instead, she is more likely to say that it 
“felt like the right thing to do” or that she is “just 
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someone who likes to donate to causes like that.” 
These psychological explanations are just as valid 
as evolutionary ones and not ultimately incom-
patible, but psychological explanations change 
the focus from distal fitness imperatives to the in-
dividuals with dispositions to think, feel, and be-
have in particular ways given particular situations 
and adaptive challenges in their environments.

In the sections that follow, we outline a few 
major themes of psychological research on co-
operation. Specifically, we focus on various situ-
ational characteristics that impact cooperative 
behavior, as well as individual differences in co-
operative tendencies. Throughout, we note where 
we can make sense of the psychological explana-
tions in terms of evolutionary theories.

Like the evolutionary perspective, research 
in psychology has also wrestled with the ab-
stract question of whether humans are primar-
ily interested in maximizing short-term personal 
gain. The short answer across numerous studies, 
like the cross-cultural studies by Henrich et al. 
(2005), is generally no. People often seek better 
long-term outcomes that, in the context of group 
living, require cooperative efforts with others. 
As alluded to above, there are a few key factors 
that inform whether individuals cooperate or the 
extent to which they cooperate: personal disposi-
tions, situational features, and time. Below, we 
sketch some key considerations along each of 
these factors.

Individual Differences

Social value orientation is perhaps the most 
heavily studied individual difference in the so-
cial dilemma context in psychology (reviewed 
in Balliet et al. 2009). Social value orientation 
measurement is based on decomposed prisoner’s 
dilemma games (Messick and McClintock 1968) 
in which participants allocate points to self and 
an imagined other they do not know and will not 
meet. Unlike the dilemmas outlined above, the 
payoffs for self and other are wholly dependent 
on the choices of the participant and the payoff 
matrix. From this decision making, research-
ers can categorize participants into prosocials, 

individualists, and competitors (though others 
are possible, these are the most common types). 
Prosocials tend toward decisions that emphasize 
joint gain. Individualists tend to maximize per-
sonal gain without regard to the outcomes of oth-
ers. Competitors tend to maximize the distance 
between self and other, negatively weighting oth-
ers’ gains in their decisions.

Thus, it appears that each orientation is in-
formed by a few basic motives. Prosocials ap-
pear to pursue not only joint gain but also equal-
ity (Van Lange 1999), and competitors and 
individualists pursue neither (Van Lange and 
Van Doesum 2012). If anything, the motives of 
competitors are aimed at inequality. Supporting 
this motivational view, research has shown that 
prosocials are angered by exchange violations 
regardless of the impact those violations have on 
their own personal outcomes, whereas individu-
alists and competitors do not exhibit this equality 
violation response if their outcomes are not im-
pacted (Stouten et al. 2005). Further, in everyday 
life, it appears prosocials donate more to chari-
ties in general, and aim their donations especially 
toward those that help the disadvantaged (Van 
Lange et al. 2007) and identify with more egali-
tarian political groups (Van Lange et al. 2012).

Another construct that appears to index the 
egalitarian motive is found in the values people re-
port to hold dear. If people say that they find help-
ing their communities or being benevolent toward 
others to be more centrally important than person-
al financial gain and social power, then this likely 
reflects the same underlying dimension along 
which prosocials, individualists, and competitors 
fall when measured by decomposed games. A po-
tential criticism to this mode of measurement, as 
suggested by the evolutionary theories above, is 
that people may pose as more prosocial than they 
really are to reap the benefits of a good reputation. 
However, it appears this technique identifies real-
world cooperators as well. For example, people 
who endorse affiliation and community feeling 
engage in more ecologically responsible behavior 
in their everyday lives (Brown and Kasser 2005) 
and identify with egalitarian political groups 
(Sheldon and Nichols 2009), whereas people who 
centrally value extrinsic pursuits of money and 
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fame are more antiegalitarian and ethnically prej-
udiced (Duriez et al. 2007) and experience more 
interpersonal conflict (Kasser and Ryan 2001). 
Further, recent research suggests that cooperative 
primes are more likely to generate cooperative be-
havior for people identified as more prosocial on 
this measure than those identified as less proso-
cial (Prentice and Sheldon 2015). Thus, it may be 
possible to activate cooperative motives through 
situational primes, but this will be most effective 
for those who strongly represent the reward of co-
operation in their value systems.

Recent reviews suggest that the majority of 
people are prosocial and competitors are in the 
minority (Au and Kwong 2004). Even toddlers 
exhibit interdependent morality, working to-
gether, recognizing joint outcomes, and dividing 
resources equally (Thomasello and Vaish 2013). 
What, then, are the roots of an overly competi-
tive or exploitative interpersonal orientation? 
One explanation may be that it reflects a heritable 
trait that fills a niche in the midst of high coop-
eration. But exploitation invites punishment, and 
risk-conferring heritable genotypes often require 
releasing stimuli for phenotypic expression. One 
candidate for the release of competitive pheno-
types is psychological insecurity—when environ-
ments and relationships are fundamentally un-
stable and inconsistent. Consistent with this idea, 
Kasser et al. (1995) showed that children raised 
in insecure neighborhoods or by cold, controlling 
parents are more likely to develop competitive 
values. Similarly, Van Lange et al. (1997) showed 
that competitive orientations are associated with 
insecure attachment, and Sheldon and Kasser 
(2008) provided experimental evidence that inse-
curity causes a more acquisitive orientation.

Again, competitive or extrinsic orientations 
may be appropriate strategies given competitive 
circumstance. The potential problem with dispo-
sitional competitiveness comes later on, when 
circumstances change for the better—in this case 
the competitor may not be able to reform, feel-
ing that life has handed him a “bum deal,” that 
it is a dog-eat-dog world, and that he is deserv-
ing of compensation and special rewards. Still, 
there is also some reason for optimism regarding 
peoples’ ability to shift towards more cooperative 

strategies as a result of life experience. For ex-
ample, Sheldon (1999) conducted repeated pris-
oner’s dilemma tournaments, one month apart, in 
which all participants faced a tit-for-tat strategy 
during the first session, and participants were 
randomly paired against other participants in the 
second session. Sheldon showed that even those 
with competitive dispositions switched to more 
cooperation during the second session, as a re-
sult of having faced the “punitive” tit-for-tat in 
the first session; that is, they had accommodated 
their strategy to the fact that exploiting the op-
ponent was not feasible.

Situational Factors

We have alluded to the importance of the poten-
tial for punishment above, and this is just one 
example of a situational factor that can impact 
whether individuals and groups cooperate, and an 
extremely important one. Other key situational 
factors include rewards for cooperation, opportu-
nities for sanctions, and the potential payoff ma-
trix that interactors face. Each of these has effects 
on cooperative behavior, and we detail some ex-
amples below.

Payoff matrices determine how much of a di-
lemma the dilemma really is, or how tempting 
defection for short-term gain may be. For exam-
ple, in the context of a group academic project, 
one may be guaranteed the passing grade that the 
cooperative members will ensure without putting 
in much effort oneself. In this situation, conflict 
is high because a member could stand to gain a 
great deal for nothing and the other group mem-
bers could suffer considerably because they are 
missing the contribution of one member. Thus, 
the payoff matrix alone exhibits a strong pull on 
behavior. But people still cooperate in high con-
flict situations, so how does this come about? 
One prominent variable is trust, which is the ac-
ceptance of vulnerability in the pursuit of depen-
dent outcomes and the maintenance of positive 
expectations for others’ behaviors. Indeed, trust 
has been shown to attenuate the breakdown of 
cooperation as dilemma conflict increases (re-
viewed in Balliet and Van Lange 2013).
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But trust is not always present and may be 
hard to instill in the face of high conflict or in-
teraction histories that were competitive. One 
way to overcome the problem of low trust is to 
introduce the opportunity for sanctions or pun-
ishments (Yamagishi 1986). In the same way that 
sanctions can be an effective means of bringing 
parties to the table to cooperate in international 
affairs, they can also be used in other dilemmas. 
However, sanctions do pose some risk to sustain-
ing cooperative outcomes. In some circumstanc-
es, sanctions lead people to perceive the dilemma 
as a business exchange, rather than an ethical 
exchange in which egalitarian motives may be 
salient (Tenbrunsel and Messick 1999).

Less formal types of sanctioning could take 
the form of ostracism and social exclusion or loss 
of reputation, which suggests that loss of reputa-
tion in itself could provide a basis for coopera-
tion maintenance. Thus, the signaling value of 
cooperative behavior, rather than the immediate 
cooperative situation, may provide a source of 
motivation for acting cooperatively. Indeed, it 
appears that self-sacrificial behavior can win a 
person reputational gains (McAndrew and Peril-
loux 2012), and that signaling constitutes some-
thing of a market within cooperative dilemmas. 
Underscoring this, Parks and Stone (2010) dem-
onstrated that people who were too cooperative 
were subject to sanctioning, as it seemed that 
they were violating norms for how much repu-
tation one could take away from the dilemma. 
Therefore, a free rider may be the subject of dis-
dain, but perhaps so too the smug saint.

Temporal Considerations

That the situational factors surrounding dilemmas 
often become important because of long-term 
reputational concerns points to another important 
factor impacting social dilemmas: time. As the 
results of McNamara et al.’s (2008) simulation of 
choosey cooperators and Sheldon et al.’s (2000) 
in vivo assortation effects demonstrate, people 
need time to figure out who has a good reputa-
tion or actually is a cooperator through direct ex-
perience. Not only does time facilitate assortation 
but it also weighs on people’s decision making 

within social dilemmas. For example, people 
who tend to weigh the long-term consequences 
of their behavior (see Strathman et al. 1994) were 
more likely to limit consumption in a resource 
dilemma (Kortenkamp and Moore 2006). Ex-
trapolating from this, shifting participant’s time 
perspective may also impact dilemma behavior, 
and indeed it appears to do so. In one set of stud-
ies, participants with individualist and competi-
tive values who were primed with a long-term 
perspective exhibited less behavioral greed in 
take-some dilemmas (Cozzolino et al. 2009). Fi-
nally, the temporal dimension also allows for in-
teraction learning to occur such that participants 
can learn that a cooperative strategy would be 
more fruitful than a competitive one and make 
appropriate adjustments (Sheldon 1999) as well 
as for groups to establish cooperative norms by 
witnessing the behavior of consistent contribu-
tors (Weber and Murnighan 2008).

Conclusion

For the early decades of social psychology, it was 
difficult to see how the ready cooperation hu-
mans could exhibit (e.g., given a shared obstacle; 
Sherif 1966) could be integrated with the austere 
survival imperatives implied by Darwinian evo-
lutionary theory. More recent developments now 
indicate that human nature is deeply cooperative, 
and that this is not incompatible with evolution-
ary processes. Pinker (2011), in The Better Angels 
of our Nature, noted not only this cooperative ca-
pacity but also something yet more optimistic: 
Human cooperation has demonstrably improved 
for centuries, as underlined by declines in vio-
lence across the globe. Human culture and mod-
ern commerce depend on an incredibly complex 
network of dependencies and codependencies, as 
do relationships between individual actors. The 
questions now are, “how do we manage to pull 
this off?” and “how can we use this information 
to pull it off even better?” Hopefully, we can har-
ness our cooperative potentials even further, so 
that humanity can navigate some of the perilous 
cooperative bottlenecks looming in the twenty-
first century.
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Even by primate standards, humans are a hugely 
social species. We live in large, highly interactive 
groups, in which various forms of both compe-
tition and collaboration are daily, routine activi-
ties. Indeed, this is why social psychology is such 
a major branch of psychology. Among the most 
important ways in which we navigate this social 
environment (if not the most important ways) are 
communication and language. We use them to 
lead, persuade, coax, guide, misguide, deceive, 
argue, promise, organize, liaise, coordinate, and 
manage almost all our social interactions.

There is a healthy and growing community 
of researchers studying the origins of language 
(see, e.g., Christiansen and Kirby 2003; Fitch 
2010; Hurford 2007, 2011; Scott-Phillips 2014; 
Tomasello 2008). The central questions here are 
how and why language evolved in our species, 
and why only we have it. Less research asks, as 
its main focus, how an evolutionary perspective, 
and in particular an adaptationist perspective, 
can inform traditional questions about the  social 
 cognition and other proximate mechanisms in-
volved in language and communication. This 
state of affairs is in contrast to, say, evolution-
ary psychology, whose principle concern is not 
to study the evolutionary history of the human 
mind, per se, but rather to use an evolutionary, 

adaptationist approach as a tool to understand 
how the human mind works (Cosmides and 
Tooby 2013).

In this chapter, I outline what an evolutionary 
perspective can tell us about human communi-
cation and language. The coverage is necessarily 
brief, but sufficient to highlight the main ques-
tions and possible answers, and bring attention 
to some important unanswered questions. In 
Sect. 2, I distinguish between two different types 
of communication, and explain why understand-
ing this distinction is critical to understanding the 
nature of human communication, and, in Sect. 3, 
I discuss how the distinction relates to  language 
in particular. In Sect. 4, I discuss possible 
 evolutionary explanations of why languages are 
structured in the ways that they are. In Sect. 5, I 
explain what human communication should look 
like if it is adaptive, and survey evidence to show 
that it is. Finally, in Sects. 6 and 7, I focus on 
the possibility of misinformation and the associ-
ated problem of evolutionary stability: Section 6 
is concerned with proximate mechanisms; Sect. 7 
with ultimate explanations.

Section 2: Two Models  
of Communication

Communication is often conceptualized as 
information that is encoded into a message, 
which is then transmitted through some com-
munication channel to be decoded at the other 
end. This approach is called the code model 
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of   communication. The idea at the core of the 
code model is that communication is made pos-
sible by mechanisms of association: between the 
state of the world and a signal (for signalers); 
and between a signal and a response (for receiv-
ers). The code model has a deep intuitive appeal, 
and a great deal of research on the evolution of 
communication, in both humans and animals, 
uses it as a default background assumption about 
how communication works (e.g., Skyrms 2010). 
 Indeed, the terminology of codes and information 
transmission is common in the vast majority of 
work on the evolution of communication, human 
or otherwise. Here, for instance, is a description 
of human linguistic communication, taken from 
a highly influential paper: “the vocal-auditory 
channel has some desirable features as a medium 
of communication: it has a high bandwidth…
however it is essentially a serial interface…the 
basic tools of a coding scheme employing it are 
an inventory of distinguishable symbols and their 
concatenation” (Pinker and Bloom 1990, p. 713, 
italics added).

However, there is another way of thinking 
about the very possibility of communication, 
called the ostensive-inferential model. Here, 
 communication is not about encoding and decod-
ing messages, but about expressing and recogniz-
ing intentions (Scott-Phillips 2014; Sperber and 
Wilson 1995, 2002). Specifically, the signaler 
must express both communicative and informa-
tive intentions. An informative intention is an 
 intention to change the mental state of the re-
ceiver: When I use my leg to point to the door, 
I express an informative intention that you be-
lieve that I would like you to open the door. A 
communicative intention is an intention that you 
recognize that I have an informative intention. 
When I use my leg to point to the door, I express 
not only the informative intention described 
above but also a communicative intention that 
I have an informative intention; in other words, 
that you believe that I am trying to communicate 
with you in the first place. After all, legs point in 
particular directions all the time. I need to show 
in some way that the direction my leg is point-
ing is not just incidental but is in fact a signal 

that has meaning for you. The technical term is 
ostension: I point my leg in an ostensive way, 
and in so doing I express my communicative and 
informative intentions. Similarly, when I tilt my 
mug to nonverbally ask my waiter for more cof-
fee, I do so in an ostensive way. (I do not simply 
tilt it and do nothing more.) The flip side of this 
is inference: the recognition, by the receiver, that 
the signaler has these communicative and infor-
mative intentions.

Because it is ultimately about the expression 
and recognition of intentions, communication 
of this sort is only possible if the individuals 
 involved possess mechanisms of metapsychol-
ogy: Signalers must entertain beliefs about the 
intentions and mental states of listeners, and 
 listeners must do the same for signalers. Pointing 
is a particularly productive instance of  ostensive 
communication, but any behavior (e.g., shrugs, 
nods, gestures, facial contortions, burps) can, 
in principle, be used ostensively so long as it 
 expresses a communicative intention, and hence 
an informative intention too.

The fundamental difference between the code 
model and the ostensive-inferential model is, 
then, a difference about the mechanisms that make 
each type of communication possible. On the one 
hand, code model communication is made pos-
sible by mechanisms of association. On the other, 
ostensive-inferential  communication is made 
possible by mechanisms of  metapsychology.

As such, ostensive-inferential  communication 
is ultimately a tool for social navigation 
 (Scott-Phillips 2014). For signalers, ostensive-in-
ferential communication is a tool to (more or less) 
directly influence others’ minds; for  receivers, 
it is a tool to more or less directly read  others’ 
minds. Both of these objectives obviously require 
the assistance and acquiescence of the other party, 
and indeed that is, from both an  evolutionary and 
a social psychology  perspective, what linguistic 
and other forms of ostensive-inferential commu-
nication ultimately are: mutually assisted mind 
reading and mental manipulation. One seminal 
paper in the history of animal  communication the-
ory used mind reading and manipulation as a met-
aphor to describe the adaptive payoffs available 
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in communication to, respectively, the receivers 
and the  signalers (Krebs and Dawkins 1984). In 
the case of human ostensive communication, that 
insight is not metaphorical, but literal: Ostensive 
communication is a form of extended social navi-
gation. Signalers mentally manipulate their audi-
ence, and audiences mind read signalers. These 
direct functions give rise to numerous derived 
functions of communication and language, such 
as gossip, courtship, hunting, and all the other 
ends we use them for (for the difference between 
direct and derived functions, see Millikan 1984; 
Origgi and Sperber 2000).

Ostensive-inferential communication is likely 
uniquely human (Scott-Phillips 2014; Toma-
sello 2008). We can divide ostensive-inferential 
 communication into four distinct behaviors: (1) 
the expression of communicative intentions, (2) 
the expression of informative intentions, (3) the 
 recognition of communicative intentions, and (4) 
the recognition of informative intentions. There 
is clear experimental evidence that children 
have command of the first three behaviors, and 
it would be very surprising if they did not have 
command of the fourth too: The only reasons 
why such studies have not yet been conducted 
are methodological (Scott-Phillips 2014). In con-
trast, there is as yet no evidence that any nonhu-
man primate has command of any of these four 
behaviors. Nonhuman primates communicate in-
tentionally, but intentionality is not sufficient for 
ostension and inference (for detailed discussion, 
see Scott-Phillips 2014).

Section 3: Language

Where does linguistic communication fit into this 
distinction between coded and ostensive-infer-
ential communication? The immediate intuition 
is that it operates according to the code model. 
After all, there are clearly reliable associations 
between signals and their meanings: The word 
“dog” is reliably associated with canine animals, 
for example. Yet this is equally clearly not the 
whole story. Metaphors, allusions, and other 
figurative expressions express far more than the 

literal, “decoded” meanings of what is said, and 
these are not atypical uses. On the contrary, they 
are entirely quotidian. Moreover, listeners use 
more than just language to determine a speaker’s 
intended meaning. Other aspects of production, 
such as intonation and body language, are impor-
tant too. Even an utterance as simple as “How are 
you?” can express a range of speaker meanings, 
depending on how it is expressed. To determine 
between these readings, and to express them ap-
propriately in the first place, speakers and listen-
ers must reason about each other’s mental states. 
Linguistic communication clearly involves some 
use of ostension and inference.

What, then, is the relationship between 
 ostension, inference, and the linguistic code? 
One common answer to this question—indeed, 
the dominant one in mainstream linguistics—is 
that the linguistic code makes language  possible, 
and ostension and inference make it especially 
 f lexible and expressively powerful. There is, 
however, a long tradition in the philosophy of 
language which shows that the code model is 
 insufficient as a description of how linguistic 
communication actually works (see Sperber 1995 
for an accessible version of the argument). The 
basic point can be illustrated rather simply. Con-
sider the following exchange:
Mary: What are you doing later?
Peter: Sally has invited me to dinner.
If it is understood purely in terms of the  linguistic 
code, Peter’s utterance does not, on its own,  answer 
Mary’s question. It is only when  context, shared 
knowledge, and other pragmatic  considerations 
are taken into account that Peter’s intended mean-
ing becomes clear. In the jargon of linguistics, 
literal meaning underdetermines  speaker mean-
ing (Carston 2002). The fact of underdeterminacy 
means that the linguistic code is not, on its own, 
enough for communication to succeed.

Instead, the linguistic code augments our 
 capacity for ostensive-inferential communication 
(Sperber and Wilson 2002). I can point to the door 
with my leg, but with the linguistic code I can be 
more explicit, and actually ask you to open it. In 
this way, linguistic communication is an instance 
of ostensive-inferential communication, one that 
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makes use of a rich set of culturally shared con-
ventions that we call languages. Put another way, 
ostension and inference make human communi-
cation possible, and what the linguistic code does 
is make it expressively powerful.

Section 4: Mechanisms of Language 
Structure

These linguistic codes—languages—are struc-
tured in interesting, nonrandom ways. Why? Just 
as the raison d’être of, say, biology is to enquire 
about why nature is the way it is, and not some 
other way, the raison d’être of linguistics is to 
investigate why languages take the form that they 
do, and not some other form.

One prominent hypothesis is that we have an 
innate mechanism—typically called a  universal 
grammar (UG)—that effectively and adaptively 
prespecifies the form that languages take, and in 
doing so allows us to acquire language.  Central 
to this claim is the argument that the  natural 
 language that children are exposed to does not 
contain sufficient data for them to actually 
 acquire the whole of (what is to be) their native 
language. Hence, there must be some cognitive 
mechanism that primes them to do so (Berwick 
et al. 2011; Chomsky 1980). Any such mecha-
nism should be recognized as an evolutionary 
adaptation (Pinker and Bloom 1990).

However, the existence of UG is disputed. In 
particular, many researchers have argued, against 
the nativist view, that language  acquisition is pos-
sible in a purely data-driven way (i.e., that in order 
to learn their native tongues, children need no 
more linguistic input than that to which they are 
naturally exposed; e.g.,  Goldberg 2006;  Tomasello 
2003). This is a vexed,  contentious, and unresolved 
debate (Pullum and Scholz 2002)—and if the anti-
nativists are correct, then the question of why lan-
guages take the forms that they do reasserts itself.

Cultural evolution provides a potential an-
swer to this question, and hence an alternative to 
 nativist explanations of language structure. The 
basic suggestion is that, as they propagate through 
a community, languages gravitate towards forms 
that match the dispositions of the human mind, 

and the behavior of language users (Christiansen 
and Chater 2008; Evans and Levinson 2009). If 
so, this would be an instance of cultural attrac-
tion, in which cultural traits (languages, fashions, 
religious beliefs, etc.) spread through a popula-
tion to the extent that they fit the natural dispo-
sitions of human behavior and the human mind 
(Claidière et al. 2014; Sperber 1996). The idea is 
best illustrated with an example.

In one influential experiment, participants 
were asked to learn an “alien” language of 27 
meaning-word mappings. Each “meaning” 
 comprised one of three different shapes (square, 
triangle, circle), which could each be in one of 
three different  colors (red, blue, black), and 
which were associated with one of three  different 
types of movement (straight, rotation, bounce). 
The words associated with these  meanings 
were randomly created, and without meaning in 
 English (e.g., “nohu,” “gatuha”). Such  languages 
are effectively sets of 27  distinct associations, be-
tween meanings and previously unknown words. 
Having been shown the language, the first partic-
ipant was then tested on it: shown all the shapes 
again, and asked to type the corresponding word. 
The language the participant produced was then 
used as the language that the next participant had 
to learn, and this process was repeated for ten 
generations, in two different experimental con-
ditions. What happened was that, as they were 
passed from one participant to another in this 
way, the languages became more structured. In 
one condition in particular, each word acquired 
distinct parts for each part of the meaning: One 
part described the color (say, black is “ne”), 
 another part described the shape (say, a square is 
“ho”), and a third part the movement (say, bounce 
is “pilu”). These different component parts (the 
technical term is “morphemes”) can then be com-
bined in various ways to describe all the differ-
ent shapes uniquely. The black bouncing square, 
for instance, was now labeled “nehopilu” (i.e., 
the combination of “ne,” “ho,” and “pilu”; Kirby 
et al. 2008). In short, the meaning of the terms is 
now given by the meaning of the component parts 
and the way they are combined. This  property is 
called compositionality, and it is a distinctive and 
basic feature of linguistic structure.
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There are many similar findings of this sort. 
That is, numerous models and experiments 
 illustrate how various features of language, such 
as compositionality, can emerge as  languages 
propagate through a community (Scott-
Phillips 2014). These findings provide good ar-
guments to be skeptical about the existence of 
an innate mechanism for language, because they 
explain how it is possible for languages to take 
the form without any such innate mechanism 
(Evans and Levinson 2009). In other words, the 
proximate mechanism involved in the genera-
tion of linguistic structure may not be a UG, but 
rather the process of cultural propagation, which 
tends to morph languages into structural forms. 
Of course, these two explanations are not mutu-
ally exclusive. It is possible that both play a role.

Section 5: Adaptive Behavior in  
Ostensive-Inferential Communication

In ostensive-inferential communication, the in-
dividual goals of the two distinct parties are 
not always aligned. In particular, there may be 
things that I, as a speaker, want you to believe, 
but which you, the listener, have no interest in, or 
which you simply do not wish to know or  believe. 
Similarly, there may be aspects of my mind that 
you want to infer, but which I have no interest 
in revealing. Interactive, social behaviors of this 
sort present the adaptationist with a host of inter-
esting questions that involve how the interests of 
the different parties play off against one another 
in evolution (Davies et al. 2012).

First, we must understand how the interests of 
speakers and receivers play off against one an-
other in ostensive communication. For  listeners, 
the main issue is to avoid attending to irrelevant 
stimuli, since to do otherwise is a waste of time 
and energy. In short, listeners must filter the 
 stimuli they are exposed to for relevance. If I say 
to you, “this is a pipe,” one thing that follows is 
that the object I am holding is conventionally 
referred to as a pipe. But other things logically 
follow too, for example, that it is not a knife. Or 
a fork. Or a house, a field, an idea, a lobster, a 
picture of a pipe…and so on. What this random 

list illustrates is that the potential new beliefs that 
follow from even the most simple of stimuli are 
infinite (this is a serious philosophical problem 
in computer science, where it goes by the name 
of the frame problem). Even for the most simple 
of utterances, listeners must have some way to 
limit exactly what conclusions they draw. More 
specifically, they should seek to extract as much 
worthwhile information from the stimulus as 
they can, while not wasting undue energy (Sper-
ber and Wilson 1995).

Speakers must also limit their efforts. We do 
not inform our audiences of everything we have 
ever known or thought. After all, if listeners filter 
for relevance, as discussed above, then unneces-
sary verbosity is just a waste of energy. More-
over, if we are consistently irrelevant, we will 
lose friends and influence. These are serious con-
sequences in a highly social species like humans. 
Instead, a speaker should tend to produce stimuli 
that are as relevant for the listener as possible, 
given the speaker’s own goals and preferences.

In sum, the design features for adaptive 
 ostensive communication are that (1) listeners’ 
cognitive systems should tend to maximize the 
relevance of incoming stimuli, and (2)  speakers 
should tend to produce ostensive stimuli that 
are optimally relevant for the intended audience 
(where optimally relevant means as relevant 
as possible, given the speaker’s own goals and 
 preferences) (Scott-Phillips 2010). That human 
communication actually exhibits both of these 
qualities is the central claims of Relevance  Theory, 
a prominent approach to pragmatics, the branch of 
linguistics concerned with how  languages are used 
and the cognitive  mechanisms behind  linguistic 
communication. The two  qualities are called, re-
spectively, the cognitive and the communicative 
principles of relevance, and they are, in effect, 
claims that we use ostensive-inferential commu-
nication adaptively (Sperber and Wilson 1995).

Both principles of relevance have been 
 subject to empirical testing (reviewed in van 
der Henst and Sperber 2004). Probably the most 
well-known and cleanest test of the communica-
tive principle (that speakers will tend to produce 
optimally relevant stimuli) concerns telling the 
time. When approached on the street and asked 
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for the time by somebody who says they have 
an appointment soon, people will round their 
answer (e.g., to say “5 to 3” instead of “2:56”, 
or “4 min to 3”) if the appointment is between 
15 and 30 min from now, but they will give a 
precise, nonrounded answer if the appointment is 
within the next 15 min (Gibbs and Bryant 2008; 
van der Henst et al. 2002). This is because the 
precise, nonrounded answer is only relevant if 
the appointment is immediate. This is just one of 
several experiments whose results are consistent 
with the predictions of the communicative prin-
ciple of relevance.

The cognitive principle of relevance (that 
human cognition will maximize the relevance 
of incoming stimuli) has also been tested in a 
variety of ways. One way is with relational rea-
soning tasks (van der Henst and Sperber 2004). 
Relational reasoning tasks come in determinate 
and indeterminate forms. In the determinate 
form, participants are given premises such as “A 
is taller than B” and “B is taller than C,” and 
asked about the relation between A and C. In-
determinate forms are the same, except that the 
premises are indeterminate about the relation 
between the terms. The most straightforward ex-
ample is “A is taller than B” and “A is taller than 
C.” Here, nothing follows about the one unstated 
relationship between these three terms (i.e., the 
one between B and C). To test the communica-
tive principle of relevance, instead of asking 
“What is the relationship between B and C?” we 
can ask a question more like “What conclusions, 
if any, follow from these premises?” The point 
here is that many things (in fact, an infinite num-
ber) logically follow from these premises, many 
of them trivial and obvious. For example, and 
most immediately, the conjunction “A is taller 
than both B and C” follows. A series of experi-
ments show, however, that participants tend to 
say that no conclusions follow. In other words, 
the question they seem to answer is not the one 
they were literally asked, but this one: “What 
relevant conclusions, if any, follow from these 
premises?” (van der Henst and Sperber 2004). 
In short, the participants interpret the question 
in a way that it is relevant in the context (of a 
relational reasoning task, where many of the 

conclusions are trivial and obvious, and hence 
irrelevant), just as predicted by the cognitive 
principle of relevance.

In sum, experimental data suggest that human 
communicative behavior is indeed adaptive, 
given the different interests of signaler and 
 receiver. Signalers tend to produce optimally rel-
evant stimuli, given their communicative goals, 
and receivers maximize the relevance of the stim-
uli they receive.

Section 6: Vigilance  
and Argumentation

From an evolutionary perspective, there is 
one type of irrelevance that is of particular 
 importance: dishonesty. A dishonest signal is 
one that is presented as having useful (relevant) 
 information, but which in fact does not, because 
that information is false. Why is deception not 
widespread? After all, deceiving others can be 
very beneficial. If it pays a signaler to signal 
dishonestly, at least on average, then we should 
expect dishonest signals to evolve. If this occurs, 
the receiver’s best reaction is, again on aver-
age, simply to ignore signals from these signal-
ers, and so we should expect this indifference 
to evolve too. The end result is that the system 
has collapsed, and no further communication 
takes place. Under what circumstances does this 
outcome not come to pass? This question is the 
defining problem of signaling theory (Maynard 
Smith and Harper 2003). In this and the next sec-
tion, I shall address it from both an ultimate and, 
first, a proximate perspective.

From the receiver’s perspective, communi-
cation, linguistic or otherwise, is a potentially 
rich source of useful information. However, 
there is always the risk of deception and other 
forms of misinformation. This information must 
therefore be filtered; false and otherwise useless 
 information should be rejected. Listeners able to 
do this effectively will make the best use of com-
munication as a source of information.

This filtering of information is called  epistemic 
vigilance (Sperber et al. 2010). A  critical 
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 component of epistemic vigilance is the distinc-
tion between comprehension and acceptance: We 
can comprehend what others say without accept-
ing it (i.e., without changing our mental states 
in the way that the signaler intends). There are 
two reasons why we might reject information in 
this way: because we think the signaler is  either 
(1) malevolent (i.e., liable to deceive) or (2) 
 incompetent (i.e., liable to be misinformed them-
selves). To the extent that it is possible to detect 
malevolence and incompetence in advance, we 
are cautious about accepting information from 
such sources.

Epistemic vigilance is specific to ostensive 
communication. Exercising epistemic vigilance 
involves the listener satisfying the speaker’s 
communicative intention, while at the same time 
holding open the possibility of not satisfying the 
corresponding informative intention. In other 
words, the listener can accept that the speaker 
 intends that the listener understands that the 
speaker has a particular informative intention, 
while at the same time the listener can choose 
not to accept the content of that informative in-
tention. Since there are, by definition, no such 
similar intentions in code model communication, 
no such epistemic vigilance is possible there.

Whether the mechanisms involved in epis-
temic vigilance are adaptive or not is presently 
unclear. Whether and how we are able to detect 
misinformation is a much-studied topic in social 
psychology. There are also sizable literatures on 
the dissemination and persistence of misinforma-
tion, and on how accent and other paralinguistic 
features of dialects are sometimes used as heuris-
tic markers of group identity, and hence of who 
one should or should not trust and cooperate with 
(reviewed in Cohen 2012). In contrast, whether 
we filter information acquired via ostensive com-
munication as usefully as possible, given the in-
herent uncertainties involved, is far less studied 
(Sperber et al. 2010). Given the central role that 
ostensive communication plays in human life, it 
is quite plausible that the mechanisms involved 
in epistemic vigilance are adaptive—but, to the 
best of my knowledge, we do not have good 
data on this question at present. In short, nobody 

has yet done quantitative empirical work on the 
 effectiveness of epistemic vigilance. This is an 
 important topic for future research.

Let us now look at things from the  perspective 
of the signaler. Doing so sheds surprising new 
light on an aspect of our cognition that does not 
immediately seem to be of direct relevance to 
communication. Signalers signal in order to in-
fluence others’ mental states (Sect. 2). However, 
epistemic vigilance poses a barrier to this goal: 
Vigilant listeners, alert to the possibility of de-
ception, will not simply adjust their mental states 
willy-nilly, just as they are told. This means that 
signalers must find ways to overcome this bar-
rier. They cannot literally force listeners to adjust 
their mental representations, so they must instead 
persuade, argue, and otherwise provide good rea-
sons why listeners really should adopt their point 
of view. As such, crucial to this signaler’s goals is 
the ability to generate good arguments and other 
forms of persuasion in the first place; in other 
words, to reason well. This insight motivates the 
argumentative theory of reasoning, which states 
that the proper function of human reasoning 
skills is not, as is commonly assumed, to improve 
knowledge and make better decisions, but rather 
to devise and evaluate arguments  intended to 
persuade (Mercier and Sperber 2011). This does 
not mean, of course, that reasoning is not used to 
improve one’s own knowledge and make better 
decisions, or that it does not sometimes serve this 
purpose; the claim is simply that using reasoning 
in this way is like using a chair to hold open a 
door: It works, and often very well, but that is not 
what it is designed for. The function of reasoning 
is instead to persuade others in ostensive com-
munication.

The argumentative theory makes a  number 
of specific and otherwise counterintuitive 
 predictions that are supported by the empirical 
data, and which are hard to account for under the 
more traditional view (that the proper  function of 
reasoning is to improve knowledge). The most 
salient example of this is confirmation bias. It is 
well known that people tend not to  systematically 
evaluate both of the arguments in favor and those 
against existing beliefs or new ideas. Instead, 
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they interpret new data in a partial way, con-
sidering only or predominantly those data that 
 support already existing beliefs (for a review, see 
Nickerson 1998). If human reasoning is about 
 improving one’s own knowledge and making 
better decisions, confirmation bias is simply a 
flaw: It hinders rather than aids the purported 
goal. However, from the perspective of the 
 argumentative theory, it is exactly what should 
be expected. If the goal of reasoning is to provide 
listeners with reasons to accept your claims, then 
our reasoning skills should be designed to seek 
arguments in favor of our existing view, because 
it is these arguments that are most useful for the 
persuasion of others (Mercier and Sperber 2011).

This section has looked at the proximate 
 mechanisms associated with deception and 
other forms of misinformation in human 
 ostensive-inferential communication. Doing so 
has  highlighted how mechanisms for epistemic 
vigilance and  mechanisms for reasoning are two 
sides of the same communicative coin. I turn now 
to ultimate questions.

Section 7: Honesty and Reputation

The theoretical literature contains several  possible 
ultimate-level explanations of  evolutionary sta-
bility in communication. In this section, I briefly 
review these and discuss which apply to human 
communication.

One possibility is indices. With indices, there 
is a causal relationship between signal form 
and signal meaning. Dark clouds, for example, 
are indexical of rain. A biological example is 
red deer roars, whose acoustic properties are 
 indexical of the deer’s size. This is due to the 
physical constraints of deer vocalization (Fitch 
and Reby 2001). Specifically, when red deer 
roar, their larynx descends as far as possible, and 
this maximizes their apparent size. The deer can-
not evolve to descend the larynx any further be-
cause this would require a change in the funda-
mental anatomy of the deer. Another possibility 
is deterrents, where the payoffs associated with 
honesty outweigh the payoffs associated with 
dishonesty.

One special type of index is a handicap: Costs 
paid to produce a signal, which have no func-
tion except as a way to advertise the fact that 
the  signaler can actually produce the signal in 
the first place. It is critical to the mathematics of 
handicaps that these costs are differential: The 
costs of signal production must be greater for dis-
honest rather than honest signalers (Grose 2011; 
Számadó 2011). This quality is hard to measure, 
and hence real-world examples are hard to find: 
“there is not a single biological example that could 
be claimed as handicap beyond doubt” (Számadó 
2012, p. 281). Nevertheless, the  peacock tail is 
often put forward as a possible example (dis-
cussed in Maynard Smith and Harper 2003).

Students of human behavior have been far too 
keen to argue that human communication uses 
handicaps (Grose 2011). One example is blood 
donation (Lyle et al. 2009). Another is costly 
apologies (e.g., gifts), which signal a sincere 
 desire to repair a relationship (Ohtsubo and Wata-
nabe 2009). A third example is self-harm among 
prisoners, which some researchers argue is used 
to signal psychological volatility (“if I am crazy 
enough to do this to myself, what might I do to 
you?!”; Gambetta 2009). All these examples are 
costly to some degree or another, but in no case is 
there good reason to think that they are differen-
tially costly. As such, these proposals all ignore a 
key requirement for a signal to qualify as a handi-
cap. There are further examples still (Grose 2011; 
Scott-Phillips 2014).

While it is possible that some instances of 
human communication are kept stable by other 
means, most are kept stable by deterrents, and in 
particular by reputation (Lachmann et al. 2001; 
Scott-Phillips 2008a). Individuals who lie are 
likely to be ignored or ostracized in the future, 
and this possibility stops people from lying. The 
loss of reputation that can result from dishonesty 
is a major cost in a highly social species like hu-
mans, who continually monitor and gossip about 
each other’s behavior. Indeed, Aesop’s fable of 
the boy that cried wolf is designed to illustrate 
the importance of a reputation for honesty. The 
importance of reputation for the evolution of 
human cooperation was recognized some time 
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ago (e.g., Milinski et al. 2002). Its importance for 
the evolution of human communication is less 
widely recognized, but should be.

Section 8: Summary

When we study human communication from an 
evolutionary or zoological perspective, the most 
important point to keep in mind is that human 
communication is ostensive-inferential (Sect. 2). 
What this means is that human communication 
involves the expression and recognition of in-
tentions. Specifically, these intentions are com-
municative intentions, the content of which are 
informative intentions.

As such, human communication is ultimately 
a form of mutually assisted social navigation. Its 
direct functions are mind reading (for receivers) 
and mental manipulation (for signalers). Sev-
eral researchers have suggested other functions 
for human communication, such as grooming, 
 courtship, and so on, but these are all derived 
functions, and should not be confused with its 
direct functions (Origgi and Sperber 2000; Scott-
Phillips 2014). Linguistic communication is a 
type of ostensive-inferential communication 
(Sect. 3).

In asking what an adaptationist perspective 
might tell us about human communication and 
language, it is important to recognize that com-
munication systems are not psychological traits, 
nor biological traits of any other sort. Commu-
nication is instead the product of two interactive 
traits, namely mechanisms for signal production 
and mechanisms for signal reception (Scott-
Phillips 2008b; Scott-Phillips et al. 2012). When 
we consider how the interests of signaler and 
receiver play off against one another, we derive 
the following predictions: (1) listeners’ cognitive 
systems should tend to maximize the relevance 
of incoming stimuli, and (2) speakers should tend 
to produce ostensive stimuli that are optimally 
relevant for the intended audience. These are the 
central claims of relevance theory, and they have 
stood up to empirical scrutiny (Sect. 5).

It is possible that humans have adaptations 
for language acquisition, which constrain the 

possible forms that languages can take. If so, 
this can help explain why languages take the 
forms that they do. However, an alternative 
proximate explanation of this is cultural attrac-
tion: It is possible that languages take the forms 
that they do because as they propagate through 
a community they change in nonrandom ways, 
and in doing so they gravitate towards certain 
forms and away from others (Sect. 4). Which 
of these explanations is correct (or whether a 
combination of them is) is a central question for 
contemporary linguistics, and will remain so for 
some time.

Communication is of course a social 
 phenomenon, and as such a classic problem is 
evolutionary stability. What prevents widespread 
dishonesty? In most human communication, 
the answer is social reputation: The potential 
 benefits of dishonesty are outweighed by the 
potential costs of being discovered or known as 
a liar (Sect. 7). At a proximate level, we have a 
suite of mechanisms that help to defend them-
selves against the possibility of misinformation 
(Sect. 6). This is called epistemic vigilance. An 
adaptationist approach suggests that our ability to 
reason may be the flip side of this: A mechanism 
adapted to persuade others to accept the informa-
tion we present to them.

This brief survey of what an evolutionary per-
spective can tell us about human communication 
and language has highlighted several  important 
questions that require further investigation. 
Among the most prominent are: How good are 
we at epistemic vigilance? (This is not the same 
question as “How good are we at  detecting 
liars?”; Sperber et al. 2010). How widespread are 
handicaps in human communication? To what 
extent, exactly, does human communicative be-
havior satisfy the principles of relevance? Within 
evolutionary linguistics, adaptationist questions 
of this sort have received relatively little  attention 
in comparison to questions about the evolution-
ary origins of language. Research on language 
 origins is certainly to be welcomed, but we 
should not neglect to study how an  evolutionary, 
adaptationist perspective can inform questions 
about the nature of language and communication 
themselves.
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We share our planet with more than 7 billion 
members of our species, each of whom has their 
own unique biographical history, personal char-
acteristics, and preferences. Of these seven bil-
lion or so other people, how many do we each 
have individuated knowledge? While it is almost 
impossible to provide an accurate answer to 
this question, it is relatively straightforward to 
demonstrate that this number is far short of the 
entire population. Estimates of social network 
size—people we know personally—range from 
around 100 (Hill and Dunbar 2003) to 5000 
people (Killworth et al. 1990; Pool and Kochen 
1978). Even when you add in people with whom 
we are familiar (e.g., famous celebrities, public 
figures, people we do not know but see regularly 
in day-to-day life, people we have learned about 
from others), it seems likely that the number of 
people we each have individuated knowledge 
of would be quantified in thousands or tens of 
thousands, rather than hundreds of thousands 
 or millions—certainly not billions. Yet despite 
our impoverished person-specific knowledge 
of our conspecifics, we are remarkably adept at 
navigating our social environment, successfully 
interacting with people irrespective of whether 

we have ever encountered them before or not. 
Much of this social dexterity can be attributed to 
our use of stereotypes.

We perceive ourselves and other people not 
only as unique individuals who possess their own 
personal characteristics (e.g., Jill goes  running 
and enjoys fine wine) but also as members of 
social groups that are themselves associated 
with many attributes (e.g., as a nurse, Jill must 
be caring and friendly). The information asso-
ciated with social groups is commonly referred 
to as stereotypes (Allport 1954; Lippman 1922). 
Stereotypes are often viewed in terms of their 
negative influence (i.e., prejudice), most  notably 
when their endorsement leads to discrimination 
toward people belonging to minority groups 
(Tajfel 1969). However, in the face of an infinite-
ly complex social world, stereotypes also play a 
vital positive role by efficiently organizing social 
information in a way that allows us to rapidly 
make inferences about other people (Macrae and 
Bodenhausen 2000; McGarty et al. 2002).

By examining stereotypes from an  evolutionary 
perspective, in this chapter, we present  evidence 
that our reliance on stereotypes is a functional, so-
cial, and cognitive adaptation, without which we 
would be considerably less able to thrive in our 
social environment. We also explore the extent to 
which the process of cultural evolution—the way 
that information changes as it passes from per-
son to person—is influenced by stereotypes, in-
fluences the evolution of  stereotypes, and might 
even provide clues to the origins of stereotypes.
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Stereotypes are Adaptive

One of the most compelling arguments in favor 
of stereotypes as functional, social cognitive ad-
aptations is simply that they exist. Evolutionary 
biology and cultural evolution provide many ex-
amples of attributes that are either vestigial and 
have no apparent current function or are maladap-
tive and actually hinder function (e.g., Wisdom 
teeth and the QWERTY keyboard are two com-
monly cited examples of biological and cultural 
maladaptation, respectively; Mesoudi 2011). 
However, the vast majority of the traits we inherit 
have some adaptive value. It seems likely that if 
stereotypes had no adaptive function, then they 
would never have come into existence in the first 
place. Similarly, if stereotypes were not a useful 
tool for us today, then selection pressure would 
have marginalized them or eliminated them com-
pletely. That stereotypes not only endure, but are 
continually forming and evolving, is testament to 
their functional value as aids to understanding, 
as a means of conserving cognitive energy, as 
 culturally shared beliefs, and as a means of pro-
tecting self-esteem.

Stereotypes are often described as aids to 
 understanding because, in the absence of read-
ily available person-specific information, they 
allow us to perceive other people and their be-
havior in terms of the social groups to which they 
belong. Just as we have cognitive categories for 
nonsocial objects, such as vehicles and furniture 
(Rosch et al. 1976), stereotypes are cognitive 
categories for social groups, such as sex, age, 
and ethnicity (Fiske and Neuberg 1990). Once 
a category is cued, we have access to a wealth 
of existing knowledge about attributes associ-
ated with the category, which influences our 
subsequent cognitive and behavioral tendencies 
(Allport 1954; Brewer and Feinstein 1999; Fiske 
and Neuberg 1990; Rosch et al. 1976). The abil-
ity to interpret new information in terms of our 
previous  experience enables us to go beyond that 
which is available and make inferences based on 
our  existing knowledge (Bartlett 1932; Griffiths 
et al. 2008; Kalish et al. 2007). As social animals 
living in large groups, it is vital that we are able to 
respond rapidly when encountering new people 

in our environment, paving the way for smooth 
social interactions (McGarty et al. 2002). With-
out the aid of stereotypes, this task would be vir-
tually impossible, and so we have evolved to use 
them as a way of making sense of the complex 
social world in which we live (Tajfel et al. 1971).

Not only do stereotypes help us to navigate 
our complex social environment but they also 
do so in a highly efficient manner; in effect, 
 stereotypes are energy-saving devices (Allport 
1954; Brewer 1988; Macrae et al. 1994a). 
 Considering the excessive amount of informa-
tion we are exposed to in our social environ-
ment, we have neither the cognitive capacity nor 
the time to perceive each person individually. 
 Stereotypes allow us to ignore the individuating 
information about a person (Fiske and Neuberg 
1990), thereby saving effort (Bodenhausen and 
Lichtenstein 1987; Macrae et al. 1994a) and time 
(Fiske et al. 1987). As Allport (1954) suggests, 
“The human mind must think with the aid of cat-
egories…. Orderly living depends on it” (p. 20). 
We use stereotypes to reduce the differences 
between people to cognitively and behaviorally 
functional proportions (Rosch et al. 1976). To the 
extent that a strategy is required which allows us 
to adapt to frequently changing social situations, 
our cognitive processes have evolved to use 
stereotypes as a way of reducing the complex-
ity of the task at hand. In a social environment, 
where we are often required to perform multiple 
tasks simultaneously, stereotypes provide us with 
shortcuts that preserve our precious cognitive re-
sources for other duties (Macrae et al. 1994a).

Stereotypes not only benefit us because 
of the way they help us structure information 
within our own minds but they are also adap-
tive because they are culturally shared knowl-
edge structures, with similar representations in 
the minds of other people (Devine 1989; Devine 
and Elliot 1995; Karlins et al. 1969; Katz and 
Braly 1933; Madon et al. 2001; Schaller and 
Conway 1999). According to Devine (1989), “…
stereotypes are part of the social heritage of a 
society and no one can  escape learning the pre-
vailing attitudes and  stereotypes…” (p. 5). Ste-
reotypes have the  capacity to influence how we 
perceive reality  because they are shared across 
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the  population and guide our expectations of the 
roles and  behaviors that both we and others will 
undertake. An  important function of our shared 
stereotype knowledge is that it allows us to sim-
plify  communication, while at the same time 
convey information that is rich in implied mean-
ing (i.e., because I know what you know, and you 
know what I know, neither of us has to say it; 
Stangor and Schaller 1996). Thus, because ste-
reotypes exist not only in the mind of the indi-
vidual but also in the minds of others, they help 
regulate social perception and interactions by 
reducing uncertainty (Hogg and Reid 2006). Be-
cause of their value in helping us to intuitively 
understand one another and act collectively, it 
has been argued that shared group beliefs, such 
as stereotypes, provide one of the foundations on 
which a structured and cohesive society can be 
built (Bar-Tal 2000).

Even one of the less savory aspects of ste-
reotypes—their relationships with prejudice and 
discrimination—can have adaptive value through 
their influence on the social comparisons we make 
between ourselves and other people. While we all 
share similar levels of knowledge about cultural 
stereotypes, people differ in their endorsement of 
the accuracy of stereotypes, depending on their 
personal beliefs (Devine 1989). Specifically, 
people who exhibit lower levels of prejudice tend 
to refute the accuracy of stereotypes, whereas 
people with higher levels of prejudice are more 
likely to believe stereotypes are accurate descrip-
tions of group members. As stereotype content 
tends to be predominantly negative, people who 
endorse stereotypes are more likely to evaluate 
members of other social groups in a negative 
light. Because we gain an indication of our self-
worth by continually comparing our perception 
of ourselves to our perceptions of other people 
(Festinger 1954; Tajfel and Turner 1979), nega-
tive evaluations of out-group members increase 
our relative sense of self-worth and can boost 
our self-esteem (Fein and Spencer 1997). Indeed, 
when a person’s self-esteem is threatened, they 
are more likely to perceive out-group members in 
a negative stereotypical manner and experience 
an associated increase in self-esteem as a conse-
quence (Fein and Spencer 1997).

There can be little doubt that our reliance on 
stereotypes is due to the adaptive solutions they 
provide to the challenges we face as members 
of a cognitively and socially advanced species. 
Without stereotypes, our interactions with other 
people would be vastly more cumbersome, 
time-consuming, and cognitively demanding. 
 Certainly, without the affordances of stereotypes, 
we might never have had the spare cognitive 
capacity and social cohesion that have led us to 
evolve into the culturally advanced society we 
live in today. While one can only speculate about 
the relative influence of stereotypes on our evo-
lutionary heritage, there is undoubtedly evidence 
that stereotypes influence the way that culture 
evolves today.

Stereotypes Influence the Way Culture 
Evolves

The past decade has seen an upsurge in interdis-
ciplinary research examining how human knowl-
edge develops through cultural evolution (e.g., 
Baum et al. 2004; Caldwell and Millen 2008a, b; 
Flynn 2008; Kirby et al. 2008; recently reviewed 
in Mesoudi 2009, 2011). One of the central te-
nets of cultural-evolution theory is that because 
human culture encompasses variation (there 
is innumerable variance in the forms of human 
 information), competition (it is not possible to 
recall and transmit all information; therefore, 
some information is passed on, while other in-
formation is not), and inheritance (we learn from 
others and they learn from us), it is likely to be 
subject to the pressures of Darwinian evolution 
(Campbell 1975; Dennet 1995; Mesoudi 2009). 
Indeed,  evidence suggests that when information 
is repeatedly passed from person to person, it de-
velops adaptively in a manner broadly analogous 
to biological evolution (Mesoudi 2009, 2011; 
Richerson and Boyd 2005). Because stereotypes 
impact both information competition and its 
transmission, it seems likely that they influence 
the way that culture evolves.

While there has been a recent spike in inter-
est in cultural evolution, the idea that information 
changes as it is socially transmitted is not a new 
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one. In 1932, Sir Frederic Bartlett conducted stud-
ies examining the reconstructive nature of mem-
ory and the effects of this on the transmission of 
knowledge. The format of Bartlett’s experiments 
resembled the children’s game—“telephone” 
(also often called “Chinese whispers”); the first 
person in the experiment was asked to try and 
learn a story and then after a short delay recall it, 
whatever the first person recalled was passed on 
as the to-be-learned story for the second person, 
whatever the second person recalled was then 
passed to a third person, the third to a fourth, and 
so on. This process was repeated to form multi-
ple storytelling chains, each comprising multiple 
“generations” of participants. Because the infor-
mation passed along each chain was dependent 
on the unique memories of the people in them, 
the stories were very different from one another 
by the end of the process even though each chain 
began from the same starting point. In other 
words, knowledge of the stories had culturally 
evolved across a series of generations.

Interestingly, while the content of the  stories 
at the end of Bartlett’s chains was different from 
both the original seed story and from one another, 
there was also evidence that properties of the sto-
ries were evolving in similar, predictable ways. 
Specifically, as the stories were continually re-
told, they began to get shorter, simpler, and more 
structured until eventually they could be trans-
mitted successfully word for word. By the end 
of the chains, the original gist of the stories was 
often all that remained of the original, with many 
specific details either lost or replaced across the 
course of the chain. Bartlett (1932) suggested 
that what we remember is a continual interaction 
between past events and the current environment. 
Bartlett (1932) referred to this process as conven-
tionalization, meaning that we use stored knowl-
edge and expectations to assimilate and make 
sense of new information. As individuals, we 
show a bias toward internal consistency (Schaller 
and Conway 1999; Spiro 1980), with inconsistent 
information often lost from memories and con-
sistent information often more likely to persist 
or be erroneously added (Bartlett 1932; Sherman 
and Bessenoff 1999). It seems that as information 
is repeatedly passed from person to person this 

individual bias is incrementally  amplified and the 
result is gradual cultural evolution.

Because stereotypes are a rapidly  accessible 
source of stored knowledge (Allport 1954; 
Fiske and Neuberg 1990; Macrae et al. 1994b), 
and have the ability to guide our expectations 
(Bodenhausen and Lichtenstein 1987; Boden-
hausen and Wyer 1985), it should come as no 
surprise that they have the ability to  influence the 
cultural evolution of information. For  example, 
Allport and Postman (1947) demonstrated that 
stereotypes can have a powerful  top-down 
 influence on rumor transmission. Using a  serial 
transmission paradigm akin to Bartlett’s (1932), 
the first participant in a chain was shown  pictures 
of complex scenes and asked to remember these 
and then verbally describe them to the next par-
ticipant in the chain; each subsequent genera-
tion was asked to remember the verbal descrip-
tion of the previous participant and relay this to 
the next generation. Consistent with Bartlett’s 
(1932) findings, over successive generations, 
the  volume of information being transmitted 
reduced, and the content of the information 
changed. What was particularly striking was 
how existing stereotype knowledge influenced 
the way that content changed. For example, in 
one experiment, participants were shown a scene 
that depicted a scruffily dressed White man 
holding a razor and gesticulating aggressively 
at a smartly dressed Black man. In three of the 
eight chains, Allport and Postman reported, the 
final generation believed it was the Black man 
that was holding the razor. It would seem that 
the information changed to become consistent 
with the prevailing negative stereotype of Afri-
can Americans in the USA at that time (Kashima 
2000). These findings suggest that, irrespective 
of the reality we are presented with, our knowl-
edge of stereotypes can have a profound influ-
ence on what we recall and consequently what 
we are likely to transmit to others.

Our cognitive limitations and the quan-
tity of social information we encounter create 
the conditions for memory-based competition; 
some  information will survive in memory long 
enough to be successfully transmitted to others, 
while other information will be forgotten before 
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it can be reproduced. In this competition for 
space within our memories, not all information 
is  treated equally, and there exists a substantial 
body of research demonstrating a bias for recall 
of stereotype information (Bodenhausen and Li-
chtenstein 1987; Bodenhausen and Wyer 1985; 
Dodson et al. 2008). Moreover, as information 
is  transmitted from person to person, stereo-
type-consistent information is more likely to be 
 remembered than stereotype-inconsistent infor-
mation (Allport and Postman 1947; Bangerter 
2000; Kashima 2000; Kashima et al. 2013; Lyons 
and Kashima 2001, 2003). As a result, over time 
and repeated transmissions, information tends 
to become more consistent with the prevailing 
attitudes and stereotypes in society (Kashima 
et al. 2013). Cumulatively, our cognitive limita-
tions and individual biases toward stereotype-
consistent information influence what kind of 
information survives as it is passed from person 
to person, thus providing a mechanism by which 
stereotypes can be maintained and reproduced in 
our culture.

Not only does stereotype knowledge influence 
the narrative of what we remember and transmit 
to others but it also manifests itself in subtle and 
systematic ways in the language we use (Wigbol-
dus et al. 2000). When we describe expectancy-
consistent information (e.g., stereotype-consistent 
information) we do so at a greater level of linguis-
tic abstraction than when describing expectancy-
inconsistent information (Maass et al. 1989; 
Semin and de Poot 1997; Wigboldus et al. 2000). 
While these linguistic differences are seemingly 
unintended, they have the power to influence our 
collocutor’s perception of events (Franco and 
Maass 1996; von Hippel et al. 1997). Wigboldus 
et al. (2000) were interested in the communica-
tive consequences of our linguistic  biases. In one 
experiment, participants were asked to commu-
nicate stereotype-relevant messages using their 
own words. They found that participants did 
indeed use a greater level of abstraction when 
communicating expected information compared 
to that which was unexpected. Moreover, results 
indicated that the greater the level of linguistic 
abstraction, the more likely recipients were to 

make dispositional inferences about the event, 
going beyond the specific content of the message. 
This suggests that stereotypes have the capacity 
to shape the language we use when we commu-
nicate with others, which, in turn, influences how 
information is perceived by others.

By influencing cognitive competition and the 
social transmission of information, stereotypes 
have the power to shape the way that knowl-
edge evolves. Even when people are striving 
to  recall and transmit an accurate account of 
events, knowledge of existing cultural stereo-
types has the ability to distort reality. The extent 
of these distortions may be very slight within a 
single  individual, but because all individuals 
have knowledge of the same cultural stereotypes 
(Devine 1989; Karlins et al. 1969; Katz and 
Braly 1933; Madon et al. 2001), these distortions 
grow cumulatively as knowledge is repeatedly 
relayed across many people. Thus, the  selection 
and transmission bias toward stereotype-con-
sistent information we exhibit as individuals 
acts to maintain and strengthen existing cultural 
 stereotypes at a societal level. Although stereo-
types exert  selection pressure on the evolution 
of information, as a form of socially transmitted 
knowledge, stereotypes themselves are also sub-
ject to the pressures of cultural evolution.

Cultural Evolution Influences 
Stereotype Content

Many of the adaptive cognitive and social 
 benefits we gain from using stereotypes are de-
rived from the underlying principle that, in an 
ever-changing world, stereotypes provide a sta-
ble knowledge base that can assist us. However, 
any suggestion that stereotypes are fixed would 
be quite wrong. Stereotypes are continually 
evolving; it is only because they tend to change 
very slowly that gives the impression that they 
are stable. Cultural stereotypes evolve gradually 
but continuously in a manner that is similar to 
the continual but imperceptible change of organ-
isms over many generations in biological evolu-
tion. Take the  example of the gender stereotype 
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associated with the  colors pink and blue. In con-
temporary Western society, the colors pink and 
blue are  unambiguously associated with girls 
and boys, respectively. These stereotypes are 
 reflected in the color of clothes that people are 
able and  willing to buy for babies and young 
children (Cunningham and Macrae 2011), to the 
extent that it would generally be deemed socially 
unacceptable to buy pink clothes for a boy. How-
ever, it seems this pervasive cultural stereotype 
linking gender and color only developed in the 
past 70 years or so. Up until around 1900, there 
was no apparent color-based sex stereotype for 
children’s clothes, with boys and girls likely to be 
dressed in white until around the age of 6 (Paolet-
ti 2012). In the first third of the twentieth centu-
ry, retailers increasingly distinguished boys’ and 
girls’ clothes using color, but not  consistently—
indeed, in 1927, Time magazine printed an article 
on children’s fashions telling readers that the ma-
jority of retailers recommended dressing boys in 
pink and girls in blue (Fashions: Baby’s clothes, 
Time, 14 November, 1927; cited in Paoletti 2012). 
It is not until around the 1940s that we see the na-
scent beginnings of the “pink for a girl/blue for 
a boy” cultural stereotype of today. Clearly, the 
stereotype associations of pink and blue changed 
radically and on multiple occasions throughout 
the twentieth century.

Social psychological research spanning the 
past eight decades provides a more detailed 
 analysis of the evolution of cultural stereotypes 
that are seemingly ubiquitous at a single point 
in time. The best known of these are the “The 
 Princeton Trilogy” (Devine 1989; Madon et al. 
2001), which examined the content and consen-
sus of cultural stereotype knowledge shown by 
Princeton University students at three different 
points over a 36-year period. The initial study was 
conducted by Katz and Braly (1933) who asked 
a sample of students to select 5 traits from a list 
of 84 that best described ten ethnic and national 
groups. Their results indicated that the students 
held distinct beliefs about the groups in  question, 
as well as showing a high degree of consensus 
across participants about those beliefs. A replica-
tion of this study by Gilbert (1951) found that the 

content of the stereotypes had remained stable 
over time, but that the degree of consensus had 
reduced. However, in the final study, Karlins 
et al. (1969) found that the content of stereotypes 
had changed considerably over time, with the de-
gree of consensus across participants remaining 
stable.

The Princeton Trilogy studies demonstrate 
considerable change in stereotype content 
 between 1933 and 1969. Subsequent replica-
tions of these studies suggest that changes found 
in  stereotype content are reliable (Dovidio and 
Gaertner 1986; Lepore and Brown 1997). Madon 
et al. (2001) also replicated the findings of the 
Princeton Trilogy; their results demonstrated 
that both the content and consensus of the ten 
national and ethnic stereotypes reported had 
changed  considerably over the intervening 60 
years. In  addition to replicating the original re-
sults, Madon et al. (2001) extended the findings 
by using an updated attribute list that included 
300 new attributes to ensure that real changes in 
stereotypes were not being masked by the use of 
an outdated attribute list. Out of the ten groups, 
they found that stereotypes had changed signifi-
cantly for nine of the groups. For example, while 
Katz and Braly (1933) found that 84 % of their 
participants reported “superstitious” as an attri-
bute of the African American stereotype, none of 
the European American participants in Madon 
et al. (2001) reported this attribute. Similarly, 
75 % of participants in Katz and Braly (1933) 
reported the African American stereotype to in-
clude “lazy,” whereas “lazy” was not considered 
relevant to the current stereotype in Madon et al. 
(2001). Overall, Madon et al. (2001) reported 
that the majority of stereotypes had undergone 
 considerable revision over time, with consen-
sus for the current stereotypes remaining high or 
even increasing.

While it is relatively easy to demonstrate that 
cultural stereotypes evolve over time, determin-
ing exactly what factors influence their evolu-
tion is somewhat trickier because stereotypes 
change gradually over many years. One obvious 
 contributory factor to changes seen in ethnic and 
national stereotypes is many years of increasing 
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intergroup contact (Allport 1954; Madon et al. 
2001). Since Katz and Braly’s (1933) original 
investigation, societal changes in the USA mean 
there has been a progressive increase in the 
 number of  opportunities for people from different 
social groups to interact with one another. This 
increase in intergroup contact provides many 
more opportunities for people to refute the ac-
curacy of stereotypes through their own personal 
experiences (Allport 1954; Madon et al. 2001). 
It is also possible that socioeconomic changes 
in the roles that members of different social 
groups play in society has altered the structural 
relationships between groups in such a way that 
has placed stereotype content under pressure to 
change. Evidence shows that stereotypes some-
times reflect the actual characteristics of social 
groups (Judd and Park 1993), thus any changes in 
the social group status are consequently reflected 
in a change in the stereotype content over time 
(Madon et al. 2001).

Examining the content of cultural  stereotypes 
measured at different points in time provides 
very compelling evidence of the capacity for 
stereotypes to evolve (Karlins et al. 1969; Katz 
and Braly 1933; Madon et al. 2001). This by 
no means implies that stereotype change is ei-
ther quick or easy to achieve (Devine and El-
liot 1995; Lepore and Brown 1997). Stereotype 
change is a slow process but, over time, it seems 
 stereotypes gradually adapt to reflect changes in 
cultural  attitudes and beliefs (Madon et al. 2001). 
However, while we have some insight into why 
stereotypes might change over time, the mecha-
nisms underpinning how stereotypes evolve are 
less apparent. How does one change stereotypes 
that exist in the collective consciousness of all 
members of society? How does one change ste-
reotype associations that remain pervasive even 
though there is no obvious basis for their origin 
in the first place? How does one change stereo-
type associations that persist even in the minds 
of those who strenuously refute their accuracy? 
Indeed, how do stereotypes even form in the first 
place? It is possible that insights from cultural 
evolution research might help provide answers to 
all of these questions.

How Do Stereotypes Form  
and Evolve?

Theories of cultural evolution suggest that if one 
wishes to understand the content of human cul-
ture at a societal level, one must first  understand 
how information is processed and transmit-
ted at the individual level (Richerson and Boyd 
2005; Mesoudi 2011). This acknowledgment 
that the macroevolution of culture is dependent 
on  microevolution processes could be central 
to developing an understanding of how cultural 
stereotypes form and evolve. We see two appeal-
ing benefits from adopting this approach. First, 
explaining macroevolutionary culture by scaling 
up from microevolutionary processes provides 
plausible theoretical explanations for both how 
and why stereotypes form and change. Second, 
because the individual-level cognitive and social 
determinants of microevolution can be measured 
and manipulated within the controlled confines 
of a laboratory setting, it is possible to empiri-
cally test theories of stereotype formation and 
evolution that have thus far proved too unwieldy 
to examine in the wild.

A comparable cultural evolution approach has 
recently been adopted by researchers  interested 
in the origins and evolution of human  language. 
In order to examine the effects of cultural 
 transmission on language, Kirby et al. (2008) 
 developed a novel “alien” language for use in a 
diffusion-chain paradigm, similar to the method-
ology used by Bartlett (1932). The first  participant 
in a chain underwent a learning phase where 
they received training in the alien language; this 
 involved studying artificially created names used 
to describe pictures of “alien objects” (e.g., an 
image of a red circle was a “tuge”). Following the 
learning phase, knowledge of the language was 
tested by presenting participants with objects to 
name; some of these objects were ones they had 
encountered before (seen items) and some were 
previously unseen (unseen items). Crucially, 
while unseen items were entirely novel, they did 
share features with some of the seen items (e.g., 
shape or color). Whatever words participant 1 
used to describe each stimulus during the test 
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phase, whether correct or incorrect, were then 
carried over for use with participant 2 and were 
randomly designated as either seen items (i.e., 
viewed during learning and test) or unseen items 
(i.e., viewed only at test). This procedure was re-
peated until the language was transmitted across 
ten individuals/generations in turn.

The results of these experiments demonstrated 
that as the output of the language was transmit-
ted from one participant to another, it became 
increasingly learnable (both for seen and unseen 
items). There was also evidence that the language 
became more structured over time. What started 
out as a set of random pairings of words and pic-
tures (e.g., “tuge” used to describe a red circle), 
evolved into a structured language with specific 
words being used to describe certain shared cat-
egorical features (e.g., “tuge” incorporated in 
the description of all red items). Faced with the 
dual problems of an overwhelming amount of in-
formation to process and previously unseen ob-
jects, participants made many errors. However, 
it seems that their memory successes and failures 
were not random; instead, there was some level 
of categorical structure to their responses, with 
people more likely to make within-category con-
fusions than between-category confusions. What 
began as tiny templates of structure in the epi-
sodic recall of one participant were detected and 
inadvertently and unconsciously amplified in the 
recollections of the next participant. Over time, 
these cumulative and systematic biases in recall 
resulted in a coherent categorical structure that 
could be used efficiently to infer information 
about targets even when they had never before 
been encountered.

There are some obvious conceptual parallels 
between the way that language and stereotypes 
function. First, both language and stereotypes 
rely on cultural consensus. A language cannot 
 function successfully unless there is general 
agreement about its rules and meanings (Lehrer 
1984). Similarly, the very nature of stereotypes 
requires that their content is widely known, if 
not necessarily endorsed (Devine 1989; Katz 
and Braly 1933; Lepore and Brown 1997). Sec-
ond, both language and stereotypes allow users 
to make rule-based inferences that can be uti-

lized in new situations. For example, grammati-
cal  sentences can be constructed even though the 
content of the sentence may be  entirely novel 
(Kirby 2001); equally, we can use category-based 
stereotypes to make inferences about  people we 
have never before encountered (Allport 1954; 
Brewer 1988; Fiske and Neuberg 1990). Third, 
both languages and stereotypes have the ability 
and propensity to change over time (Kirby et al. 
2008; Madon et al. 2001). Finally, both languag-
es and stereotypes are culturally learned through 
iterated learning—that is, rather than being 
 explicitly learned, they can be acquired tacitly 
through our repeated interactions with other 
people (Kirby et al. 2008; Stangor and Schaller 
1996; Stangor et al. 2001).

Given these parallels, it is possible that 
 stereotypes might culturally evolve in a similar 
way to language. Any hint of existing linguistic 
structure and category association is detected 
and repeatedly amplified as a consequence of 
the shared cognitive biases and limitations of 
those who transmit the information (Kirby et al. 
2008). Clearly, there are many examples of ste-
reotypes that contain a “kernel of truth,” as they 
are based on a genuine relationship that exists 
between attributes and categories (e.g., the Scot-
tish stereotype includes attributes that are over-
represented among Scots, such as wearing kilts 
and having red hair). Where such category-based 
overrepresentations exist for social informa-
tion, it seems likely they would be detected and 
amplified until a stereotype has formed. In ad-
dition, cumulative cultural evolution might also 
provide a  mechanism to explain those aspects of 
stereotypes that are seemingly arbitrary or of no 
obvious origin (e.g., the stereotype of Scottish 
people as miserly or the gender stereotypes of the 
colors of pink and blue). Kirby and colleagues 
found that even when there was no discern-
ible categorical organization of a language, this 
structure was imposed unintentionally as people 
(mis)remembered what they had learned. Where 
there is no existing  association between social 
 categories and information, our shared cognitive 
biases and limitations might result in the spon-
taneous  creation of relationships as information 
passes from one mind to the next.
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Conclusion

By examining stereotypes from an evolutionary 
perspective, one begins to get a sense of their 
broad significance for our species. The adaptive 
social and cognitive benefits stereotypes pro-
vide us as individuals today are well documented 
(Bodenhausen and Lichtenstein 1987; Brewer 
1988; Fiske and Neuberg 1990; Macrae et al. 
1994a). What is less clear is the influence that ste-
reotypes have exerted in shaping the substance of 
our inherited knowledge by subtly changing the 
content of information as it is passed from person 
to person. Equally intangible are the mechanisms 
that facilitated the creation and development of 
the cultural stereotypes that exist today. However, 
by utilizing the theoretical and methodological ap-
proaches of cultural evolution, we could examine 
the origins and development of stereotypes in the 
lab, and further our  understanding of how stereo-
types might naturally occur or evolve in nature.
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How exactly should we apply an evolutionary 
perspective to social psychology? A well-known 
example is the selectionist theory of sex differ-
ences in human mating strategy. Men produce 
offspring via ejaculation; women must invest 
a prolonged period of pregnancy and nursing 
(Trivers 1972). The implication is that men and 
women engage in different mating strategies, 
with women’s comparatively limited reproduc-
tive capabilities, relative to men, increasing 
their choosiness and causing them to be more 
discerning when selecting a mate. The theory’s 
logic can be extended to gorillas and orangutans, 
where males seek to mate with multiple females, 
while females are usually limited to a single 
male. However, it fails for other apes: Gibbons 
and siamangs are monogamous, although at least 
one observer thinks male gibbons compete more 
than females for mates based on sex differences 
in song bouts (Cowlishaw 1996). Among chim-
panzees, both sexes mate with multiple partners. 
Among bonobos, females freely seek sexual 
relations with both sexes and appear as eager as 
males for coitus.

An alternate approach to the evolution of be-
havior recognizes that humans are primates, and 
we share certain behaviors seen in nearly all our 
primate cousins, especially in those evolution-

arily closest to us, the African apes. This strongly 
suggests that such common behaviors evolved 
along with the physical changes that produced 
Homo sapiens. But this is only a first step. To 
be convincing, we may also identify proximate 
mechanisms in the neurophysiology of humans 
(and other primates) that underlie these putative-
ly evolved behaviors.

Dominance/Status Hierarchies  
in Face-to-Face Groups

Dominance (or status) hierarchies are a  reliable 
feature of primate societies. (To be clear, I am 
referring to status in face-to-face groups, not 
to macro-level stratification in large societ-
ies, which has no homologue in nonhuman pri-
mates.) To avoid an overly simplistic picture 
of these structures, several qualifications are 
needed.  Status rank may be persistently relevant 
in  species with fairly permanent groups, or only 
occasionally relevant for animals that forage 
alone. Rankings are usually, but not necessarily, 
transitive. The relative status of two individu-
als may depend, in part, on the proximity of al-
lies. Sometimes the highest-ranking position is 
shared by a coalition of two or three animals. It is 
often easier to identify a male ranking than a fe-
male ranking. Rankings are usually less clear in 
the wild than in captive colonies where animals 
are forced into close contact. Also, some species 
simply show less overt status behavior than oth-
ers, and status ranking may become prominent 
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only during the breeding season or in periods 
of food scarcity. Given these qualifications, it is 
still clear that there is a general primate pattern 
of fairly consistent rank ordering with respect to 
influence, power, and valued prerogatives.

Among humans, face-to-face status 
 (dominance) hierarchies have corollary features 
long recognized in classical social psychology. 
Here, I briefly enumerate five corollaries that we 
now know are also found among nonhuman pri-
mates, at least those evolutionarily closest to us, 
and therefore plausibly having an evolved basis 
(see Mazur 2005, for an extended treatment).
1. An individual’s rank depends partly on 

extrinsic attributes that are not obviously 
prerequisites for status in the group

Thus, a person may have high status in a small 
group simply by virtue of being older, or male, 
or coming from a wealthy family—features 
Berger and his colleagues have labeled “diffuse 
status characteristics” (Berger et al. 1972). Sex 
and age are also reliable status determinants in 
nonhuman primates but it seems inappropri-
ate to consider them extrinsic attributes (as we 
do in humans) since they are clearly correlated 
with strength, size, experience, and perhaps 
relevant hormonal differences. More relevant 
is the tendency, known in several primate spe-
cies, for an animal’s status to be influenced, if 
not fully  determined, by the rank of its mother. 
Broader family connections have similar influ-
ence. Troops of Old World monkeys—such as 
baboons, macaques, and  vervets—are composed 
of different matrilineal families, each arranged in 
a stable, linear dominance hierarchy. All females 
of one  matriline outrank all females of another. 
Female  baboons recognize that a reversal in the 
status of two matrilines  affects their own status 
(Bergman et al. 2003).
2. Over the long run, group members interact 

more with others of similar rank (“near-
peers”) than with members of dissimilar 
rank

Among nonhuman primates, interaction  usually 
occurs within age–sex categories (excepting 
 sexual and mother–offspring relations). Since 
males usually dominate females, and adults 
 generally dominate juveniles, the effect is to 
 concentrate interaction among near-peers.  Within 

age–sex categories, monkeys and chimpanzees 
often form coalitions, their decisions to give or 
withdraw support seemingly calculated to earn 
enhanced status (de Waal 1989). Tabulations 
of pair-wise interactions among monkeys and 
apes show more interaction with near-peers than 
would be expected by chance (Mazur 1973).
3. High-ranked members—particularly the 

leaders—perform service and control func-
tions for other members and for the group 
as a whole

Leaders of baboon and macaque troops are in the 
forefront during intertroop combat or in  defense 
against a predator. When a dispute breaks out 
 between troop members, the leader may stop it 
with a threat, and will protect a mother with an 
infant who is threatened by another animal. High-
ranking chimpanzees sometimes adopt a control 
role, breaking up fights or systematically protect-
ing the weak against the strong (de Waal 2000).
4. Low-ranked members appear more 

 nervous than higher-ranked members; 
high-ranked members can manipulate the 
stress experienced by—and thereby the 
performance of—low-ranked members

Early accounts of macaque behavior often 
 describe low-ranking members as “nervous, in-
secure” or “cowering” (e.g., Southwick 1963). 
In human groups or gangs, the cool confidence 
of leaders versus the timidity of lowest-ranked 
members has become a cliché.
5. Humans and apes usually establish and 

maintain status rank without physical 
fights, aggressive threats, or overt gestures 
of submission

Displays of dominance must be viewed within 
the broader context of communication. Lower 
primates are limited, repetitive, and stereotypic in 
their displays; higher primates are more  flexible 
and capable of using diverse and novel forms of 
expression. Apes are capable of  violent domi-
nance displays, but these are relatively  infrequent. 
During her pioneering years of studying chimps 
in the wild, Jane Goodall found her subjects ap-
parently so uncompetitive that she could not 
at first discern their dominance  relationships. 
“However, when regular observations became 
possible on the interactions between the various 
individuals it gradually became evident that the 
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social status of each chimpanzee was fairly well 
defined in relation to each other individual” (van 
Lawick-Goodall 1968, p. 315). Similarly, most 
human adults are rarely, if ever, violent in face-
to-face competition for status.

Overall, we see that these status corollaries—
thought by early social psychologists and sociolo-
gists to be uniquely human—are in fact common 
among primates, especially in those most like us 
physically. We have a prima facie case that these 
status behaviors evolved along with our  physical 
form and that they might be explained proxi-
mately by neurophysiological mechanisms. We 
turn now to these proximate mechanisms, espe-
cially the stress differences that often distinguish 
high from low rank.

Status Signs

Every individual primate has certain observable 
signs or signals that suggest his or her social sta-
tus is (or ought to be) high or low (Mazur 2005). 
Those displaying high-status signs are not guar-
anteed to hold correspondingly high rank in their 
group’s status hierarchy, but if we know an indi-
vidual’s signs we can make a better than random 
guess about their actual status.

Some status signs are limited to a particular 
species, such as the silver hair on the back of a 
dominant male gorilla. Others are similar across 
primate species. For example, large size, physical 
strength, vigor, good health, age (i.e., adult vs. 
juvenile), being male, and (among the higher pri-
mates) having a high-ranked mother are all signs 
associated with high status, whereas their oppo-
sites suggest low status. The range and flexibility 
of status signs are least among the lower primates 
(prosimians), increase among monkeys, more so 
in apes with their protocultures, and are most 
flexible among humans with full cultures. Wear-
ing expensive and fashionable clothing is a signal 
of high status among humans. A beautiful wife, 
desirable to other men, or one with a rich dowry, 
gives prestige to her husband; a rich or powerful 
husband or protector elevates a woman’s rank.

Among humans, the prestige one holds in 
the larger society—perhaps as a representa-

tive of “legitimate” or “official” authority, or 
by  virtue of occupation, wealth, education, or 
family  lineage—carries over into face-to-face 
interaction, although it may have no relevance 
in that context. A surgeon and a plumber, meet-
ing  casually outside their professional roles, are 
likely to rank themselves so that the plumber 
 defers to the surgeon, even though medical skills 
are irrelevant to the situation. (If the toilet is 
flooding, the plumber will enjoy a temporarily 
elevated status.) A famous person, like a visibly 
wealthy one, can usually dominate an intimate 
social gathering.

It is useful to divide status signs into two 
 categories: constant signals that individuals dis-
play persistently, whether they want to or not 
(e.g., size, sex, age), and controllable signals 
that individuals can quickly change by their 
own  (conscious or unconscious) efforts. Among 
 controllable status signals are body postures, 
 facial expressions, direct staring or eye aver-
sion, advancing toward or retreating from another 
 individual, and relaxed and confident demeanor 
versus nervous fidgeting, growling, grinning, 
or crying. Among humans, language carries 
many of these controllable signals, in either tone 
 (command vs. request), semantic content, or non-
verbal gestures that accompany speech. Items of 
dress, cosmetics, and accessories also serve hu-
mans as controllable status signs.

Faces

Facial appearance and facial gestures are among 
the most impressive status signs in higher  primates, 
especially among the apes (including humans) in 
whom facial musculature is most flexible, subtle, 
and expressive. Figure 24.1 shows artist John 
 Hyatt’s rendition of two facial displays, one domi-
nant, the other deferent (Guthrie 1973). No one has 
trouble deciding which is which, though neither 
display is a pure sign. The dominant face addition-
ally signals menace and anger. The  deferent face 
seems vacantly happy in its submissiveness—an 
Alfred E. Neuman without buckteeth.

My distinction between constant and con-
trollable signs is pertinent here. Comparing 
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the  controllable expressions on these faces, we 
see dominance signaled with directly glaring 
and narrowed eyes beneath lowered eyebrows, 
taut  facial muscles, flared nostrils, and visibly 
clinched teeth. In contrast, the deferent expres-
sion has relaxed musculature, eyes wide open 
and averted, eyebrows raised, and lips smiling. 
If these were live faces, their expressions could 
be reversed in a moment, but doing so would 
not fully transpose the displays because their 
faces also differ in constant features that signal 
dominance or deference. The left face is bearded, 
suggesting—though we cannot see it—a square 
jaw; the face is vertically elongated with rugged, 
muscular features, including a strong browridge 
emphasized by heavy eyebrows; the skin seems 
coarse. The right face is round, soft, smooth, with 
pudgy cheeks, perhaps fittingly termed “baby 
faced” (Zebrowitz et al. 1993). Even with neu-
tral expressions, the constant features of one face 
convey a more dominant aspect than those of the 
other.

Our flexibly expressive eyes, brow, and mouth 
are the critical features for quickly altering visible 
demeanor, and their manipulation can blatantly 
or subtly change the meaning read into a facial 
signal. Participants shown portraits posed with 
differing eyebrow positions (raised or lowered) 
or with differing mouth positions (smiling or 
neutral), and asked to judge which is more domi-
nant (i.e., which is more respected, more likely to 
tell others what to do, more leader-like), tend to 
choose portraits with lowered brows and unsmil-

ing mouths (Keating et al. 1977). The reader may 
easily see this perceptual difference due to eye-
brow position in cartoon faces (Fig. 24.2).

Ulrich Mueller and I wondered if the percep-
tion of dominance conveyed by yearbook portraits 
of the West Point Class of 1950 had any effect on 
their subsequent careers in the US military. Judg-
es blind to the purpose of our study were asked 
to rank cadet portraits on a seven-point scale of 
dominance–submissiveness (1 = very submis-
sive, 7 = very dominant). Figure 24.3 shows four 
cadets of varying facial dominance, and formal 
portraits of the same men after all had achieved 
the rank of general.

All cadets entered West Point as undifferenti-
ated plebes. The first time they were given ranks 
was in junior year when nearly half were elevated 
to corporal, the rest remaining privates. As se-
niors they were ranked again, with one quarter 
of the class named cadet officers and the rest 
sergeants. At graduation, everyone received the 
rank of second lieutenant. By 1963, nearly every-
one remaining on active duty had been promoted 
to major. During the early 1960s, roughly three 
quarters of these men were invited to spend an 
academic year at the army’s Command and Gen-
eral Staff College for additional training. This 
was a critical branching point because men who 
did not attend this college were almost certain to 
advance no higher than lieutenant colonel. Grad-
uation from Staff College is an essential but not 
sufficient requirement for an invitation to a war 
college, the second crucial branching point. Less 
than half of the graduates from Staff College 

Fig. 24.2  Cartoon expressions of dominance and defer-
ence

 

Fig. 24.1  John Hyatt’s renderings of dominant and sub-
missive faces. (Guthrie 1973)
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were admitted to a war college to receive training 
at the level of division command.

Did looks ever affect promotion? Certainly, 
this appears to have been the case at West Point. 
In junior year, cadets with the most dominant-
looking faces were twice as likely to make cor-
poral as those with the least dominant-looking 
faces. In senior year, the promotion rate of the 
most dominant-looking men was five times that 
of their least dominant-looking classmates.

After West Point, the dynamics of rank attain-
ment changed. Facial dominance did not predict 
promotion to major or lieutenant colonel, selec-
tion to staff or war colleges, nor did it predict the 
rapidity of these advancements. What did count 
was the rate of advance; some men were on a 
fast track, racing through successive promotions 
ahead of their classmates, but these men did not 
have especially dominant faces. Promotions in 
mid-career are decided impersonally by boards 

of officers who do not know the candidates, but 
look at their dossiers.

Colonels who entered a war college made 
up the pool from which generals were drawn. 
Nearly everyone who reaches this stage has an 
excellent record, so personnel files do not dif-
ferentiate very well. The pool is relatively small, 
about 108 men for the class of 1950. At this 
level in the hierarchy, someone on the promotion 
board  almost certainly knows each candidate 
 personally and would have heard of others by 
reputation or through advice from mentors and 
colleagues. Promotions at this stage are similar 
to the  selection of cadet officers back at West 
Point in the sense that those making the selec-
tion know the men as individuals rather than 
from impersonal records. Therefore, it is not 
surprising that the criteria for selection to the 
highest ranks are again highly personal, includ-
ing whether the man looks like a leader. For war 

Fig. 24.3  Men of varying facial dominance who became 
high-ranked generals, shown as cadets and in late career. 
From left: Wallace Nutting (facial dominance score as 
cadet  =  6), Charles Gabriel (5), John Wickham, Jr. (4), 

and Lincoln Faurer (3). Cadet portraits are from the West 
Point yearbook The Howitzer 1950; officer portraits are 
from Pentagon archives
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college  graduates, the number of promotions 
beyond colonel increased with facial dominance 
(Fig. 24.4). Men with dominant faces had an ad-
vantage in promotion to general.

Considering that cadet faces were rated for 
dominance by strangers looking quickly at year-
book portraits, it is remarkable that these scores 
predict promotions made 20 or more years after 
the portraits were taken. Surely, a fuller and 
more contemporaneous evaluation of dominant 
appearance, including not only one’s face but 
also one’s body, one’s postures and gestures, and 
one’s voice, would more strongly predict the de-
cisions of promotion boards.

A question that inevitably arises is, what do 
dominant faces look like? Everyone knows 
 because anyone can sort portraits on that basis, 
but facial dominance is a gestalt concept, diffi-
cult to describe in simple terms. Dominant faces 
often seem muscular, with prominent as opposed 
to weak chins, and with heavy browridges and 
deep-set eyes. Submissive faces are often round 
or narrow, with ears “sticking out,” whereas dom-
inant faces are oval or rectangular with close-set 
ears. Faces identified as dominant are more likely 
to be handsome than not, though with striking 
exceptions. Many rate Arnold Schwarzenegger’s 
face (in his prime) as dominant, but not hand-
some, and actor Hugh Grant’s face as handsome, 
but not dominant.

Allocating Ranks

Dominance hierarchies, once set, are fairly 
 stable. However, when a new group forms, there 
must be an initial allocation of ranks, and in 
 established groups some individuals occasion-
ally alter their positions. How are these initial 
rankings, and later changes in rank, determined? 
The short answer is that ranks are allocated either 
cooperatively, by consensus of those involved, or 
competitively, when there is disagreement over 
who should be superior.

Primate species vary in the degree to which 
they allocate ranks competitively. Among the 
prosimians, as well as baboons and macaques, 
rank allocation within newly formed groups as 
well as changes of rank within established groups 
are usually accompanied by overt conflict that 
produces a victor and vanquished. Among apes 
and humans, rank allocation is often cooperative, 
and when there is competition, it usually stops 
short of physical attack.

We may explore the decision to compete or 
cooperate by visualizing two individuals (Ego 
and Alter) meeting for the first time. If their 
 interaction is very brief or casual, the notion 
of ranking may never arise. In more extended 
or serious meetings, each appraises the status 
signs of the other, forming some idea of their 

Fig. 24.4  Number of subsequent 
promotions from each officer 
rank, by facial dominance score 
(war college graduates only). 
(Mueller and Mazur 1996))
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relative standings. If Ego perceives that Alter’s 
status signs exceed his own, he may defer to 
Alter  without any dispute. In a classic study of 
the American court system, when jury members 
elected a foreman, they favored men with pres-
tigious occupations, even though sex and oc-
cupation were irrelevant to the foreman’s task 
(Strodtbeck et al. 1957). Ego, in explaining such 
concessions, may offer that Alter belongs in the 
higher rank, or that Alter deserves it, or that Alter 
could easily take it if Ego resisted, or that Alter 
may be more competent in the  duties of high 
rank. Indeed, it is a long-established  finding that 
even when no obvious status signs distinguish 
participants from each other in a newly formed 
group, they still tend to stratify cooperatively, 
often within the first minutes of interaction 
(e.g., Fisek and Ofshe 1970). This was a surpris-
ing finding when first reported because social 
psychologists did not recognize that barely per-
ceptible status signs like those  emanating from 
a face or from postural cues, convey ranking in-
formation as effectively as blatant markers like 
sex, race, and occupation.

The signaling capability of an eye glance was 
demonstrated decades ago with an experiment 
devised by Strongman and Champness (1968). 
Starting with three unacquainted participants and 
taken two at a time, there are three possible pairs. 
Seat each pair of participants at a table so they are 
face to face, but with a screen blocking their view 
of each other. Remove the screen, telling partici-
pants to get to know one another. Typically, as the 
screen is removed, the pair makes eye  contact. 
One person holds the glance longer than the other 
and we describe this person as “out-glancing” the 
other. Repeat the procedure for the other two 
pairs. A transitive ordering occurs if one person 
out-glances the other two, one person out-glances 
one but is out-glanced by another, and one per-
son is out-glanced by two others. Strongman 
and Champness (1968) found a nearly transi-
tive eye-glance hierarchy among ten subjects, 
matched pair-wise in a round robin tournament. 
Eugene Rosa and I found perfect transitivity in a 
round robin tournament of six subjects (Rosa and 
Mazur 1979).

Rosa went further by asking if rank in this 
momentary eye-glance hierarchy predicts rank in 
the status hierarchy that emerges when the same 
participants are brought together in prolonged 
discussion. He ran 20 groups, each composed of 
three unacquainted college students undifferenti-
ated by age, race, sex, or social class; half the 
groups were male, half female. First, Rosa put 
each threesome through a pair-wise round robin 
to establish the eye-glance hierarchy. Later, he 
brought the three participants together in a half-
hour discussion, measuring each person’s status 
by the amount he or she spoke during the discus-
sion. He corroborated this ranking by afterward 
asking participants to rate who contributed the 
most ideas and the best guidance to the group. 
Sixteen of the 20 groups formed a transitive eye-
glance hierarchy. In these transitive groups, Rosa 
found that eye-glance rank significantly pre-
dicted status ranking in the following discussion 
(Rosa and Mazur 1979). Eye glance is only one 
of many facial gestures that can signal dominance 
or deference, and these are usually accompanied 
by parallel signals in speech and body posture, 
producing an integrated presentation of high or 
low status.

People do not always accept their status rank-
ing so easily. Ego’s decision to comply or com-
pete depends on his motivation to dominate or 
the stakes that may be on the table. An individual 
who has experienced a recent rise in stature, per-
haps from a victory or by passing through puber-
ty, may be unusually pugnacious and challenge 
someone with impressive status. When Ego is on 
home territory, or protecting group members or 
valued possessions, and Alter is an intruder, then 
Ego is particularly likely to rise to a challenge. 
Among humans, a substantive disagreement—
perhaps over a point of information or ideolo-
gy—may escalate into a dominance competition 
so that winning becomes an end in itself, with 
the original substantive disagreement relegated 
to secondary importance. If both Ego and Alter 
decide to compete, their relative ranks are then 
determined by the outcome of one or more short 
dominance contests.
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Dominance Contests

Nonhuman primates often establish and maintain 
their dominance hierarchies through a series of 
short face-to-face competitions between mem-
bers of the group. Usually, these are pair-wise 
contests, but occasionally they involve more than 
two individuals at once. Some competitions in-
volve fierce combat to determine victor and van-
quished. Others are mild, as when one animal 
is obviously the more powerful or assertive, or 
the other appears fearful. In such cases, a simple 
stare by the powerful animal, followed by the 
fearful animal averting its eyes or yielding some-
thing of value (perhaps food or a sitting place), 
may suffice to determine the winner. Sometimes 
a single contest is all that is needed to allocate 
ranks or to verify a preexisting status relation-
ship, but often the outcome is settled only after a 
series of contests.

A mechanism postulated to operate across 
this range of competition is the manipulation of 
discomfort levels during these contests. In this 
model, a threat or attack is an attempt by one 
animal to “out-stress” or intimidate the opponent 
by inducing fear, anxiety, or other discomfort. 
The animal that out-stresses its adversary is the 
winner. At first glance, this model seems inap-
propriate to humans, who usually form status hi-
erarchies politely. Chimpanzees, bonobos, and 
gorillas—the primates most like us—are more 
subtle in their status competition than monkeys 
or prosimians, and humans continue that trend. 
The emotional distribution of status occurs less 
stressfully among us than among nonhuman pri-
mates, but stresses are not wholly absent.

The model becomes clearer if we consider 
a concrete example. The eyes of two strangers, 
Ego and Alter, meet by chance across a room. Let 
us say that Ego decides to hold the glance. The 
chance eye contact now becomes a dominance 
encounter. Ego’s stare makes Alter uncomfort-
able. Alter may avert his eyes, thus relieving his 
discomfort while in effect surrendering, or he may 
stare back, making Ego uncomfortable in  return. 
In the latter case, the stare-down  continues with 
each individual trying to  out-stress the other until 
finally one person succumbs to the  discomfort 

(and to the challenger) by averting his eyes. The 
matter thus settled, the yielder usually avoids 
further eye contact, though the winner may occa-
sionally look at the loser as if to verify his victory. 
In this example, Ego’s stare is assumed to cause 
stress in Alter. Alter’s eye aversion is assumed 
to relieve his stress. Typically, in stare-downs of 
this kind, the levels of discomfort are low and the 
adversaries may be barely aware of their contest.

In this context, staring is an assertive sign of 
high status. Eye aversion is a deferent sign as-
sociated with low status. In other words, a domi-
nant act (staring) elicits stress in the recipient; a 
deferent act (eye aversion) relieves stress in the 
actor. A central assumption of the model is that 
most dominant and deferent acts work this way, 
inducing or relieving stress, respectively. These 
actions are the means through which adversaries 
wage their dominance contest, aiming “darts” at 
one another. When the stress becomes too great 
for one, he switches from dominant to deferent 
actions, thereby relieving his stress and simul-
taneously signaling his acceptance of the lower 
rank. Normally, a dominance-seeking person 
stresses adversaries through means that are po-
lite or at least socially acceptable, and within the 
norms of business or sports competition.

Stress

Stress is an organism’s subjective plus physi-
ological responses to threatening or demanding 
stimuli. Subjectively, this response is experi-
enced as discomfort, whether as anxiety, fear, 
anger, annoyance, or depression. Physiologically, 
it involves a complex response of the neurohor-
monal system: release of adrenocorticotropin 
from the anterior pituitary, glucocorticoids from 
the adrenal cortex (including cortisol, in hu-
mans), epinephrine (adrenaline) from the adrenal 
medulla, and norepinephrine from the sympa-
thetic nerves of the autonomic nervous system, 
all of which produce effects on other parts of 
the body. This total reaction is often called the 
“fight-or-flight response” because it admirably 
prepares the organism to flee or face the threat. 
The central nervous system is aroused, the body 
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provides glucose for quick energy, skeletal mus-
cle  increases contractility and loses fatigue, heart 
output increases, blood is shunted from viscera 
and the periphery of the body to the heart, lungs, 
and large muscles, and there is increased ventila-
tion. This is not a wholly stereotyped pattern, its 
different components coming more or less into 
play depending on the character of the threat and 
the previous experience of the organism.

The model assumes that during status 
 contests, Ego’s dominant actions are perceived 
as threatening by Alter and therefore produce 
a stress  response in Alter. That this occurs dur-
ing violent contests involving overt threats and 
attacks can hardly be doubted. The occurrence 
of milder stress responses during more subtle 
contests, such as stare-downs, is less obvious al-
though well supported by experimental evidence. 
A decrease in thumb blood volume is a conve-
nient indicator of stress, showing the shift of 
blood from the periphery of the body to the skel-
etal muscles, an important feature of the fight-
or-flight response. Human subjects engaged in 
a stare-down report feelings of discomfort, and 
they experience a significantly greater decrease 
in thumb blood volume than do subjects in con-
trol conditions of no stare or of unreciprocated 
stare (Mazur et al. 1980).

With stress a central variable in the bioso-
cial model, we can explain some of the corol-
lary  features of status hierarchies, described at 
the  beginning of this chapter. In most species, 
the low-ranked members of a group show more 
stress symptoms than higher-ranked members 
during common interactions. Often the low-
ranked are described as “nervous, insecure” 
while those of high rank appear “relaxed, con-
fident.” We now see that the processes of rank 
allocation, especially dominance contests, en-
courage the upward movement of those group 
members most able to withstand stress and best 
equipped to impose stress on others, whereas 
those with the most difficulty handling stress or 
with the least interest in stressing others, move 
downward. Thus, there is a natural sorting that 
places individuals who are comfortable with 
stress near the top of the hierarchy and those who 
are “nervous” at the bottom.

Top-ranked individuals are well equipped with 
high-status signs and can easily impose stress on 
those down the hierarchy, enforcing compliance 
if it is not freely given. The imposition of stress is 
not only a powerful sanction on those below, but 
it directly inhibits their performance as well. Al-
though the stress response admirably equips the 
body for the gross actions of fight or flight, it also 
produces muscle tension and tremor that interfere 
with finer actions, such as those required for con-
trolled accuracy in sports or weapons competi-
tion. By intimidating our opponent in a duel or 
tennis match, we degrade his body’s usual level of 
skill, diminishing his chances of scoring against 
us. Extreme stress can enervate an organism and, 
if chronic, cause physical morbidity. It is difficult 
for one of low rank to act dominantly toward a 
higher-ranked individual, for such an action is 
“presumptuous” (in human terms) and therefore 
may produce more stress on the  low-status actor 
than on his higher-status target.

The stress variable also explains why the lead-
ers rather than the low-ranked members of the 
group are most likely to face external threats such 
as predators, strange intruders, or hostile conspe-
cifics. Those who handle stress most comfortably 
have been sorted into the high ranks, so they, 
rather than the low-ranked nervous  individuals, 
are least intimidated by external threat and there-
fore most likely to advance against it. In human 
groups, the individuals who best handle stress 
are not only prone to become leaders but also, 
depending on circumstances, may be the thrill 
seekers and those most willing and able to violate 
laws or other norms.

Modes of Competition

Nearly all modes of communicating status that 
commonly appear among nonhuman primates 
occur among humans too. Excepting warfare, 
modern societies discourage violent threat and 
attack, though this remains a useful mode for 
adolescent males and outlaws. Many primates al-
locate status in a play mode, which in humans 
takes form in a variety of competitive games 
and sports. Humans seem limited only by their 
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 ingenuity in devising novel modes of competi-
tion, even including the conspicuous consump-
tion of luxury goods.

The concept of modes is important for fitting 
humans into a general primate model because our 
most important style of communication is con-
versation, which is qualitatively different from 
the behavior of any other primate. Theorists have 
the choice of treating language-using humans 
as unique, to be explained on our own terms, 
or of treating language as simply one of sever-
al  alternate modes of action, whereby primates 
communicate with conspecifics. I have chosen 
the latter course. The commonalities across the 
status hierarchies of humans and nonhuman pri-
mates seem to me a compelling reason for this 
choice, so I now turn to conversation as a mode 
of allocating status.

Rules of Conversation

The biosocial model of status works 
 independently of the mode of communication 
used between Ego and Alter, as long as they can 
distinguish  dominant (high-status) acts from def-
erent (low-status) ones. To include language as 
a mode of communicating dominance and def-
erence, we need only specify how the speaker 
and listener (or signer and recipient) recognize 
dominance and deferent actions during conversa-
tion. One obvious way is through the words that 
each person speaks, since these may carry lexical 
meaning indicating that the speaker (or listener) 
is a high- or low-status person (e.g., “I came, I 
saw, I conquered,” vs. “I am the dust beneath 
your feet”).

Since conversations also carry meaning in 
their form and action—apart from the particular 
string of words—we often recognize the relative 
status of conversing foreigners even though we 
do not understand their speech. It is these features 
of form and action, independent of grammar or 
lexicon, that are sometimes described as a set of 
rules usually followed in natural  conversation 
(Mazur 2005). Some of these rules are asym-
metrical, specifying different actions for a high-
status actor than a low-status one. If an  individual 
in conversation takes the high-status role, then 

he is displaying a dominant sign, whereas if he 
acts the low-status part, then he displays a def-
erent sign. Other rules are symmetrical, apply-
ing without regard for the status of the actor. It 
is the violation of symmetrical rules that signals 
a dominant act, whereas strict conformity to 
them—while others are violating—signals defer-
ence (or politeness). The obvious underlying as-
sumption here is that the dominant actor is most 
likely to assume the prerogative of violating the 
norms, whereas the deferent person would not 
dare. (To act  dominantly toward one’s superior is 
presumptuous and therefore stressful.) As in all 
modes, a dominant act is assumed to stress the 
recipient of the act and a deferent act relieves the 
stress of the actor. Thus, for Ego to violate any of 
the  following rules would place stress on Alter. 
Alter would relieve this stress through strict con-
formity to the rules. These stresses are assumed 
to be subtle and the actors may barely be aware 
of their motivating qualities.

Most conversation between familiars is not 
concerned with achieving or exhibiting  status 
differences, so there is usually adherence to 
these rules which produces relaxed, polite, and 
noncompetitive conversations. Violations occur 
primarily during dominance contests, or when 
high-status individuals choose to emphasize their 
superior positions. Conversation between Ego 
and Alter is, by definition, a series of turns in 
which each talks to the other in a language that 
both understand. Here are some common rules:
1. If one individual is speaking, the other should 

remain quiet. If Ego interrupts Alter’s speech, 
Ego has acted dominantly. Sometimes the 
interruption is inadvertent, as when speaker 
Alter pauses and Ego, mistaking the pause for 
an ending, begins to talk, only to have Alter 
continue speaking. If Ego realizes Alter is not 
done and aborts a premature speech, Ego has 
deferred to Alter. If both continue speaking, 
they are vying for dominance.

2. A listener who is offered the floor should 
speak. A speaker can conclude talking without 
 passing the floor, or may explicitly offer it, as 
by asking a question of the listener, or by di-
recting his eyes to the listener after  concluding 
a speech. If Ego remains silent after Alter of-
fers the floor, Ego has acted dominantly, 
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stressing Alter. If silent, Ego then offers the 
floor back to Alter (by looking at Alter and 
waiting for Alter to speak), and Alter speaks 
(relieving his own stress), then Alter has def-
erentially complied with the same rule that 
Ego has just violated.

3. Do not look into another individual’s eyes 
when no one is speaking (unless in a roman-
tic context or at a distance well beyond con-
versational range). The violation of this rule, 
silent staring, is a common dominant act 
among primates, whereas rule-following eye 
aversion indicates deference. Conversation 
complicates these common signals since all 
listeners, whatever their status, look directly 
at a speaker’s face to maximize comprehen-
sion; thus, the rule applies only during silent 
periods and is the converse of the next rule.

4. Look at the speaker’s face, particularly if the 
speaker is looking at you. To look away, sug-
gesting inattention (unless to look at an object 
of concern), is very hard to do if you respect 
the person speaking to you. If the person is 
of minor consequence, it is easy to violate the 
rule, thus showing your dominance. This rule 
is inoperative when the listener’s averted eyes 
are a clear signal of submission, as when a 
child’s eyes are downcast while being repri-
manded by an adult, or to comply with ritual 
eye aversion.

5. Do not speak loudly, sternly, or angrily. 
Shouting matches and arguments are obvi-
ously dominance contests.

6. The speaker should direct the listener’s ac-
tions by request rather than command and 
should avoid a stern or stubborn tone. To 
speak in a commanding or inflexible way im-
plies that the listener is of lower status.

7. The listener should respond to the speaker’s 
directions for action. Frequently, the listener 
responds to the speaker’s requests while the 
speaker continues to hold the floor, as by head 
nods, laughs, or brief vocalizations. Refusing 
a request is an assertion of status; refusing a 
command is an outright challenge.

The next two rules are asymmetrical, treating 
the high-status participant differently than the 
low-status person. To take the high-status role 
is a dominant act; to relinquish it is deferential. 

If both participants assume the high-status role, 
there is an obvious dominance contest.
8. The high-status person sets the pace and mood 

of the conversation and the low-status person 
follows. The dominant person sets these with 
smiles, jokes, frowns, exclamations, volume, 
and rapidity of speech. High-status Ego may 
sustain a lagging conversation by asking ques-
tions or otherwise eliciting responses from 
Alter. If Ego tells a joke, Alter can deferen-
tially laugh or challenge by being unrespon-
sive.

9. The high-status person introduces and termi-
nates major topics of conversation. This rule, 
like the previous one, indicates that the high-
status person can take control of the conversa-
tion, which is the essence of having high sta-
tus. If the relative status of the participants is 
not already set, then either one who assumes 
control is acting dominantly. If both attempt to 
control the conversation, there is a dominance 
contest.

These rules operate within a context of linguis-
tic interaction, and the words actually spoken 
are an important part of the whole display. When 
we deferentially compliment someone, our own 
words are said in strict accordance with the rules, 
whereas our verbal insults gain emphasis when 
spoken in violation of the rules of conversation. 
Also, we accompany our speech with appropriate 
gestures, perhaps glaring for dominance or smil-
ing for deference. This full array of actions—
words, gestures, and rules—constitutes the status 
display.

Testosterone

There are active research programs on the proxi-
mate neurophysiological mechanisms underlying 
dominance and deference in humans (and other 
primates). Obviously from the foregoing discus-
sion, the physiology of stress is important; it is 
the subject of my own current research. Here, I 
touch briefly on the hormone testosterone, which 
for decades has been implicated in the domi-
nance/status processes of primates (Mazur 1976) 
as well as other mammals and even birds (e.g., 
Wingfield et al. 1990).
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Testosterone is the key hormone involved in 
dominance and deference interactions among 
mature males, though evidence is equivocal for 
females (Carré et al. 2013; Mazur and Booth 
1998). The precise mechanisms of action and 
strength of effects in humans remain uncertain 
(Batrinos 2012). Ethical and practical constraints 
have limited experiments on humans that com-
pare behavior under testosterone versus placebo 
treatments; however, there is by now consider-
able correlational research from surveys and ob-
servational studies, and some ingenious experi-
ments that depend on variations in endogamous 
testosterone.

It is clear that the link between testosterone 
and dominance is reciprocal. Not only does tes-
tosterone affect dominance behavior, but chang-
es in dominance behavior or social status cause 
changes in testosterone level. We have stronger 
evidence on this reverse effect in humans be-
cause studies of it require no drug administration 
and can therefore be done by researchers other 
than physicians; also, testosterone levels can be 
obtained from participants’ saliva, which is easily 
collected. By now there have been several reports 
of testosterone changes in young men during ath-
letic events, which are convenient research set-
tings because they are stylized dominance con-
tests involving face-to-face competition with a 
clear winner and loser (e.g., Booth et al. 1989).

Male testosterone varies in predictable ways 
both before and after competitive matches. First, 
athletes’ testosterone rises shortly before their 
matches, as if in anticipation of the competition. 
This pre-competition boost may promote domi-
nant behavior, increasing the chance of victory. 
Second, for 1 or 2 h after the match, testosterone 
of winners is usually high relative to that of los-
ers. These effects appear not only in physically 
taxing sports but also in chess competition, in 
symbolic changes in social status (graduation 
from medical school), vicariously in sports fans 
when their  favored team wins or loses a game, 
and in election partisans when “their” candidate 
wins or loses an election (reviewed in Mazur 
2005; Stanton et al. 2009). The rise in testoster-
one following a win is associated with the par-
ticipant’s elated mood. If the mood elevation is 
lessened because the participants have won by 

luck rather than through their own efforts, or be-
cause they do not regard the win as important, 
then the rise in testosterone is lessened or does 
not occur at all.

In a dominance contest, Ego’s decision to com-
pete with Alter, or to defer, depends on his moti-
vation to dominate, which hypothetically depends 
on his testosterone level (among other factors). A 
man who has experienced a recent rise in testos-
terone, perhaps from a prior victory or a symbolic 
elevation in status, should be unusually assertive 
and may challenge someone of relatively high 
status. If both Ego and Alter decide to compete, 
their subsequent ranks are determined according 
to who successfully out-stresses whom.

If the winner (say, Ego) experiences rising tes-
tosterone as a result of his victory, this should sus-
tain or increase his assertiveness and his display 
of dominant signs such as erect posture, saunter-
ing or striding gait, and direct eye contact with 
others. Thus bolstered, Ego may seek out new 
dominance encounters and is primed to win them. 
The feedback between high testosterone and 
dominant demeanor may explain the momentum 
often associated with strings of triumphs. Success 
begets a high testosterone response, which begets 
more dominant behavior, which begets more suc-
cess. (Part of this sequence has been demonstrat-
ed by Mehta and Josephs 2006; Carré et al. 2009.)

On the other side, Alter (the loser) experiences 
a drop in testosterone, reducing his assertiveness 
and increasing his display of deferential signs, 
such as stooped posture, smiling, or eye aversion. 
Faced with a new dominance encounter, he is 
now at a psychological and physiological disad-
vantage. One defeat begets another. Alter is more 
likely than before to retreat or submit. This may 
be an adaptive response, saving Alter from fur-
ther losses and perhaps from additional damage.

Conclusion

We are past the naiveté of postwar social science 
when human behavior was regarded as biologi-
cally immaculate, the product entirely of cultural 
socialization and operant conditioning. There 
is no scientific doubt today that humans are an 
evolved species, not only in physical form but 
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also to a considerable extent in the underpinnings 
of our behavioral repertoires. Thus, the present 
challenge for social psychology is to explicate 
how evolution is best incorporated into research 
and theoretical explanations of behavior.

The approach of this chapter is to examine 
humans in the context of our cousins, the living 
primates. Focusing on the dominance/status hier-
archies of face-to-face groups, we see that many 
behaviors once considered by social scientists 
as strictly human phenomena are in fact part of 
the general primate pattern or appear in those 
primates most closely related to us, the African 
apes, giving prima facie grounds that these are 
evolved tendencies. A stronger (testable) case for 
homology is made by identifying proximate neu-
rohormonal mechanisms—for status processes, 
the physiology of stress and testosterone—that 
underlie these behaviors and function similarly 
among other primates.
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Our magazines, movies, and television screens 
are filled with attractive individuals. Despite the 
fact that an interest in attractiveness may appear 
shallow, both women and men are concerned 
with good looks in a potential partner, and spend 
time, effort, and money in the pursuit of looking 
more appealing via diet, exercise, fashion, and 
cosmetics. This begs the question of why humans 
are so interested in being attractive and wanting 
to be with attractive others. In the chapter, I dis-
cuss the power of attractiveness and the evolu-
tionary logic for why beauty and attractiveness 
are fundamental aspects of social life in humans. 
We start with a basic question: Why do we care 
about attractiveness?

Is Attractiveness Important?

Before discussing why attractiveness is impor-
tant, we should first examine if research sug-
gests attractiveness is important. In fact, many 
studies show that beauty impacts our lives in 
many ways, not only because we are attempt-
ing to attract the attention of beautiful people to 
be our partners but also because our attractive-
ness affects the way people behave toward us. 
For example, beauty is associated with upward 
economic mobility, especially for women (Elder 

1969; Holmes and Hatch 1938), and attractive 
people also have more dates than less attractive 
people (Berscheid et al. 1971; Riggio and Woll 
1984; Walster et al. 1966). Experimental studies 
have also demonstrated advantages of attractive-
ness. It has long been noted that there exists a 
“What is beautiful is good” stereotype (Dion 
et al. 1972), whereby attractive individuals are 
perceived to possess a variety of positive person-
ality attributions. For example, in Dion et al.’s 
(1972) study, attractive individuals were thought 
to be able to achieve more prestigious occupa-
tions, be more competent spouses with happier 
marriages, and have better prospects for personal 
fulfillment. There have been a large number of 
studies examining this attractiveness stereotype, 
mainly demonstrating that attractive people are 
seen in a positive light for a wide range of attri-
butes compared to unattractive people. Feingold 
(1992) reports that, for both men and women, 
attractive individuals report more satisfying and 
more pleasurable interactions with others than 
do less attractive individuals. Attractive people 
also appear to lead more favorable lives than do 
unattractive people. In mock interviews (Cash 
and Kilcullen 1985), and outside the laboratory 
(Chiu and Babcock 2002; Marlowe et al. 1996), 
attractive people are more likely to be hired for 
jobs than are less attractive individuals. Attrac-
tive individuals also pay lower bail than less at-
tractive individuals (Downs and Lyons 1991), 
and attractiveness can influence judgments about 
the seriousness of crimes (Sigall and Ostrove 
1975). So, not only are there consistent associa-
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tions between positive traits and attractiveness 
(see Eagly et al. 1991; Feingold 1992; Langlois 
et al. 2000 for meta-analytic reviews of research 
on physical attractiveness stereotypes), attractive 
people also have many social advantages in their 
lives. Indeed, the social impact of attractiveness 
is not restricted to adulthood—attractiveness ap-
pears to elicit more positive reactions from in-
fancy. Langlois et al. (1995) found that mothers 
are more nurturing toward attractive babies than 
unattractive babies.

In a classic study, Snyder et al. (1977) found 
evidence that beauty may impact the behavior of 
the perceived. In a telephone conversation, men 
who believed the woman they were conversing 
with was attractive were judged to be more posi-
tive and socially interested in the person on the 
phone by independent judges than those who 
thought they were conversing with an unattract-
ive person. The behavior of the women inter-
acting with the men also changed according to 
whether the person talking to them thought they 
were attractive or unattractive. Those women 
who had a partner who thought that they were 
attractive behaved in a more confident way and 
also believed that the partnered man liked them 
more than those in the group where the partnered 
man was told the woman was less attractive. 
Thus, not only does our attractiveness change the 
way others interact with us but it also changes the 
way we interact with them.

Is Attractiveness Arbitrary?

Beauty has major social consequences, but exact-
ly what is attractiveness? Indeed, there is a wide-
spread belief that standards of attractiveness are 
learned gradually through exposure to culturally 
presented ideals (e.g., through the media in West-
ern society). If this were true, it would mean that 
attractiveness was arbitrary and what is beautiful 
now could, in a different time or place, be consid-
ered unattractive. The well-known phrase “beau-
ty is in the eye of the beholder” is a testament to 
the belief that attractiveness is not something that 
can be defined.

Darwin (1871) himself was also struck by 
cultural differences, such as preferences for skin 
color, body hair, body fat, and practices such as 
lip ornamentation and teeth filing: “It is certain-
ly not true that there is in the mind of man any 
universal standard of beauty with respect to the 
human body” (pp. 353). Such convictions were 
supported by early cross-cultural work by Ford 
and Beach (1951), who catalogued differences 
between cultures in preferences for body weight, 
breast size, and other aspects of female physique.

While individual and cross-cultural differ-
ences exist (discussed later), there are certain 
features that are attractive to all (or at least the 
majority of) judges. In fact, agreement between 
individuals is one of the best-documented and 
most robust findings in attractiveness research 
since the 1970s. Across many studies, there is 
a high degree of agreement from individuals 
within a particular culture and also high agree-
ment between individuals from different cultures 
(e.g., Cunningham et al. 1995; see Langlois et al. 
2000 for a meta-analytic review). There is even 
evidence that when infants (3–6 months of age) 
are shown faces that have been judged by adults 
for attractiveness, they prefer to look at faces 
rated more highly for attractiveness than at those 
faces rated lower (Langlois et al. 1987; Samuels 
et al. 1994). Before any substantial exposure to 
cultural standards of attractiveness, infants dem-
onstrate a preference for attractive faces that are 
in agreement with adult judgments. So, we have 
seen that attractiveness appears to be an impor-
tant social trait and that individuals agree on who 
is and who is not attractive (Fig. 25.1). The next 
question to examine is why do we care about who 
is and who is not attractive?

Why Is Attractiveness Important?

Evolutionary theory has been proposed to be able 
to cast light on what features are attractive and 
what makes people seek out and desire to mate 
with attractive individuals. While most people 
may think first of natural selection, to understand 
the link between attractiveness and evolution 
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we turn to sexual selection, the second power-
ful force postulated in evolutionary theory. The 
two major problems faced by an organism are 
survival and reproduction, and it is differential 
reproductive success that is the key to evolution. 
Reproduction is more important than survival be-
cause without offspring an organism’s genes die 
with it—in evolutionary terms, it is better to lead 
a short life producing lots of offspring than a long 
life and producing none. From this, it can be seen 
that evolutionary success can be measured by 
how well an organism succeeds in passing on its 
genes into the next generation and beyond. It is 
unsurprising then that organisms invest so much 
in efforts to reproduce.

An evolutionary view suggests that choosi-
ness may reflect preferences that drive us to 
acquire high-quality mates—the traits we find 
attractive in individuals may be linked to their 
value as mates (Symons 1987). High-quality, or 
high value, mates are individuals who will best 
enhance the reproductive success of their part-
ners. Women and men should both be sensitive 
to cues that indicate higher mate value because 
ancestral individuals who were attentive to cues 
of high mate value, and based mate-choice deci-
sions on them, left behind more offspring, which 
would be healthier and more fecund, than those 
who failed to attend to these cues.

Sexual Selection

Darwin (1871) was the first to point to a force he 
called sexual selection to account for the seem-
ingly inexplicable differences between the sexes 
of some species and suggested that sexual selec-
tion arises from differences in reproductive suc-
cess caused by competition over mates. Indeed, 
the selective forces that operate on males and 
females, as a result of the phenomena of sexual 
reproduction, have profound effects on the mor-
phology and behavior of animals (for a compre-
hensive overview, see Andersson 1994).

Mate choice by one sex can exert a selective 
pressure on both the morphological and behav-
ioral features of the other sex. This is the basis 
for intersexual selection. It is this form of sexual 
selection that has been most prominently applied 
to research on human attractiveness. We can 
then expect sexual selection to be tied to prefer-
ences for morphology and behavior themselves. 
While preferences may reflect somewhat arbi-
trary processes, such as the runaway selection 
proposed by Fisher (1915, 1930), much research 
has focused on indicator mechanisms. Indicator 
mechanisms of sexual selection refer to traits that 
are preferred because they are associated with 
phenotypic or genotypic quality of individuals 
possessing them. In other words, individuals find 

Fig. 25.1  Universal attractiveness? These images represent two composite images made by combining with a number 
of pictures of students or celebrities. One image is generally seen as more attractive than the other
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mates attractive because of the advertisement of 
the quality of their genes or the resources they 
possess. There is a distinction among the benefits 
acquired from mating with individuals:
1. Indirect benefits—acquiring “good genes” 

from partners, which benefit offspring.
2. Direct benefits—acquiring factors other than 

good genes from partners, which benefit the 
choosing individual.

For example, choosing a healthy mate may lead 
to offspring inheriting genes that enable good 
health in adulthood—an indirect benefit (Møller 
1990). Choosing a healthy mate and avoiding a 
parasitized mate also has obvious direct advan-
tages (Gibson 1990), such as avoiding the para-
sites. Thus, while indirect and direct benefits may 
be distinct in some cases, they are not necessarily 
mutually exclusive.

Traits Associated with Attractiveness

In the previous section, I discussed why physi-
cal appearance is important to humans: There are 
potentially important reproductive consequences 
based on our preferences. While arbitrary prefer-
ences are possible in humans, most evolutionary 
research has focused on indicator mechanisms in 
humans, positing that certain traits are attractive 
because they are linked to benefits for the choos-
ing individual. In this section, I briefly describe 
some of the traits that are proposed to relate to 
attractiveness.

Youth

Individuals generally value youth in a potential 
partner (Kenrick and Keefe 1992). For exam-
ple, when rating faces, relatively younger adult 
faces are seen as more attractive than older faces 
(Korthase and Trenholme 1982). In evolution-
ary terms, preferences for youthful partners can 
provide direct benefits. For example, youth is 
associated with vigor and a longer period of po-
tential parental investment. Further, particularly 
in women, youth is strongly tied to the ability to 
produce offspring. Preferences for young part-

ners in both men and women would then appear 
to have obvious direct benefits to the chooser.

Weight and Body Shape

Much research has examined the role of body 
weight and shape on judgments of attractive-
ness (Singh 1993, 1995; Tovee et al. 1998). In 
many Western societies, thinness is a valued trait. 
Women with low body mass indices (a standard 
measure of weight, calculated by dividing weight 
by height squared) receive higher attractiveness 
ratings (Tovee et al. 1998). This preference for 
thinness is likely a recent trend, however. For in-
stance, the average weight of centerfold models 
has decreased in the last 50 years, with the most 
striking changes taking place in the past decade 
(Seifert 2005). Research suggests our preferences 
for body weight may reflect adaptations to prefer 
individuals who are best suited to certain environ-
mental conditions. It has been suggested that in 
societies where individuals experience food short-
ages, fluctuations in food availability and/or in-
tense workloads, preferences for increased fatness 
in a mate may be adaptive (Anderson et al. 1992). 
In line with these ideas, hungry individuals re-
port stronger preferences for higher body weights 
(Swami and Tovee 2006). Studies of body shape 
have shown preferences based on waist-to-hip 
ratio (WHR). WHR is sexually dimorphic and 
can be seen in women’s body shape as an hour-
glass figure, with men having more similar waist 
and hip measurements and therefore a straighter 
appearance (Fig. 25.2). Men generally prefer a 
low (feminine) WHR in women (Singh 1993) and 
women prefer a high (masculine) WHR in men 
(Dixson et al. 2003; Singh 1995). Because differ-
ences in body shape may reflect hormonal profiles 
linked to fertility (Singh 1993), such preferences 
could be tied to both direct and indirect benefits.

Height

Height and body build are sexually dimorphic, 
with men typically being taller than women. 
Many studies suggest a positive relationship 
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between height and a variety of positive traits, 
at least in men. Height is associated with attrac-
tiveness, with taller men having an advantage in 
being selected for dates (Hensley 1994; Shepperd 
and Strathman 1989) and attracting more attrac-
tive partners (Feingold 1982). Meta-analyses 
suggest that women desire male mates who are 
as tall or taller than themselves more so than men 
desire female partners who are of equal or shorter 
height than themselves (Pierce 1996). Being rela-
tively short in adult life is also associated with 
lower self-reported health-related quality of life 
(Christensen et al. 2007). Height is also linked to 
career success, being positively related to income 
(Judge and Cable 2004). As height is positively 
associated with health and economic success (al-
beit modestly), this is suggestive that height, at 
least in men, is an advertisement of biological 
quality and so indirect benefits. There are addi-
tional, direct benefits of mating with taller men 
for women in terms of both avoidance of disease 
by mating with healthy men and the potentially 
increased investment of taller, richer men.

Facial Averageness

The averageness of a face is related to how 
closely it resembles the majority of other faces 
within a population and may be attractive be-
cause the possession of features that are close to 
a population average in shape, size, or configura-

tion is potentially linked to genetic heterozygos-
ity and genetic diversity (Mitton and Grant 1984; 
Thornhill and Gangestad 1993). Genetic diversity 
is linked to pathogen resistance because diversity 
may result in the owner producing less common 
proteins to which common pathogens are poorly 
adapted (Thornhill and Gangestad 1993). Genetic 
diversity also means that an individual’s genotype 
is more likely to be heterozygous (possess two 
different alleles of a gene) and so be less likely to 
be homozygous (possess two of the same alleles 
of a gene) for deleterious alleles (Thornhill and 
Gangestad 1993). Both of these theories propose 
direct and indirect benefits to mating with those 
possessing average faces. It has been shown that 
heterozygosity in the major histocompatibility 
complex (MHC), a suite of genes linked to im-
mune function, is positively related to male fa-
cial attractiveness (Roberts et al. 2005) and that 
facial averageness is positively related to physi-
cal health (Rhodes et al. 2001b). Averageness is 
also associated with attractiveness. Classic early 
work by Langlois et al. (1994; 1990) has shown 
that composite faces are judged to be more at-
tractive than the individual faces from which they 
are constructed. Averageness has also been found 
to be attractive across different cultures. For ex-
ample, averageness is attractive in Japanese par-
ticipants (Rhodes et al. 2001a) and in African 
hunter-gatherers (Apicella et al. 2007). Overall, 
then, there is evidence that averageness is a de-
terminant of facial attractiveness.

Fig. 25.2  Feminine ( left) and masculine ( right) body 
shapes made using transformations. The images are com-
posites made up of multiple male bodies transformed 
using the difference between an average male and average 

female body shape. The feminized version is more hour-
glass shaped than the masculinized version. (Body images 
are adapted from a similar figure appearing in Little et al. 
2007b)
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Facial Symmetry

Symmetry refers to the extent to which one half 
of a trait (organism, etc.) is the same as the other 
half. Individuals differ in their ability to main-
tain the stable development of their morphology 
under the prevailing environmental conditions 
(Møller and Swaddle 1997). The ability of an in-
dividual to develop successfully in the face of en-
vironmental pressures is therefore one proposed 
indicator of genetic quality. Indeed, facial asym-
metry is positively related to self-reported num-
ber of occurrences of respiratory disease in men 
and women (Thornhill and Gangestad 2006), 
suggesting direct and indirect benefits to indi-
viduals that select symmetric partners. Several 
studies using manipulated faces have also dem-
onstrated that symmetry has a positive influence 
on attractiveness (Perrett et al. 1999; Rhodes 
et al. 1998), paralleling the findings of investi-
gations into naturally occurring facial asymme-
tries (Grammer and Thornhill 1994; Mealey et al. 
1999; Scheib et al. 1999). Preferences for sym-
metry using manipulated faces have also been 
found in samples of African hunter-gatherers 
(Little et al. 2007a).

Secondary Sexual Characteristics in 
Faces

Mature features in adult human faces reflect 
the masculinization or feminization of second-
ary sexual characteristics that occurs at puberty. 
These face shape differences in part arise because 
of the action of hormones, such as testosterone. 
Larger jawbones, more prominent cheekbones, 
and thinner cheeks are all features of male faces 
that differentiate them from female faces (e.g., 
Enlow 1982). From an evolutionary perspec-
tive, feminine women and masculine men are 
proposed to be attractive because these traits are 
associated with hormonal profiles tied to general 
and reproductive health (Law-Smith et al. 2006; 
Penton-Voak and Chen 2004). A study by Rhodes 
et al. (2003) has shown that perceived masculin-
ity correlated positively (if weakly) with actual 

measures of health in male adolescents, but no 
relationship was found between femininity and 
health in female faces (Rhodes et al. 2003). An-
other study has demonstrated that men's facial 
masculinity and women's facial femininity are 
negatively related to self-reports of respiratory 
disease (Thornhill and Gangestad 2006).

There is considerable evidence that feminine 
female faces are attractive. Studies measuring fa-
cial features from photographs of women (Cun-
ningham 1986; Grammer and Thornhill 1994; 
Jones and Hill 1993) and studies manipulating 
facial composites (e.g., Perrett et al. 1998) in-
dicate that feminine features increase the attrac-
tiveness of female faces across different cultures. 
The link between sexual dimorphism and attrac-
tiveness in male faces is less clear. Some studies 
have shown that women preferred large, mas-
culine jaws in males (Cunningham et al. 1990; 
Grammer and Thornhill 1994), whereas other 
studies have shown that feminine characteristics 
are attractive in male faces (Berry and McAr-
thur 1985; Cunningham et al. 1990; Perrett et al. 
1998; Rhodes et al. 2000; Swaddle and Reierson 
2003). Using techniques to manipulate masculin-
ity and femininity in male faces, several studies 
have documented preferences for femininity (Lit-
tle et al. 2001, 2002; Little and Hancock 2002; 
Rhodes et al. 2000), and some computer graphic 
studies have reported preferences for masculinity 
(DeBruine et al. 2006; Little and Mannion 2006). 
Preferences for male facial masculinity therefore 
appear variable. The explanation may lie in the 
personality traits that masculine- and feminine-
faced males are assumed to possess. Increasing 
the masculinity of face shape increased percep-
tions of dominance, masculinity, and age, but 
decreased perceptions of warmth, emotionality, 
honesty, cooperativeness, and quality as a par-
ent (Perrett et al. 1998). It appears that “socially 
valued” traits (e.g., honesty) that are important 
for direct benefits are associated with feminized 
versions of male faces, whereas traits such as 
dominance are associated with masculinized face 
shapes. A trade-off between “good dads” and 
“good genes” may help reconcile varying prefer-
ences for masculine-faced men.
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Health

Unsurprisingly, people prefer healthy-appearing 
partners. Perceived health is difficult to relate 
to any one metric, but people rating faces for 
perceived health show very high agreement on 
such ratings (see, e.g., Jones et al. 2001, 2005b). 
In evolutionary terms, there is a large and obvi-
ous selective advantage in preferring healthy 
partners. Again, as for previous traits, there may 
be both direct and indirect benefits to partner-
ing with individuals who are perceived to be 
healthy. There have been several studies that 
have addressed how facial appearance relates to 
health in humans. One study examined how well 
ratings of health from small patches of skin of 
faces are related to overall rated attractiveness 
when the whole face image is available. Jones 
et al. (2004) found that apparent health of facial 
skin is positively correlated with ratings of male 
facial attractiveness. In other research, homo-
geneity of skin color was positively related to 
attractiveness (Fink et al. 2006). Findings have 
also suggested that men who are more heterozy-
gous (possess two different alleles of a gene) in 
their MHC genes also have healthier-appearing 
skin compared to men with more homozygous 
alleles (Roberts et al. 2005), suggesting ge-
netic diversity at the MHC is linked to healthy 
appearance.

“Good” Behavior and Personality

Personality traits are reported cross-culturally 
to be among the most important factors in part-
ner choice by both sexes (Buss 1989; Buss and 
Barnes 1986). One study demonstrated that a de-
sire for some personality traits influences judg-
ments of facial attractiveness (Little et al. 2006b). 
Individuals valuing particular personality traits 
find faces appearing to display these traits attrac-
tive. Thus, desired personality traits influences 
perceptions of facial attractiveness in opposite-
sex faces, such that “what is good is beautiful” 
(Little et al. 2006b). In terms of benefits to per-
ceivers, it is easy to see why traits, such as ap-
pearing trustworthy, would make an individual 

appear more attractive. For individual-specific 
traits, such preferences could be related to behav-
ioral compatibility within couples, as people do 
tend to desire partners with personalities similar 
to their own (Botwin et al. 1997).

Status

Status is somewhat unusual, in that it is often 
inferred from the possessions of an individual. 
For example, dressing in high-status clothing in-
creases male attractiveness (Townsend 1990). In 
general, wealth and status are positive traits in a 
potential partner (Buss 1989). The specific trap-
pings of wealth and status are perhaps most likely 
to be culturally determined. For example, high-
end sports cars are not status symbols in cultures 
that do not rely on automobiles for transportation. 
High-status individuals are likely to be resource 
rich and able to provide direct investment to both 
their partners and their offspring. This does not 
preclude provisioning of indirect benefits—the 
genes that lead to acquiring high status may be 
heritable and so choosing a high-status partner 
may secure genes for achieving high status for 
one’s offspring.

Variation in Attraction

In the previous section, I reviewed research on 
a wide variety of traits that have been linked to 
attraction. Each of the individual traits is plau-
sibly related to some benefit to the choosing 
individual, although how individuals weight up 
these different traits has yet to be determined, 
and it is unlikely that each is equally weighted. 
Determining someone’s attractiveness from this 
variety of traits is likely complex, and this com-
plexity is further compounded because there are 
also evolutionary reasons to expect that prefer-
ences for these traits may be variable. Despite 
broad agreement on attractiveness, many factors 
may influence an individual in determining who 
they find attractive. In this section, I review some 
examples of where variation has been found and 
examined from an evolutionary perspective.
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Sex Differences

Women and men may differ in the relative im-
portance of traits (Geary et al. 2004). Of course, 
both men and women value physical attractive-
ness, and other positive traits, in a partner. How-
ever, the relative balance of certain preferences 
may not be equal, with members of one sex plac-
ing more importance on some traits compared 
to the other. For example, women value earning 
potential and ambition/drive more than men do 
(Buss 1989). Conversely, men value youth and 
attractiveness more than women do (Buss 1989). 
Indeed, research on sex differences in age prefer-
ences demonstrate that women desire a slightly 
older man, while men desire younger women 
(Buunk et al. 2002; Kenrick and Keefe 1992). 
In general, these sex differences are in line with 
a difference in priorities related to what is im-
portant to each sex. Women value wealth/status 
more than men as these traits have more bear-
ing on their ability to produce offspring than 
the attractiveness of the man. Men, on the other 
hand, value youth and beauty more than women 
because there is a stronger relationship between 
age and the ability to produce children in women 
than in men.

Within-Person Differences

Multiple studies have demonstrated that women’s 
preferences for various traits in several domains, 
including smell, sound, and vision, shift across 
the menstrual cycle (Feinberg et al. 2006; Little 
et al. 2011a; Puts 2005; Rikowski and Gram-
mer 1999). One of the most well-documented 
phenomena in studies examining cyclical pref-
erence shifts is a greater attraction to masculine 
male faces at peak fertility in the menstrual cycle 
(Johnston et al. 2001; Jones et al. 2008; Little 
and Jones 2012; Little et al. 2007c; Penton-Voak 
et al. 1999), a within-individual shift driven by 
variation in hormone levels across the cycle. 
This shift has been proposed to be adaptive in 
changing the preferences of women when they 
are most likely to become pregnant towards high-

quality men, or in leading to attraction to more 
cooperative men when they are not likely to be-
come pregnant (Johnston et al. 2001; Jones et al. 
2008; Little and Jones 2012; Little et al. 2007c; 
Penton-Voak et al. 1999). As a different, but po-
tentially complementary, explanation for shifting 
preferences, rather than acquiring direct benefits 
for offspring from masculine men, women may 
maximize investment from feminine men when 
raised progesterone prepares the body for preg-
nancy (Jones et al. 2005a).

Relationship context refers to the temporal 
context of a relationship. For short-term relation-
ships, women are more likely to choose an attrac-
tive man who is less cooperative and has worse 
parenting qualities over a less attractive man who 
is more cooperative and with better parenting 
qualities (Scheib 2001). In contrast, in long-term 
contexts, women choose the less attractive but 
more cooperative man more often (Scheib 2001). 
In face and voice preferences, women judging 
men for short-term relationships prefer more 
masculinity in faces than those judging for long-
term relationships (Little et al. 2002) and prefer 
lower-pitched, masculine voices for a short-term 
relationship than for a long-term relationship 
(Puts 2005). These findings are consistent with 
the hypothesis that masculinity in men is associ-
ated with indirect genetic benefits to offspring: 
When investment is not an issue, as in short-term 
relationships, traits associated with indirect ben-
efits would be expected to be valued more highly. 
In the context of a long-term relationship, how-
ever, where investment is an issue, women may 
be more constrained in their preferences and look 
for cues to long-term investment that are not nec-
essarily consistent with traits that indicate high 
genetic quality.

Between-Person Differences

Preferences may be influenced by one’s own at-
tractiveness. Condition-dependent mate choice is 
seen in female fish of several species, whereby 
higher-quality females are more attentive to cues 
to male quality (Bakker et al. 1999). In humans, 



32725 Attraction and Human Mating

condition-dependent mate choice is potentially 
adaptive for women of low mate value in order 
to avoid the costs of decreased parental invest-
ment/potential desertion from high-quality part-
ners (Little et al. 2001). Such reasoning arises 
from notions that high-quality males are least 
likely to invest in or most likely to desert their 
partners (Gangestad and Simpson 2000). Little 
et al. (2001) found that women who thought they 
were physically attractive preferred more mascu-
line faces and had greater preferences for sym-
metry than those women who thought they were 
less physically attractive, and subsequent studies 
have shown similar effects using more objective 
measures of attractiveness, such as other-rated 
facial attractiveness and measured WHR (Pen-
ton-Voak et al. 2003; Smith et al. 2009). As in 
faces, self-rated attractiveness is also positively 
related to women’s preferences for masculinized 
men’s voices (i.e., voices with lower pitch; Vu-
kovic et al. 2010).

Similarity may also change preferences and is 
dependent on one’s own traits. Newcomb (1961) 
addressed attitudes in a sample of students who 
were offered free housing. Proximity was found 
to impact liking of other students; but as time 
passed, students liked those with similar attitudes 
to themselves. At the proximate level, people 
with similar attitudes may find it easier to get 
along, whereas dissimilar individuals come into 
conflict over factors such as religion or politics 
or even over where to eat dinner or what to see 
at the movies. In the realm of attraction, similar-
ity between partners is referred to as assortative 
mating and is seen for a variety of measures, both 
behavioral and physical. Positive assortative 
mating (pairing with similar partners), at least 
for long-term relationships, may have benefits 
in terms of keeping adaptive suites of genes to-
gether (Thiessen and Gregg 1980) or increasing 
behavioral compatibility (Hill et al. 1976). While 
there are costs to inbreeding, a certain amount of 
genetic similarity can be beneficial—so-called 
optimal outbreeding (Bateson 1983). Certainly, 
there is evidence that members of long-term cou-
ples resemble each other facially (Hinsz 1989; 
Little et al. 2006a).

Cultural Differences

As noted earlier, preferences for high body fat 
would be adaptive in environments where food 
shortage was possible and, likewise, higher body 
weight may be less of an attractive trait where 
food was plentiful. In line with these ideas, 
body fat, at least in women, is preferred in cul-
tures that are at greater risk of food shortage 
(Anderson et al. 1992). Another environmental 
factor is pathogen risk. In an environment with 
high pathogen risk, the probability of offspring 
survival and eventual reproduction decreases. 
Consequently, there may be few benefits to at-
tracting an attentive/investing partner, because 
individuals may maximize their reproductive 
output by focusing on acquiring good genes 
for their offspring (Belsky et al. 1991). Penton-
Voak et al. (2004) found stronger preferences for 
male masculinity in Jamaicans than in the UK 
and Japan and suggested that a higher pathogen 
prevalence may result in increased preferences 
for masculinity in male faces. The Hadza, a tribe 
of African hunter-gatherers, have also been found 
to exhibit stronger preferences for facial sym-
metry (Fig. 25.3) than do participants in the UK 
(Little et al. 2007a). Another study examined a 
larger cross-cultural sample of 30 countries, cal-
culating both the average female preference for 
male facial masculinity (Fig. 25.3) and a com-
posite health index derived from World Health 
Organization statistics (DeBruine et al. 2010). 
This study found that poorer health (i.e., higher 
mortality and incidence of disease) was related to 
stronger female preferences for male masculinity 
(DeBruine et al. 2010). All of these studies are 
suggestive that under conditions of health risk, 
female preferences for healthy, masculine part-
ners are stronger, reflecting motivations to secure 
direct or indirect benefits.

Another source of variation between cultures 
comes from social learning. Individuals often 
learn from others and selection for social-learn-
ing mechanisms may occur when there are costs 
to acquiring accurate information via individual 
learning (Richerson and Boyd 2005). Inspired 
by work on nonhuman species, recent research 
also suggests that social learning may influence 
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human mate preferences (Little et al. 2011b). 
Modeling work has shown that social transmis-
sion of preferences in humans can result in a di-
rectional pressure on both traits and preferences 
within populations, and this could account for 
genetically based phenotypic variation between 
cultures (Laland 1994). For example, if a prefer-
ence for large noses arose within a population, 
other members and subsequent members of that 
population would observe the preferences and 
learn the trait was attractive, perpetuating a pref-
erence for large noses through a population and 
maintaining the preference over generations. 

These effects may help explain the diversity of 
preferences for seemingly arbitrary traits, such as 
tattooing or scarification.

Summary and Conclusions

Attraction is an important part of human social 
life; being more or less attractive has important 
social consequences and people generally agree 
on who is and who is not attractive. Beauty is 
unlikely to be entirely socially constructed. Many 
nonhuman animals are equally biased in mate se-

Fig. 25.3  Examples of symmetric ( top left), asymmet-
ric ( top right), feminized ( bottom left) and masculinized 
( bottom right) facial images similar to those used in vari-

ous studies examining face preferences. (Symmetric and 
asymmetric Hadza faces are adapted from a similar figure 
appearing in Little et al. 2007a)
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lection. Like other animals, humans have come 
under the influence of sexual selection, driving 
our preferences.

There are many traits linked to attractiveness 
in humans and each may impart direct or indirect 
benefits to individuals who act on their prefer-
ences. If a trait reliably advertises some benefit 
to the perceiver, then we expect individuals in a 
population to find that trait attractive. This evo-
lutionary view may postulate that some traits will 
be universally attractive; however, this does not 
preclude interesting variation. Indeed, it would 
be surprising if there was a template of the per-
fect mate that was not affected by environment, 
context, or the specific needs of an individual. 
Variation in preferences for some traits will 
prove adaptive and so be consistent with evolu-
tionary theory. In this way, evolutionary theory 
can be married to the complexity and variation of 
human social behavior to present a fuller under-
standing of what we find attractive, why we find 
it attractive, and why, despite broad agreement, 
we see a wide variety of personal preferences.
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Male Androphilia is an Evolutionary 
Paradox

Androphilia refers to sexual attraction to adult 
males, whereas gynephilia refers to sexual at-
traction to adult females. Research indicates 
that male androphilia is influenced by genetic 
factors (e.g., Alanko et al. 2010; Hamer et al. 
1993; Långström et al. 2010). Nevertheless, an-
drophilic males reproduce at significantly lower 
rates than gynephilic males, and often they do not 
reproduce at all (e.g., King et al. 2005; Schwartz 
et al. 2010; Vasey et al. 2014).

Since male androphilia appears to have a ge-
netic component, but male androphiles reproduce 
little, if at all, one would have expected genes for 
male androphilia to have become extinct given 
the relative reproductive costs associated with 
this trait and the reproductive benefits associated 
with male gynephilia. Any species-typical trait 
that has a genetic component, but that lowers di-
rect reproduction and persists over evolutionary 

time requires explanation when viewed within 
the context of natural selection, a process that fa-
vors the evolution of reproductively viable traits. 
For this reason, the existence of male androphilia 
represents one of the outstanding paradoxes of 
evolutionary biology.

If it could be definitively demonstrated that 
male androphilia was a historically recent phe-
nomenon that did not extend back into the evolu-
tionary past, then one might reasonably dismiss 
the characterization of male androphilia as an 
evolutionary paradox. However, archaeologi-
cal and cross-cultural evidence suggest that this 
conclusion lacks credibility. Sexual orientations 
such as gynephilia or androphilia are not part of 
the archaeological record, nor could they ever be, 
because sexual orientations cannot be preserved 
in the form of archaeological artifacts. However, 
depictions of sexual behaviors involving same-
sex individuals do exist as part of the archaeo-
logical record, albeit rarely (e.g., Gebhard 1970; 
Nash 2001) and, on the basis of these depictions, 
it seems reasonable to suggest, at a very mini-
mum, that some prehistoric peoples understood 
that such activity was within the realm of pos-
sibility. A somewhat stronger supposition would 
be that such depictions are, in fact, evidence that 
same-sex sexual behavior existed in prehistoric 
times.

Certain constellations of funerary remains 
may also be indicative of male androphilia in the 
ancestral past. For example, graves containing 
male skeletal remains and female-typical arti-
facts are indicative of transgender males in the 
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distant past (e.g., Hollimon 1997). Given what 
we know about the exclusive androphilic orienta-
tion of most transgender males from comparable 
populations (e.g., Harrington 1942), archaeologi-
cal indicators of such individuals are once again 
suggestive of the presence of male androphilia in 
human antiquity.

All told, the archaeological evidence for male 
androphilia in the prehistoric past is suggestive, 
but limited. Perhaps more compelling is the re-
search that suggests that male androphilia occurs 
in the majority of cultures for which data are 
available (e.g., Murray 2000) and its population 
prevalence rate appears to be similar (∼ 1.5–5 %) 
across a variety of different cultures (e.g., Smith 
et al. 2003; VanderLaan et al. 2013a; Whitam 
1983). Although male–male sexuality may truly 
be absent in a minority of cultures (e.g., Hewlett 
and Hewlett 2010), these exceptions do not in-
validate the conclusion that male androphilia 
appears to be a predictably and reliably reoccur-
ring phenomenon in the vast majority of human 
cultures. The cross-culturally widespread and 
consistent nature with which male androphilia is 
expressed suggests that it is not an evolutionarily 
recent aspect of the human sexual condition.

The Expression of Male Androphilia 
Varies Cross-Culturally

The manner in which male androphilia is pub-
licly expressed varies across cultures (Murray 
2000). This expression typically takes one of two 
forms, that are related to gender role enactment. 
These two forms are sex-gender congruent and 
transgender male androphilia.

Sex-gender congruent male androphiles oc-
cupy the gender role typical of their sex, behave 
in a relatively masculine manner, and identify 
as “men.” In contrast, transgender androphilic 
males typically behave in an effeminate manner 
and often identify as neither “men” nor “women,” 
but rather, as a member of some “third” gender 
category. In some cultures, transgender male an-
drophilia is linked to particular institutionalized 
labor practices, which often involve specialized 
religious activities. Such transgender male andro-

philia has been referred to as “institutionalized 
role structured homosexuality” (Herdt 1997). For 
example, on the Indian subcontinent, transgender 
male androphiles known as hijra bestow bless-
ings from Hindu gods and goddesses for luck 
and fertility at weddings and at the birth of baby 
boys (Nanda 1998). Similarly, in some cultures 
such as the Mohave and the Yorok, all berdache 
(transgender male androphiles) were recognized 
as shamans (e.g., Devereux 1937; Kroeber 1925). 
In Sulawesi, Indonesia, transgender androphilic 
males known as bissu are shamans who bless 
people for good health and successful journeys 
and who play important ritual roles in weddings. 
Historically, bissu were also guardians of sa-
cred royal regalia and the protectors of nobility 
(Peletz 2009)1.

Both sex-gender congruent and transgen-
der male androphilia may occur within a given 
culture, but typically one or the other tends to 
predominate (Whitam 1983). For example, the 
sex-gender congruent form is more common in 
many Western cultures. In contrast, in many non-
Western cultures, the transgender form appears to 
be more common (Murray 2000).

Cross-Culturally Invariant Correlates 
of Male Androphilia

Quantitative research indicates that the sex-
gender congruent and transgender forms of male 
androphilia share numerous developmental and 
biodemographic correlates that are cross-cul-
turally invariant. In terms of biodemographic 
correlates that exist across cultures, sex-gender 
congruent and transgender male androphiles 
tend to both be later born among their siblings 
(e.g., Blanchard 2004; VanderLaan and Vasey 
2011; Vasey and VanderLaan 2007), have greater 
numbers of older biological brothers (“fraternal 
birth order effect2,” e.g., Bogaert and Skorska 

1 These institutionalized religious roles sometimes carry 
with them the expectation of asceticism, but often this 
ideal is not realized (e.g., Nanda 1998; Peletz 2009).
2 The fraternal birth order effect refers to the well-estab-
lished finding that the number of older biological broth-
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2011; VanderLaan and Vasey 2011; Vasey and 
VanderLaan 2007), exhibit larger family sizes 
(Blanchard and Lippa 2007; Camperio-Ciani 
et al. 2004; Iemmola and Camperio Ciani 2009; 
King et al. 2005; Rahman et al. 2008; Schwartz 
et al. 2010; VanderLaan et al. 2012; VanderLaan 
and Vasey 2011; Vasey and VanderLaan 2007), 
cluster within families (e.g., Schwartz et al. 
2010; VanderLaan et al. 2013a, b), occur at simi-
lar prevalence rates across different populations 
(e.g., Smith et al. 2003; VanderLaan et al. 2013a; 
Whitam 1983) and produce few—if any—off-
spring (e.g., King et al. 2005; Schwartz et al. 
2010; Vasey et al. 2013). In addition, the odds 
ratios associated with the fraternal brother effect 
in various populations of sex-gender congruent 
and transgender male androphiles are remarkably 
consistent, suggesting that the manner in which 
older brothers influence the development of male 
androphilia is constant across diverse popula-
tions (e.g., Cantor et al. 2002; VanderLaan and 
Vasey 2011).

Prospective and retrospective cross-cultural 
research on early psychosocial development 
among transgender and sex-gender congru-
ent male androphiles has shown that the child-
hood behavior of such males is characterized by 
greater levels of female-typical behavior (e.g., 
nurturing play with dolls) and lower levels of 
male-typical behavior (e.g., rough-and-tumble 
play) compared to gynephilic males (Bailey and 
Zucker 1995; Bartlett and Vasey 2006; Cardoso 
2005, 2009; Whitam 1983). In addition, both 
types of male androphiles express elevated cross-
gender wishes in childhood (e.g., “I wish I was a 
girl”; Bailey and Zucker 1995; Vasey and Bartlett 
2007; Whitam 1983). Furthermore, both sex-gen-
der congruent and transgender male androphiles 
also experience elevated traits of childhood sepa-
ration anxiety (i.e., anxiety related to separation 
from major attachment figures such as parents; 
VanderLaan et al. 2011a; Vasey et al. 2011; Zuck-
er et al. 1996), which tend to be more common 
among girls compared to boys (e.g., Shear et al. 
2006; VanderLaan et al. 2011a). In adulthood, 

ers increases the odds of androphilia in later-born males 
(Blanchard 2004; Bogaert and Skorska 2011).

male androphiles from a range of cultures exhibit 
preferences for a variety of female-typical occu-
pations (e.g., florist) and hobbies (e.g., interior 
design; Lippa 2005; Whitam 1983).

Even though sex-gender congruent andro-
philic males are relatively feminine as boys com-
pared to their gynephilic counterparts (Bailey 
and Zucker 1995), they behaviorally defeminize 
to varying degrees as they develop. It has been 
suggested that this behavioral defeminization 
probably occurs in response to culturally specific 
gender role expectations, which hold that male-
bodied individuals should behave in a mascu-
line manner (Bailey 2003; Berling 2001; Rieger 
and Savin-Williams 2012). In contrast, in cul-
tures where transgender male androphilia is the 
norm, feminine boys develop into feminine adult 
males. Consequently, adult sex-gender congruent 
male androphiles are relatively masculine when 
compared to adult transgender male androphiles 
(Murray 2000). Conversely, they are, on average, 
relatively feminine when compared to adult male 
gynephiles (Bailey 2003; Lippa 2005). Thus, re-
gardless of how it is manifested, male androphil-
ia is associated with gender atypicality in child-
hood and adulthood. However, the strength of 
this association varies depending on the manner 
in which male androphilia is publicly expressed. 
Taken together, these numerous, cross-culturally 
invariant biodemographic and developmental 
correlates of male androphilia indicate that sex-
gender congruent and transgender male andro-
philia share a common etiological basis despite 
being different in appearance.

Male Androphilia in the Ancestral 
Environment

Given that the manner in which male androphilia 
is publicly expressed varies cross-culturally, the 
question arises as to which form, sex-gender 
congruent or transgender was the ancestral form. 
Identifying the ancestral form of male androphil-
ia is critical if we seek to test hypotheses pertain-
ing to the evolution of this trait in an accurate 
manner. More derived forms of this trait might 
reflect historically recent cultural influences.
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With this concern in mind, VanderLaan et al. 
(2013c) attempted to identify the ancestral form 
of male androphilia. They did so by examining 
whether societies in which transgender male 
androphilia predominates exhibit more of the 
socio-cultural features that are believed to have 
characterized the human ancestral past relative to 
a comparison group of societies in which trans-
gender male androphilia did not predominate. 
Numerous researchers have presented evidence 
indicating that the ancestral human sociocultural 
environment was likely characterized by hunter-
gatherers living in small groups with relatively 
egalitarian sociopolitical structures and animis-
tic religious belief systems (e.g., Binford 2001; 
Hill et al. 2011; Marlowe 2005; McBrearty and 
Brooks 2000; Sanderson and Roberts 2008; 
Smith 1999; Winkelman 2010; Woodburn 1982). 
If these conditions are more often associated with 
societies in which transgender male androphilia 
predominates, then this would bolster the argu-
ment that male androphilia was predominantly 
expressed in the transgender form under ances-
tral conditions.

Using information derived from the Standard 
Cross-Cultural Sample (SCCS)3, VanderLaan 
et al. (2013c) compared 46 societies in which 
transgender male androphiles were coded as 
predominating with 146 societies in which they 
were not. Their goal was to ascertain whether the 
former were more likely to be characterized by 
human ancestral sociocultural conditions (i.e., 
smaller group size, hunting and gathering, egali-
tarian political structure, and animistic religious 
beliefs) compared to the latter. Compared to non-
transgender societies, transgender societies were 
characterized by a significantly greater presence 
of ancestral sociocultural conditions. Given the 
association between transgender male androphil-
ia and ancestral human sociocultural conditions, 
it seems parsimonious to conclude that the ances-
tral form of male androphilia was the transgen-
der form. Consistent with this conclusion is the 

3 The SCCS provides data related to a subset of the 
world’s nonindustrial societies and circumvents Galton’s 
problem (i.e., common cultural derivation and cultural 
diffusion) when conducting cross-cultural comparisons.

fact that sex-gender congruent male androphilia 
appears to be a historically recent phenomenon 
with little precedent outside of a Western cultural 
context until very recently (Murray 2000). Ac-
cordingly, caution needs to be exercised in uti-
lizing sex-gender congruent male androphiles, 
such as “gay” men, as models to test hypotheses 
pertaining to the evolution of male androphilia. 
This is particularly true if the hypotheses under 
consideration propound a role for the social be-
havior of male androphiles in the evolutionary 
maintenance of genes associated with same-sex 
sexual orientation.

The existence of two forms of transgender 
male androphilia (i.e., institutionalized role 
structured and non-role structured) raises the 
question as to which one preceded the other in 
evolutionary time. Given that less specialized 
forms of traits tend to precede more specialized 
ones in evolutionary time (Dean et al. 2014), it 
seems parsimonious to propose that institutional-
ized role structure transgender male androphilia 
is derived from a more ancestral form of trans-
gender male androphilia that did not involve 
role specialization and was not institutionalized. 
Once transgender male androphilia originated in 
humans, it could then be culturally elaborated to 
serve any number of distinct social roles, which, 
in turn, could become institutionalized.

The Fa’afafine of Samoa

Translated literally, fa’afafine means “in the man-
ner of a woman.” Although they are biological 
males, within Samoan society, fa’afafine are not 
recognized as “men” nor are they recognized as 
“women” and, as such, they have been described 
as a type of “third” gender. From a Western cul-
tural perspective, the vast majority of fa’afafine 
would be considered transgender individuals or, 
at the very least, highly effeminate males. Most 
fa’afafine do not experience dysphoria with re-
spect to their genitals and, as such, could not be 
accurately characterized as transsexual (Vasey 
and Bartlett 2007).

Inclusion in the category fa’afafine is con-
tingent on feminine gender role presentation, 
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not on same-sex sexual activity. Consequently, 
long before they engage in any sexual activity, 
prepubescent boys are identified as fa’afafine 
based on their tendencies to engage in female-
typical activities (e.g., playing with girls) and 
their aversion toward male-typical activities 
(e.g., rough-and-tumble play). This process of 
recognition does not mean that Samoans make 
male children into fa’afafine. Rather, in Samo-
an culture, boyhood femininity is interpreted to 
mean that such individuals simply are fa’afafine 
and it is understood that they will not grow up 
to be “men.” Some families react negatively to 
the presence of a fa’afafine child with corporal 
punishment, but the majority have a laissez-faire 
attitude; some even facilitate the child’s femi-
nine behavior by sewing dresses for the child, 
for example (Bartlett and Vasey 2006; Vasey and 
Bartlett 2007).

In adulthood, the vast majority of fa’afafine 
are exclusively androphilic and, consequently, 
they do not have children of their own (Vasey 
et al. 2014). All fa’afafine recognize the term 
“gay” although the precise meaning of this term 
varies depending on the individual asked. That 
being said, none of the fa’afafine use the term 
“gay” to describe themselves. “Gays” as one 
fa’afafine told the first author “sleep with each 
other, but fa’afafine don’t do that.” Indeed, 
fa’afafine express disgust at the thought of en-
gaging in sexual activity with another fa’afafine 
and stress that they do not do so. Instead, they 
point out, in contrast to “gays,” they have sex 
with “straight men.”

In a Samoan cultural context, regardless of 
sexual orientation, “straight man” means a male 
who is masculine and who self-identifies as a 
“man.” Some “straight men” in Samoa are gy-
nephilic and only have sex with women. How-
ever, other men who are bisexual will have sex 
with fa’afafine when they are unable to access 
their preferred sexual partners (i.e., adult fe-
males). The majority of men who sleep with 
fa’afafine likely fall into this group (Petterson et 
al. 2015). The remaining minority of men who 
have sex with fa’afafine appear to be a combi-
nation of individuals who are androphilic or 
gynandromorphophilic (i.e., peak sexual attrac-

tion to individuals with penises and breasts). In 
short, the Samoan category of “straight man” is 
a very heterogeneous one with respect to sexual 
orientation.

In Samoa, fa’afafine enjoy a high level of so-
cial acceptance that, while by no means absolute, 
stands in stark contrast to the situation experi-
enced by Western transgender male androphiles 
(e.g., Meyer 2003; Namaste 2000; Seil 1996). 
Indeed, the prime minister of Samoa, the Honor-
able Tuilaepa Sailele Malielegaoi, is patron of the 
National Fa’afafine Association and has spoken 
publically on several occasions about the value 
of fa’afafine for Samoan society. Fa’afafine are 
highly visible and active members of Samoan 
society. Although it is not unusual for fa’afafine 
to occupy certain occupations (e.g., florist) more 
than others (e.g., mechanic), they are not as-
sociated with any institutionalized social role. 
Fa’afafine occupy all manner of positions from 
stay-at-home caregivers to assistant chief execu-
tive officers in the government.

Kin Selection and the Evolution of 
Male Androphilia

To date, tests of evolutionary hypotheses pertain-
ing to male androphilia that utilize transgender 
androphilic males as models have been conducted 
on a single population—the fa’afafine of Samoa. 
Our own group has conducted this research. The 
most prominent hypothesis that posits a role for 
the social behavior of male androphiles in the 
evolutionary maintenance of genes associated 
with same-sex sexual orientation is the kin se-
lection hypothesis. This hypothesis holds that 
genes for male androphilia could be maintained 
in a population if enhancing one’s indirect fit-
ness offset the cost of not reproducing directly 
(Wilson 1975). Indirect fitness is a measure of 
an individual’s impact on the fitness of kin (who 
share some identical genes by virtue of descent), 
weighted by the degree of relatedness (Hamil-
ton 1963). Theoretically speaking, androphilic 
males could increase their indirect fitness by di-
recting altruistic behavior toward kin, which, in 
principle, would allow such kin to increase their 



338 P. L. Vasey and D. P. VanderLaan

reproductive success. In particular, androphilic 
males should allocate altruistic behavior toward 
close kin because they share more genes in com-
mon with such individuals.

Research conducted on transgender male an-
drophiles in Samoa has repeatedly furnished sup-
port for the kin selection hypothesis. Research 
demonstrates that the avuncular (uncle-like) 
tendencies of fa’afafine are elevated compared 
to those of Samoan gynephilic males (Vander-
Laan and Vasey 2012; Vasey et al. 2007; Vasey 
and VanderLaan 2010a). Fa’afafine also demon-
strate elevated avuncular tendencies compared to 
the materteral (aunt-like) tendencies of Samoan 
women (Vasey and VanderLaan 2009). Elevated 
avuncular tendencies among fa’afafine were also 
documented when comparing them to control 
groups of childless women and gynephilic men 
(Vasey and VanderLaan 2009, 2010a). These lat-
ter comparisons indicated that the fa’afafine’s 
elevated avuncular tendencies cannot be char-
acterized as a simple by-product that is due to a 
lack of parental care responsibilities and, thus, 
greater availability of resources for avuncular 
investment. If this were true, then the avuncular 
tendencies of fa’afafine should have been simi-
lar to those of childless men and women, but this 
was not the case. Moreover, these same findings 
indicate that the elevated avuncular tendencies of 
fa’afafine could not be characterized as a simple 
by-product that is due to the male members of 
this “third” gender group adopting feminine 
gender roles, which included expectations for el-
evated childcare. If this were true, then the mater-
teral tendencies of Samoan mothers and childless 
women should have been similar to the avuncular 
tendencies of fa’afafine, but again this was not 
the case.

We have also demonstrated that fa’afafine’s 
avuncular tendencies are much higher than their 
altruistic interest in non-kin children (Vasey and 
VanderLaan 2010b). As such, fa’afafine’s elevat-
ed avuncular tendencies are not a by-product of 
general altruistic interest in all children. If this 
were true, the fa’afafine’s avuncular tendencies 
toward nieces and nephews and their altruistic 
tendencies toward non-kin children would have 
been similar, but this was not the case.

Additional research indicates that fa’afafine 
exhibit similar levels of sexual/romantic relation-
ship involvement compared to Samoan women 
and gynephilic men (VanderLaan and Vasey 
2012). As such, fa’afafine’s relatively elevated 
avuncular tendencies cannot be characterized as 
a simple by-product of their failure to form, and 
invest in intimate sexual/romantic relationships, 
which, in turn, leaves them with more time and 
resources. If that were true, fa’afafine should 
have exhibited reduced levels of sexual/romantic 
relationship involvement compared to men and 
women, but once again, this was not the case.

Finally, there is no evidence that Samoans 
hold unique (trans)gender role expectations that 
fa’afafine will engage in elevated levels of avun-
cular activity compared to women and gynephilic 
men (VanderLaan et al. 2014a). Equally, there is 
no evidence that fa’afafine hold such expecta-
tions for themselves (VanderLaan et al. 2014a). 
Because Samoans in general, and fa’afafine 
themselves, did not believe that fa’afafine are 
primarily responsible for the care of nieces and 
nephews, elevated avuncular tendencies among 
fa’afafine cannot be explained in terms of such 
(trans)gender role expectations.

It should be clear from the research described 
above that much of our work has focused on fal-
sifying the kin selection hypothesis for male an-
drophilia by examining alternative explanations 
that might account for the fa’afafine’s elevated 
avuncularity. It should be equally clear that none 
of the alternative explanations we have tested, to 
date, have been supported. Taken together, this 
body of work is not inconsistent with the con-
clusion that elevated avuncularity by androphilic 
males is an adaptation that evolved via kin se-
lection. That being said, establishing that a given 
trait is an adaptation involves not only ruling out 
alternative explanations but also repeatedly satis-
fying adaptive design criteria empirically (Buss 
et al. 1998). Adaptive design implies complexity, 
economy, efficiency, reliability, precision, and 
functionality (Williams 1966).

We have conducted several studies that indi-
cate that compared to Samoan women and gyne-
philic men, the avuncular cognition of fa’afafine 
appears to be more adaptively designed. First, 
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the avuncular tendencies of fa’afafine are more 
dissociated from (i.e., covary less with) their al-
truistic interest in non-kin children, compared to 
Samoan women and gynephilic men (Vasey and 
VanderLaan 2010b). Such a dissociation would 
allow fa’afafine to channel resources toward 
nieces and nephews in a more optimal manner 
while minimizing resources directed toward non-
kin children. Second, whereas Samoan men and 
women show a tendency to decrease their will-
ingness to invest in nieces and nephews when 
they have sexual/romantic relationship partners, 
the cognition of fa’afafine appears to protect 
against this tendency by maintaining a high level 
of willingness to invest in nieces and nephews 
regardless of relationship status (VanderLaan 
and Vasey 2012). Third, due to the mechanics of 
human reproduction, individuals can always be 
certain that their sisters’ offspring are their genet-
ic relatives. Yet, due to the possibility of cuckold-
ry, individuals are necessarily less certain in the 
case of brothers’ offspring. The elevated avuncu-
lar tendencies of fa’afafine are contingent on the 
presence of sisters, not brothers, which suggests 
the avuncular cognition of fa’afafine is sensitive 
to the relative fitness benefits of investing in sis-
ters’ versus brothers’ offspring (VanderLaan and 
Vasey 2013). Fourth, compared to women and 
gynephilic men, fa’afafine are generally better 
at allocating investment toward indirect fitness-
maximizing categories of kin (i.e., sisters’ young-
er daughters) and they do so in a manner that re-
flects greater sensitivity to nonfrivolous versus 
frivolous investment contexts (VanderLaan and 
Vasey 2014).

Elevated avuncular tendencies must trans-
late into real-world avuncular behavior if they 
are to have any impact on the fitness of nieces 
and nephews and the uncles themselves. Vasey 
and VanderLaan (2010c) used money given to, 
and received from, oldest and youngest siblings’ 
sons and daughters as a behavioral assay of ex-
pressed kin-directed altruism. In line with the 
predictions of the kin selection hypothesis, com-
pared to women and gynephilic men, fa’afafine 
gave significantly more money to their youngest 
siblings’ daughters. No other group differences 
were observed for money given to, or received 

from, nieces and/or nephews. Moreover, among 
women and gynephilic men, there were no cor-
relations between the number of children parent-
ed and monetary exchanges with the niece and 
nephew categories examined, suggesting, once 
again, that childlessness cannot account for why 
fa’afafine give more money to their youngest sib-
lings’ daughters.

Analyses by VanderLaan et al. (2013c) re-
vealed that key aspects of the adaptively relevant 
environment (ARE) of transgender androphilic 
males likely facilitated the expression of elevat-
ed kin-directed altruism. AREs consist of those 
features of the environment that must be present 
in order for an adaptation to be functionally ex-
pressed (Irons 1998). VanderLaan et al. (2013c) 
found that societies in which transgender male 
androphilia predominates were more likely to 
show social characteristics that facilitate invest-
ment in kin, compared to non-transgender soci-
eties. For example, relative to non-transgender 
societies, transgender societies were more likely 
to exhibit bilateral4 and double descent5 systems 
than patrilineal, matrilineal, and ambilineal6 de-
scent systems. In addition, correlational analysis 
showed that as the presence of ancestral socio-
cultural conditions increased, so too did the pres-
ence of bilateral (and double) descent systems. 
Ethnologists have argued that bilateral decent 
systems and bilocal patterns of residence fol-
lowing marriage are maximally inclusive of kin 
because they do not bias individuals to interact 
with only one subset of relatives (Alvard 2002; 
Ember 1975; Kramer and Greaves 2011). Con-
sequently, it is reasonable to deduce that these 
patterns of descent would have allowed for more 
altruistic interactions with a full range of geneti-
cally related kin. Taken together, these analyses 

4 In bilateral descent systems, ego’s mother's and father's 
lineages are equally important for emotional, social, spiri-
tual, and political support, as well as for transfer of prop-
erty or wealth.
5 In double descent systems, individuals receive some 
rights and obligations from the father’s side of the family 
and others from the mother’s side.
6 Ambilineal descent systems are defined as existing 
when individuals have the option of choosing one of their 
lineages for membership.
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are consistent with the conclusion that bilateral 
descent characterized the ancestral societies in 
which male androphilia was expressed in the 
transgender form.

VanderLaan et al. (2013c) also examined the ac-
ceptance of same-sex sexuality in 27 transgender 
societies for which information could be obtained. 
The vast majority of these societies expressed no 
negative reactions to same-sex sexual behavior. 
Overall then, the same-sex sexual orientation of 
transgender males appears to be socially tolerated 
in societies where this form of male androphilia 
predominates. Such tolerance, particularly on the 
part of the kin of transgender androphilic males, 
might be considered essential for kin selection 
to be deemed as a plausible contributing factor 
toward the persistence of male androphilia over 
evolutionary time. Unless transgender androphilic 
males are accepted by their families, their oppor-
tunity to invest in kin is likely mitigated.

In sum, transgender male androphilia is likely 
the ancestral form of male androphilia, key as-
pects of the transgender androphilic male ARE 
(i.e., bilateral and double descent systems, so-
cial tolerance of same-sex sexuality) would have 
facilitated elevated kin-directed altruism, and 
data from contemporary transgender male an-
drophiles ( fa’afafine) indicates that they exhibit 
elevated avuncularity. Given all of this, it seems 
reasonable to suggest that kin selection played 
some role in the evolution of male androphilia. 
As such, the elevated kin-directed altruism docu-
mented in Samoan fa’afafine is more likely to 
have characterized ancestral androphilic males 
compared to the lack thereof documented in sex-
gender congruent androphilic men from industri-
alized cultures (Abild et al. 2014; Bobrow and 
Bailey 2001; Forrester et al. 2011; Rahman and 
Hull 2005; Vasey and VanderLaan 2012).

Our research has identified a number of fea-
tures of the ARE that would have facilitated the 
expression of kin-directed altruism by androphil-
ic males. What needs more careful consideration 
is the process by which this putative evolved trait 
develops over the life span. Research on child-
hood separation anxiety among gender noncon-
forming boys who grow up to be androphilic may 
provide insight in this regard.

Childhood Separation Anxiety: A 
Developmental Precursor of Elevated 
Kin-Directed Altruism?

Childhood separation anxiety occurs in response 
to separation from major attachment figures such 
as parents and it tends to be more commonly 
manifest by girls compared to boys (e.g., Shear 
et al. 2006; VanderLaan et al. 2011a). As such, it 
can be described as a female-typical characteris-
tic. Interestingly, in clinical samples drawn from 
Western populations, it is not uncommon for ex-
tremely feminine boys who are diagnosed with 
gender dysphoria in children (GDC)7 to exhibit 
elevated traits of childhood separation anxiety 
(Coates and Person 1985; Zucker et al. 1996). 
The majority of boys diagnosed with GDC grow 
up to be androphilic in adulthood (Green 1987; 
Wallien and Cohen-Kettenis 2008; Singh 2012; 
Steensma 2013).

Recall that androphilic males are relatively 
feminine compared to gynephilic males, al-
though often not necessarily to the extreme that 
characterizes GDC boys (Bailey and Zucker 
1995; Bartlett and Vasey 2006; Cardoso 2005, 
2009; Lippa 2005; Vasey and Bartlett 2007; 
Whitam 1983). Consequently, it is perhaps not 
surprising that nonclinical samples of adult an-
drophilic males recall more traits of childhood 
separation anxiety compared to their gynephilic 
counterparts. This pattern of recall holds for both 
nonclinical samples of sex-gender congruent 
androphilic males in Canada (VanderLaan et al. 
2011a) and nonclinical samples of transgender 
androphilic males in Samoa (Vasey et al. 2011).

7 According to the American Psychiatric Association’s 
Diagnostic and Statistical Manual of Mental Disorders 
(DSM-V; American Psychiatric Association 2013), gen-
der dysphoria in children (GDC) is a mental disorder that 
characterizes individuals who experience dysphoria with 
respect to their sexed bodies or assigned genders or both. 
In Western parlance, such individuals are commonly re-
ferred to as transsexual or transgender. The full diagnostic 
criteria for GDC can be found in the DSM-V (American 
Psychiatric Association 2013). For an entree into the 
substantial controversy surrounding this diagnosis, see, 
for example, Bartlett et al. (2000) and Vasey and Bartlett 
(2007).
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When considering these clinical and nonclini-
cal studies from an evolutionarily perspective, 
the question arises as to what the functional (i.e., 
adaptive) basis of elevated childhood separation 
anxiety might be in feminine, (pre)androphilic 
boys in general, as opposed to GDC boys more 
specifically. For some readers it may seem in-
congruous to entertain the idea that a “negative” 
emotion like separation anxiety might be adap-
tive. However, if one considers that emotions 
evolved to guide behavior toward adaptive cours-
es of action, then there is no necessary reason 
why emotional states should be associated with 
positive affect in order to be considered adaptive 
(Keller and Miller 2006; Nesse 2005). Because 
separation anxiety occurs in response to separa-
tion from major attachment figures (Coates and 
Person 1985; Zucker et al. 1996), it seems rea-
sonable to suggest that elevated traits of child-
hood separation anxiety in relatively feminine, 
(pre)androphilic boys are indicative of marked 
attachment to parents and other close family 
members.

In light of this literature, VanderLaan et al. 
(2011b) suggest that traits of elevated childhood 
separation anxiety in (pre)androphilic boys may 
be a developmental precursor of an evolved pre-
disposition in adulthood for prosocial tenden-
cies, particularly kin-directed altruism such as 
elevated avuncularity. According to this model, 
in childhood, concern for one’s kin manifests as 
elevated separation anxiety in (pre)androphilic 
boys and is part of an overall pattern of feminine 
behavior. Later, in adulthood, concern for one’s 
kin is expressed as elevated kin-directed altruism 
by adult male androphiles. The model stipulates 
that this adult pattern of elevated kin-directed al-
truism is contingent on the continued expression 
of femininity in adulthood. As such, elevated 
traits of childhood separation anxiety are predict-
ed to occur in all (pre)androphlic boys, regard-
less of their cultural milieu. In contrast, elevated 
kin-directed altruism in adulthood is predicted 
to occur in transgender male androphiles such 
as fa’afafine who are feminine, but not in sex-
gender congruent male androphiles such as gay 
men, who present publicly in a relatively mascu-
line manner.

In support of this evolutionary developmen-
tal model, retrospective research has shown that 
Samoan fa’afafine recall more gender-atypical 
behavior and more traits of separation anxiety 
in childhood than gynephilic men (Bartlett and 
Vasey 2006; Vasey and Bartlett 2007; Vasey et al. 
2011). Fa’afafine scored highest for items used 
to measure childhood separation anxiety involv-
ing worrying about parents (e.g., “I worried that 
something terrible might happen to my parents”). 
These findings are reinforced by qualitative data 
collected during interviews with adult fa’afafine. 
The anxiety that some fa’afafine recalled expe-
riencing with respect to something terrible hap-
pening to their parents seemed to generalize into 
a pattern of extreme worry about all aspects of 
the parents’ (especially the mothers’) lives. For 
example, one fa’afafine participant recounted the 
following story:

When my mom brought my lunch to school and 
she was wearing a puletasi [a traditional Samoan 
two-piece dress], I knew she wasn’t too rushed and 
had time to make herself look pretty. But when she 
came wearing a lavalava [a colourful Samoan gar-
ment similar to a sarong] and a t-shirt, I knew she 
was too busy to make herself beautiful. I would 
ask her if I could go home with her to help but she 
would tell me to stay at school. I would be wor-
ried all afternoon and wouldn’t be able to focus on 
my work. I just waited for that final bell to ring. I 
would have rather helped my mom at home but I 
had to stay behind.

Research conducted in Canada also furnishes sup-
port for VanderLaan et al.’s (2011b) evolutionary 
development model. For example, retrospective 
research in Canada indicates that sex-gender 
congruent androphilic men are also more gender-
atypical in childhood compared to gynephilic 
men (Bailey and Zucker 1995; VanderLaan et al. 
2011a). Moreover, they recalled significantly 
more traits of childhood separation anxiety com-
pared to gynephilic men, but did not differ in this 
regard from women (VanderLaan et al. 2011a). 
Those who recalled higher levels of boyhood 
gender atypicality were more likely to also re-
call higher levels of childhood separation anxiety 
(VanderLaan et al. 2011a). Like fa’afafine, Ca-
nadian sex-gender congruent androphilic males 
also scored highest for items used to measure 
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childhood separation anxiety involving worrying 
about parents, as opposed to items used to mea-
sure concern for one’s own well-being (Vander-
Laan et al. 2011a).

In another Canadian study, VanderLaan et al. 
(2014b) demonstrated that elevated concern for 
parental well-being was a source of childhood 
separation anxiety that characterized androphilic 
males and females significantly more than gy-
nephilic males. The heterosexual sex and male 
sexual orientation differences in concern about 
parental well-being were accounted for by child-
hood feminine behavior. These findings suggest 
that female-typical behavior in childhood is an 
important proximate factor in the expression of 
elevated concern for the well-being of kin among 
(pre)homosexual boys.

Also consistent with VanderLaan et al.’s 
(2011b) evolutionary developmental model is the 
finding that, unlike fa’afafine who are feminine 
in adulthood, sex-gender congruent androphilic 
men in Canada and other industrialized nations 
(i.e., USA, UK, Japan) do not exhibit elevated 
avuncular tendencies in adulthood (Abild et al. 
2014; Bobrow and Bailey 2001; Forrester et al. 
2011; Rahman and Hull 2005; Vasey and Vander-
Laan 2012). In these cultures, gender role expec-
tations hold that male-bodied individuals should 
behave in a masculine manner and, as such, boys 
are socialized to behave accordingly (Bailey 
2003; Berling 2001; McLelland 2000; Rieger and 
Savin-Williams 2012). VanderLaan et al. (2011b) 
have speculated that the behavioral masculiniza-
tion and defeminization that characterizes the 
development of sex-gender congruent males in 
such cultures may lower the expression of elevat-
ed kin-directed altruism in adulthood.

Concluding Remarks

In recent years, progress has finally been made 
toward gaining an empirically based understand-
ing of how male androphilia persists over evo-
lutionary time. Although male androphilia varies 
dramatically with respect to the manner in which 
it is publicly expressed, there are multiple lines 
of developmental and biodemographic evidence 
indicating that different cultural forms of male 

androphilia (i.e., transgender sex-gender congru-
ent) share the same etiological basis. Quantita-
tive research indicates that the transgender form 
of male androphilia was likely ancestral to the 
sex-gender congruent form.

The most prominent hypothesis that posits a 
role for the social behavior of male androphiles 
in the evolutionary maintenance of genes associ-
ated with same-sex sexual orientation is the kin 
selection hypothesis. Research in Samoa has re-
peatedly furnished support for the kin selection 
hypothesis where transgender male androphiles 
known locally as fa’afafine exhibit elevated 
avuncular tendencies and behavior compared to 
women and gynephilic men. Research on Sa-
moan fa’afafine has also furnished evidence that 
their avuncular cognition exhibits hallmarks of 
adaptive design.

VanderLaan et al. (2011b) proposed that el-
evated traits of childhood separation anxiety are 
part of a general constellation of feminine char-
acteristics exhibited by androphilic males. More-
over, they argued that elevated traits of childhood 
separation anxiety in androphilic males primarily 
reflect concern for close kin. The research that 
exists is consistent with these predictions. On the 
basis of these ideas, VanderLaan et al. (2011b) 
argued, further, that childhood concern for kin, as 
manifested in terms of elevated traits of childhood 
separation anxiety, is a developmental precursor 
of elevated kin-directed altruism in adulthood. 
The expression of elevated adult kin-directed 
altruism by androphilic males is, however, con-
tingent on the continued expression of feminin-
ity in adulthood. As such, elevated kin-directed 
altruism is expected to occur in transgender male 
androphiles, but not sex-gender congruent male 
androphiles. Again, existing research, while lim-
ited, is consistent with these predictions.

To provide more detailed tests of Vander-
Laan et al.’s (2011b) evolutionary developmen-
tal model, additional research is needed on other 
populations of sex-gender congruent and trans-
gender male androphiles to ascertain whether the 
expression of elevated traits of childhood separa-
tion anxiety is indeed a cross-culturally invari-
ant pattern of psychosexual development in such 
individuals. Future research is also needed to 
provide further tests of the hypothesis that child-



34326 Evolutionary Developmental Perspectives on Male Androphilia in Humans

hood separation anxiety in androphilic males is 
primarily related to concern for kin, as opposed 
to concern for oneself. Similarly, more research 
is needed to explore the purported link between 
separation anxiety in childhood and kin-directed 
altruism in adulthood in androphilic males. Last-
ly, it will be important to test the kin selection 
hypothesis in additional populations of transgen-
der male androphiles to ascertain whether other 
such populations exhibit elevated avuncular ten-
dencies.
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A fundamental focus of adaptationist research 
into social relationships has been that of kinship 
and the family. Anthropologists have long recog-
nized the centrality of kinship to human relations 
and the overwhelming interest humans around 
the world devote to matters of sex and family 
(Leach 1966). Evolutionary biology and psy-
chology have been profoundly influenced by the 
work of William Hamilton. Hamilton’s (1964) 
seminal paper on the evolution of social behavior 
extended the concept of Darwinian fitness (one’s 
personal reproductive success as measured by 
descent kin) to include fitness achieved through 
an actor’s effects on the expected reproductive 
success of collateral as well as descendent kin, 
referred to as inclusive fitness. Rather than think-
ing of humans, or other organisms, as just repro-
ductive strategists, they are seen as nepotistic 
strategists. An organism’s genes are just as likely 
to be found in a brother as in a son and, as a re-
sult, fraternal investment would be expected to 

evolve much like paternal investment. This view 
of kinship has profound implications for our un-
derstanding of social relationships.

Because of the clear importance of family re-
lationships to our social lives, one would have ex-
pected the study of the family to hold a central role 
in social psychology, not just evolutionary psy-
chology, biology, and anthropology. Surprisingly, 
it does not. Despite human social life being domi-
nated by interactions with family and friends, so-
cial psychology has been far more concerned with 
the interactions of strangers. A perusal of current 
textbooks of social psychology reveals social life 
broken down into social perception, influence, 
and relations. One might expect social relations to 
have a substantial focus on the family, but instead 
it is mainly concerned with attraction and close 
relationships, helping behavior, and aggression. 
An examination of the subject index of one popu-
lar text includes one mention of family (family 
violence), one mention of parental instinct, and 
one of kin selection. Though it has been open 
recently to evolutionarily informed studies, par-
ticularly in the area of mating, an examination of 
the Journal of Personality and Social Psychol-
ogy’s articles reveals 120 articles published in 

Our most basic instinct is not for survival but for family. 
Most of us would give our own life for the survival of a 
family member, yet we lead our daily life too often as if we 
take our family for granted. 

Paul Pearshall

The great advantage of living in a large family is that 
early lesson of life’s essential unfairness. 

Nancy Mitford
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2013, only three of which touch on some aspect 
of family, mostly the impact of parenting on adult 
attachment. While many areas of psychology are 
inclined to study college students (a convenient, 
easily accessible sample), one problem is that 
many of them are strangers, far from family. As 
a result, stranger interactions, dating, and hook-
up relations are more easily studied. In addition, 
long-term social relationships like family can be 
messy sorts of data with lots of factors to control 
for that are not very open to experimentation. The 
past 20–30 years have seen a shift by some social 
psychologists to studying “close relationships” 
and one might assume that family would be a big 
part of this. But with a few exceptions (for an ex-
ample, see Burnstein et al. 1994), the majority of 
this work has focused on sexual and/or romantic 
relationships as well as friendships.

Daly et al. (1997) raised a number of issues 
about the lack of a family focus in the study of 
social behavior by psychologists. This chapter 
highlights some of the work done since then that 
uses an adaptationist perspective to better under-
stand social behavior in the family context. Dif-
ferent types of close relationships, whether they 
be sexual, parent–offspring, or friendship, are 
qualitatively distinct types of relationships that 
differ along dimensions other than intimacy. The 
features that make up an ideal mate are differ-
ent from those of an ideal mother or brother, for 
example, and humans clearly process informa-
tion about different types of intimates in different 
ways (Kenrick et al. 1998; Symons 1995). The 
mechanisms entailed by such a psychology would 
be specialized motivational and information pro-
cessing systems designed to deal with the spe-
cific adaptive problems faced by being a mother, 
father, sibling, or grandparent. Evolutionarily in-
formed research exploring these mechanisms and 
the problems they solve are highlighted.

Nepotistic Strategists and Fitness: 
What Is the Basis of an Evolutionary 
Psychology of the Family?

According to Hamilton (1964), if a heritable trait 
increases the inclusive fitness of individuals pos-
sessing it, the trait will spread due to its impact 

on the survival and reproduction of the focal indi-
vidual (its direct fitness effects) as well as the ef-
fects it has on the survival and reproduction of the 
focal individual’s kin weighted by the closeness 
of the relationship (indirect fitness effects). One’s 
own reproduction can be seen, from this perspec-
tive, as a special case of kin-directed altruism 
(toward one’s own offspring), one way that an 
individual can contribute to the proliferation of 
his or her relatives and genes within a population.

This can shed light on how parents and off-
spring behave with regard to parental investment. 
When Hamilton developed his concept of inclu-
sive fitness, he noted that when we assess the fit-
ness of a trait or behavior, we need to consider its 
contribution to the reproduction of that individual 
and whether it influences the reproductive pros-
pects of its kin. The conditions under which such 
behavior would be expected to spread is c < rb, 
where c equals the fitness cost of the action (pro-
viding food) to the actor, b is the fitness benefit 
(getting to eat) to the recipient, and r is the degree 
of relatedness between the actor and recipient (0.5 
for parent–offspring, 0.5 for full siblings, 0.25 for 
half-siblings, and so on). Clearly, acts of paren-
tal investment provide a benefit to the offspring, 
which increases the parent’s inclusive fitness. As 
long as the cost of parental investment does not 
outweigh the benefit to the offspring times the 
degree of relatedness, it should continue.

Consider the case of siblings, A and B. From an 
inclusive fitness perspective, A should continue to 
take resources until its marginal gains drop to half 
those of B, who gets the remainder (Parker et al. 
1989). For half-siblings, marginal gains drop to 
one fourth as they share only one parent. The key 
to this is the degree of relatedness. A child shares 
a given gene with itself with a probability of 1.0, 
but it shares the same gene with a probability of 
only 0.5 with a sibling. For this reason, a child is 
expected to try and monopolize a unit of resource 
unless the benefit of consuming an extra unit of 
resource is less than the benefit, weighted by re-
latedness, of giving the resource to its sibling. 
Parents, in contrast, share a given gene with each 
of their offspring with a probability of 0.5. Thus, 
they prefer to divide a unit of resource equally un-
less the benefit of the resource is greater for one 
child compared to the other. Though offspring are 
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the vehicles by which parental genes are trans-
ported into future generations, offspring are not 
identical fitness vehicles. Some will be better able 
to survive or more likely to reproduce successful-
ly. Such offspring are better bets for successfully 
moving parental genes into future generations. 
Additionally, some offspring benefit more from 
parental care than others (Beaulieu and Bugental 
2008). As a result, selection has favored mecha-
nisms of parental care that have the effect of in-
creasing the fitness of the parent via the favoring 
of offspring who are likely to provide a higher 
reproductive return on their parents’ investment 
(Daly and Wilson 1995), or at least, the allocation 
of resources to where they will have the greatest 
impact (Beaulieu and Bugental 2008).

At the heart of Hamilton’s (1964) inclusive fit-
ness theory is the idea that kin are valuable; that 
they share a commonality of interest. From this 
perspective, natural selection favored not only 
traits that promote individual survival and repro-
duction but also traits that increase the reproduc-
tive success of one’s kin. While this is very clear 
in the case of parental–offspring relationships, it 
is also true for other family relationships, such as 
siblings, and grandparents.

An inherent feature of social behavior is that 
the interests of interacting individuals invariably 
come into conflict to some extent. Each individ-
ual behaves so as to increase its own inclusive 
fitness, even when such behavior may reduce the 
inclusive fitness of others. Social interactions 
typically entail cooperation, but they also involve 
competition, sometimes even during cooperative 
interactions. The interaction between parents and 
offspring, for example, involves a high level of 
cooperation, but is not conflict-free. In a similar 
vein, siblings may often disagree over how im-
portant each other is and the optimal allocation 
of parental resources between them.

Relationship-Specific Psychological 
Adaptations

An adaptation is an anatomical structure, a physi-
ological process, or a behavior that contributed to 
ancestral individuals’ ability to survive and repro-
duce in competition with members of their own 

species (Williams 1966; Wilson 1975). The beaks 
of Darwin’s finches are the classic example of 
anatomical adaptations. The food options avail-
able dictated the survival of birds with different 
shapes and sizes of beaks, so that today we see 
birds with beaks that are designed by natural se-
lection to crack large nuts in some environments, 
while other environmental niches are filled by 
birds with beaks well suited to small seeds or ob-
taining insects (Grant and Grant 2011; Sulloway 
1982). Another way of looking at adaptations is 
in terms of processes that carry out the cost–ben-
efit analyses required by ancestral organisms to 
survive environmental challenges. Consider the 
following behavioral example, the mating strat-
egy of the male scorpion fly. The male has three 
mating tactics or options within its strategy: (1) 
Obtain a dead insect, offer it to a female and then 
copulate with her while she eats it; (2) generate a 
proteinaceous salivary mass, present it to the fe-
male and then copulate with her while she eats it; 
or (3) If he cannot obtain an insect or generate a 
salivary mass, he may attempt to force copulation 
(Thornhill 1980). In a variety of studies (Thorn-
hill 1980; Thornhill and Alcock 1983; Thornhill 
and Sauer 1992), Thornhill et al. have shown that 
all three tactics are available to all scorpion fly 
males and that it is their success in the male–male 
competitive environment that determines which 
tactic is used by an individual male. Male suc-
cess in such competition is influenced by internal 
and external factors (Crawford 1989). Similarly, 
the psychological adaptations for dealing with 
kin relations that will be discussed are also influ-
enced by internal factors (of both participants in 
the relationship) as well as external environmen-
tal factors that influence investment in kin, such 
as resource availability.

When talking about adaptations for dealing 
with kin relations, we are focusing on psycho-
logical adaptations as decision makers, innate 
specialized information-processing mechanisms 
instantiated in our neural hardware. When ac-
tivated by appropriate problem content from 
the environment, they focus attention, organize 
perception and memory, and call up specialized 
procedural knowledge that leads to domain ap-
propriate inferences, judgments, and choices 
(Buss 1999). When we consider familial rela-
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tionships as a group, the categorical distinctions 
between relationships are important. They signal 
that somewhat different domains are involved. 
Genealogical kinship is not just one discrete cat-
egory of relationship, but rather is a collection of 
many different types of relationships. The adap-
tive problems that have faced human mothers, 
for example, are different from those confront-
ing fathers or offspring or siblings or more dis-
tant relatives. As a result, we possess distinct sets 
of evolved psychological adaptations for dealing 
with the specific challenges of motherhood and 
offspringhood, as well as psychological adapta-
tions specific to the demands of being fathers, 
siblings, and perhaps grandparents and other 
more distant kin.

Motherhood

The most essential of all mammalian relation-
ships is that between mother and offspring. Thus, 
it is not surprising that this appears to be one 
of the relationships with the most specialized 
anatomical, physiological, and psychological 
mechanisms. Motherhood is the most demand-
ing role that female mammals can have and these 
demands go beyond the required gestation and 
nursing. Not all offspring are equally capable of 
transforming parental care and investment into 
future generations and the long-term survival of 
parental genes. The result is strong selection for 
the strategic allocation of maternal effort. The 
adaptive motivational mechanisms that enable 
discriminative parental solicitude are sensitive 
to cues of likely offspring success, the physical 
and social environment, and the condition of 
the mother (Daly and Wilson 1988, 1995; Hrdy 
1992, 1999). Evolution does not favor indis-
criminate love or parental investment. Limited 
resources must be allocated wisely and parents 
channel their investment toward those offspring 
best equipped to provide a fitness return on that 
investment. An extreme example of discrimina-
tive parental solicitude is maternal infanticide, 
seen most frequently in harsh ecologies (Hrdy 
1999). Daly and Wilson’s (1985, 1988, 1998) 
studies of infanticide and child abuse statistics 

indicate greater risk when the mother is young 
and lacks social support (and will likely have 
better chances to raise a child in the future). Ad-
aptationist-minded researchers have examined a 
number of characteristics influencing levels of 
maternal investment, including the sex, age (and 
related birth order), and health of the child, as 
well as the age and circumstances of the mother.

Factors Influencing Maternal 
Investment

Sex of Offspring Preferences for sons or daugh-
ters are also quite common in families and par-
ents can benefit from investing preferentially 
in children of one sex depending on ecological 
variables. Trivers and Willard (1973) argued that 
when one sex has a greater variance in lifetime 
reproductive success than the other and parents 
(specifically mothers) vary in their physical con-
dition or resource base, differences in offspring 
sex preferences are likely to evolve. If male re-
productive success depends on the individual’s 
condition, mothers in good condition who are 
able to invest heavily will be able to influence 
the reproductive success of their sons more suc-
cessfully than mothers in poor condition (or with 
few resources). They should therefore prefer to 
have sons, or to invest more in their sons (Ber-
covitch et al. 2000; Trivers and Willard 1973). In 
contrast, mothers in poor condition should prefer 
daughters because daughters are reproductively 
less risky (lower variance). This is known as the 
Trivers–Willard effect.

The effect of maternal condition (e.g., nutri-
tional) on the sex ratio at birth has received some 
attention in demographic studies of modern so-
cieties (Almond and Edlund 2007; Chacon et al. 
1996; Gibson and Mace 2003). Some studies also 
demonstrate maternal condition predicting sex 
biases in infant mortality (Almond and Edlund 
2007; Chacon et al. 1996; Voland et al. 1997); 
however, effect sizes tend to be small and a num-
ber of studies have failed to find Trivers–Willard 
effects (e.g., Beaulieu and Bugental 2008; Gug-
genheim et al. 2007; Sieff 1990). Cronk (2007) 
has highlighted the difficulties, both theoretical 
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and methodological, of testing the Trivers–Wil-
lard hypothesis in large industrialized societies. 
The strongest evidence for Trivers–Willard effects 
comes from studies of small-scale societies.

Dickemann’s (1979) review of historical data 
on infanticide and the Indian caste system reveals 
that infanticide was extremely common among 
the highest castes prior to the twentieth century, 
with female infants being the victims. These 
daughters had very few marriage options (had to 
marry within own subcaste). Among high caste 
Indian families, investment in males (who could 
marry females from lower subcastes) paid larger 
dividends in terms of grandchildren and parents 
heavily biased their investment toward males 
(Gupta 1987). For lower castes, the tendency 
toward males marrying down meant daughters 
outreproduced sons and parents biased their in-
vestment toward daughters (lower rate of female 
infanticide). Studies in the USA (Gaulin and 
Robbins 1991) and Kenya (Cronk 1989) have 
suggested that female infants from low-income 
families are nursed more than infant boys. Hun-
garian Gypsy populations also show a female-
biased sex ratio (Bereczkei and Dunbar 1997, 
2002). Like lower caste Indians, Gypsies are at 
the bottom of the social scale in Hungary and 
Gypsy women are more likely to marry up the 
social scale than men and, in doing so, provide 
their parents with more surviving grandchildren. 
Gypsy women who marry up have babies with 
higher birth weights, lower mortality rates, and 
lower rates of birth defects than Gypsy women 
who marry within their social group. Bereczkei 
and Dunbar (1997) found that compared to na-
tive Hungarians, Gypsy women were more like-
ly to suckle their firstborn daughters for longer 
than sons, abort a subsequent pregnancy after a 
daughter than after a son, and allow their daugh-
ters to stay in school longer.

There are also examples where investment fa-
vors sons. In societies where the possession of 
resources has a significant impact on male re-
productive success, a preference for sons will be 
seen among the affluent. This has been the case 
in the eighteenth-century northern German vil-
lages (Voland 1998) and has been noted in the re-
cords of probated wills among Canadians living 

in British Columbia (Smith et al. 1987). In terms 
of the parental payoff, Cameron and Dalerum’s 
(2009) study of Trivers–Willard effects in Forbes 
list of billionaires indicated that people in the top 
economic bracket have more grandchildren via 
their sons than daughters and that mothers at this 
highest socioeconomic status have more sons.

Maternal Age Parental age is another factor 
influencing maternal investment. In species in 
which the probability of death increases system-
atically with age, a parent is selected to give an 
increasing proportion of parental investment to 
older offspring. Relative to older parents, younger 
parents should be harboring resources to maxi-
mize lifetime reproductive success. Some data 
show that older parents invest more than younger 
parents (Salmon and Daly 1998; Voland and 
Gabler 1994), and this is often particularly true 
of older mothers who face more of a reproductive 
constraint due to menopause. In humans, the age 
of the mother is a significant factor in the likeli-
hood of perpetrating maternal infanticide (Daly 
and Wilson 1988). Young women, those likely 
to have many future opportunities to reproduce, 
might be expected to be more willing to sacrifice 
a current child when conditions for successfully 
raising the child are poor. Older women, close 
to the end of their reproductive years, who pass 
up the opportunity to invest may never have that 
chance again. As the likelihood of future repro-
duction decreases, delaying childbirth becomes 
more costly. Selection should favor older women 
who invest immediately and to a significant 
extent in children rather than delaying invest-
ment. The dramatic cross-culturally observed 
decrease in the rate of maternally perpetrated 
infanticide with increasing maternal age reflects 
the change over time of the weight the maternal 
psyche places on a current offspring versus possi-
ble future offspring (Daly and Wilson 1995; Lee 
and George 1999; Overpeck et al. 1998).

Age of Offspring There is often a greater fit-
ness payoff from investing in older children. 
Any specific offspring’s expected contribution to 
parental fitness is found mainly in their reproduc-
tive value (expected future reproduction). This 
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value increases with age until puberty, making an 
older, immature offspring more valuable from the 
parental perspective than a younger one (Mont-
gomerie and Weatherhead 1988). In humans, this 
increase is mainly due to the degree of childhood 
mortality experienced in developing societies and 
over most of our evolutionary history. The aver-
age teenager has a higher reproductive value than 
the average infant because some infants do not 
survive to become teenagers. However, on aver-
age, the older a particular offspring gets, the less 
valuable parental investment, especially certain 
kinds of investment (like breast milk), will be 
compared to its value to younger offspring. Par-
ents must weigh these costs and benefits when 
there is more than one offspring to care for.

Studies of familial homicides support the idea 
that older children may be more highly valued. 
Daly and Wilson’s (1988) examination of the risk 
of homicide of a child by a genetic parent in rela-
tion to offspring age revealed that infants were 
at a much higher risk of being killed than any 
other group of children. The rates drop dramati-
cally, after 1 year of age, until they approach zero 
at 17 years of age. One might suggest that this 
is because it is easier to kill a baby than a teen-
ager. However, the risk of a child being killed by 
a nonrelative shows a rather different pattern: 1 
year olds are more likely to be killed than infants 
and teenagers are the most likely to be killed.

Birth Order The relevance of birth order to 
parental investment is related to several factors, 
including age of the offspring and age of the 
mother. An offspring’s expected contribution to 
parental fitness rests mainly in their reproductive 
value. This value increases with age until puberty, 
making older immature offspring more valuable 
from a parental fitness perspective than younger 
ones. It is this assurance of parental favoritism, as 
well as an early absence of sibling contenders for 
a share of parental attention, that makes firstborn 
children defenders of parental values and the sta-
tus quo, while laterborns are more likely to be 
rebellious.

However, offspring age is not the whole story. 
As parents themselves grow older, the fitness 
value of any one offspring increases relative to 

the parent’s residual reproductive value. As par-
ents grow older, their own chance of reproduc-
ing again drops, thus older parents have been 
observed to invest more in offspring, all else 
being equal, than younger parents. As a result, 
while firstborns may have an inherent advantage 
in terms of parental investment, there is a grow-
ing willingness of older parents to invest highly 
in their lastborn, their last chance to invest, so to 
speak. In fact, lastborns are the only birth order 
to receive their parental investment without the 
competing demands of a younger sibling. This 
would seem to imply that middleborns may lose 
out in terms of parental investment and attention 
and there are a number of studies that support this 
(Rohde et al. 2003; Salmon 2003; Salmon and 
Daly 1998; Sulloway 1996).

Offspring Need While offspring prospects, 
or the ability to turn maternal investment into 
future reproductive success, have always been 
assumed to be a strong predictor of maternal 
care, it has also been suggested that mother’s 
investment in offspring could be contingent in 
that high-risk offspring will either receive more 
or less investment than low-risk offspring based 
on maternal resources (Beaulieu and Bugental 
2008). Beaulieu et al. have tested this in several 
studies (Beaulieu and Bugental 2008; Bugental 
et al. 2010). Their results in samples including 
preterm babies/children and women with high 
or low resource availability suggest that mothers 
with low resources invest more in low-risk chil-
dren whereas those mothers with higher resource 
levels invest more in high-risk children (as they 
have sufficient resources to care for other chil-
dren as well).

Parent–Offspring Conflict

It is important to remember that mothers are not 
the only players in this relationship. Offspring 
also have a role to play in shaping parental re-
source allocation. Parent–offspring conflict 
(Trivers 1974) is a reliable characteristic of sexu-
ally reproducing species because of the inherent 
genetic asymmetries between individuals in the 
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family. For example, a mother is equally related 
to any two of her children, but each child is more 
closely related to itself than to their sibling (un-
less they are part of a pair of identical twins). 
The result is that mother and any specific child 
do not see the fitness value of a sibling equally 
and therefore also disagree on the optimal alloca-
tion of resources between siblings. Such mater-
nal–offspring conflict provides a clear explana-
tion for evidence (such as weaning conflict and 
maternal–fetal conflict) that the relationship be-
tween mother and child is not as harmonious as 
often depicted.

Maternal–Fetal Conflict Although most peo-
ple think of parental investment as something 
that occurs post-birth, mothers begin to invest in 
their offspring long before they are born. For 9 
months, the mother’s body provides all the nutri-
ents for their baby’s development as well as a safe 
haven in which to grow. At this stage, it would 
appear that the fetus and mother have identical 
interests, the continuing safety and development 
of the fetus. But their genetic interests are not 
identical. The fetus is more closely related to 
itself than to either its mother or any future sib-
lings and, as a result, pregnancy becomes a bal-
ancing act between the fetus’ attempts to secure 
a larger share of the mother’s resources than she 
is willing to give and the mother’s attempts to 
retain resources for herself and future offspring. 
Thus, selection will favor fetal genes that serve to 
increase the transfer of nutrients to the fetus and 
maternal genes that limit any transfers in excess 
of the ideal from the maternal perspective. The 
results of this balancing act can include a variety 
of unpleasant maternal symptoms and can occa-
sionally create serious pregnancy complications.

Gestational diabetes affects up to 10 % of 
women in the USA. When women are not preg-
nant, blood glucose levels rise after a meal, but 
rapidly return to fasting levels in response to the 
release of insulin. During the later stages of preg-
nancy, maternal blood glucose and insulin both 
reach higher levels and remain elevated for a lon-
ger duration. This occurs because the placental 
hormone human placental lactogen (hPL) acts on 
maternal prolactin receptors to increase maternal 

resistance to insulin. If there is no opposition, 
hPL will maintain higher blood glucose levels for 
longer periods after eating. However, this usu-
ally is opposed by increased maternal production 
of insulin. As a result, in the third trimester, the 
same meal will produce an exaggerated insulin 
response which is less effective at reducing blood 
glucose levels (Buchanan et al. 1990; Catalano 
et al. 1991).

This occurs because the mother is attempting 
to restrict fetal access to blood glucose. Why do 
mothers enact this restriction, and why do moth-
ers increase insulin production while also becom-
ing resistant to it? One approach to answering 
these questions is that if fetal demands for glu-
cose are unopposed, the fetus may remove more 
glucose from maternal blood than is in the moth-
er’s interests to give. For much of human history, 
food was not an unlimited resource and so from 
both a maternal and fetal perspective, nutritional 
resources are in high demand. Each maternal 
meal entails conflict over the share of blood glu-
cose mother and fetus will receive and the longer 
the mother takes to reduce blood sugar levels, 
the greater the share obtained by the fetus. The 
insulin resistance of late pregnancy is caused by 
placental hormones producing increased blood 
glucose levels and a corresponding increased 
production of insulin by the mother (Haig 1993). 
For pregnant women without preexisting dia-
betes, maternal glucose levels 2 h after a meal 
have been positively correlated with infant birth 
weight (Tallarigo et al. 1986). However, this ben-
efit of increased maternal glucose levels for the 
fetus can come at a cost to the mother’s health. If 
blood glucose levels remain elevated, gestational 
diabetes can develop when the mother becomes 
unable to increase her insulin production suffi-
ciently to match the insulin resistance that devel-
oped during the pregnancy.

Fatherhood

While there are many similarities between pater-
nal and maternal solicitude, there are also many 
differences. Both mothers and fathers have been 
selected to assess offspring quality and need. 
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Both possess evolved mechanisms designed to 
motivate solicitude in response to cues of the 
expected impact of such parental investment on 
offspring future success. Both mother and father 
have been selected to discriminate based on cues 
that any particular offspring is their genetic child. 
For mothers, the evidence has always been clear. 
Modern reproductive technology aside, if you 
gave birth to a baby, it is your biological child. 
Internal fertilization and relatively concealed 
ovulation make this situation less certain for 
men. Paternity would rarely have been 100% cer-
tain (at least in the ancestral environment with its 
lack of paternity tests). One study of men in New 
Mexico (Anderson et al. 2006), suggests than 
men are more likely to have low paternity con-
fidence if the pregnancy was unplanned and they 
were not in a married or committed relationship. 
Their estimate of nonpaternity for these men 
was about 3.7 % (as cited in Gray and Anderson 
2010). Gray and Anderson’s (2010) book Father-
hood is an excellent overview of the evolution-
ary psychology of fatherhood that also covers the 
cross-cultural variation in paternal care and the 
consequences of a lack of paternal presence.

Paternity Uncertainty Putative fathers must 
possess mechanisms that cue into sources of 
information about the mother’s likely fidelity. 
One way to assess this is through the child’s 
resemblance to his relatives or to himself. Given 
the relatively high levels of heritability in many 
physical traits, the more a child resembles the 
putative father, the greater the paternity con-
fidence is likely to be. As a result, one might 
expect that paternal affection and investment will 
be influenced by paternal perceptions of resem-
blance. Several empirical studies have tested 
this, demonstrating that perceived father–child 
similarity is associated with higher degrees of 
paternal emotional closeness and investment, 
typically measured as time spent with the child, or 
involvement in education (Alvergne et al. 2010; 
Apicella and Marlowe 2004, 2007; Li and Chang 
2007). Fox and Bruce (2001) also reported that a 
telephone sample of Tennessee men were more 
involved with children when they had greater 
certainty of paternity.

Data also suggest that people pay more at-
tention to a child’s paternal resemblance com-
pared to maternal resemblance, despite the fact 
that the degree of actual resemblance between 
parents and infants is, in fact, quite low and, if 
anything, is slightly biased toward mother–child 
resemblance (Alvergne et al. 2007; Bressan and 
Grassi 2004). Greater resemblance to the mother 
makes sense if paternity confusion is beneficial 
for offspring (because they might be living with 
a social rather than biological father). Some evi-
dence even suggests that men not only pay more 
attention to resemblance than women but that 
they are better at detecting it (Volk and Quinsey 
2002). Despite the lack of actual resemblance, 
evidence suggests that mothers and maternal 
relatives are highly inclined to emphasize pater-
nal resemblance in newborns. This is most often 
interpreted as an attempt to manipulate fathers’ 
perceptions of paternal resemblance, increasing 
their paternal attachment and investment (Bres-
san 2002; Daly and Wilson 1982; McLain et al. 
2000; Regalski and Gaulin 1993).

Sibship

An evolutionary perspective also adds a great 
deal of insight into our understanding of sibling 
relationships (Mock and Parker 1997; Pollet and 
Hoben 2011). Hamilton’s (1964) analysis of the 
evolution of sociality and altruism in haplodip-
loid insects had at its core the shared genetic in-
terests of sisters in such species. Although sib-
lings, our close genetic kin, can be major allies, 
they can also be our fiercest competitors, espe-
cially for parental resources. The result is sibling 
relationships that are often somewhat ambivalent 
across the life span (Cicirelli 1995).

Sibling Conflict From an evolutionary per-
spective, this stems from rivalry over limited 
resources, specifically over limited parental 
resources. As such, more conflict would be 
expected in families that have more limited 
parental resources and more siblings. In rela-
tion to family size, evidence does indicate that 
although fewer siblings are associated with more 
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severe acts of violence, more siblings are asso-
ciated with more overall incidents of violence 
(Straus et al. 2006). Investigations of proxi-
mate explanations have found the most common 
sources of sibling conflict include issues of rela-
tive power, self-interest (e.g., sharing of personal 
items), violation of rules (e.g., perceived imma-
turity and inappropriate behavior), and interests 
outside the family (McGuire et al. 2000; Salmon 
and Hehman 2013). Interestingly, the most com-
monly cited source of conflict by both older and 
younger siblings has been the sharing of personal 
possessions, and the least commonly cited source 
has been competition over parental attention. 
This has been a consistent finding in studies con-
ducted with toddlers and preschool-aged siblings 
(Dunn and Munn 1987), school-aged siblings 
(McGuire et al. 2000), and adolescent siblings 
who noted conflict over personal space and pos-
sessions as the most frequent and intense source 
of conflict (Campione-Barr and Smetana 2010).

The prevalence and the intensity of sibling 
conflict are influenced by many factors, includ-
ing differential parental treatment, relatedness, 
gender, birth order, and birth spacing. Given that 
sibling conflict can be construed as rivalry over 
limited parental resources, one would predict that 
siblings would be very aware of differential treat-
ment, and such disparities between siblings would 
lead to an increase in sibling conflict. By age 3, 
children are sensitive to differences in parental 
treatment between themselves and their siblings 
and actively monitor their siblings’ relationships 
with their parents relative to their own (Dunn and 
Munn 1985). This differential treatment has been 
associated with higher levels of negativity within 
sibling relationships (Brody et al. 1992a, b).

Birth order and birth spacing appear to influ-
ence sibling relationships. Firstborns are more 
likely to maintain close contact with siblings and 
invest more in siblings relative to laterborns (Pol-
let and Nettle 2009), though some middleborns 
report feeling closer to their siblings than their 
parents (Salmon and Daly 1998). In addition, 
during childhood, greater birth spacing leads to 
a reduction in conflict. In adulthood, however, 
greater birth spacing is associated with less con-
tact and less close relationships between siblings 
(Pollet 2007).

Sulloway (2001) has suggested that children 
adopt different roles or niches within the family 
and that such specialization of roles within the 
family, like specialization of species in the wild 
(e.g., Darwin’s finches) reduces levels of sibling 
competition. Eldest siblings often occupy the role 
of surrogate parent with its responsibilities and 
adherence to rules. For laterborn children, there 
is no advantage to trying to duplicate the same 
role; they need to find their own niche, which is 
facilitated by their openness to experience with 
less adherence to rules and authority (Sulloway 
1999, 2001). Healey and Ellis’ (2007) study of 
the sibling niche theory provides supportive evi-
dence for the role of niches in shaping person-
ality with regard to firstborns and secondborns. 
This tendency for siblings to diversify makes ad-
jacent siblings more different from each other in 
personality than those farther spaced. It has also 
been suggested that although parental influence 
may tend to create linear birth order effects, sib-
ling competition and diversification in search of a 
family niche will tend to create quadratic effects. 
Pollet and Nettle’s (2007) study of face-to-face 
contact with siblings reports that firstborns are 
more likely to take on the role of family contact, 
taking on the responsibility of keeping track of 
and informing siblings of family news (see also 
Salmon and Daly 1998).

Hamilton’s kin selection theory (1964), dis-
cussed previously, predicts that greater genetic 
similarity should lead to increased levels of co-
operation and altruism, whereas less genetic 
similarity would lead to increased competition. 
Indeed, monozygotic twins have higher levels of 
cooperation and closer relationships throughout 
childhood and into adulthood relative to dizy-
gotic twins (for a review, see Segal 2005). While 
relatively few studies have investigated the effect 
of relatedness on sibling relationships, studies 
that have been conducted are also consistent with 
kin selection theory in that there is less conflict 
in full-sibling relationships relative to half-sib-
ling and step-sibling relationships (Hetherington 
1988; Pollet 2007).

When we examine the role of gender, boys 
seem to have more conflict with siblings than do 
girls (Brody et al. 1985) and opposite sex siblings 
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have more conflict than same-sex siblings (Cam-
pione-Barr and Smetana 2010; Dunn and Ken-
drick 1982). Gender differences in closeness of 
sibling pairs continue into adulthood, with sis-
ter–sister pairs having closer and stronger rela-
tionships relative to brother–brother and brother–
sister pairs (Campione-Barr and Smetana 2010; 
Pollet 2007).

Sibling cooperation: It is important to re-
member that siblings are resources as well as 
rivals. Siblings, especially older siblings, can be 
sources of emotional, social, and financial help. 
One way in which older siblings can provide sup-
port is through the caretaking of young siblings, 
similar to the helper at the nest phenomenon in 
a number of bird species, such as the scrub jay 
(Woolfenden and Fitzpatrick 1984). Hrdy (2005) 
has argued that cooperative breeding was a key 
component of our human reproductive past, but 
there has been debate over whether a significant 
role was played by female siblings. There is some 
cross-cultural evidence that suggests that older 
female siblings are frequent caretakers of their 
younger siblings (Cicirelli 1994), including Paul 
Turke’s (1988) work with the Ifaluk of Micro-
nesia where the presence of a firstborn daughter 
was found to be positively related to her parents’ 
reproductive success. In a similar vein, Bereczkei 
and Dunbar’s (2002) previously mentioned study 
of Hungarian Gypsies documented that having 
a firstborn daughter in the home shortened the 
mother’s interbirth intervals, which could result 
in greater parental reproductive success. Howev-
er, other studies have not found support for a sig-
nificant impact on parental reproductive success 
from sibling childcare (Crognier 2001, 2002; 
Hames and Draper 2004). Siblings may also gain 
an additional benefit from sibling caretaking: 
improved social skills. Elder siblings engage in 
prosocial behavior, leadership activities, teach 
their younger siblings physical skills, and help 
with language acquisition (Azmitia and Hesser 
1993; Cicirelli 1995). Younger siblings benefit 
from sibling nurturing and comfort (Samuels 
1980; Stewart and Marvin 1984) and do better in 
school when taught by siblings rather than peers 
(Azmitia and Hesser 1993).

In general, sibling rivalry tends to decrease 
postadolescence and, as a result, adult siblings 
are more often seen as a source of support (White 
2001). Perhaps an extreme example, Neyer and 
Lang (2003) suggest that after parents and chil-
dren, siblings are typically the only kin for which 
we are willing to make extreme sacrifices (the 
kind that entail risks to our own health, such as 
organ donation).

Grandparenthood

Do we have adaptations designed specifically to 
deal with the problems faced by grandparental 
relationships? Or do these relationships merely 
co-opt adaptations for parenting? Postmenopaus-
al women make significant contributions to the 
welfare of their grandchildren in many cultures 
(Lancaster and King 1985; Sears et al. 2000). 
Thus, it is reasonable to suspect that mental pro-
cesses specific to the allocation of grandparental 
investment may have been the targets of natural 
selection (Hawkes et al. 1998; Smith 1988).

In fact, many researchers have suggested a 
specific role for grandmothers and that it may 
be responsible for the evolution of menopause in 
humans (see Euler 2011, for a more general re-
view of the literature on grandparenting). In most 
other species, there is no substantial post-repro-
ductive life span (see Cohen 2004, for examples 
in other mammals). The fact that human females 
experience many healthy productive post-repro-
ductive years has seemed somewhat of a puzzle. 
Hamilton (1966) suggested that older women had 
special value and others have elaborated on this 
idea with various versions of the grandmother 
hypothesis that focus on the timing of meno-
pause, the life span postmenopause (Hrdy 1999), 
or the importance of investment in grandchildren 
(Hrdy 1999; Peccei 2001). Despite the interest 
in menopause as an adaptation, there is a con-
tinuing debate over whether it is an adaptation, 
by-product, or artifact of the modern world and 
longer life spans (Voland et al. 2005). There is, 
however, evidence that grandmothers do contrib-
ute substantially to the survival of grandchildren, 
and thus to the fitness of mothers and the grand-
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mothers themselves (Hawkes et al. 1989, 2000; 
Lahdenperä et al. 2004; Sear and Mace 2008).

Euler and Weitzel (1996) noted that paternity 
certainty could influence grandparental invest-
ment (in addition to its impact on paternal invest-
ment). To test their hypotheses, they asked adults 
to rate the degree of grandparental solicitude they 
experienced from each of their four grandparents. 
The results were striking, indicating a strong 
link between relatedness/paternity certainty and 
solicitude. Maternal grandmothers were rated 
the highest on solicitude, followed by maternal 
grandfathers, paternal grandmothers, and finally 
paternal grandfathers. From a theoretical per-
spective, a maternal grandmother has the greatest 
certainty of her grandchild’s relatedness to her. 
A paternal grandfather faces a different dynamic. 
He endures two relationship links that can be bro-
ken by nonpaternity: the grandchild might not be 
his son’s child and his son might not be his own 
biological child (see also Michalski and Shack-
elford 2005). Studies that examine contact fre-
quency between grandparents and grandchildren 
reveal similar patterns: greater contact seen with 
maternal grandmothers and the least with pater-
nal grandfathers (Pollet et al. 2007, 2008; Salmon 
1999; Uhlenberg and Hamill 1998). This pattern 
of greatest investment from maternal grandmoth-
er and least from paternal grandfather has been 
demonstrated across a wide range of measures 
and methodologies (Bishop et al. 2009; DeKay 
1995; Euler and Weitzel 1996; Laham et al. 2005; 
Mills et al. 2001; Monserud 2008; Pashos 2000; 
Pollet et al. 2006, 2007, 2008; Salmon 1999; 
Uhlenberg and Hamill 1998).

Conclusions

While this chapter could not possibly cover all of 
the interesting research that has been done in the 
past 20–30 years on the evolutionary psychology 
of the family, it has hopefully illustrated the in-
sight that can be gained into family dynamics by 
taking an adaptationist perspective. Some peo-
ple’s greatest joys are found in their relationships 
with kin; for others, family can be a source of 
pain as well as joy. But our family relationships, 

particularly those between parent and child, are 
an emotionally intense essential part of our psy-
chology. Sibling relationships can be some of 
the longest relationships we ever experience. An 
evolutionary perspective also helps us to explain 
why we can be willing to sacrifice ourselves for 
our kin and yet sacrifice them under certain con-
ditions. Biological relatedness creates a bond. 
An understanding of the design of our evolved 
mechanisms for kin-directed solicitude allows us 
to predict where that bond will be intense, weak, 
and where conflict will arise.
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The conditions for the evolution and develop-
ment of fast and slow life history strategies have 
been extensively studied (see Ellis et al. 2009), 
and it is the main premise of this chapter that 
many of the relevant ecological conditions have 
implications, both directly and indirectly, for the 
dynamics of social cooperation and conflict. Life 
history (LH) theory is an evolutionary-economic 
model of resource allocation governing the allo-
cation of the bioenergetic and material resources 
available to organisms among the different com-
ponents of fitness. For example, total reproduc-
tive output over the life span is a multiplicative 
product of survivorship and fecundity, integrated 
over time, meaning that some finite proportion of 
the organismic resources need to be allocated to 
each of these two components to obtain a fitness 
product that is greater than zero. However, there 
are many combinations of these two coefficients 
that will yield the same product, and the quantita-
tive parameters of the trade-off involved in allo-
cating resources between them are determined by 
the selective pressures of the ecological niche of 
the organism and thus shape LH evolution. The 
bioenergetic and material resources devoted to 

continued survival of the organism are collec-
tively referred to as comprising somatic effort, 
the resources devoted to the production of new 
organisms (as vehicles for survival of the individ-
ual’s genes) are collectively referred to as com-
prising reproductive effort. In sexually reproduc-
ing species, reproductive effort is also comprised 
of two components, where the resources devoted 
to obtaining and retaining sexual partners com-
prise mating effort, and those devoted to enhanc-
ing survival of any offspring produced by self or 
kin comprise parental or nepotistic effort, respec-
tively.

The principal dimension along which LH 
strategies can be organized is speed. Fast (for-
merly “r-selected”) LH strategies are those that 
allocate resources preferentially to: (1) reproduc-
tive effort over somatic effort, and (2) mating 
effort over parental/nepotistic effort. Thus, fast 
LH strategies emphasize the production of new 
propagules over the survival of existing ones. 
Among mammals, for example, rabbits are faster 
LH strategists characterized by: (1) rapid sexual 
development, (2) high fertility, (3) little parental 
care per offspring, (4) high infant mortality, and 
(5) low adult longevity. As one illustration of this 
pattern, a female rabbit might invest as little as 
two minutes a day in all her offspring combined, 
and this only for the first 25 days of life.

In contrast, slow (formerly “K-selected”) LH 
strategies allocate resources preferentially to: 
(1) somatic effort over reproductive effort, and 
(2) parental/nepotistic effort over mating ef-
fort. Slow LH strategies emphasize the survival 
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of propagules over the production of new ones. 
For another mammalian example, elephants are 
slower LH strategists characterized by: (1) very 
slow and delayed sexual development (as much 
as 14 years), (2) few new babies at a time (typi-
cally only one), (3) high and extended quantities 
of parental care per offspring (at least until pu-
berty), (4) very low infant mortality (due to al-
loparental protection from predators by as many 
as 8–10 related females), and (5) very high life 
expectancy (as high as 70 years).

The ultimate causes of such divergent profiles 
of resource allocation can be found in the eco-
logical niche in which both evolution and devel-
opment occur. Fast LH strategies are naturally 
selected in unstable, unpredictable environments, 
where sources of morbidity and mortality are pre-
dominantly extrinsic, meaning uncontrollable by 
genetically influenced developmental processes. 
These conditions lead to highly variable popula-
tion densities, in turn reinforcing this selective ef-
fect (Pianka 1970). Slow LH strategies are natu-
rally selected in stable, predictable environments, 
where sources of morbidity and mortality are 
predominantly intrinsic, meaning controllable 
by genetically influenced (and hence evolvable) 
developmental processes. These conditions lead 
to highly stable population densities, in turn rein-
forcing this selective effect (Pianka 1970).

The conventional categories of resource al-
location described above are informed by the 
theories of natural selection (e.g., somatic effort) 
and sexual selection (e.g., mating effort), with 
the theory of kin selection (e.g., nepotistic effort) 
often appended as a seeming afterthought (Dar-
win 1859, 1871; Hamilton 1964a, 1964b). We 
propose that an entire category is missing from 
this framework, one that we call social effort, 
meaning the resources devoted to social interac-
tions (whether cooperative or competitive or a 
combination of both) with conspecifics. This cat-
egory is based on the theory of social selection, 
which was implicit in Darwin’s (1871) Descent 
of Man, and was further elaborated by West-Eb-
erhard (1979) and most recently by Nesse (2007).

Under this set of presumptions, it is reason-
able to ask what social selective pressures gov-
ern the allocation of social effort and regulate 

the quantitative trade-offs in investment entailed 
with the other components of fitness. We propose 
that a comprehensive model of multilevel selec-
tion must include the causal transactions among 
the different levels in the hierarchy, much like 
in Bronfenbrenner’s (1979) ecological systems 
theory. We also propose the existence of the fol-
lowing hierarchical cascade of consequences, 
wherein natural selective pressures generate both 
individual and social sequelae, in turn producing 
social selective pressures that generate sexual se-
quelae, in turn producing sexual selective pres-
sures that generate further sexual sequelae. Thus, 
the generative natural selective pressures con-
strain (but do not determine) the social selective 
pressures, which then constrain the sexual selec-
tive pressures that drive both LH evolution and 
development. As in the Bronfenbrenner model, 
the directionality of these causal transactions 
may occasionally operate in the opposite direc-
tion, from the lower to the higher levels of the 
hierarchy. All of the theoretically expected rela-
tions that follow should therefore be viewed a 
probabilistic in nature.

The Social and Sexual Sequelae of 
Faster LH Strategies

The evolution and development of LH strategies 
should be governed by the following selectionist 
principles. The limited time horizon available for 
social, nepotistic, and parental relations due to 
the adverse natural selective pressures specified 
for the evolution and development of faster LH 
strategies should lead to unstable, unpredictable, 
and uncontrollable social relationships. Under 
such regimes of social selection, individuals 
(both self and others) tend to evolve and develop 
the following characteristics: (1) higher levels 
of insecure (anxious or avoidant) attachment to 
kith and kin, (2) higher levels of opportunistic 
and exploitative interpersonal styles, (3) lower 
levels of kin-selected altruism, (4) lower levels 
of parental and nepotistic effort, (5) higher lev-
els of social defection, (6) higher levels of social 
antagonism, (7) higher levels of social aggres-
sion, and (8) higher levels of more selfish general 
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orientations towards social partners (Figueredo 
et al. 2006, 2013; Figueredo and Jacobs 2010). 
These socially selected sequelae will tend to be 
self-reinforcing (as in the theory of r- and K-
selection proposed by Pianka 1970) due to the 
adverse social selective pressures generated in 
environments where the majority of conspecifics 
are also pursuing faster life histories and hence 
shorter-term social strategies.

These socially selected sequelae lead to the 
equivalent sexually selected sequelae. In social 
ecologies characterized by unstable, unpredict-
able, and uncontrollable sexual relationships, 
individuals (both self and others) tend to evolve 
and develop the following characteristics: (1) 
higher levels of insecure attachment to sexual 
partners, (2) higher levels of mating effort in the 
service of multiple short-term pairings, whether 
simultaneous or serial or both, (3) higher levels 
of opportunistic and exploitative sexual rela-
tions, including deceptive and coercive sexuality, 
(4) higher levels of cross-sexual defection, (5) 
higher levels of cross-sexual antagonism, includ-
ing low cross-sexual cooperation and coparent-
ing, (6) higher levels of cross-sexual aggression, 
including “intimate partner violence,” and (7) 
higher levels of more selfish general orientations 
towards sexual partners (Figueredo et al. 2006, 
2013; Figueredo and Jacobs 2010 ). As with the 
socially selected sequelae of fast LH, these sexu-
ally selected sequelae are self-reinforcing (again 
as in Pianka 1970) due jointly to the limited time 
horizon available for sexual relationships and 
the adverse social and sexual selective pressures 
generated in environments where the majority 
of conspecifics are also pursuing faster LH and 
hence shorter-term social and sexual strategies.

The traditional social and psychological sci-
ences seek to understand the underlying reasons 
for which some families, children, and adoles-
cences are at disproportionately higher risk for 
violence, conflict, and abuse than others. An evo-
lutionary perspective using the LH theory can 
help inform social science research into these 
important questions. For illustrations, we briefly 
review and reappraise the relevant literatures on 
adolescent delinquency in males, teenage preg-
nancy in females, and child abuse in both sexes.

Delinquency in Adolescent Males

Felson and Haynie (2002) begin their discussion 
of adolescent male delinquent behavior by not-
ing that boys who achieve sexual maturity ear-
lier are more likely to engage in socially deviant 
behavior. Nevertheless, they go on to state that 
the literature is “unclear” as to why early puber-
tal development should be associated with delin-
quent behavior. The judicious application of LH 
theory would suggest that this relation might be 
spurious rather than directly causal because ear-
lier sexual maturity is an indicator of a faster LH 
strategy: Faster LH individuals, who are more 
likely to reach puberty earlier and consequently 
engage in sexual behavior at a younger age, are 
also more likely to engage in higher levels of an-
tisocial and delinquent behavior (Brumbach et al. 
2007, 2009; Rowe 1997).

Alternative explanations have included the 
claim that adolescent males are put in positions 
where they are required to face challenges and 
perform tasks for which they are developmental-
ly unprepared. However, this begs the question 
as to why these early-developing young males 
are so unprepared? Similarly, young boys who 
exhibit aggressive behaviors are said to become 
deviant and delinquent later in life. Nagin and 
Tremblay (1999) described a longitudinal study 
demonstrating that childhood disruptive behav-
ior is one of the best predictors of adolescent and 
adult criminality. Once again, however, we are 
left wondering why these particular children be-
come aggressive to begin with?

According to LH theory, all these social se-
quelae are attributable to the circumstance that 
an unstable, unpredictable, and uncontrollable 
environment does not provide an adequate con-
text for the development of a mutualistic cogni-
tive social schema that involves relying on coop-
erative and reciprocally supportive relations with 
other people based on perceived commonality of 
interests (Figueredo and Jacobs 2010). Faster LH 
strategists instead tend to develop antagonistic 
cognitive social schemata that conceptualize any 
given individual as being in a perpetual state of 
conflict of interests with all others.
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Early (“teenage”) Pregnancy in 
Adolescent Females

Early reproduction itself is one of the hallmarks 
of a faster LH strategy. If the environment is un-
stable, and the hazards of extrinsic morbidity and 
mortality are high, a strategy that includes early 
initiation of reproductive activity will be subject 
to positive selective pressure. Faster LH strate-
gists adapt to their unstable and unpredictable en-
vironments by endeavoring to pass on their genes 
before some external and uncontrollable hazard 
occasions their incapacitating illness or untimely 
death.

Moreover, many of the predictors of early 
teenage pregnancy reported in the social sci-
ence literature are equally related to faster LH 
strategies. For example, Woodward et al. (2001) 
reported that pubertal timing is a characteristic 
associated with teenage pregnancy: Girls who 
start menstruating earlier are at a higher risk for 
teenage pregnancy. As with the delinquent ado-
lescent males, earlier sexual maturity is also a 
classic indicator of a faster LH strategy, because 
any physiological mechanism that biases devel-
opment towards earlier puberty will be subject 
to positive selective pressure in unstable envi-
ronments if it leads to an earlier onset of sexual 
and reproductive behaviors. Furthermore, Wood-
ward et al. (2001) noted that females who were 
raised by a teenage mother had an earlier time of 
pregnancy themselves. This is also not surprising 
because human LH strategy is highly heritable 
( h2~ 65; Figueredo et al. 2004; Figueredo and 
Rushton 2009).

Woodward et al. (2001) also found that both 
drug use and deviant behavior are contributing 
factors to the aggregate risk of teenage pregnan-
cy. In addition, Vernon et al. (1983) reported that 
low religiosity appears to facilitate teenage preg-
nancy. Again, these relations might all be spuri-
ous rather than directly causal because faster LH 
strategists of both sexes are more likely to exhibit 
antisocial and socially deviant behaviors, includ-
ing substance abuse and other risk-taking behav-
iors, and be lower in conventional religiosity, 
nontraditional spirituality, and moral intuitions 
such as moral dumbfounding, disgust sensitivity, 

and the ethics of autonomy, community, and di-
vinity (see Figueredo et al. 2006; Gladden et al. 
2009; Wenner et al., 2013).

Child Abuse

Child abuse has been related to a number of fac-
tors, such as poverty, lack of education, and sub-
stance abuse. As with the alternative hypotheses 
considered above, however, these proximate-lev-
el explanations beg for ultimate-level explana-
tion. For example, why would poverty and lack of 
education lead to child abuse? Are those relations 
directly causal or spurious?

LH theory offers a more comprehensive and 
contextualized view of these risk factors. If an or-
ganism evolves and develops in an unstable and 
unpredictable environment, where morbidity and 
mortality are high and uncontrollable, LH theory 
reminds us that it is not productive to engage in 
long-term planning under such adverse circum-
stances. A cascade of consequences follows from 
that simple fact: (1) Completing an education in 
an industrial or postindustrial society typically 
requires long-term foresight, planning, and delay 
of gratification, (2) a lack of sufficient education 
diminishes opportunities for employment and ad-
vancement; and (3) insufficient education might 
lead to unemployment or underemployment and 
may therefore lead to poverty. Thus, if child abuse 
is more prevalent in environments favoring faster 
LH strategies, the role of these additional dimen-
sions needs to be considered (see Frías-Armenta 
et al. 1996; Gaxiola-Romero et al. 2011).

Within these more general social circum-
stances, men are the likely perpetrators of child 
abuse, and male infants (under 1 year of age) are 
more likely to be the victims. Children living in 
father-only households are at high risk for abuse 
and neglect (Weghorst 1980), and children living 
with an unrelated male are 50 times more likely 
to suffer a fatal injury than children living with 
their two genetic parents (Schnitzer and Ewig-
man 2005). Some researchers even suggest that 
this is due to the fact that fathers are not meant to 
be the figureheads providing parental care to an 
infant (Weghorst 1980). Again, why might males 
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be more likely to abuse children under these con-
ditions?

Evolutionary theory reminds us that a male 
can never be certain he is the genetic father of 
any particular child (at least without recourse to 
modern molecular-genetic methods of paternity 
testing). Investing in a child that is not geneti-
cally one’s own is costly to the Darwinian fitness 
of any organism, and a male typically incurs the 
additional risk that he would be providing a por-
tion of his limited resources to a genetically un-
related child.

The fact that males are the most likely per-
petrators of fatal child abuse (and not just abuse 
in general) is not surprising. Infanticide is com-
mon among nonhuman primates (Palmobit 1999; 
Van Schaik and Kappeler 1997). Male nonhu-
man primates often kill infants to bring females 
into estrus because most females will not ovulate 
while nursing and can therefore not be impreg-
nated. In addition, killing male infants decreases 
future competition for mates. Although these are 
not likely to be the same specific causes for child 
abuse in humans, similar LH dynamics might be 
involved. For example, the presence of mater-
nal half-siblings in the home is associated with 
greater parent–offspring conflict between moth-
ers and their genetic offspring than the presence 
of full siblings. This relation is obtained when the 
stepfathers (presumably the genetic fathers of the 
added half-siblings) are not present in the home 
(presumably to defend their interests), but is not 
influenced by family size, socioeconomic status, 
or maternal depression (Schlomer et al. 2010). 
It is therefore likely that conflict over allocation 
of parental resources among offspring of mixed 
paternity is conducive to higher levels of child 
abuse.

The Social and Sexual Sequelae of 
Slower LH Strategies

The more distant and foreseeable time horizon 
available for social, nepotistic, and parental rela-
tions due to the relatively safe and favorable natu-
ral selective pressures specified for the evolution 
and development of slower LH strategies should 

lead to more stable, predictable, and controllable 
social relationships. Under such regimes of social 
selection, individuals (both self and others) tend 
to evolve and develop the following characteris-
tics: (1) higher levels of secure attachment to kith 
and kin, (2) higher levels of mutually and recip-
rocally rewarding interpersonal styles, (3) higher 
levels of kin-selected altruism, (4) higher levels 
of parental and nepotistic effort, (5) higher levels 
of social reciprocity, (6) higher levels of social 
mutualism, and (7) higher levels of more altru-
istic general orientations towards social partners 
(Figueredo et al. 2006, 2013; Figueredo and Ja-
cobs 2010). These socially selected sequelae tend 
to be self-reinforcing (as in the theory of r- and 
K-selection proposed by Pianka 1970) due to the 
relatively safer and more favorable social selec-
tive pressures of environments where the major-
ity of conspecifics are also pursuing slower life 
histories and longer-term social strategies.

Consequently, the relatively safe and favor-
able natural selective pressures specified for the 
evolution and development of slower LH strate-
gies should lead to more stable, predictable, and 
controllable sexual relationships. Under such re-
gimes of social selection, individuals (both self 
and others) tend to evolve and develop the fol-
lowing characteristics: (1) higher levels of secure 
attachment to romantic, not just sexual, partners, 
(2) lower levels of mating effort in the service 
of a reduced number of long-term pairings, al-
though perhaps not perfectly monogamous ones, 
(3) higher levels of mutually and reciprocally 
rewarding sexual relations, (4) higher levels of 
strong and committed cross-sexual bonds, (5) 
higher levels of cross-sexual reciprocity, (6) 
higher levels of cross-sexual mutualism, includ-
ing cross-sexual cooperation and coparenting, (7) 
lower levels of cross-sexual antagonism, and (8) 
higher levels of more altruistic general orienta-
tions towards sexual partners (Figueredo et al. 
2006, 2013; Figueredo and Jacobs 2010). As with 
the socially selected sequelae of slow LH, these 
sexually selected sequelae are self-reinforcing 
(again as in Pianka 1970) due jointly to the more 
distant and foreseeable time horizon available for 
sexual relationships and the safer and more fa-
vorable social and sexual selective pressures in 
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environments where the majority of conspecifics 
are also pursuing slow LH and short-term social 
and sexual strategies.

Just as we routinely investigate the causes of 
many socially problematic behaviors, the social 
and psychological sciences should seek to under-
stand the underlying reasons for which some ro-
mantic couples, parents, and children are at lower 
risk for many perceived social problems. Why are 
these particular individuals somehow resistant 
and often virtually immune to these afflictions? 
An evolutionary perspective using the LH theory 
perspective can help inform social science re-
search into these questions: We might get a better 
handle on the problem if we examine some of the 
solutions that seem to have been independently 
discovered by the evolutionary process. For il-
lustrations, we briefly review and reappraise the 
relevant literatures on parent–child and romantic 
partner attachment, relationship satisfaction and 
relationship stability in pair-bonded romantic 
couples, and the dynamics and developmental 
consequences of cooperative parenting among 
both slow LH mothers and fathers.

Attachment Styles

Attachment theorists have identified three at-
tachment styles in infants: (1) secure attachment 
style, characterized by trust, a lack of concern 
with being abandoned, and a belief that one is 
worthy and well-liked; (2) avoidant attachment 
style, characterized by a suppression of attach-
ment needs, presumably because attempts at 
being intimate have been rebuffed, as well as the 
consequent difficulties in developing intimate 
relationships; and (3) anxious/ambivalent at-
tachment style, characterized by higher levels of 
anxiety, presumably caused by the fear that their 
desire for intimacy will not be reciprocated (Ar-
onson et al. 2007). Attachment theory presumes 
that the bonds that people create with peers as 
adults are influenced by the bonds created with 
their primary caregivers early in life, and most of 
the relevant empirical research shows that attach-
ment styles remain relatively consistent through 
life (Aronson et al. 2007).

An interpretation of these findings informed 
by LH theory might instead view some of these 
relations as spurious rather than causal. Due to the 
high heritability of human LH strategies, it should 
come as no surprise that secure-attachment-style 
mothers typically produce secure-attachment-
style infants. Although such an effect could be 
produced by either “nature” or “nurture,” it is 
unwarranted to presume that the mother–infant 
attachment behaviors are transmitted in a purely 
environmental fashion through differential rear-
ing practices. The “nurturing” high parental in-
vestment behaviors of the slower LH mothers 
might instead be genetically correlated with the 
secure attachment behaviors of their slower LH 
infants. The later attachment behaviors of these 
slower LH offspring as adults, as with attachment 
to their future romantic partners, might also be 
genetically correlated with their original attach-
ment behaviors towards parents during infancy 
and, in turn, with their own “nurturing” high pa-
rental investment behaviors when they eventually 
produce slower LH offspring of their own. Factor 
analyses of the genetic variance-covariance ma-
trices of these behaviors performed on nationally 
representative samples of monozygotic and dizy-
gotic twins provide substantial empirical support 
for this alternative hypothesis (e.g., Figueredo 
et al. 2004).

Because even a high heritability coefficient 
does not imply “genetic determinism,” however, 
it is reasonable to then ask whether the environ-
mental influences on attachment behaviors are 
consistent with the interpretations derived from 
LH theory. Such studies (e.g., Vaughn et al. 1979) 
find that an increase in the frequency of stressful 
events is related to change from secure attach-
ment-related behaviors to insecure attachment-
related behaviors in infants aged 12–18 months. 
On the other hand, a decrease in stressful events, 
although presumably conducive to secure attach-
ment, was not enough for “improved” patterns of 
social interaction. Related research (e.g., Miku-
lincer and Shaver 2005) has nonetheless suggest-
ed that environmental factors may affect attach-
ment behaviors even in adults, at least temporar-
ily: contextual activation of attachment security, 
as by subliminal exposure to words related to se-
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cure attachment (e.g., love, hug) or by asking in-
dividuals to imagine themselves in safe environ-
ments, increases compassion towards people in 
distress as well as the endorsement of prosocial 
values, such as benevolence (defined as concern 
for those close to us) and universalism (defined 
as concern for all humanity). This is consistent 
with findings that slower LH strategists are lower 
than faster LH strategists in both negative eth-
nocentrism (Figueredo et al. 2011) and negative 
androcentrism (Gladden et al. 2013). Cabeza de 
Baca et al. (2012) recently reviewed the wider 
nomological network of human LH strategy as 
a latent hypothetical construct. These environ-
mental effects in both infants and adults are what 
one might expect if selection had shaped devel-
opmental mechanisms to be responsive to envi-
ronmental cues signaling increases in extrinsic 
morbidity and mortality (“stressful events”) by 
shifting the speed of LH strategy accordingly, as 
indicated by attachment-related behaviors.

Romantic Relationship Satisfaction  
and Stability

So what happens when one possesses more se-
cure interpersonal attachment as a consequence 
of a slower LH strategy? A mediational model 
(Figueredo et al. 2010) examined the hypoth-
esized causal pathways from slower LH strategy 
to higher executive functioning, through higher 
emotional intelligence, to short-term and long-
term sociosexual orientations. Slower LH strat-
egy suppressed dispositions towards short-term 
mating through enhanced executive functioning 
(as in impulse control and delay of gratifica-
tion), whereas it facilitated dispositions towards 
long-term mating through enhanced emotional 
intelligence. Direct effects were also found from 
slower LH strategy to both short-term and long-
term mating dispositions, presumably reflecting 
the conative preference for long-term mating as 
well as the cognitive abilities required to pre-
serve the long-term pair bonds. There was also 
a direct contribution from enhanced executive 
functioning to increased emotional intelligence, 
as expected by theory, but there were no direct 

effects of either enhanced executive functioning 
on long-term mating or increased emotional in-
telligence on short-term mating. Only an indirect 
effect was found between executive functioning 
and long-term mating because short-term mating 
(which executive functioning served to suppress) 
strategically interfered with long-term mating.

A cross-sectional study (Olderbak and 
Figueredo 2009) found that, once a long-term 
pair bond was established, a slow LH shared by 
both romantic partners enhanced relationship 
satisfaction, and that this effect was partially 
mediated by secure romantic partner attachment 
and supportive communication among partners. 
Again, a presumably conative direct effect of 
slow LH on relationship satisfaction was also 
found. A subsequent longitudinal study (Older-
bak and Figueredo 2010) linked slower LH strat-
egies to enhanced levels of romantic relationship 
satisfaction over time. The strongest effect was 
on the average level of romantic relationship sat-
isfaction, which in turn exerted the largest direct 
influence upon both: (1) the slope of relationship 
satisfaction, with slower LH strategists having 
flat slopes, indicating little change over time, and 
(2) the residual variability in relationship satis-
faction, with slower LH strategists having less 
variability, indicating little relationship instabil-
ity over time. This means that romantic couples 
who share slower LH strategies tend to be high in 
relationship satisfaction, stay that way over time, 
and show fewer ups-and-downs in the quality of 
their relationships. It was also found that shared 
slow LH decreased the probability of relation-
ship dissolution during the study period of two 
years, presumably because the romantic partners 
were still happy together. The opposite was true 
for faster LH couples, for whom relationship 
satisfaction was lower on average for the entire 
duration of the relationship, the slope was more 
negative (indicating a systematically decreasing 
level of relationship satisfaction over time), and 
a high degree of residual variability in relation-
ship quality over time (indicating more “rocky” 
and unstable relationships among faster LH strat-
egists). All this led to a higher rate of relation-
ship dissolution for faster LH strategists over 
the study period. These outcomes are consistent 
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with faster LH strategies in that they facilitate re-
pairings with alternative sexual partners and the 
consequent achievement of the greater genetic 
diversity among one’s offspring that is theoreti-
cally optimal in unpredictable environments (see 
Wolf and Figueredo 2011).

But what happens if the romantic partners do 
not share the same LH speed? Both model-based 
theoretical predictions (Wolf and Figueredo 
2011) and cross-cultural empirical tests replicat-
ed in Mexico, Costa Rica, and the USA (Figuere-
do and Wolf 2009) indicate that slower LH strate-
gists appear to possess behavioral adaptations to 
prevent mismatch in reproductive strategy with 
their romantic partners. In these studies, slower 
LH strategies were associated cross-culturally 
with higher levels of positive assortative mating 
among romantic partners and positive assorta-
tive pairing among social partners on both speed 
of LH strategy and overall mate value (Wolf 
and Figueredo 2009). These results were found 
to be consistent with a mathematical model de-
veloped for the fitness benefits of mating with 
genetically similar individuals under ecological 
conditions favoring the evolution of slower LH 
strategies and thus with slow LH strategy traits 
(Wolf and Figueredo, 2011). This mating pat-
tern also increases the coefficient of relatedness 
among mothers and their infants to exceed the 
rg =  0.50 typically expected under the combina-
tion of diploidy and panmixia, further buttressing 
the mother–infant phenotypic similarity in LH 
speed alluded to in relation to attachment styles.

Shared Parenting: “Baby Makes Three”

A subsequent cross-cultural study (Sotomayor-
Peterson et al. 2011) carried out in Mexico, Costa 
Rica, and the USA, revealed what happens when 
romantic partners with shared slow LH strategies 
reproduce. The quantitative results of this study 
replicated well, with the exception that the Costa 
Rican sample had lower average reported levels 
of total parental effort than the Mexican sample, 
whereas the USA sample did not. A path model 
produced the following results: (1) higher lev-
els of total parental effort (meaning the amount 

jointly contributed by both the father and the 
mother) predicted higher levels of shared parent-
ing (meaning more equally distributed between 
the father and the mother); (2) higher levels of 
shared parenting and of total parental effort pre-
dicted higher, more positive levels of family 
emotional climate; and (3) higher and more posi-
tive levels of family emotional climate, shared 
parenting, and total parental effort predicted 
slower LH strategies in the offspring later on as 
young adults.

This last finding is confounded by the pos-
sible effects of the genetic transmission of slow 
LH characteristics rather than the presumed en-
vironmental effects of parental rearing practices. 
Again, the observed positive assortative mating 
for genetic similarity among slower LH strate-
gists elevates both the father–mother and (in con-
sequence) the parent–offspring coefficients of 
relatedness above the otherwise expected levels 
and thus favors both higher degrees of coopera-
tion among parents and higher degrees of kin-se-
lected altruism towards offspring. Nevertheless, 
the overall pattern of intergenerational transmis-
sion of slower LH strategy is quite clear, even 
if the alternative (and perhaps partially comple-
mentary) mediating mechanisms remain difficult 
to disentangle.

Summary and Conclusions

We hope to have illustrated with several empiri-
cal examples how an approach based on the judi-
cious application of LH theory can help elucidate 
several thorny problems in the traditional social 
and psychological sciences. As in the conven-
tional biological sciences, LH theory can serve 
as an integrative framework with which to or-
ganize and better understand our data. These 
contributions should therefore be viewed as com-
plementing rather than competing with tradition-
al approaches, providing a supportive scaffolding 
on which to build and elaborate on our theoretical 
superstructures. By arranging our social science 
findings in a biologically meaningful way, we 
can often detect patterns in the data that were not 
previously self-evident, and better understand 
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the ultimate level causal forces underlying the 
observed and often puzzling associations we en-
counter. LH theory thus provides a “big picture” 
backdrop with which to view our existing knowl-
edge as well as offering a more coherent view 
of social and psychological phenomena that can 
serve as a heuristic for the generation of novel 
testable hypotheses regarding the latent structural 
relations among them that might not have been 
apparent otherwise.

We have argued that the natural selective 
pressures driving both LH evolution and devel-
opment constrain the social selective pressures, 
which then constrain the sexual selective pres-
sures. We use the word constrain advisedly, in 
that we do not suggest determination of one level 
by the other. If that were the case, one would 
hardly need a multilevel model, because a single 
and all-powerful level of explanation would suf-
fice. As seen in the hierarchically nested level 
of biological organization (from cells to tissues 
to organs to ecosystems; see Mayr 1982), novel 
emergent properties arise with each new level of 
behavioral and social complexity. Due to the re-
ciprocal causal transactions between levels, the 
emergent properties arising at a higher level can 
also constrain those of the lower (also as in Bron-
fenbrenner 1979). In neuropsychology, for exam-
ple, we see that the later evolving and developing 
prefrontal cortex regulates the more ancestrally 
and developmentally primitive areas of the brain, 
primarily through the mechanisms of differential 
inhibition that we collectively label executive 
functioning. These higher-level processes do not 
shut down, render irrelevant, or somehow super-
sede the functions of the lower-level systems of 
the brain, such as the cerebellum.

Thus, these superimposed layers of selec-
tive pressure do not always “push” or “pull” in 
the same direction. As in the classic case of the 
length of the peacock’s tail, the final product of 
selection might represent a compromise between 
opposing evolutionary forces. As described by 
Darwin (1871), sexual selection favors longer 
peacock tails due to female mating preferences 
for extravagant displays, whereas natural selec-
tion favors shorter peacock tails due to predation 
pressures by carnivores such as tigers. Similarly, 

many conflicting individualist and collectivist 
human impulses might be seen as generated by 
the opposing forces of individual and group se-
lection, as also originally described by Darwin 
(1871), albeit in more antiquated terminology. 
The social and behavioral phenomena that we fi-
nally observe might thus represent the resultant 
vector sum, as in classical Newtonian physics, 
of the sometimes opposing and discrepant evolu-
tionary forces jointly shaping them.
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War and aggression are defining features of inter-
national relations, be it the numerous terrorist 
attacks worldwide, the high number of ethnic 
conflicts, or the resurgence of violent nation-
alist sentiment. Von Clausewitz (1989) once 
famously argued that “war is merely the continu-
ation of policy by other means” (p. 87). When 
diplomacy breaks down, when all else fails, war 
is just another rational policy option. Interna-
tional relations scholars such as Waltz (1979) 
and Mearsheimer (2001) share von Clausewitz’s 
conclusion, arguing that war and aggression in 
great power politics are simply a fact of life in an 
anarchic system, a way to maximize power and 
protect national interests.

However, the high cost in blood and treasure 
of war calls into question the rationality of war. 
Fearon (1995) correctly points out that this ratio-
nal approach to war is incapable of adequately 
addressing the “central puzzle,” that is to say, 
“war is costly and risky, so rational states should 
have incentives to locate negotiated settlements 
that all would prefer to the gamble of war” 
(p. 380). Simply, it would be more rational and 
cost-effective to avoid war and make mutually 

beneficial settlements than to wage war and risk 
economic collapse and possible annihilation, an 
even greater concern today. Thus, the prevalence 
of conflict in international politics suggests that 
war is not merely a continuation of policy, but 
rather a central component of the human condi-
tion.

Since war is one of the oldest and most ubiqui-
tous themes in human civilization (Keeley 1997), 
this puzzle identified by Fearon (1995) has been 
a long time interest of many in the fields of po-
litical science and international relations. Indeed, 
since the behavioral revolution of the 1960s, 
those interested in the causes of international 
conflict have drawn heavily from the life sci-
ences, particularly from the fields of social psy-
chology and evolutionary theory (Masters 1991; 
Peterson and Somit 1978; Schubert 1983; Somit 
1968, 1976). This emphasis on studying human 
nature and individual differences to understand 
why leaders make “irrational decisions” that lead 
countries to war would later become the hallmark 
of political psychology during the 1970s and 
1980s. No longer satisfied with rational choice 
models of decision making, international rela-
tions scholars turned to the individual level of 
analysis of political psychology to explain “cred-
ible” deterrence failures, alliance formations, and 
why political leaders eagerly chase fait accompli 
strategies (Gross-Stein and Tanter 1980; Jervis 
1976; Jervis et al. 1989).

The work of these scholars highlighted the 
various cognitive mechanisms involved in the 
decision making process, such as motivated and 
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unmotivated biases, that can produce differences 
in rationality and, in turn, lead to deterrence fail-
ures and conflict. While many in the field of po-
litical psychology acknowledged the advantages 
of the rigor and parsimony provided by the tradi-
tional deterrence paradigm, they also considered 
a cognitive analysis (with its emphasis on human 
psychological attributes) to be a much-needed 
supplement to the study of war and aggression.

Recent breakthroughs in the fields of neuro-
science and behavioral genetics have shown us 
that human behavior is, according to McDermott 
(2004), the product of “emotional rationality,” 
that is to say, a result of adaptive “reflexive and 
instinctual behavior” (p. 697), not deliberate 
cost–benefit calculations. With this new under-
standing of human nature and groundbreaking 
work that revisits the brain–body relationship 
(Damasio 2005; Gazzaniga 2006; Kurzban 2012; 
LeDoux 2003), we are currently experiencing a 
new behavioral revolution in the social sciences, 
with particular resurgence in the fields of inter-
national relations and American politics (Friend 
and Thayer 2012; Hatemi and McDermott 2011; 
Johnson and Tierney 2006; 2004). Indeed, as 
Stavridis (2014) points out, we are currently ex-
periencing the dawning of the age of biology.

In The Politics, Aristotle was the first to sug-
gest that man is, by nature, a political animal and 
recognize the biological underpinning of human 
political behavior and social development. Today, 
evolutionary psychology and the new brain sci-
ences provide scientific theory and evidence to 
Aristotelian philosophy. According to Fowler 
and Schreiber (2008), neuroscience’s investiga-
tion of genetic and neural mechanisms is both 
inherently political and biological. It is politi-
cal due to the neurobiological interest in human 
decision making and organization to achieve in-
group goals and stability, and biological because 
questions remain unanswered about the evolution 
of cooperative behavior, coalition formation, and 
intergroup conflict. Evolutionary perspectives 
offer much insight into the causes of war and ag-
gression. In fact, a recent review of the literature 
on violence, homicide, and war in humans and 
nonhumans by Liddle et al. (2012) found that 
evolutionary theory can “substantially enhance 

our understanding of these behaviors” (p. 24). 
Therefore, by approaching war and aggression 
as the product of evolved adaptations (Bowles 
2009; Otterbein 1997), we can begin to see not 
only that human aggression has evolutionary 
roots but also that war and international conflicts 
are, in part, a product of these roots. Thus, de-
spite von Clausewitz’s (1989) claim, judgments 
about whether to go to war do not necessarily fol-
low instrumental rationality; rather, evolutionary 
psychology tells us that humans are “relatively 
insensitive to material consequences or to instru-
mental preferences regarding risk when making 
choices about the use of intergroup violence” 
(Ginges and Atran 2011, p. 2937).

By acknowledging that war and aggression 
are produced by evolved mechanisms, we are not 
suggesting that violence, such as ethnic conflict, 
is justified or acceptable, nor are we positing, as 
many dystopian films and novels hint, that hu-
mans are doomed to a constant state of war that 
is nasty, brutish, and short. Rather, we are argu-
ing that the theories and methods of evolution-
ary psychology allow us to study the causes of 
aggression and violence with the goal of better 
understanding conditions for cooperation and 
peace. To promote the better angels of our nature, 
as Pinker (2011) puts it, we need to analyze the 
biological and cultural evolution of warfare.

Through the perspectives of evolutionary 
psychology and findings from the field of social 
neuroscience, we can begin to see that “anger is 
part of the basic biology of the human species” 
(Sell et al. 2009, p. 15073). Recent studies using 
contemporary brain imaging techniques, such as 
functional magnetic resonance imaging (fMRI), 
have shown this to be true by revealing an under-
lying neurobiology of aggression in human social 
behavior (Siever 2008). For example, specific 
areas of the brain have been linked to different 
types of aggressive and violent behaviors. Most 
notably, in an online article published by Reuters, 
Mozes (2001) has noted that the prefrontal cor-
tex (PFC) “has been recognized as an important 
regulator of social and aggressive behavior,” and 
evidence from brain imaging studies suggests 
that this region of the brain “functions as a criti-
cal filter between the violent images themselves 
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and the decisions people make in choosing how 
to respond to them.” The role of the prefrontal 
region of the brain in aggressive and violent be-
havior can be clearly seen in studies of patients 
with lesions to the PFC that display antisocial 
behavior similar to psychopathy (Anderson et al. 
1999).

While Phineas Gage is the most famous sub-
ject who displayed such symptoms after expe-
riencing trauma to the ventromedial prefrontal 
cortex (VMPFC), more recently fMRI studies 
have revealed that drug abuse can also impair the 
orbitofrontal cortex and cause psychopathic-like 
behavior and impulsive decision making (Ander-
son et al., 1999). These studies demonstrate that 
violent acts have genetic components, such as in 
the case of impulsive aggression. However, it is 
important to note that the causes of human ag-
gression are multifactorial, and include a wide 
array of cultural, socioeconomic, political, medi-
cal, psychological, and historical factors. None-
theless, through the intersection of evolutionary 
psychology and social neuroscience, we can 
begin to better understand the biological and cul-
tural evolution of aggression and warfare, which 
in turn provides insight into the intergroup com-
petition and ethnic and cultural conflicts that ap-
pear regularly in international politics.

The debate around the causes of war has 
shaped the field of international relations for 
decades. While overlooked until more recently, 
evolutionary psychology and the new brain sci-
ences have much to offer to this debate, providing 
empirical evidence to an age-old philosophical 
question. As Cosmides and Tooby (2013) point 
out, evolutionary psychology views “the brain as 
composed of evolved computational systems en-
gineered by natural selection to use information 
to adaptively regulate physiology and behavior” 
(p. 201). These computational systems that shape 
our behavior today were selected in response to 
specific and reoccurring adaptive problems faced 
by our ancestors related to survival and repro-
duction (Buss 2013). From this perspective, ac-
cording to Buss and Shackelford (1997), we can 
understand that human aggression and war are 
“context-sensitive solutions to particular adap-
tive problems of social living” (p. 605), such as 

competing for resources, defending against at-
tack, deterring rivals from future aggression, and 
negotiating status and power hierarchies.

Evolutionary Perspectives on 
Intergroup Competition

For decades, primate models have been used to 
better understand the causes of human aggres-
sion (Kalin 1999). In particular, Kalin (1999) 
notes that these models have shown that “aggres-
sive behavior is related to other emotional states 
and affective disorders” (p. 29) and can be clas-
sified into three categories that involve different 
neural mechanisms: defensive and fear motivated 
behavior, offensive and impulsive behavior, and 
self-injurious behavior. More recently, Wrang-
ham and Glowacki (2012) argue that the chim-
panzee model is an appropriate starting point for 
investigating the evolutionary roots of war and 
aggression. Simply, this model suggests that in-
tergroup killing serves a strategic function, that 
is, “success in killing shifts the long-term balance 
of power toward the aggressor by increasing their 
numerical superiority, and hence their ability to 
win future contests over resources” (Wrang-
ham and Glowacki 2012, p. 6). With this shift in 
power and status, individuals in the stronger co-
alition experience a rise in survival and reproduc-
tive success. Because of this, “selection has ac-
cordingly favored male tendencies to search for 
and take advantage of safe circumstances to co-
operate in killing members of neighboring rival 
groups” (Wrangham and Glowacki 2012, p. 6).

Along these lines, Tooby and Cosmides (1988) 
suggest that in-group cooperation was most like-
ly promoted through intergroup warfare, since 
conflict enabled a coalition to “coalesce, func-
tion, and sustain itself as a group of cooperating 
individuals” when attempting to gain access to 
competitive “reproductive enhancing resources” 
(p. 2). Moreover, Bowles (2006) proposes that 
lethal intergroup competition and the resulting 
consequence of selective group extinction can ac-
count for the evolution of altruism, since groups 
with more altruists survive when groups engage 
in conflict. That is to say, intergroup aggression 
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is interlinked with altruism in that “an individual 
adopting these behaviors incurs mortal risks or 
foregoes beneficial opportunities for coalitions, 
coinsurance, and exchange, thereby incurring a 
fitness loss by comparison to those who eschew 
hostility towards other groups” (Choi and Bowles 
2007, p. 636).

In other words, cooperation is, in part, a by-
product of intergroup conflict. However, the 
chimpanzee model does not suggest that aggres-
sion is uncontrollably released periodically or that 
we suffer from a death instinct as Lorenz (1974) 
and Freud (1922) once posited. Rather, human 
behavior such as violence is sensitive to context 
and, thus, directed towards out-group members 
only when it is perceived to be safe and benefi-
cial, since miscalculation of these factors could 
have a tragic outcome. Unfortunately, within the 
complex warfare that defines the modern era (Ot-
terbein 2004), miscalculation occurs often. What 
we continuously see among political leaders is a 
misreading of the enemies’ intentions and, con-
sequently, a miscalculation of the likelihood of 
success following an attack. For this alone, de-
terrence can be difficult to maintain and surprise 
attacks hard to predict, with two obvious cases 
being Japan’s attack on Pearl Harbor in 1941 
and Israel’s failure to anticipate the preemptive 
attack by its neighbors during the Yom Kippur 
War in 1973. The persistence of warfare in the 
international system suggests that deterrence and 
political decision making are much more compli-
cated than the view of human nature provided by 
rational choice models that assume decisions on 
the use of violence are the product of deliberate 
cost–benefit calculations.

Evolutionary perspectives tell us that deter-
mining a safe and beneficial time to attack is 
often plagued with cognitive errors. For John-
son and his colleagues (2006), since incidences 
of war occur outside of the explanatory power 
of a rational approach, “states appear to overes-
timate their relative power…a recurrent theme 
among studies of the causes of war is that over-
confidence is frequently associated with the out-
break of violence” (p. 2513). For some rational-
ists, these outbreaks cannot be explained or are 
considered to be a product of miscalculations 

caused by limited or distorted information. For 
others, they are simply a result of irrationality on 
behalf of the decision maker. However, evolu-
tionary theory tells us that overestimation is not 
always an act of irrationality out of desperation, 
or a fait accompli strategy, but can be a product 
of evolved mechanisms. For example, evolution-
ary psychology posits that human social and po-
litical behavior is best understood “as the prod-
uct of evolved psychological mechanisms that 
depend on internal and environmental input for 
their development, activation, and expression in 
manifest behavior” (Confer et al. 2010, p. 110). 
Like our most basic intuitive feelings, advances 
in the neurological and biological sciences have 
revealed that complex political behaviors, such 
as coalition building and intergroup warfare, 
may be interconnected with evolved mechanisms 
shaped by natural selection (Alford and Hibbing 
2004).

In this sense, the overconfidence that leads a 
political leader to wage an unwinnable war can 
be seen as a product of a “positive illusion,” that 
is, a motivational bias associated with perceived 
invulnerability to risk and an exaggeration of 
one’s capabilities that can cause an illusion of 
control over events (Johnson and Fowler 2011). 
Positive illusions among individuals, groups, and 
nations offer, in part, a solution to the puzzle pro-
posed by Fearon (1995) that falls outside of the 
explanatory power of traditional approaches to 
the causes of war. In other words, “the theory of 
positive illusions predicts that decision-makers 
will not rationally calculate the correct outcomes; 
rather, they will tend to overestimate the prob-
ability and/or the ease of their own victory and 
thus prefer war to any negotiated settlement that 
their adversary would accept” (Johnson 2004, 
p. 27).

Although rational choice theorists will most 
likely note that overconfidence violates conven-
tional formulations of rationality, Johnson et al. 
(2011, p. 5) point out that “the appropriate metric 
of success in competitive situations is ‘ecological 
rationality,’” that is to say, “the strategy that best 
exploits the prevailing environment.” From an 
evolutionary perspective, we can see how over-
confidence may have been favored by natural 
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selection since exaggerating personal capabilities 
can have fitness enhancing qualities by improv-
ing the overall competitiveness and success of an 
individual among rivals.

However, there is a dark side to positive illu-
sions. Overconfidence can also have a strategic 
disadvantage by putting greater emphasis on the 
use of aggression and conflict to achieve one’s 
goals. This can lead to costly misperceptions and 
misjudgments about an enemy’s capabilities and 
chances of winning. Overconfidence may cause 
policymakers to perceive the international secu-
rity environment as offense dominant when in 
actuality it is defense dominant—the “cult of the 
offensive,” or the strategy of the Allies during the 
First World War, is a clear example (Van Evera 
1984).

In addition, Johnson and Tierney (2011) argue 
that overconfidence can trigger a switch from 
a “deliberative” to an “implemental” mindset, 
which causes decision makers to believe they 
have crossed a “psychological Rubicon,” or a 
point of no return, and perceive war to be im-
minent. Once in this mindset, according to the 
authors, the chances of war increase significantly 
because the perceived high probability of military 
victory encourages the implementation of hawk-
ish policies and aggressive stances. The research 
on positive illusion and the Rubicon theory of 
war provides us with a deeper understanding of 
why deterrence fails and nations go to war.

Supporting many of the hypotheses of evolu-
tionary perspectives, recent studies from the field 
of social neuroscience have offered a great deal 
of insight into the neural content associated with 
human aggression. For example, dysfunction in 
testosterone levels has long been implicated in 
aggressive and violent behavior (Archer 2006). 
Testosterone is an androgenic steroid found in 
both men and women, but with much higher con-
centrations in the former. Among men, however, 
young men tend to show higher rates of aggres-
sion and physical violence, such as fighting and 
homicide, compared to older men (Archer 2004; 
Daly and Wilson 1988), especially those that are 
married with children (Gray et al. 2002). Differ-
ences in the testosterone levels between individu-
als can be attributed to both social and hereditary 

factors, but while both animal and human stud-
ies suggest that testosterone levels are linked to 
aggressive acts, such as fighting, assault, and 
dominance behavior, the role testosterone plays 
in aggression remains a polarized debate in the 
social science literature (Archer 1991). However, 
despite the controversy over the existence of a 
direct link between violence and testosterone, 
high levels of testosterone have been reported 
in populations of aggressive individuals, such as 
criminals with personality disorders, alcoholics, 
and spouse abusers (Siever 2008).

Furthermore, testosterone appears to play a 
decisive role in intergroup competition. A study 
of competing males found that “aggressive be-
havior and change in testosterone concentrations 
predicted willingness to reengage in another 
competitive task” (Carré 2008, p. 408). More-
over, Salvador and colleagues (2003) posit that 
accompanying this desire for competition as-
sociated with increased testosterone levels are 
psychological variables that increase perfor-
mance success, such as high self-confidence and 
motivation to win, which in turn suggests “an 
adaptive psychobiological response to competi-
tion” (p. 373). Likewise, within the context of a 
simulated crisis game, a study by McDermott and 
colleagues (2007) found that “high-testosterone 
subjects are much more likely to engage in pro-
voked attacks against their opponents than their 
lower-testosterone counterparts” (p. 30). Further-
more, the authors found that while the female 
participants were just as likely as the men to fight 
back once they were provoked, men were much 
more likely to initiate a conflict. More recently, a 
study by Flinn and his colleagues (2012) found 
that testosterone levels during competition were 
linked to whether the opponent was a friend or 
foe, which suggests that nuanced neuroendo-
crine mechanisms are sensitive to social context 
and linked to specific coalitionary behaviors of 
humans. Thus, “testosterone may enable physi-
ological and psychological responses for fighting 
or mating, but also for the comradeship among a 
‘band of brothers’” (Flinn et al. 2012, p. 80).

Supporting these findings, Mehta and Beer 
(2010) have shown that testosterone increases 
aggressive behavior by reducing the ability of 
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the medial orbito-frontal cortex (OFC) to govern 
self-regulation and impulse control following 
social provocation. In addition to affecting the 
OFC, a study by Derntl and colleagues (2009) 
found a correlation between testosterone levels 
and amygdala activation. Similar to its influence 
on the OFC, increased levels of testosterone im-
proved the amygdala’s ability to process threat-
related stimuli, especially during episodes of 
anger and fear. Essentially, the higher the testos-
terone level, the faster, with more accuracy, the 
response, which suggests that “when confronted 
with human facial expressions, testosterone pre-
pares females and males for further behavioral 
action by enforcing more automatic and auto-
nomic processes leading to attentional shifts and 
decrease of subconscious fear thereby facilitating 
approach behavior” (Derntl et al. 2009, p. 691).

The Causes of Ethnic Conflict

One specific form of intergroup competition that 
has received a great deal of attention is ethnic con-
flict. This growing interest is no surprise given 
that since the end of the Cold War, we have wit-
nessed an increase in ethnic conflicts around the 
world (Brown 2010). Indeed, as Figueredo and 
colleagues (2011) suggest, “negative ethnocen-
trism remains a major source of social conflict in 
the twenty-first century. Age-old ethnic rivalries 
continue to plague the modern world, including 
persistent and seemingly intractable conflicts in 
the Indian Subcontinent, Rwanda, the former So-
viet Union, the former Yugoslavia, Palestine, and 
most recently in the Sudan and in Iraq” (p. 15). 
While there are many theoretical perspectives 
available for studying ethnic conflict, some more 
insightful than others, evolutionary perspectives 
combined with recent neuroscientific findings 
are particularly valuable for understanding the 
causes and implications of ethnic conflicts.

Evolutionary theory suggests that xenophobia 
(fear of foreigners) may have helped our ances-
tors compete against out-group members for re-
sources and territory and avoid threats to survival 
posed by strangers (Pitman 2011; Thayer 2004). 
As a result, our brains are hardwired for prejudi-

cial behavior when faced with uncertain or un-
clear situations involving out-group members, 
most commonly seen in unintended racial or dis-
criminatory practices. Thus, we can see that bias 
in intergroup relations is an automatic response 
across populations because, as Tooby and Cos-
mides (1988) point out, coalitional aggression 
and prejudice (against different racial and ethnic 
groups) are produced by evolved mechanisms 
that improved overall fitness by enabling mem-
bers of a coalition to gain access to reproduction-
enhancing resources and detect coalitions and al-
liances (Kurzban et al. 2001).

Advances in neuroscience theory and method, 
such as the use of brain imaging techniques, pro-
vide us with a better understanding of the neu-
ronal activity influencing xenophobic behavior, 
such as discrimination and prejudice, which in 
the right socio-political conditions can result in 
hyper-nationalism and intense ethnic conflict. 
Through these new approaches, we can begin to 
“explore the role of specific neural regions and 
systems in complex social psychological phe-
nomena such as a person’s perceptions and racial 
prejudice” (Derks et al. 2008, p. 164). Through 
an examination of the cognitive, affective, and 
behavioral structures associated with stereotyp-
ing and xenophobic responses, we can build a 
more accurate theory of how these structures in-
fluence people’s beliefs and expectations about 
out-groups (Ochsner and Lieberman 2001). In 
fact, many neuroscience and social psychology 
studies have found that intergroup bias occurs 
automatically under minimal conditions among 
relatively unprejudiced people (Ashburn-Nardo 
et al. 2001; Fiske 2002; Ronquillo et al. 2007).

For example, the work of Harris and Fiske 
(2006) tells us that we first need to uncover the 
neural and biological mechanisms that trigger 
automatic biases to better understand the causes 
of ethnic conflicts. Evidence from brain imag-
ing studies of extreme out-group bias concluded 
that severe prejudice can dehumanize targets and 
possibly lead to genocidal actions. Using the ste-
reotype content model, Harris and Fiske (2006) 
found that in-group/out-group interactions trigger 
four distinct emotional responses within the con-
texts of friend–foe judgment (level of warmth) 
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and capability judgment (level of competence): 
pride, envy, pity, and disgust.

Harris and Fiske (2006) found that some 
groups stereotyped as highly competent and 
warm, “elicit the in-group emotions of pride and 
admiration” (p. 852), while, on the other end of 
the spectrum, those stereotyped as significantly 
incompetent with little compassion, or warmth, 
evoke absolute disgust to the extent that the 
group members were viewed as less human, or 
were completely dehumanized. Interestingly, it is 
with this latter discriminatory categorization and 
the emotional responses it evokes that the condi-
tions for severe violence and brutality against a 
specific population or small group of people are 
made possible, that is to say “the all-too human 
ability to commit atrocities such as hate crimes, 
prisoner abuse, and genocide against people 
who are dehumanized” (Harris and Fiske 2006, 
p. 847).

At the neuronal level, fMRI scanning shows 
that extreme discrimination and disgust not only 
evoke significant response in the amygdala (sig-
nifying fear and threat), but also decrease acti-
vation of the medial prefrontal cortex (mPFC). 
Since mPFC activation has been observed in “so-
cial cognition tasks in which participants form 
an impression of a person, rather than an object” 
(Mitchell et al. 2005, p. 255), little to no activity 
in the mPFC during interactions with a specific 
group possibly suggests that the individuals of 
the target group are valued more as objects than 
humans.

Along similar lines, a growing number of 
studies have begun to unravel the neural cor-
relates of processing race. A review by Ito and 
Bartholow (2009) found that brain imaging and 
electrophysiological methods have become im-
portant tools for studying racial stereotypes and 
prejudice. For example, in a study by Hart and 
his colleagues (2000) addressing how percep-
tions of out-group members differ from in-group 
members, White and Black participants viewed 
photographs of unfamiliar White and Black faces 
while undergoing fMRI. For all participants, “the 
rate of response habituation within the amygdala 
to face stimuli [was] dependent upon an interac-
tion between the race of the subjects and the per-

ceived race of the face stimuli” (p. 2353). These 
results suggest that the amygdala exhibits greater 
response to unfamiliar, and possibly threatening, 
faces than to familiar faces. Given the amygdala’s 
role of “relevance detector” (Sander et al. 2003), 
which includes, but is not limited to, fear-related 
stimuli, the prejudice and anxiety that occurs be-
tween in-group and out-group members during 
initial interactions can lessen over time through 
prolonged exposure or, as a study by Kurzban 
and colleagues (2001) found, by manipulating 
coalition formation and reestablishing coalition 
membership across racial cleavages.

It is important to note, however, that even 
though evidence suggests that attention to race is 
a byproduct of mechanisms that allowed our an-
cestors to distinguish alliances and detect threats, 
discrimination can occur between members of 
the in-group as well. For example, an fMRI study 
of the amygdala’s sensitivity to race revealed that 
both African-American and Caucasian-American 
participants showed greater amygdala response 
to Black faces than to White faces (Lieberman 
et al. 2005). Since amygdala activity in African-
American participants exhibited greater response 
to the Black target faces, the authors speculate: 
“the amygdala activity typically associated with 
race-related processing may be a reflection of 
culturally learned negative associations regard-
ing African-American individuals” (Lieberman 
et al. 2005, p. 722). Supporting this finding, a 
recent fMRI study by Schreiber and Iacoboni 
(2012) suggests that the amygdala activity asso-
ciated with negative racial attitudes appears to be 
driven more by norm violations than race, such 
as political and sociocultural differences. In other 
words, intergroup prejudice and discrimination is 
a biological and cultural phenomenon.

This can be further seen in a study on social 
cognition in people from different cultural back-
grounds that found increased activation in the pre-
cuneus (PC) among Israeli and Arab participants 
as they read pro-out-group versus pro-in-group 
statements (Bruneau and Saxe 2010). Activation 
in the PC is believed to signify emotional reason-
ing during difficult moral judgments of harmful 
behavior (Greene et al. 2001), which suggests, 
according to the authors, “strong ingroup bias in 
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evaluating the reasonableness of partisan state-
ments [about the Middle East]” (Bruneau and 
Saxe 2010, p. 1709). Although these findings 
support previous research on neuronal and evo-
lutionary reasons for prejudice and stereotypes 
in intergroup relations, the particularly high level 
of in-group bias among Israelis and Arabs is un-
doubtedly exacerbated by the politically hostile 
context that those participants interact within on 
a daily basis, which in turn can make extremely 
aggressive conflict between such groups signifi-
cantly more likely and harder to mitigate.

The Neurobiology of Cultural Conflict

With these findings that the xenophobia and 
prejudice underlying ethnic conflict is, in part, 
caused by perceptions of norm violations, it is 
necessary to now turn our attention to the neuro-
biology of cultural conflict. Although “biology” 
and “culture” have traditionally been approached 
separately, giving way to the famous nature ver-
sus nurture debate, Berns and Atran (2012) posit 
that advances in the life sciences suggest that 
these two forms of the human condition are in-
tertwined and cannot be easily separated. Rather, 
according Berns and Atran (2012), it is important 
to recognize that cultural conflicts occur when 
the beliefs and traditions of an in-group are chal-
lenged by individuals of an out-group, which has 
been shown to elicit brain activity involved in 
“cognitive decision-making, emotional activa-
tion and physiological arousal associated with 
the outbreak, conduct and resolution of conflict” 
(p. 633). In fact, cultural and physical anthro-
pologists are collaborating to produce evolution-
ary perspectives on cross-cultural anthropology, 
in turn providing explanations for “the ultimate 
causes” of human behaviors and cultural traits 
(Jordan and Huber 2013). However, this ap-
proach to cultural conflict is not synonymous 
with Huntington’s (1993) class of civilization 
thesis, or other generalized understandings of 
cultural difference, but rather suggests that cul-
tural processes and capabilities, such as social 
learning, can, in part, be explained by Darwinian-
like processes (Whiten et al. 2011).

For example, Gelfand and colleagues (2012) 
propose a cultural transmission model of inter-
group conflict in which “conflict contagion” is 
argued to be a consequence of universal human 
traits, such as in-group preference, out-group 
hostility, and parochial altruism. For example, 
the authors found that an individual’s honor is 
more intertwined in collectivist than individual-
ist cultures, in which “harming a person creates 
a contagion effect that involves a large web of 
people in collectivistic groups…honour is inter-
changeable, especially among one’s family and 
extended networks; and it is contagious, one per-
son’s honour harm is capable of harming others 
throughout the broader society” (Gelfand et al. 
2012, p. 698). In fact, studies of young children 
have found evidence of parochialism and pref-
erence for one’s own social group (Fehr et al. 
2008), as well as that even young children expect 
category membership to more strongly constrain 
prosocial (group obligations) and antisocial be-
haviors and link identity and behavior to catego-
ry membership (Rhodes and Brickman 2011).

According to Bowles and Gintis (2011), pro-
tecting sociocultural norms, and punishing those 
that break them, has an evolutionary explanation. 
In the context of shared social tasks, to cooperate 
with others and punish those who violate coop-
erative norms, even at a personal cost, allowed 
for the adaption of a universal structure of human 
morality. Bowles and Gintis refer to this adap-
tive behavior of protecting norms and punishing 
violators as strong reciprocity, and argue that 
through this structure of morality, cooperation 
both within and between groups increases, which 
is especially beneficial in an ancestral environ-
ment defined by intergroup competition for re-
sources and survival (Gintis et al. 2008).

Within the context of cultural conflict, in-
group members seek to delegitimize the com-
peting values and beliefs of out-groups in order 
to protect the social norms that unite the group, 
which often results in lack of compassion for 
out-group members. Cikara and Fiske’s (2012) 
work demonstrates how the failure to empa-
thize with out-groups during competition and 
conflict produces Schadenfreude (pleasure in 
response to another’s misfortunes) toward out-
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group individuals, specifically against high-
status, competitive groups. Cikara et al. (2011) 
note that these findings suggest that our brains 
consist of “evolutionary old neural systems, 
which may have developed to respond to physi-
cally rewarding and painful stimuli in the service 
of reinforcing adaptive behavior” (p. 311), and 
have evolved to “encode group-level rewards and 
punishments” (p. 311). A similar fMRI study by 
Takahashi and colleagues (2009) found that envy 
of a competitor’s superior and self-relevant char-
acteristics was linked to stronger anterior cingu-
late cortex (ACC) activation and, in the case of 
stronger feelings of Schadenfreude, increased 
striatum activation occurred when misfortune 
happened to envied persons.

With the changing political and socio-cultural 
landscapes brought on by globalization, we can 
expect that the increasing number of migrants 
traveling to host countries for employment and 
access to better resources will exacerbate histori-
cal and contemporary cultural tensions and, more 
than likely, cause political instability. Numerous 
studies have shown that decision making within 
a condition of uncertainty causes actors to make 
emotionally biased decisions that are often ab-
sent of rational calculations. Cryder and Lerner 
(2009) point out that emotions like fear and sur-
prise increase during conditions of uncertainty 
and have been linked with “increased depth of 
information processing and increased percep-
tions of risk” (p. 395), which can influence how 
individuals predict and understand a situation. At 
the neuronal level, during periods of increased 
stress, fear, and anxiety, catecholamines, a fam-
ily of neurotransmitters that include epineph-
rine, norepinephrine, and dopamine, are released 
into the peripheral and central nervous systems, 
and this increase causes the body to prepare for 
a fight-or-flight situation. During this time, the 
amygdala is activated and the prefrontal cortex 
(or the higher cognitive center) is shutdown, en-
abling posterior cortical and subcortical mecha-
nisms to significantly influence behavior in an 
emotionally biased way with limited, if any, “ra-
tional” oversight (Arnsten 1998).

Such research on the neuropsychological 
underpinnings of extreme prejudice, Schaden-

freude, and uncertainty speaks to why the Israe-
li–Palestine and Uighur–Han Chinese conflicts 
(among many others) persist and why political 
leaders on both sides continue to take aggressive 
stances towards the other in the attempt to protect 
and assert in-group norms, beliefs, and values.

Conclusion

This chapter provided an overview of evolution-
ary perspectives on conflict. We conclude by of-
fering two observations about the significance of 
this chapter and its influence on the study of war 
and aggression. First, evolution provides impor-
tant and largely neglected insights for this field 
of study. It is important to understand both the 
ultimate and proximate causes of conflict as il-
luminated by evolutionary theory so that scholars 
and policymakers can better predict the circum-
stances in which it may occur. Such a compre-
hension of the ultimate and proximate causes of 
warfare will help policymakers prevent war in 
some instances, or else to advance policies de-
signed to minimize suffering. Given the crucial 
importance of conflict in international politics, 
scholars should explore every major explanation 
that contributes to understanding its origins. In 
essence, to prevent the deleterious consequences 
that stem from war, including violence against 
noncombatants and human rights abuses, we 
need to understand the origins of these behaviors.

Social science theories that depend heavily on 
psychology—such as theories of decision mak-
ing and of cognitive misperception—will benefit 
by incorporating both evolutionary theory and 
the advances in other fields we have identified 
in this chapter. As the life sciences advance, we 
will understand more of human behavior as evo-
lutionary theorists, biologists, and geneticists 
discover and map evolution’s full impact on the 
human mind. Great advances will be made in 
both evolutionary psychology and psychiatry as 
the mind is mapped, and we will better compre-
hend both its physiology and the ways it evolved 
to solve problems our ancestors encountered in 
past environments. As one consequence of this 
research, theories of decision making will be 
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greatly improved as scientists discover how the 
mind makes decisions, weighs preferences, and 
prioritizes data or information. These advances 
hold great promise for the study of war and ag-
gression, perhaps most importantly for scholar-
ship on leaders’ decision making: How do they 
form psychological images of threats? Why do 
they form these images? What are the cognitive 
origins of conflict and misperception?

Second, and more broadly, the more we learn 
about human evolution the more we recognize 
what makes us human. Recognizing this, we can 
better understand life in the natural world: what 
makes us unique as humans and what makes 
us akin to other animals, from our “cousin” the 
chimpanzee, to our more distant relatives. As 
Wilson (1984) explains in his wonderfully titled 
Biophilia: “Humanity is exalted not because we 
are so far above other living creatures, but be-
cause knowing them well elevates the very con-
cept of life” (p. 22). Humans are not separate 
from evolution and the ecology of the natural 
world; it influences us in countless ways, from 
natural selection to the blowback effect of envi-
ronmental destruction. Understanding the evo-
lutionary origin of warfare, ethnic conflict, and 
other forms of aggression is a first and necessary 
step to reducing their likelihood and deleterious 
effects.
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The human brain evolved, in part, to deal with other 
human brains. While humans are perhaps the most 
cooperative species (Hrdy 2009), they are also 
quite competitive (Pinker 2011). One expression of 
this competition is deliberate, harmful aggression 
in the context of power imbalance, also known 
as bullying. At its minimum, bullying is a dyadic 
process. At its maximum, it can involve entire 
communities. Thus, bullying is an inherently social 
process, making a social psychological perspective 
exceptionally helpful for understanding human 
bullying.

In this chapter, we examine bullying from 
multiple social perspectives, drawing from an 
evolutionary socioecological framework that 
emphasizes the adaptive fit of an organism to 
multiple layers of social context (Bronfenbrenner 
2009; Volk et al. 2012a, 2012b). We examine fac-
tors at the microsystem (Bronfenbrenner 2009) 

where individual personality factors influence 
bullying. We then turn to the influence of com-
petition in the immediate social environment, or 
mesosystem, among peers at school and in sports. 
We follow this by examining an even broader 
social context in the exosystem, or community 
level, by studying the impact of wealth and in-
come inequality on bullying. Finally, we examine 
the macrosystem, where cultural factors wield in-
fluence. Together, these multiple socioecological 
contexts yield a rich picture of the influence of 
various social factors on bullying built upon an 
adaptive understanding of bullying. First, how-
ever, we review the general evidence for bullying 
as adaptive behavior.

Bullying in Animals

Before turning to bullying in humans, we begin 
by examining the social context of bullying in 
nonhuman animals as a means of illustrating 
the potential evolutionary benefits of bullying. 
While examples of bullying abound across many 
forms of life, bullying is particularly common in 
social mammals (Volk et al. 2012a). Most mam-
mals operate under a polygynous mating sys-
tem whereby a dominant male can monopolize 
access to reproductive females at the expense 
of other males (Alcock 1989). The intimidation 
and physical dominance by more powerful males 
against weaker males is an intentional behavior 
that harms the nondominant animals’ reproduc-
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its costs, as several studies note that pure bullies 
(i.e., individuals who bully others, but who are 
not bullied in return) report equal or better mental 
health than uninvolved adolescents and victims 
(Berger 2007; Ireland 2005; Juvonen et al. 2003; 
Volk et al. 2006; Wolke et al. 2001). Bullying is 
also positively linked with other social/mental 
traits, such as theory of mind ability, cognitive 
empathy, leadership, social competence, and 
self-efficacy (Caravita et al. 2009, 2010; Vaillan-
court et al. 2003).

Bullying is ubiquitous, having been found in 
every modern society in which its measurements 
have been undertaken (e.g., Elgar et al. 2009). 
When combined with the ubiquity of bullying 
across historical time and cultures (Volk et al. 
2012a), this lends credence to bullying being 
an evolved adaptation. Bullying is also remark-
ably resistant to interventions (Merrell et al. 
2008; Ttofi and Farrington 2011), with some data 
suggesting that bullying is more similar to an 
evolved predisposition than to a socially learned 
behavior (Garandeau et al. 2013). Lastly, bully-
ing is strongly heritable (Ball et al. 2008), which 
suggests that there is sufficient genetic linkage 
with the behavior for selection to act upon.

Taken together, the evidence is compelling that 
bullying in humans is, at least in part, an adapta-
tion. We seek to expand this evidence by examin-
ing bullying from a socioecological perspective 
that emphasizes the importance of personality as 
well as environmental factors. Inspired by Bron-
fenbrenner’s (2009) socioecological model that 
views the individual in the center of expanding 
concentric circles of social influence, we exam-
ine how bullying is adaptive across a variety of 
socioecological contexts. We begin by examining 
the innermost circle, the microsystem, to deter-
mine how individual differences in personality 
relate to differences in bullying behavior from an 
adaptive perspective.

Bullying and Personality

There have been few studies of bullying and per-
sonality. Personality is an important predictor of 
individual behavior that has a strong degree of 

AQ1

tive success, making it a clear form of bullying. 
The importance of bullying as an adaptive male 
behavior is reflected in the disparity between the 
size and strength of the sexes in most mammals, 
with males’ larger body size reflecting their more 
frequent sexual conflict (Alcock 1989). Larger 
body size is advantageous in a physical competi-
tion of near-equals, but its most significant func-
tion may be deterring competition from those 
who are significantly weaker.

Bullying over reproductive opportunities is 
not the exclusive domain of males. In a number 
of social mammalian carnivores (e.g., wolves: 
Mech 1970; African wild dogs: Scott 1991, 
Creel and Creel 2002; banded mongoose: Bell 
et al. 2012) the dominant female will harass and 
attack subordinates who try to breed, as well as 
kill infants who are not their own. Again, this is a 
clear case of bullying whereby a more powerful 
animal causes harm to a weaker individual. 
Dominant females may be joined by other 
females, turning the bullying from a dyadic event 
to a group event. In a primate example, a mother 
and daughter chimpanzee (Passion and Pom) 
were observed teaming up to attack other females 
and kill their offspring (Goodall 1986). Initially 
believed to be a pathological behavior, dominant 
or team female infanticide has since been seen 
in other chimpanzees (Townsend et al. 2007), 
suggesting it is an evolved form of bullying that 
harms the reproductive success of rivals, rather 
than a pathological behavior.

Bullying also occurs over nonreproductive re-
sources. Male lions use their larger size to harass 
and intimidate female lions from feeding (Scheel 
and Packer 1991). Female hyenas also use their 
larger size and dominance to monopolize food 
resources from males and other females (Stewart 
1987). Among primates, male chimpanzees not 
only bully other males over resources but they 
also attempt to monopolize valued and scarce re-
sources, such as monkey flesh (Goodall 1986). 
Similar food-related bullying behaviors are seen 
in many primate species (e.g., yellow baboons: 
Post et al. 1980).

Finally, although rare, animals sometimes 
bully for status in the absence of immediate 
or imminent mating or feeding opportunities. 
Dominance hierarchies are often used as an ex-

ample of the link between bullying and social 
status (Kolbert and Crothers 2003), but most 
mammalian dominance hierarchies exist within 
the content of immediate or imminent access to 
food or mates. There are some examples of bul-
lying in the absence of immediate or imminent 
rewards, and most are found amongst primates. 
Female hanuman langurs harass male newcomers 
in support of an existing dominant male (Hrdy 
1999), presumably to hinder the new male’s abil-
ity to rise in the dominance hierarchy. Another 
example of bullying in the absence of immediate 
rewards is the example of Frodo, a chimpanzee 
observed by Goodall (1986) at Gombe. Unlike 
other males who used a combination of physical 
strength, social displays, and social coalitions to 
obtain and maintain dominance, Frodo appeared 
to rely solely on physical bullying to maintain his 
status as alpha male. He regularly attacked and 
harassed weaker individuals within his group in 
the absence of imminent mating or feeding op-
portunities. There is therefore considerable evi-
dence for bullying serving an adaptive function 
in securing mating, feeding, and dominance op-
portunities in animals. But is there evidence for 
bullying being similarly adaptive for humans?

Bullying in Humans: Evidence  
for an Adaptation

There is indeed evidence suggesting that bully-
ing in humans may be, at least in part, an evo-
lutionary adaptation (Volk et al. 2012b). Similar 
to other animals, humans bully for resources, 
mates, and dominance status. Adolescent bullies 
are able to get physical resources, such as food, 
money, consumer goods, and preferred playing 
or eating areas (Volk et al. 2012b). Adolescent 
bullies also get more dates, more dating partners, 
and are more likely to have lost their virginity 
(Connolly et al. 2000; Volk et al. submitted). Fi-
nally, adolescent bullies not only start with high 
levels of popularity and dominance (Salmivalli 
2010) but they also increase their popularity 
and dominance over time due to their bullying 
behavior (Reijntjes et al. 2013). Thus, bullying 
offers advantages relevant to evolutionary selec-
tion. Bullying also is relatively low in terms of 
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its costs, as several studies note that pure bullies 
(i.e., individuals who bully others, but who are 
not bullied in return) report equal or better mental 
health than uninvolved adolescents and victims 
(Berger 2007; Ireland 2005; Juvonen et al. 2003; 
Volk et al. 2006; Wolke et al. 2001). Bullying is 
also positively linked with other social/mental 
traits, such as theory of mind ability, cognitive 
empathy, leadership, social competence, and 
self-efficacy (Caravita et al. 2009, 2010; Vaillan-
court et al. 2003).

Bullying is ubiquitous, having been found in 
every modern society in which its measurements 
have been undertaken (e.g., Elgar et al. 2009). 
When combined with the ubiquity of bullying 
across historical time and cultures (Volk et al. 
2012a), this lends credence to bullying being 
an evolved adaptation. Bullying is also remark-
ably resistant to interventions (Merrell et al. 
2008; Ttofi and Farrington 2011), with some data 
suggesting that bullying is more similar to an 
evolved predisposition than to a socially learned 
behavior (Garandeau et al. 2013). Lastly, bully-
ing is strongly heritable (Ball et al. 2008), which 
suggests that there is sufficient genetic linkage 
with the behavior for selection to act upon.

Taken together, the evidence is compelling that 
bullying in humans is, at least in part, an adapta-
tion. We seek to expand this evidence by examin-
ing bullying from a socioecological perspective 
that emphasizes the importance of personality as 
well as environmental factors. Inspired by Bron-
fenbrenner’s (2009) socioecological model that 
views the individual in the center of expanding 
concentric circles of social influence, we exam-
ine how bullying is adaptive across a variety of 
socioecological contexts. We begin by examining 
the innermost circle, the microsystem, to deter-
mine how individual differences in personality 
relate to differences in bullying behavior from an 
adaptive perspective.

Bullying and Personality

There have been few studies of bullying and per-
sonality. Personality is an important predictor of 
individual behavior that has a strong degree of 

heritability (Veselka et al. 2010). Early studies of 
bullying using the Eysenck measure of personal-
ity (Eysenck and Eysenck 1975) reported height-
ened levels of psychoticism and modest increases 
in extraversion and neuroticism amongst bullies 
compared to controls (Connolly and O’Moore 
2003; Mynard and Joseph 1997; Slee and Rigby 
1993). There have also been a few studies of bul-
lying and the Big Five personality traits that dem-
onstrated a strong link between bullying and low 
levels of agreeableness, as well as weaker links 
(in some studies) with higher neuroticism and 
lower conscientiousness (Bollmer et al. 2006; 
Menesini et al. 2010; Tani et al. 2003). However, 
the strong personality link with Agreeableness is, 
in a sense, circular because bullying is by its na-
ture disagreeable behavior, making the Big Five 
a potentially poor choice for examining bullying.

In contrast, the Honesty-Humility, Emotional-
ity, Extraversion, Agreeableness, Conscientious-
ness, Openness to Experience (HEXACO) scale 
of personality differs from the Big Five in that 
it is a six-factor model of personality that has 
greater cross-cultural validity (Ashton and Lee 
2001) and an evolutionary theoretical founda-
tion (Ashton and Lee, 2007). Specifically, the 
HEXACO posits that personality traits exist upon 
a continuum, with different adaptive advantages 
for individuals across the continuum (Ashton and 
Lee 2007). There is a primary domain related to 
kin selection (Emotionality) and reciprocal altru-
ism (Honesty-Humility and Agreeableness). This 
helps differentiate a willingness to exploit (Hon-
esty-Humility, predatory behavior) from a will-
ingness to be exploited (Agreeableness, retalia-
tory behavior). When the HEXACO was applied 
in a study of bullying (Book et al. 2012), it was 
found that bullying was predicted by Honesty-
Humility (i.e., a willingness to exploit), but not 
by Agreeableness (i.e., a willingness to be ex-
ploited). This fits with a description of successful 
general aggression as being bistrategic, whereby 
individuals employ aggressive strategies while 
remaining open to cooperation (Hawley 1999). 
Indeed, bullying is predicted by proactive (pred-
atory), but not reactive (retaliatory) aggression 
(Book et al. 2012).
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While general bullying (along with verbal, 
social, and sexual bullying) is best predicted by 
low levels of Honesty-Humility, some subtypes 
of bullying are best predicted by different as-
pects of the HEXACO (Farrell et al. in press). 
Physical bullying is predicted by low levels of 
Conscientiousness, presumably because it is a 
riskier form of aggression engaged in by indi-
viduals who lacked a strong concern about rules 
or self-regulation. Racial bullying is predicted by 
low levels of Emotionality, presumably because 
it represents a low level of empathy and concern 
for other individuals combined with a low worry 
about escalating conflict between groups. Thus, 
bullying is related to individual differences in 
personality. This helps explain why not all in-
dividuals engage in bullying, as it appears that 
different levels of personality traits may vary in 
how adaptive they are in different contexts (Far-
rell et al. in press). For example, a low level of 
Honesty-Humility allows individuals to bully 
and exploit other individuals, but it may hinder 
cooperative efforts as the low Honesty-Humility 
individual develops a reputation for being selfish 
and untrustworthy. A low level of Conscientious-
ness may allow for less effort in maintaining self-
control, but it increases the risks an individual 
faces, such as adult punishment. A low level of 
Emotionality may facilitate aggression towards 
out-group members, but it may inhibit concern 
and care for members of one’s in-group.

In summary, bullying is predicted by different 
levels of personality traits. From an adaptive 
perspective, the HEXACO appears to be the best 
model for studying bullying and personality, 
particularly given that the strongest personality 
predictor of bullying is a willingness to exploit 
others (Honesty-Humility) rather than reactive 
anger (Agreeableness). Different forms of 
bullying may be predicted by different personality 
factors, emphasizing how individual factors 
can influence not only the presence of bullying 
behavior but also the form of that behavior. 
An important avenue of future study may be 
to examine whether certain forms of bullying 
are more adaptive (i.e., offer greater benefits 
and fewer costs) to individuals with different 
types of personality. For example, is physical 

bullying more adaptive when an individual has 
low Conscientiousness than when they have high 
Conscientiousness? While these are important 
questions to be answered, we now turn to looking 
at how the immediate environment beyond the 
individual influences bullying.

Bullying and the Immediate Social 
Environment

From an evolutionary perspective, successful 
competition in one’s immediate environment 
can serve to achieve status and resources 
(Warren et al. 2005). Specifically, competition 
allows individuals to establish a hierarchy, 
with those at the top being favored, respected, 
and having the greatest access to resources 
(Alcock 1989; Hawley 1999). Furthermore, this 
dominance hierarchy reflects who has the greatest 
competitive ability and, in turn, who may have 
the greatest reproductive success (Ellis 1995; 
Hawley 1999; Hrdy 2009). As individuals interact 
with peers in their immediate environment, 
they recognize their own abilities and ranking 
within this dominance hierarchy. However, 
some environments may emphasize competition 
more than others, resulting in the use of greater 
aggressive behaviors, such as bullying, to respond 
to the heightened competition. This relationship 
between competition, aggression, and bullying 
will be discussed within the ecological context of 
students in a school setting.

School is a noteworthy environment in which 
children and adolescents spend the majority of 
their time and establish social hierarchies with 
their peers. From an ecological framework, 
school climate is a component of the mesosystem, 
or the immediate setting in which children and 
adolescents have interactions (Hong and Espelage 
2012). An important aspect of the school environ-
ment is the degree to which it is perceived as hav-
ing a climate of competition versus cooperation 
(Koth et al. 2008). The former may favor bully-
ing (and low Honesty-Humility), while the latter 
may facilitate positive peer interactions (and high 
Honesty-Humility). Competitive school environ-
ments can include comparing students to one 
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another on academic and social outcomes, or 
providing rewards and acknowledgment only to 
students who have more achievements than other 
students (Butler and Kedar 1990). These competi-
tive school environments promote an emphasis on 
performance versus positive social relationships, 
as students are encouraged to compare their own 
accomplishments with the accomplishments of 
their peers rather than adopting a less zero-sum 
approach (Roseth et al. 2008).

In schools, adolescents may compete for both 
social and academic accomplishments. For ex-
ample, adolescents may compete sexually for 
dates and intersexual partners (Leenaars et al. 
2008) or social dominance (Pellegrini et al. 
2007), as well for postsecondary academic suc-
cess (Sutton and Keogh 2000). Competitive be-
havior often takes the form of bullying. We know 
that this competition frequently occurs intra-
sexually, as individuals compete with and are 
aggressive towards peers whom they believe are 
important targets that they can beat in a conflict 
(Archer 2004; Veenstra et al. 2010). For example, 
a study by Leenaars and colleagues (2008) found 
that adolescent females in high school were more 
likely to perceive attractive adolescent females 
as rivals when competing for male partners, 
and were more likely to be indirectly aggres-
sive (e.g., gossiping, spreading rumors) towards 
them. Furthermore, female adolescents who rated 
themselves as attractive reported that they were 
victimized by other female peers. Similarly, a 
study by Shute et al. (2008) found evidence for 
14- and 15-year-old girls as recipients of indirect 
sexual bullying (e.g., rumors about promiscu-
ity). Researchers suggest that sexual bullying is 
a way to make competitors appear unattractive to 
potential partners and increase one’s own likeli-
hood of finding a partner (Volk et al. 2012b). In-
deed, Veenstra and colleagues (2010) noted that 
intra-sexual bullying was viewed more positively 
by members of the opposite sex than intersexual 
bullying. Thus, these studies demonstrate that 
during adolescence, a time of increased dating 
and sexual activity, adolescents may use bullying 
to compete for partners in the school setting.

In addition to dominance for the purposes of 
finding a partner, researchers have found evi-

dence for the use of bullying for global social 
dominance within highly competitive schools. 
For example, Sutton and Keogh (2000) found 
that students who had competitive attitudes also 
had pro-bullying attitudes. In comparison to non-
bullies, bullies rated higher in a desire for social 
success and Machiavellianism, a trait associated 
with low Honesty-Humility and one that empha-
sizes how individual differences can relate to an 
adaptive fit with one’s environments (Lee and 
Ashton 2005). Similarly, Merten (1997) found 
that when adolescent girls compete with each 
other they used indirect bullying to gain social 
status in their school. Specifically, girls preferred 
to have a reputation as being “mean” if it meant 
that they gained popularity. This popularity can 
relate not only to dominance over peers but also to 
positive recognition from teachers who promote 
competition and favor only successful students 
(Butler and Kedar 1990; Kolbert and Crothers 
2003). Researchers explained that when students 
perceive only the best accomplishments to be re-
warded with resources, success, and respect, with 
all other accomplishments associated with shame 
and failure, students will increase their competi-
tive behavior to ensure a better chance of achiev-
ing the goals that are reinforced by the environ-
ment (Brady et al 1983; Warren et al. 2005).

Competition can also occur in a variety of 
peer networks outside of school (that border be-
tween the meso- and exosystems of social influ-
ence; Hong and Espelage 2012). In this context, 
one of the most salient groups in which to ob-
serve competition is a sports team. Within sports, 
hazing is a common occurrence that has been la-
beled a form of bullying both in historical (Volk 
et al. 2012a) and modern societies (Malszecki 
2004; Rees 2010). Recent studies have reported 
that the number of hazing incidents in sports en-
vironments have persisted (Allan and Madden 
2008) despite new legislation and strict penalties 
for this behavior. In the USA, 44 states have en-
forced anti-hazing laws (Van Raalte et al. 2007), 
while in Canada athletes are penalized under the 
Criminal Code for acts of hazing (Johnson 2011). 
Additionally, both Vermont State University and 
McGill University have canceled their men’s 
hockey and football seasons, respectively, for 
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incidents of hazing (Johnson 2011), while other 
teams have distributed fines and even expul-
sion for this violation (Crow and Rosner 2002).  
Additionally, a recent case of racial hazing in 
the National Football League (NFL, Miami Dol-
phins) received national media coverage (Jons-
son 2013). All of this takes places under the light 
of recent evidence that suggests that hazing does 
not increase team cohesion, which many had 
thought was its purpose (Van Raalte el al. 2007). 
Instead, hazing appears to diminish team cohe-
sion (Van Raalte et al. 2007). This raises an in-
teresting question: if hazing fails to build team 
cohesion, why do sports teams persist in hazing 
new individuals?

From an evolutionary perspective, there are 
several different reasons why hazing might re-
main common. As social animals, the need to 
belong and the ability to maintain in-group dis-
tinctions between different coalitions may be im-
portant outcomes of hazing (Keating et al. 2005). 
The underlying motivation to bond with those 
undergoing a similar experience is a powerful 
feature that veterans utilize when recycling haz-
ing practices, making them a ritualized force of 
sociability (Johnson 2011; Keating et al. 2005). 
The ritualized initiations, often likened to rites 
of passage, are used to educate newcomers or 
“rookies” as to their place in the hierarchy and 
reaffirm the veterans’ dominant position (Cimino 
2011; Johnson 2011). This practice is a system 
of control where newcomers must acknowledge 
that veterans hold the power, as status is achieved 
through experience with the team (Holman 
2004). Those with more years of experience have 
greater power and privilege and this dynamic is 
enforced immediately upon the rookie’s arrival 
at the beginning of each year. This relationship 
operates as a social control aimed at educating 
newcomers of their submissive roles (Holman 
2004). Newcomers are often subjected to tests of 
fortitude that include pain, violence, heavy drink-
ing, and humiliation that reinforce their submis-
sive position relative to the dominant positions of 
the veterans, allowing for a pyramid-type scheme 
where those at the top benefit at the expense of 
the newcomers (Crow and Macintosh 2009; 
Johnson 2011). The newcomers are driven by a 

motivation to obtain a limited resource, that is, 
membership on a desired sports team (Johnson 
2011).

These tests of fortitude can also serve to high-
light the newcomers’ commitment to the coali-
tion (Cimino 2011). Belonging to an in-group 
generally carries certain benefits and members 
seek to ensure that newcomers are not “free rid-
ing” (i.e., receiving the benefits associated with 
becoming a member of the team without incur-
ring any of the costs; Cimino 2011). By imposing 
hazing rituals, teams may be enhancing a better 
pool of applicants because those who are not 
willing to incur the costs of belonging to a sports 
team may not be worth cooperative efforts (Ki-
yonari and Barkclay 2008). Cooperation can be 
maintained in most groups by carefully impos-
ing punishment that often includes physical pain. 
Researchers propose that punishment may be an 
evolved human psychology intended to preserve 
cooperation in groups (Kiyonari and Barkclay 
2008). By guaranteeing that the coalition consists 
of the most dedicated members, hazing helps se-
cure a better flow of resources to existing group 
members who, by virtue of those resources, make 
the group more competitive (e.g., ancient Spartan 
warriors, Golden 1990).

At the group level, even though hazing does 
not increase team cohesion, it might play a 
critical role in augmenting groupthink. Within 
groups, camaraderie boosts productivity and 
team spirit helps with morale, however coalitions 
with high levels of groupthink may not want to 
jeopardize the esprit de corps of the group (Janis 
1972, 1982). Therefore, members become afraid 
to voice contrary views for fear of being criti-
cized. This creates an illusion of invulnerability 
that may be useful in conflicts with other groups 
(Myers et al. 2009) and extends beyond sports 
to hazing in the military, where once initiated 
in a combat unit, individual goals are set aside 
to accomplish a common one as an example of 
groupthink (Malszecki 2004). Furthermore, the 
imposed obedience of groupthink is also highly 
visible in the classic obedience studies by Mil-
gram (reviewed in Milgram 2004). Here, author-
ity figures are perceived as creditable, legitimate, 
and knowledgeable. Thus, individuals are willing 
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to administer excessive amounts of pain simply 
because the authority figure urges the person to 
continue. This, coupled with depersonalization 
may explain why hazing persists amongst in-
dividuals despite a reduction in team cohesion. 
Dominant individuals (e.g., team captains) lead 
the way by making hazing seem appropriate and 
thereby reinforce the behavior through a com-
bination of obedience and normative thinking 
(Asch 1956). This social influence of the collec-
tive may make it difficult for individuals to speak 
out against hazing along the lines of bystander 
theory (Darley and Latané 1968). While this may 
play a role in explaining bullying bystanders in 
general (Salmivalli 2010), it may be of particular 
importance among institutions where hazing is a 
ritualized part of the environment.

Hazing in sports may persist because the com-
petitive nature of sports often creates situations 
that foster increased bullying (Shannon 2013; 
Volk and Lagzdins 2009), especially if the com-
petitive sports program involves physical contact 
(Waldron and Kowalski 2010). However, even 
competitive extracurricular programs that were 
noncontact promoted bullying (Shannon 2013). 
High school and collegiate level athletes were 
clear in their opinions that more hazing would 
occur in competitive team and contact sports 
(Waldron and Kowalski 2010), but even recre-
ational sports programs fostered increased bully-
ing in a competitive setting. It appears that, as 
in schools, a competitive environment in sports 
or extracurricular activities serves as a trigger for 
bullying and hazing behaviors, although specific 
reasons for this outcome are unknown. Overall 
then, competitive environmental factors are an 
important component of the mesosystem.

A non-peer component of the competitive 
sports mesosystem can be coaches. Even though 
numerous anti-hazing laws have been put in place, 
it is usually the responsibility of each individual 
coach to detect hazing and enforce the penalties 
associated with violations (Crow and Macintosh 
2009). Therefore, athletes’ misconduct is often 
at the discretion of the coach. Some athletes feel 
that coaches turn a blind eye to hazing, thereby 
tolerating and allowing hazing rituals, making 
it easier for veteran athletes to carry out these 

harmful acts (Kowalski and Waldron 2010). 
Certainly, coaches play an instrumental role in 
building team cohesion and dissuading harmful 
hazing behavior (Fields et al. 2010; Keegan et al. 
2009; Kowalski and Waldron 2010). Similarly, 
in school, teachers who set boundaries for inap-
propriate conduct direct children towards moral 
reasoning through their ability to anticipate inter-
personal problems by knowing their students’ so-
cial status and peer groups (Rodkin and Hodges 
2003). Thus, the social interactions (including 
obedience and normative influence) between 
significant adult figures and athletes/youth in the 
mesosystem can also influence the amount and 
degree to which hazing or bullying occurs.

Bullying and the Broader Social  
and Cultural Contexts

Research suggests that adolescents do indeed 
learn their positions in the social hierarchy from 
their parents and other adults in their social envi-
ronments (Due et al. 2009; Elgar et al. 2013). For 
example, adolescents from wealthy families can 
learn that they have a competitive advantage over 
those from lower income families, and subse-
quently use that economic advantage as a means 
to express and maintain dominance over their 
economically disadvantaged peers. Empirical 
research suggests that, when comparing adoles-
cents from different socioeconomic backgrounds, 
adolescents from high-income families are most 
likely to be bullies, whereas adolescents from 
low income families are more likely to be vic-
tims of bullying (Barboza et al. 2009; Due et al. 
2009; Elgar et al. 2009, 2013). This association 
has been found cross-culturally (Due et al. 2009; 
Elgar et al. 2009, 2013), suggesting a persistent 
pattern of bullying behavior in which high-sta-
tus adolescents use acts of intimidation and ha-
rassment to exert dominance over their peers of 
lower status. Furthermore, adolescents from low 
socioeconomic status families may make ideal 
victims as they lack the ability to fight back from 
an economic perspective. For high-income bul-
lies, this minimizes some of the risks associated 
with bullying, making it a more adaptive strat-
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egy. In contrast, middle-income adolescents are 
typically neither bullies nor victims (Due et al. 
2009), presumably because these individuals are 
neither in a position to express dominance over 
others, nor are they the ideal victims, as they are 
more likely to retaliate compared to peers of low 
economic status.

Thus, it appears that the most important as-
pect of socioeconomic status, in terms of predict-
ing adolescent bullying patterns, is not overall 
wealth, as some would suggest. Typically, stud-
ies focused on comparing bullying rates between 
low-income communities and high-income 
communities find weak or insignificant results 
(Jankauskiene et al. 2008; Menzer and Torney-
Purta 2012; Shetgiri et al. 2012). Instead of com-
paring between communities, the most important 
factor appears to be an individual’s income status 
relative to those within the social environment. 
In terms of Bronfenbrenner’s (2009) terminol-
ogy, the exosystem therefore appears to be more 
predictive than the macrosystem when it comes 
to the importance of wealth. For example, in 
cross-cultural studies, strong associations persist 
between Gini coefficients and the prevalence of 
bullying despite differences in culture, such that 
as income inequality increases, so does the rate 
of bullying (Due et al. 2009; Elgar et al. 2009, 
2013). A similar pattern appears to exist in 
schools, such that more bullying is reported in 
economically diverse schools relative to schools 
in which students’ family income levels are more 
homogeneous (Menzer and Torney-Purta 2012). 
There are two possible reasons for this. First, 
greater levels of income inequality lead to greater 
levels of power imbalances in favor of wealthier 
students. A second possibility is that greater in-
come inequality fosters greater competition for 
resources (Daly and Wilson 2010). Thus, it be-
comes more reward for bullies to gain status, as 
it can be associated with greater material/social 
gains than in a more egalitarian context (Wilkin-
son 2004).

This pattern also highlights humans’ ability 
to respond adaptively to their environment. As 
greater inequality fosters dominance hierarchies 
and greater competition for scarce resources, it 
may be adaptive for relatively wealthy adoles-

cents to exert dominance over their peers of lower 
status, both to maintain their status and to secure 
access to scarce resources (Ellis et al. 2012). 
Furthermore, in places of high income inequal-
ity, adolescent dominance hierarchies are often 
enforced by their parents and other adults around 
them (Due et al. 2009; Elgar et al. 2013). For ex-
ample, adolescents may learn that punishment for 
bullying is less likely in places of greater income 
inequality, as wealthy adults also express domi-
nance over low-income adults. This creates a 
competitive climate that tolerates bullying based 
on economic status, reducing the risks of punish-
ment for high socioeconomic status adolescents 
who bully those of lower status (Due et al. 2009).

In contrast, in locations where income in-
equality is lower, the benefits for competing 
over resources are also lower. In these situations, 
using bullying as a means to exert dominance and 
status over others may not be the most adaptive 
choice for adolescents, as victims are more likely 
to be capable of successfully retaliating, given 
the smaller power imbalance between bully and 
victim. Furthermore, the risk of punishment for 
bullying may be greater, as adults may be more 
likely to deem dominance hierarchies and the 
expression of dominance as unacceptable in a 
society where most people are considered near-
ly equal in status (e.g., Scandinavian countries: 
Ttofi and Farrington 2011). Therefore, it may be 
adaptive for adolescents to act more altruistically 
towards their peers under broad social conditions 
of equality so that acts of reciprocity and sharing 
of resources become more likely (Barber 2008; 
Wilkinson 2004). When dominance hierarchies 
are not emphasized in the wider society, then 
forming bonds with peers allows adolescents to 
enjoy greater cooperative benefits such as non-
zero-sum access to resources through reciprocity 
and avoiding the risks that come with bullying, 
such as punishment or retaliation.

Perhaps at the broadest level of social influ-
ence (macrosystem), one’s culture can have a 
significant impact on bullying behavior. Warlike 
hunter–agricultural cultures, such as the Grand 
Valley Dani or Yanamamo, appear to encour-
age higher levels of bullying (Napoleon Cha-
gnon, personal communication, July 2013) than 
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do more peaceful hunter–gatherer cultures, such 
as the !Kung or Labrador Inuit (although the 
latter still have bullying, despite a cultural ban 
on “anger”; Volk et al. 2012a). Scandinavian 
countries appear to have lower levels of bully-
ing due to a greater national/cultural emphasis on 
anti-bullying efforts than other Western countries 
(Berger 2007; Ttofi and Farrington 2011). Thus, 
cultural differences appear to play a role in the 
expression of bullying.

From an evolutionary perspective, there are 
reasons to suspect that modern culture has ex-
erted forces that both increase and decrease bul-
lying. The lack of genetic relatedness among 
most child/adolescent groups removes an impor-
tant brake on violence: kin selection (Daly and 
Wilson 1988). Youth today also are less likely to 
need to rely upon the youth that they grow up 
with for their survival, reducing the need for co-
operative reciprocal altruism in place of aggres-
sion. When combined with an increased pool of 
potential victims, this allows for more opportu-
nities to bully someone without suffering a per-
sonal cost in the future. Finally, youth today tend 
to compete for more zero-sum rewards, such as 
scholarships, coveted awards, and entrance to 
universities (Flanagan 2007).

On the other hand, general levels of violence 
have declined markedly over the last few centu-
ries (Pinker 2011). Hazing rituals used to be a 
common fact of life for all students, and for many 
adults as well (Cunningham 2005; Pinker 2011). 
Yet, outside of sports, many organizations, from 
schools to the military, have reduced the inten-
sity of or eliminated hazing rituals. For example, 
“Slave Day” (a day when senior students could 
donate money to a charity to buy the services of 
a freshman for a day) has been eliminated from 
Ontario schools since 1990 while hazing prac-
tices have been officially forbidden in the Cana-
dian military since the early 1990s. Adults used 
to view bullying as a “fact of life,” or a test to be 
overcome, but increasingly adults are no longer 
sanctioning this kind of behavior as either nec-
essary or harmless (Bazelon 2013; Pinker 2011). 
That said, there is no evidence that bullying rates 
have decreased within the last 20 years, suggest-
ing that the recent focus on bullying has done 

little to reduce actual levels of bullying (Berger 
2007). We suggest that this may be due to the 
fact that bullying is, in part, an evolutionary 
adaptation that occurs “naturally” amongst most 
adolescents.

Indeed, a recent natural experiment was con-
ducted in Norway. An anti-bullying program 
was initiated in 2002 that reduced the levels of 
bullying by 20 % within 4 years (victimization 
dropped by 60 %; Roland 2011). Yet, the success 
of this intervention was its own worst enemy 
as the government decided to cut back funding 
for anti-bullying interventions in 2006 (Roland 
2011). After having several years of low levels 
of bullying, this was a good test of whether bul-
lying was a socially learned phenomenon, as sug-
gested by Bandura (1978), in which case bully-
ing rates would stay low given the lack of visible 
social exemplars. On the other hand, if bullying 
was largely driven by some other cause, such as 
an internal predisposition that was flexibly ex-
pressed in the right environmental context, then 
bullying rates would increase once environmen-
tal conditions became favorable again (Volk et al. 
2012b). The latter proved accurate, as bullying 
rates returned to normal as soon as the more lax 
environmental conditions of the second interven-
tion replaced the highly monitored and punitive 
environmental conditions of the first intervention 
(Roland 2011). Once again, this emphasizes bul-
lying’s flexible and adaptive fit to local and broad 
socioecological conditions, and the importance 
of social factors in understanding bullying.

Concluding Thoughts

Bullying is an important issue not only for today’s 
adolescents but also for society in general. Bully-
ing is not simply a childhood issue; it also occurs 
in the work place (Einarsen et al. 2010). Social 
psychology offers valuable tools for understand-
ing how and why individuals engage in bullying. 
A socioecological approach (Bronfenbrenner 
2009) reveals multiple levels of social and cultur-
al influences on the expression and adaptiveness 
of bullying. Classic social psychology studies on 
normative influence (Asch 1956) and obedience 
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(Milgram 2004) offer some insights as to why 
some children engage in bullying, particularly in 
the context of increased social competition, while 
other social theories (e.g., Bandura 1978) appear 
to be less salient in some social contexts (e.g., 
peers) versus others (e.g., adults). Personality 
theories further help to explain why some chil-
dren choose to engage in bullying (i.e., because 
it suits their individual personalities to do so), as 
well as what form of bullying.

In summary, social psychology is valuable 
for understanding the social phenomenon that is 
bullying. When combined with an adaptive eco-
logical perspective, it offers potentially the best 
window for understanding and preventing bully-
ing. This approach is currently being adopted by a 
growing number of researchers who believe that 
bullying, along with other adolescent risk-taking, 
is not simply the result of maladaptive behavior. 
Instead, it is the adaptive interaction between 
individuals and their environments (Ellis et al. 
2012). Recent interventions suggest that adaptive 
differences between individuals can affect the 
efficacy of intervention programs. For example, 
Garandeau et al. (2013) found that bullying in-
terventions were more successful with unpopular 
bullies than popular bullies (who were benefiting 
more from bullying). This highlights how a better 
understanding of the nature of bullying should be 
a priority for researchers and practitioners. From 
an evolutionary psychological perspective, the 
study of bullying offers strong support for the 
utility of applying an adaptive lens to social psy-
chological problems.
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This chapter harnesses our recent cross-cultural 
experiments and fieldwork to better understand 
some of today’s most dangerous terrorists as 
“devoted actors” (Atran et al. 2007; Sheikh et al. 
2013) motivated by “sacred values” (Ginges 
et al. 2007; Atran and Ginges 2012). Sacred 
values (SVs) are nonnegotiable preferences 
whose defense compels actions beyond evident 
reason, that is, regardless of risks or costs.

People committed to SVs show: (1) 
commitment to a rule-bound logic of moral 
appropriateness to do what is morally right no 
matter the likely risks or rewards, rather than 
following a utilitarian calculus of costs and 
consequences (Atran 2003; Bennis et al. 2010; 
Ginges and Atran 2011; Hoffman and McCormick 
2004); (2) immunity to material trade-offs, 
coupled with a “backfire effect,” where offers 
of incentives or disincentives to give up SVs 
heighten refusal to compromise or negotiate 
(Dehghani et al. 2010; Ginges et al. 2007); (3) 
resistance to social influence and exit strategies 
(Atran and Henrich 2010; Sheikh et al. 2013), 

which leads to unyielding social solidarity, and 
binds genetic strangers to voluntarily sacrifice 
for one another; (4) insensitivity to spatial and 
temporal discounting, where considerations of 
distant places and people, and even far past and 
future events, associated with SVs significantly 
outweigh concerns with here and now (Atran 
2010a; Sheikh et al. 2013); and (5) brain-imaging 
patterns consistent with processing SVs as rules 
rather than as calculations of costs and benefits, 
and with processing perceived violations of SVs 
as emotionally agitating and resistant to social 
influence (Berns et al. 2012, 2013).

Our research indicates that when SVs become 
embedded in fused groups of imagined kin who 
consider themselves in existential competition 
with other groups, then individuals in such groups 
(e.g., bands of brothers) become empowered 
to make great sacrifices and exertions, for ill 
or good (Atran 2010a; Atran et al. 2014a, b). 
Devoted actors are most likely to commit 
themselves to extreme actions—and thus to be 
most dangerous—if they perceive themselves to 
be under existential threat from outside groups 
(Sheikh et al. 2012), and if their primary reference 
group forms around a prior action-oriented 
association, such as shared combat experience or 
even membership in a sports team (Atran 2010a).

There is an evolutionary rationale behind 
the willingness to make costly sacrifices for 
the group, even unto death and against all 
odds. When a perceived outside threat to one’s 
primary reference group is very high, and 
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survival prospects are very low, then only when 
a sufficient number of group members are 
endowed with such a willingness to extreme 
sacrifice can the group hope to parry stronger 
but less devoted enemies who are less inclined to 
disregard the costs of action. SVs mobilized for 
collective action by devoted actors enable outsize 
commitment in low-power groups to resist and 
often prevail against materially more powerful 
foes who depend on standard material incentives, 
such as armies and police that rely on pay and 
promotion (Atran and Ginges 2012).

Thus, for Darwin (1871), moral virtue was 
not most clearly associated with intuitions, 
beliefs, and behaviors about fairness and 
reciprocity, emotionally supported by empathy 
and consolation, all of which most of the recent 
work in the philosophy, psychology, and the 
neuroscience of morality focus on (Gazzaniga 
2009; Baumard et al. 2013; Van Slyke 2014). 
Rather, Darwin (1871) associated the virtue 
of “morality…patriotism, fidelity, obedience, 
courage, and sympathy” (pp. 163–165) with 
a propensity to what we now call “parochial 
altruism” (Choi and Bowles 2007; Ginges and 
Atran 2009). Parochial altruism is especially 
evident in extreme self-sacrifice in war and other 
intense forms of human conflict, where likely 
prospects for individual and even group survival 
may have very low initial probability. Heroism, 
martyrdom, and other forms of self-sacrifice 
for glory and group appear to go beyond the 
mutualistic, golden rule principles of cooperation 
and distributive justice of overriding concern for 
universalist religions and ideologies, including 
modern liberal democracy (Rawls 1971).

People often make their greatest exertions and 
sacrifices, including killing or dying for ill or 
good, not just in order to preserve their own lives 
or kin and kith, but for the sake of an idea—the 
abstract conception they have formed of them-
selves, of “who we are.” This is “the privilege of 
absurdity; to which no living creature is subject, 
but man only” (p. 29) of which Thomas Hobbes 
(1651/1901) wrote in Leviathan. For most of 
human history, and for most cultures, religion 
has been the locus of this privilege and power of 
absurdity. For Hobbes, as for countless other re-

ligious and nonreligious thinkers, from Augustine 
to Kierkegaard and Aristotle to Ayer, the “incom-
prehensible” nature of core religious beliefs, such 
as belief in a sentient but bodiless deity, renders 
such beliefs immune to empirical or logical veri-
fication or falsification. Religious consensus does 
not primarily involve fact-checking or reasoned 
argument, but ensues from ritual communion and 
emotional bonding (Atran and Norenzayan 2004).

Costly ritual commitment to apparently 
absurd beliefs can deepen trust by reliably 
identifying cooperators with sacred symbols, 
while galvanizing group solidarity for common 
defense (Atran and Henrich 2010; Norenzayan 
and Shariff 2008). The more belligerent a group’s 
environment, however, the more proprietary 
the group’s SVs and rituals, increasing in-group 
reliance, but also disbelief, distrust, and potential 
conflict towards other groups (Sosis et al. 2007; 
Wilson 2002). By contrast, fully reasoned social 
contracts that regulate individual interests to share 
costs and benefits of cooperation can be less 
distancing between groups but also more liable 
to collapse: Awareness that more advantageous 
distributions of risks and rewards may be available 
in the future makes defection more likely (Atran 
and Axelrod 2008). This is why even ostensibly 
secular nations and transnational movements 
usually contain important quasi-religious rituals 
and beliefs (Anderson 1983). Therefore, while the 
term “sacred values” intuitively denotes religious 
belief, in line with recent work we use the term to 
refer to any preferences regarding objects, beliefs, 
or practices that people treat as either incompatible 
or nonfungible with profane issues or economic 
goods, as when land becomes “sacred land.”

Whether for cooperation or conflict, SVs—
like devotion to God or a collective cause—
signal group identity and operate as moral 
imperatives that inspire nonrational exertions 
independent of likely outcomes. In research 
involving Palestinians, Israelis, Indonesians, 
Indians, Afghans, and Iranians, our studies find 
that offering people material incentives (large 
amounts of money, guarantees for a life free 
of political violence) to compromise SVs can 
backfire, increasing stated willingness to use 
violence towards compromise (Atran 2010b; 
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Atran and Axelrod 2008; Ginges et al. 2007). 
Backfire effects occur both for SVs with clear 
religious investment (Jerusalem, Sharia law) and 
those with initially none (Iran’s right to nuclear 
capability, Palestinian refugees’ right of return). 
For example, Dehghani et al. (2010) found that 
for most Iranians having a nuclear program 
has nothing sacred about it, but it had become 
a sacred subject through religious rhetoric for 
about 13 % of the population. This group, which 
tends to be close to the regime, now believes a 
nuclear program is bound up with the national 
identity and with Islam itself, so that offering 
material rewards or punishments to abandon the 
program only increases anger and support for it.

Our fieldwork with suicide terrorists and 
political and militant leaders and supporters in 
violent conflict situations suggests that some be-
haviors that punctuate the history of human inter-
group conflict do indeed go beyond instrumental 
concerns. Historical examples include the self-
sacrifice of Spartans at Thermopylae, the Jewish 
Zealots in revolt against Rome, defenders of the 
Alamo, the Waffen SS “volunteer death squads” 
during the Soviet siege of Budapest, some co-
horts of Japanese Kamikaze, and the Jihadi pilot 
bombers of 9/11 (Atran 2010a; Ginges et al. 
2011). Such events exemplify that humans fight 
and kill in the name of abstract, often ineffable 
values—like God, national destiny, or salvation 
(Atran and Ginges 2012).

Most theories and models related to violent 
intergroup conflict assume that civilians and 
leaders make a rational calculation (Caplan, 
2006; Fearon 1995; von Clausewitz 1832/1956). 
If the total cost of the war is less than the cost 
of the alternatives, they will support war. But in 
another set of studies (Ginges and Atran 2011), 
we found that when people are confronted with 
violent situations, they consistently ignore 
quantifiable costs and benefits, relying instead 
on SVs. We asked a representative sample of 
650 Israeli settlers in the West Bank about the 
dismantlement of their settlements as part of a 
peace agreement with Palestinians. Some subjects 
were asked about their willingness to engage in 
nonviolent protests, whereas others were asked 
about violence. Besides willingness to violently 

resist eviction, subjects rated how effective they 
thought the action would be and how morally right 
the decision was. When it came to nonviolent 
options such as picketing and blocking streets, 
rational behavior models predicted settlers’ 
decisions. In deciding whether to engage in 
violence, the settlers reacted differently. Rather 
than how effective they thought violence would 
be in saving their homes, the settlers’ willingness 
to engage in violent protest depended only on 
how morally correct they considered that option 
to be. We found similar patterns of “principled” 
resistance to peace settlements and support for 
violence, including suicide bombings, among 
Palestinian refugees who felt SVs were at stake 
(e.g., recognizing their moral right of return to 
homes in Israel even if they expressed no material 
or practical interest in resettling).

In a series of follow-up surveys among the 
US and Nigerian participants, we confronted 
subjects with hypothetical hostage situations and 
asked them if they would approve of a solution—
which was either diplomatic or violent—for free-
ing the prisoners. The chance of success varied in 
terms of the number of hostages who might die. 
For example, in one version of the survey, when 
told that their action would result in all hostages 
being saved, people endorsed the plan presented 
to them, whether it used diplomacy or military 
action. When told that one hostage would die, 
however, most people were reluctant to endorse 
the diplomatic response, whereas people ponder-
ing military action had no such qualms. In fact, 
the most common response supported military 
action even if 99 of 100 hostages died as a con-
sequence.

These and other studies suggest that social 
groups have “sacred rules” for which their 
people would fight and risk serious loss/death 
rather than compromise. In another study with a 
representative sample of over 700 adults in the 
West Bank and Gaza, we asked:

What if a person wanted to carry out a bombing 
(which some…call suicide attacks) against the 
enemies of Palestine but his father becomes ill, 
and his family begs the chosen martyr to take care 
of his father, would it be acceptable to delay the 
attack indefinitely?
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What if a person wanted to carry out a bombing 
(which some…call suicide attacks) against the 
enemies of Palestine but his family begs him to 
delay martyrdom indefinitely because there was 
a significantly high chance the chosen martyr’s 
family would be killed in retaliation, would it be 
acceptable to delay the attack indefinitely?

Palestinians tended to reason about political vio-
lence in a noninstrumental manner by showing 
more disapproval over a delay of a martyrdom 
attack to rescue an entire family than over a delay 
of a martyrdom attack to take care of an ill father. 
These results indicate that when people are rea-
soning between duty to war or to family, they are 
not making instrumental decisions, but decisions 
based on perceptions of moral obligations that 
can change as a result of instrumentally irrelevant 
alterations in context (Ginges and Atran 2009).

If people perceive a sacred rule was violated, 
they may feel morally obliged to retaliate against 
the wrongdoers—even if the retaliation does 
more harm than good. Such moral commitment 
to SVs ultimately can be the key to the success or 
failure of insurgent or revolutionary movements 
with far fewer material means than the armies or 
police arrayed against them (which tend to op-
erate more on the basis of typical “rational” re-
ward structures, such as calculated prospects of 
increased pay or promotion). After WWII, revo-
lutionary movements have, on average, emerged 
victorious with as little as ten times less firepow-
er and manpower than the state forces arrayed 
against them (Arreguín-Toft 2001). Ever since 
the nineteenth-century anarchists, science educa-
tion in engineering and medical studies has been 
a frequent criterion of leadership for these move-
ments because such studies demonstrate hands-
on capability and potential for personal and cost-
ly sacrifice through long-term commitment to a 
course of study that requires delayed gratifica-
tion. Al-Qaeda, like other revolutionary groups, 
was initially formed and led by fairly well-off 
and well-educated individuals, the plurality of 
whom studied engineering and medicine (Bergen 
and Lind 2007; Gambetta and Hertog 2007).

The Importance of Group Dynamics 
and Identity Fusion

Understanding the way SVs influence decision 
making, leading to deontic judgments and choices 
in disregard for material interests, is necessary but 
not sufficient to explain how they may influence 
extreme and costly behaviors. We suggest that 
SVs may influence extreme behavior particularly 
to the extent that they become embedded or fused 
with identity and internalized. When internalized, 
SVs lessen societal costs of policing morality 
through self-monitoring, and further blind mem-
bers to exit strategies (Atran and Henrich 2010).

There is more to group dynamics than just the 
weight and mass of people, their behavior, and 
ideas. There are also the structural relationships 
between group members that make the group 
more than the sum of its individual members 
(Magouirk et al. 2008). It is also the networking 
among members that distributes thoughts and 
tasks that no one part may completely control or 
even understand. Case studies of suicide terror-
ism and related forms of violent extremism sug-
gest that “people almost never kill and die [just] 
for the cause, but for each other: for their group, 
whose cause makes their imagined family of ge-
netic strangers—their brotherhood, fatherland, 
motherland, homeland” (Atran 2010a, p. 33).

In line with these observations, a promising 
new theory holds that when people’s collective 
identities become fused with their personal self-
concept, they subsequently display increased will-
ingness to engage in extreme pro-group behavior 
when the group is threatened (Swann et al. 2012). 
Swann and colleagues have dubbed this powerful 
form of personal investment in the group “identity 
fusion.” Fusion theory is markedly different from 
various social identity theories in its privileging 
of group cohesion through social networking and 
emotional bonding of people and values rather 
than through processes of categorization and as-
sociation, thus empowering individuals and their 
groups with sentiments of exceptional destiny and 
invulnerability.
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To test the relationship between identity fu-
sion and parochial altruism in a threatening en-
vironment (i.e., spillover from the Syrian civil 
war), we interviewed 62 Lebanese youth in Bei-
rut and Byblos (Sheikh et al., 2014). Participants 
were asked to pick the pictorial representation 
that best represents how essential the relationship 
is between them and the given group (Fig. 31.1).

Support for costly sacrifices was assessed with 
questions about whether their community would 
approve of a list of extreme actions in the context 
of conflict (e.g., “a person who risks the safety 
of their family or children to defend the group”). 
People who fused with their religious group ex-
pressed greater willingness to make costly sacri-
fices than people not fused (Fig. 31.2).

To examine this effect in more detail, we as-
sessed parochial morality, by contrasting re-
spondents’ moralizing a tight set of “parochial” 

values (i.e., patriotism, purity, divinity, sacrifice 
for your group, fighting for your group, mod-
esty, selling land to outgroup, worship, and loy-
alty) with their moralizing an equally tight set 
of “universal” values (i.e., emotional harm, dis-
crimination, caring for others, individual rights, 
tolerance, democracy, free speech, theft, respect-
ing parents, murder). Although we did not test 
if subjects held important parochial values to 
be immune to trade-offs and social influence, 
hence sacred, independent research indicates that 
group-defining SVs are also morally most impor-
tant (Graham and Haidt 2013). We also assessed 
threat and superiority by asking participants 
to pick a group they most identified with, and 
respond to questions about it, such as: “I believe 
the group is superior to other groups or commu-
nities in this country in many ways.” Finally, we 
measured religiosity using questions tapping into 

Fig. 31.2  Fusion with religious group and support for costly sacrifice in Lebanon

 

Fig. 31.1  Pictorial measure of fusion with group. 
Responses show a dichotomous distribution: nonfused 
( A, B, C, D) versus fully fused ( E). This is replicated even 

with a continuous measure (e.g., sliding a smaller circle 
into a larger circle on a smart phone)
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religious beliefs and participation in religious 
rituals. Parochial morality, belief in group supe-
riority, and religiosity showed a similar interac-
tion pattern with fusion. Accordingly, we created 
a parochialism score by combining these three 
measures. There was a reliable interaction effect: 
the more parochially fused people were, the more 
they supported costly sacrifices, but if fused peo-
ple were not parochial, they showed decreased 
support of costly sacrifices (Fig. 31.3).

These findings paint a picture of value-driven 
actors willing to make costly sacrifices to defend 
their group, who are motivated by a belief in 
their community’s superiority and who moralize 
parochial values. When they are fused with their 
community, they are especially likely to support 
costly sacrifices. Fusion theory argues that fused 
actors are most prone to extreme actions, where-
as our findings suggest that fused actors may be 
least prone to extreme actions under certain con-
ditions. For example, in the case of groups that 
do not feel superior to others, do not bind their 

identity to particular religious beliefs and rituals, 
and which favor universal values over parochial 
values, such as some religious liberal and civil 
and human rights groups. It is possible that peo-
ple may fuse not only with groups of people but 
also with particular issues and values (Fig. 31.4).

In an ongoing collaboration with fusion theo-
rists Ángel Gomez and Juan Jiménez (reported 
in Atran & Ginges , 2015), we find highly con-
vergent measures of SVs: resistance to monetary 
payoffs, alternative benefits to society, and social 
pressure are strongly related to one another. Fu-
sion with values (internalization) is a comple-
mentary but somewhat independent phenom-
enon. Table 31.1 gives the conditional probabili-
ties calculated from these measures in a recent 
study of 1600 pro-choice and pro-life support-
ers in Spain in early 2014, at a time where rival 
demonstrations were an almost daily occurrence. 
These interrelations tend to be maximized among 
individuals who are fully fused with their group.

Fig. 31.4  Measuring fusion with issue/value. Responses show a dichotomous distribution: nonfused ( A, B, C, D) 
versus fully fused ( E)

 

Fig. 31.3  Fusion, parochialism, and costly sacrifices
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In a recent set of cross-cultural experiments, 
Swann et al. (2014) found that when fused peo-
ple perceive that group members share core at-
tributes and values, they are more likely to proj-
ect familial ties common in smaller groups onto 
the extended group, and this enhances expressed 
willingness to fight and die for the larger group, 
echoing field research with militant and terror-
ist groups (Atran 2010a). We found that for the 
relevant group-defining values (pro-life or pro-
choice), the greater the fusion with those values, 
the greater the willingness to take extreme action 
and engage in sacrifice (except for risking physi-
cal harm to one’s own children). In addition, we 
found that fusion with values mediates the rela-
tionship between fusion with family-like groups 
of “imagined kin” and costly sacrifices. We also 
found that SVs mediate the relationship between 
fusion with values and costly sacrifices. These 
findings suggest the devoted actor’s pathway to 
costly sacrifices and extreme actions (Fig. 31.5). 
More recent findings in Morocco among pro-
spective volunteers for the Islamic State sup-
port the idea that SVs (Sharia and the Caliphate) 

interact with fusion in family-like groups to drive 
costly sacrifices (Atran et al. 2014a, b).

Of course, the move from reports of willing-
ness to engage in costly sacrifices and extreme 
behavior to actual actions under appropriate 
conditions is by no means guaranteed; however, 
compatibility of our findings with field studies of 
violent extremists makes the exercise relevant to 
understanding actual trends and cases in contem-
porary terrorism.

Terrorism Trends and Cases: Search 
for Glory and the Limits of Economic 
and Genetic Rationality

A main problem in studies of violent religious 
and political extremism is that most “experts” 
have little field experience and otherwise lack the 
required level of details that statistical and trend 
analyses could properly mine. Under sponsorship 
by the National Science Foundation and the US 
Department of Defense, our multidisciplinary, 
multinational research team has been conduct-

Table 31.1  Conditional probabilities of commitments to issues/values. Predictors are in rows and outcomes in col-
umns. For example, the second row of the fourth column shows that when people were immune to social influence, 
there was an 84 % chance they would refuse monetary rewards, as compared to just an 8 % chance when they were not 
immune to social influence

Fusion with value Resistance to social 
influence

Resistance to societal 
benefit

Resistance to money 
trade-off

Fusion with value 0 % → 100 % 60 % → 95 % 28 % → 74 % 36 % → 80 %
Resistance to social 
influence

26 % →75 % 0 % → 100 % 6 % → 78 % 8 % → 84 %

Resistance to societal 
benefit

37 % → 82 % 59 % → 99 % 0 % → 100 % 11 % → 96 %

Resistance to money 
trade-off

39 % →78 % 48 % → 98 % 12 % → 88 % 0 % → 100 %

Fig. 31.5  Theoretical model of devoted action (based on empirical findings discussed)
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ing field studies and analyses of the mental and 
social processes involved in pathways to violent 
extremism. Our findings indicate that terror-
ist plotters against Western civilian populations 
tend not to be part of sophisticated, foreign-based 
command-and-control organizations. Rather, 
they belong to loose, homegrown networks of 
family and friends who die not just for a cause, 
but for each other.

Most academic attempts to explain the be-
havior of violent extremists, including suicide 
bombing, tend to rely on some simple utilitar-
ian calculation or another, whether in terms of 
economic self-interest (Frey 2004; Ganor 2009; 
Wintrobe 2006) or evolutionary strategies to 
enhance genetic fitness (Brin 2012; Kanazawa 
2007; Rushton 2005). On many of these ac-
counts, it does not matter even if the material 
preferences and goals are more imaginary than 
real; it suffices that a would-be terrorist believes 
they are real. We have no objection to the idea 
that imaginary preferences can function psycho-
logically as real instrumental preferences. The 
problem is that little beyond sheer speculation 
indicates that terrorists are chiefly motivated by 
such simple preferences.

For example, the desire of young men to seek 
virgins in Paradise as a goal of suicide bombers 
is often proffered by analysts who have never 
met anyone involved with suicide bombing, 
and who provide no empirical evidence beyond 
an occasional anecdote for this or related 
notions (e.g., tensions built up from intra-sexual 
competition) as significant motivators. In fact, in 
our interviews across Eurasia and North Africa 
with numerous would-be suicide bombers, 
captured suicide bombers, and leaders of suicide-
bombing organizations, no one ever invoked 
maidens in heaven as a principal motivating 
reason for martyrdom actions. On the contrary, 
apart from a few exceptional cases—an operative 
from Palestinian Fateh’s Aqsa’ Martyrs Brigades 
who said he would take “anyone he could get for 
whatever reason,” a young Taliban commander 
who said the same, and veterans of the Zarqawi-
led al-Qaeda affiliate in Iraq who preferred young 
volunteers without real fighting experience 
for suicide attack—sponsors of suicide attacks 

systematically informed us that they would reject 
anyone who sought martyrdom for such a reason 
(with no evidence to suspect deception on this 
score).

Other widespread—but empirically unsup-
ported—utilitarian explanations concern kin se-
lection. The idea is that young, unmarried men 
sacrifice themselves so that genetic relatives may 
have better access to scarce resources and there-
by increase the prospects for survival of the mar-
tyr’s genes via his close relatives. This occurs by 
way of reducing the competition among siblings 
for scarce resources, or by enhancing surviving 
family’s social status, thereby increasing the fam-
ily’s access to scarce resources. To explore this in 
one study with a representative sample of nearly 
1300 Palestinian Muslim adults, we measured 
whether it was permissible or taboo in Palestin-
ian society to think about material gains of in-
volvement in acts of violence against the Israeli 
occupation (Ginges and Atran 2009). We asked:

In your view would it be acceptable for the family 
of a martyr to request compensation in the amount 
of JD (Jordanian Dinars) _________ after their 
son carried out a martyrdom operation? Would it 
be certainly acceptable, acceptable, unacceptable, 
or certainly unacceptable?

We randomly varied between participants the 
amount of money requested in this scenario in 
order of magnitude increments of Jordanian di-
nars: JD 10,000, JD 100,000, or JD 1,000,000. 
Across experimental conditions, more than 90 % 
of the sample regarded a request for compensa-
tion, regardless of the amount, to be unaccept-
able. This indicates that it is not normative to 
think about martyrdom in material terms. Analy-
sis of variance indicated a significant linear trend 
(JD 10,000 < JD 100,000 < JD 1,000,000) such 
that as the amount of financial compensation in-
creased, so too did the perception that the request 
was unacceptable. In brief, Palestinians regard 
material-selective incentives for participating in 
acts of martyrdom as taboo.

Rather than support strictly instrumentalist 
explanations of terrorism, the increasing involve-
ment of marginal youth (Atran 2010a)—espe-
cially from the petty criminal world—actually 
undermines such explanations. Thus, interna-
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tional success at stopping large transfers of 
money to terrorist organizations (Zarate 2013) 
have compelled the new wave of terrorists to 
seek financing where they can (while the cost 
of 9/11 exceeded US$ 400,000 and the cost of 
the 2002 Bali and 2004 Madrid bombings were 
at about US$ 50,000 each, more recent attacks 
were considerably less costly). As a result, many 
operations nowadays ride piggyback on avail-
able petty criminal networks. Most significantly, 
marginalized Muslim youth who first become 
petty criminals because of “opportunity costs” 
(Becker 1962), and then get involved in aiding 
jihadis, often volunteer for violent jihad, includ-
ing suicide bombings, because of the promise of 
achieving a greater sense of personal significance 
in a glorious cause. Indeed, it is these young petty 
criminals, even more than the “ideological” stu-
dents and others, who often prove themselves 
most ready to kill and die (Atran 2010a; see Box 
31.1 on the 2004 Madrid plot and its aftermath). 
This trend towards involvement of marginalized 
youth contrasts starkly with the fairly well-edu-
cated and well-off founders and members of al-
Qaeda before 9/11.

Jihadis span the population's normal distribu-
tion: There are very few psychopaths and socio-
paths, and few brilliant thinkers and strategists. 
Unlike the founding members of al-Qaeda, to-
day’s jihadi wannabes are mostly emerging adults 
in transitional stages of their lives—students or 
immigrants who are in search of jobs or compan-
ions—who are especially prone to movements 
that promise a meaningful cause, camaraderie, 
adventure, and glory. Most have a secular educa-
tion, becoming “born again” into the jihadi cause 
in their late teens or 20s. The path to radicaliza-
tion can take years, months, or just days, depend-
ing on personal vulnerabilities and the influence 
of others. Occasionally, there is a hook-up with a 
relative, or an acquaintance, who has some over-
seas connection to someone who can get them a 
bit of training and motivation to pack a bag of 
explosives or pull a trigger, but the Internet and 
social media can be sufficient for radicalization 
and even operational preparation (Atran 2011).

Soccer, paintball, camping, hiking, rafting, 
body building, martial arts training, and other 

forms of physically stimulating and intimate 
group action create a bunch of buddies (usually 
not less than 4 and not more than 12, with a me-
dian of 8), who become a “band of brothers” in a 
glorious cause (Atran 2010a). It usually suffices 
that a few (usually at least two) of these action 
buddies come to believe in the cause, truly and 
uncompromisingly, for the rest to follow even 
unto death. This is because humans, like all pri-
mates, need to socially organize, lead and be 
led. This is in contrast to exaggerated notions 
of “charismatic leaders” going out or sending 
recruiters to “brainwash” unwitting minds into 
joining well-structured organizations with com-
mand and control. Standard counterterrorism no-
tions of “cells” and “recruitment”—and to some 
degree even “leadership”—often reflect more the 
psychology and organization of people analyzing 
terrorist groups than terrorist groups themselves 
(see Box 31.2 on the decentralized attack net-
works of Jemaah Islamiyah). Of course, some in-
spirational leaders like the late Osama Bin Laden 
or, more recently, Abu Bakr al-Baghdadi, head of 
the Islamic State in Syria and the Levant (ISIL), 
demand formal oaths of loyalty and agreement 
with their strategic vision and have ultimate con-
trol over operational decisions; however, enlist-
ment into the group is usually elective and even 
reversible, and tactical decision making is gener-
ally decentralized.

More recently, “lone wolves” have begun car-
rying out actions on their own, inspired by jihadi 
icons, such as the late American born Islamist 
preacher Anwar al-Awlaki, but without being 
directed by them (e.g., Maj. Nadal Hassan, who 
killed fellow soldiers at Fort Hood in the name 
of Jihad, sent over a score of emails to Awalki 
who responded only twice with no specific rec-
ommendations or direction). Indeed, Awlaki is 
perhaps more of an attractor on the Internet since 
his death than when he was alive. More than 
80 % of plots in both Europe and the USA were 
concocted from the bottom up by mostly young 
people just hooking up with one another, and in-
creasingly over the Internet, in search of personal 
significance and eternal glory through devoted 
action (Atran 2013; Sageman 2009).
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For the first time in history, a massive, media-
driven political awakening has been occurring—
spurred by the advent of the Internet, social media, 
and cable television—that can, on the one hand, 
motivate universal respect for human rights while, 
on the other hand, enable, say, Muslims from Su-
lawesi to sacrifice themselves for Palestine, Af-
ghanistan, or Chechnya (despite almost no contact 
or shared history for the last 50,000 years or so). 
When perceived global injustice resonates with 
frustrated personal aspirations, moral outrage gives 
universal meaning and provides the push to radi-
calization and violent action. But the popular no-
tion of a “clash of civilizations” between Islam and 
the West is woefully misleading. Violent extrem-
ism represents not the resurgence of traditional cul-
tures, but their collapse, as young people unmoored 
from millennial traditions flail about in search of a 
social identity that gives personal significance and 
glory. This is the dark side of globalization.

Especially for young men, mortal combat 
with a “band of brothers” in the service of a great 
cause is both the ultimate adventure and a road 
to esteem in the hearts of their peers. For many 
disaffected souls today, jihad is a heroic cause—a 
promise that anyone from anywhere can make a 
mark against history’s most powerful country and 
its perceived allies. But because would-be jihad-
ists best thrive in small groups and among family, 
friends, and fellow travelers—not in large move-
ments or armies—their threat can only match 
their ambitions if fueled beyond actual strength. 
Publicity hyped by political and media frenzy is 
the oxygen that fires modern terrorism.

Unfortunately, standard US military and 
counterterrorism strategies (e.g., the Quadren-
nial Defense Review, 2014) continue to focus on 
minimizing US costs in lives and treasure, while 
“impos[ing] unacceptable costs” on the enemy 
(p. 22). This classic instrumentalist approach 
is often wrong-headed when applied to devoted 
actors. To a significant degree, jihadis do not re-
spond to utilitarian cost–benefit strategies (e.g., 
airport plotters may knowingly choose the targets 
that are most watched, plotters who know they 
are being watched sometimes openly flaunt this 
knowledge, European volunteers for Syria are up 
front about their readiness to die). They respond 
to moral values, are more than willing to die for 

the cause, and each death is publicized to inspire 
more young Muslims to join the cause. Indeed, 
utilitarian perspectives (offers of jobs, housing, 
money) often play into the hands of terrorists, 
who say that the USA and allies try to reduce peo-
ple to material matters rather than moral beings.

Conclusion

Recent cross-cultural experiments and fieldwork 
related to costly group sacrifices and violent ex-
tremism favor consideration of today’s most dan-
gerous terrorists as devoted actors motivated by 
SVs, nonnegotiable preferences whose defense 
compels actions regardless of risks or costs. 
When SVs become embedded in fused groups of 
imagined kin who consider themselves in exis-
tential competition with other groups, then indi-
viduals in such groups (e.g., bands of brothers) 
become empowered to make great sacrifices and 
exertions, especially if they perceive themselves 
to be under existential threat from outside groups 
and if their primary reference group forms around 
a prior action-oriented association.

There is an evolutionary rationale to the will-
ingness to make costly sacrifices for the group, 
unto death and against all odds. As Darwin (1871) 
suggested in The Descent of Man, only if suffi-
ciently many members of a group are endowed 
with such a willingness to extreme sacrifice can 
the group hope to parry stronger but less devoted 
enemies who are less committed to disregard-
ing the costs of action. SVs mobilized for col-
lective action by devoted actors enables outsize 
commitment in low-power groups to resist and 
often prevail against materially more powerful 
foes who depend on standard material incentives, 
such as armies and police that rely on pay and 
promotion. Recent changes in the composition of 
some terrorist groups from fairly well-educated 
and well-off founders to increasingly marginal-
ized youth in transitional stages of life continue 
to follow this evolutionary rationale.This goes 
for many foreign fighter volunteers from Europe 
and North Africa who join the Islamic State or Al 
Qaeda , or who act out their ideals, such as recent 
targeting of Jews and expressions of free speech 
that ostensibly hurt Muslim sensibilities.
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Box 31.1: The 11 March 2004 Madrid Train Bombing Plot and the Link to Iraq
Through a series of unplanned events, two young North African immigrants bonded to plot an 
attack in Spain. They lived in separate worlds—religious extremism (Serhane Fakhet, “The 
Tunisian”) and the criminal underworld (Jamal Ahmidan, a Moroccan fugitive known as “The 
Chinaman” for his sloping eyes and buck teeth)—until their paths crossed 6 months before 
the bombing. A detailed plot only began to coalesce in late December 2003, shortly after the 
Internet tract “Iraqi Jihad, Hopes and Risks” circulated on a Zarqawi-affiliated website. The 
tract called for “two or three attacks…to exploit the coming general elections in Spain in March 
2004.” The plot, which brought together a bunch of radical students and hangers on, drug traf-
fickers, small-time dealers in stolen goods and other sorts of petty criminals, improbably suc-
ceeded precisely because it was so improbable. Indeed, Spanish police were following the three 
main groups of actors (Chinaman’s friends, Tunisian’s friends, Spaniards) but never realized 
they were connected. For example, the substitute Imam (codename “Cartagena”) at the mosque 
where the Tunisian’s friends met, periodically reported on informal meetings of their self-styled 
“Salafi Movement” for martyrdom action. In fact, the police helped to set up the plot: They 
arranged for a drugs-for-explosives exchange involving Spanish ex-cons who stole dynamite 
from a mine where they worked and a former cellmate (Rafa Zuheir) with ties to the China-
man’s Moroccan underworld of hashish and ecstasy traffickers. There was no real cell structure, 
hierarchy, recruitment, brainwashing, coherent organization, or al-Qaeda involvement. Yet, this 
half-baked conspiracy, concocted in a few months, with a target likely suggested over the Inter-
net, was the immediate cause of regime change in a major democratic society.

Three Main Circles of Friends Linked to the 11 March 2004 Madrid Train Bombing 
 (Network relations in mid-2003, just before the Chinaman’s jail release)
 Five of the seven plotters who blew themselves up when cornered by police grew up within 
a few blocks of one another in the Chinaman’s tumble-down neighborhood of Jemaa Mezuak in 
Tetuan, Morocco. Beginning in the summer of 2006, we found that at least a dozen other young 
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men had volunteered to become martyrs in Iraq. We confirmed the names and itineraries of five 
who attended the same elementary school that Madrid's Moroccan bombers attended. All were 
soccer buddies. The cousin of one of the Iraq-bound group (Hamza) was married to one of the 
Madrid plotters (Kounjaa). Friends say the young men bound for Iraq all respected the cour-
age of the Madrid plotters, but disagreed about civilian targets and believed that action in Iraq 
would be more just and “soldierly” than in Europe. Like the Madrid plotters (and the Hamburg 
and London plotters), they were buddies, hung out together at local cafés and restaurants, and 
mingled in the same barbershops (where young men gather and talk).
 The Jamaa Mezuak Connection: After the Madrid plotters from Mezuak blew them-
selves up (April 3, 2004), friends in the neighborhood began contemplating their own 
“martyrdom actions” in Iraq (beginning in summer 2006)

Box 31.2: The Attack Networks of Jemaah Islamiyah and Its Splinters
Jemaah Islamiyah (JI) is Al-Qaeda's most important Southeast Asian ally. We analyzed every 
attack by Southeast Asia's JI between 1999 and the second Bali bombing of 2005 and entered 
demographic details on all known operatives. Of about 180 people implicated in JI attacks, 
78 % worked in unskilled jobs and 23 % had education beyond high school.

We found that operational associations in JI are determined by four variables: (1) being a 
member of the self-styled “Afghan Alumni,” that is, someone who went through training with 
the Indonesia volunteers in the Abu Sayyaf's Sadah training camp during the Soviet–Afghan 
War and its immediate aftermath; (2) continuing to work together (e.g., on the Malaysian 
chicken farm of JI cofounder Abdullah Sungkar, who died in 1999) or play soccer together after 
demobilization from Afghanistan (and before JI was officially established); (3) having studied 
or taught in at least one of the two religious schools established by JI's cofounders, Sungkar 
and Abu Bakr Ba’asyir (al-Mukmin in Java and Lukman al-Hakiem in Malaysia); and (4) being 
related by kinship or marriage to someone else in the network (e.g., there are more than 30 
marriages woven through 10 attacks). In contrast with these factors, we find that the knowledge 
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of JI's “official” organizational structure is largely uninformative in helping us to understand 
the networks involved in JI attacks.

JI Family Ties—Attack View: The graph below shows the main clusters of family ties among 
important JI members and associates, as well as the positioning and connection among family 
clusters across three attacks: the 2000 bombing of the Philippines Ambassador’s Residence 
(PAR), the 2002 Bali bombing, and the 2004 Australian Embassy bombing:

Following the arrest of JI emir (leader) Ba’aysir and the Bali bombing coordinator and al-Qaeda 
liaison, Hambali, splinters of the JI attack network reconstituted themselves around Noordin 
Top. The opening scene of the book and movie The Godfather sets the stage for the intrigue and 
action that will follow, just as do mafia marriages and marriage ceremonies in real life. And the 
same goes for terrorist groups: Marriages are convivial events for establishing rapport and trust 
among “friends of the family,” and for reconstituting networks that have been torn up by police. 
This is how Noordin began to rebuild the attack network after the arrests that followed the first 
Bali and Marriot bombings. Four of the principal actors in the 2009 Jakarta Marriot and Ritz 
Carlton hotel bombings (also meant to kill Indonesian President Yudhoyono) were part of one 
village family: Syaifudin Jaelani, a herbal healer and Yemeni-trained imam of a local mosque, 
chose the suicide bombers. Amir Ibrahim, married to Jaelani’s sister, booked room 1808 in the 
Marriott hotel where the suicide bombers stayed. Ibrohim, married to another of Jaelani’s sis-
ters, was the hotel florist who smuggled in the bombs. Jaelani’s older brother, Mohamad Sjahir, 
was a technician who had infiltrated Garuda, Indonesia’s national airline.
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People are parasitically modified animals as a 
result of their interactions with parasites (i.e., 
infectious diseases of all types) during evolution-
ary historical generations and during their indi-
vidual lifetimes. The evolutionary ancestral inter-
actions with parasites gave rise to the Darwinian 
selection that crafted the classical immune system 
and the behavioral immune system of humans, as 
well as the functional integration and synergy of 
these two systems in defending against parasites. 
During the lifetime of individual humans, their 
interactions with cues correlated with risk of 
infectious disease proximately cause the values 
or preferences and associated emotions and cog-
nitions that function to yield the personal social 
psychology and behavior to match the infectious-
disease level locally. This perspective on humans 
as parasitically modified animals is strongly sup-
ported by a rapidly growing literature.

We have called the relatively new set of con-
cepts and associated evidence supporting this 
perspective “the parasite-stress theory of social-
ity.” This theory appears to be a general theory of 
human culture and sociality. In novel ways, it in-
forms and synthesizes knowledge of some major 

categories of social life and societal-level affairs 
of people, ranging from prejudice and egalitari-
anism to personality, economic patterns, core 
values, interpersonal and intergroup violence, 
governmental systems, gender relations, family 
structure, and the genesis and maintenance of 
cultural diversity across the world. The theory’s 
generality also illuminates important features of 
nonhuman animals, particularly family organiza-
tion, kinship behavior, patterns of movement, and 
the origin of new species. The empirical evidence 
for this broad application of the parasite-stress 
theory of sociality is reviewed fully by Thornhill 
and Fincher (2014; partial reviews in Fincher and 
Thornhill 2012a, b).

In this chapter, the parasite-stress theory and 
some related empirical patterns discovered by the 
theory are discussed, with focus on human sociali-
ty. Also, we expand and clarify the theory by iden-
tifying how human behavioral immunity affects 
the evolution of genetic immunity to infectious 
diseases, the virulence and host-to-host transmis-
sion rate of these diseases, and the linkage of host 
traits of genetic immunity and behavioral immu-
nity; these added features, we argue, result in ef-
fective mechanisms of in-group defense against 
parasites and promote intergroup divergence and 
the resultant emergence of new cultures.

In addition, we expand the typical concep-
tion of human behavioral immunity discussed in 
the recent literature to incorporate more of the 
phenotypic traits that function to defend against 
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infectious disease. Schaller (2006) coined the 
term “behavioral immune system” and proposed 
that it consists of a group of psychological ad-
aptations that function to regulate infectious-
disease-avoidance behaviors. We show that the 
human behavioral immune system is much more 
diverse in its psychological and behavioral rep-
ertoires than Schaller emphasized. In addition 
to infectious-disease-avoidance adaptations, the 
behavioral immune system includes adaptations 
for managing infectious diseases that invade a 
group. Also, the disease-avoidance component 
of the behavioral immune system includes ad-
aptations that regulate dispersal from the natal 
region dependent upon local infectious-disease 
adversity. We discuss, too, some other features 
of behavioral immunity that may be overlooked 
when the focus is only on avoidance of contact 
with contagion.

Finally, we consider and reject an alternative 
hypothesis––the parasite-manipulation hypoth-
esis––for traits that we interpret as human ad-
aptations of behavioral immunity. We conclude 
that people are psychologically and behaviorally 
modified by parasites in ways that defend against 
infectious disease rather than parasitically ma-
nipulated to promote the reproductive interest of 
parasites by increasing their transmission to new 
hosts.

The Parasite-Stress Theory of Sociality

Immunity

Established knowledge of the ecology and evo-
lution of parasitic diseases provides part of the 
foundation for the parasite-stress theory of soci-
ality (also referred to as the parasite-stress the-
ory of values; Thornhill et al. 2009). Infectious 
diseases are significant causes of Darwinian se-
lection acting on all life. For modern humans, 
parasites appear to be the predominant cause of 
evolutionary change. Geneticists who study evo-
lutionary changes in genes of the human genome 
report that parasites account for more evolution-
ary action across the genome than other environ-
mental factors that are also sources of selection. 

Recently, Fumagalli et al. (2011) reviewed much 
of the published evidence of recent evolution 
in the human genome in response to infectious 
diseases. They report, too, their extensive study 
across 55 contemporary human populations 
showing that compared to genes involved in 
dealing with 13 other environmental challenges 
(climatic and geographic factors, diet, metabol-
ic traits, subsistence strategies), genes related 
to immunity exhibit significantly more allelic 
variation and hence evolutionary change across 
geographic regions. Immunity genes are evolu-
tionary hotspots, and forces of Darwinian selec-
tion that are region-specific act more strongly 
on those genes than other genes so far studied. 
Indeed, a large portion of the current morbidity 
and mortality across the world and even across 
regions of the USA may be attributable to para-
sitic diseases (Thornhill and Fincher 2011).

In addition, infectious diseases also were a 
major source of morbidity and mortality, and 
hence of natural selection, in human evolution-
ary history (Anderson and May 1991; Dobson 
and Carper 1996; Ewald 1994; McNeill 1998; 
Volk and Atkinson 2013; Wolfe et al. 2007). 
Volk and Atkinson (2013) recently published an 
important review of rates and causes of human 
juvenile mortality in three ethnographic samples 
representative of ecological conditions in human 
evolutionary history: hunter–gatherer societies 
without contact with modern technology that 
can affect mortality (e.g., medicine, sanitation, 
education, birth control); agriculturalist societies 
with very limited access to modern technology; 
and ancient historical populations, extending in 
some cases as far back as several 100 years BC 
The data on rates of infant and child mortality 
reflected the probability of mortality by age 1 
year and by approximate sexual maturity at age 
15 years, respectively. Across the three samples 
combined, infant mortality was about 25 % and 
child mortality about 50 %, and similar mortal-
ity patterns were seen across the three samples. 
Volk and Atkinson limited their study to samples 
with relatively large sample sizes from reliable 
sources, and emphasized that their estimates 
are likely considerably below the actual mortal-
ity rates. The two largest mortality factors were 
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infectious disease (especially gastrointestinal and 
respiratory illnesses) and infanticide, with the 
former greatly predominating. In sum, infectious 
disease was the chief cause of juvenile mortality 
in the evolutionary historical settings compris-
ing the juvenile mortality data reviewed by Volk 
and Atkinson. Finally, the existence of complex, 
evolved human adaptations that are organized 
functionally to defend against parasites docu-
ments that natural selection acting in the deep-
time past of human evolutionary history directly 
favored individuals with defenses against infec-
tious diseases.

Humans have two immune systems. One is the 
classical immune system: the biochemical, physi-
ological, cellular, and tissue-based mechanisms 
of defense against parasites discussed in tradi-
tional textbooks for immunology courses taught 
at universities. The second is the behavioral im-
mune system. It is comprised of the psychologi-
cal features and behaviors for infectious-disease 
avoidance (Schaller 2006; Schaller and Duncan 
2007) as well as for managing the effects of in-
fectious diseases (Fincher and Thornhill 2008a). 
The human behavioral immune system has only 
recently been researched in detail, and the result-
ing cornucopia of findings will require major ex-
pansion of immunology textbooks. Furthermore, 
behavioral immunity research is connecting 
knowledge on behavioral immunity, classical im-
munity, and sociality by anchoring the three top-
ics in shared proximate and ultimate causation of 
infectious-disease adversity.

Host–Parasite Coevolution

Hosts and their parasites coevolve in antagonistic 
and perpetual races with adaptation, counter-ad-
aptation, counter-counter-adaptation, and so on; 
there is no lasting adaptive solution that can be 
mounted by either side against the other (Ewald 
1994; Ridley 1993; Thompson 2005; Van Valen 
1973). In the human case, this dynamic, antago-
nistic interaction is illustrated by the fact that, 
despite the huge somatic allocation made to the 
classical immune system, people still get sick and 
even small reductions in immunocompetence in-
crease vulnerability to infectious disease.

Furthermore, host–parasite arms races typi-
cally are localized geographically across the 
range of a host species and its parasite, creating 
a coevolutionary mosaic involving genetic and 
phenotypic differences in host immune adapta-
tion and corresponding parasite counter-adapta-
tion (Thompson 2005). An important outcome 
of the geographical localization of parasite–host 
coevolutionary races is that host defense works 
most effectively, or only, against the local para-
site species, strains, or genotypes, and not against 
those evolving in nearby host groups. Hence, 
out-groups may often harbor novel parasites that 
cannot be defended against very well or at all 
by an individual or his or her immunologically 
similar in-group members (Fincher et al. 2008; 
Fincher and Thornhill 2008a, b). Out-group in-
dividuals pose the additional infectious-disease 
threat of lacking knowledge of local customs, 
manners, and norms in general, many of which, 
like methods of hygiene or food preparation, may 
prevent infection from local parasites; also, in-
dividuals with out-group norms may carry out-
group parasites (Fincher et al. 2008; Schaller and 
Neuberg 2008). Norms of many types—culinary, 
linguistic, moral, sexual, nepotistic, religious, 
dress, and so on—are used by people both to 
display in-group affiliation and associated val-
ues and to distinguish in-group from out-group 
members. Norm differences between groups are 
often the basis of intergroup prejudice and hostil-
ity (i.e., xenophobia). Likewise, norm similarity 
is the basis of positive valuation of and altruism 
toward people (Murray et al. 2011; Norenzayan 
and Shariff 2008; Park and Schaller 2005).

The emotion of disgust is not only evoked in 
the context of perception of disease-laden cues, 
such as contaminated foods, sick people, para-
sites (e.g., worms), or parasite reservoirs (e.g., 
cockroaches), but also is commonly generalized 
to include: (a) groups of people who are per-
ceived as harboring infectious disease and (b) 
cultural behaviors that are different or unfamiliar 
(Curtis 2007; Curtis et al. 2004). Thus, disgust 
directed toward out-group people appears to be a 
component of behavioral immunity that provides 
a boundary between in-group and out-group and 
promotes out-group avoidance. This includes 
so-called moral disgust toward others in which 
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others’ beliefs, norms, values, manners, or be-
havior are deemed morally undesirable or repug-
nant (Curtis et al. 2011; Inbar et al. 2012; Oaten 
et al. 2009; Schnall et al. 2008).

Evidence for geographically localized host–
parasite coevolutionary races is abundant. On the 
parasite side of the race, a parasite geographical 
mosaic was found, for example, in research on 
the human protozoan parasite Leishmania bra-
ziliensis. Rougeron et al. (2009) described the 
high genetic diversity and subdivided population 
structure of this parasite across both Peru and Bo-
livia. They found high levels of microgeographic 
variation identifiable by at least 124 highly lo-
calized, physiologically and genetically distinct 
strains.

The extremely fine-grained geographic mo-
saic in L. braziliensis implies a similar microgeo-
graphic immunological genetic mosaic in human 
hosts. This type of spatial variation in host adap-
tation against local parasites, or, said differently, 
in host immune maladaptation against out-group-
typical parasites, is a common pattern in the ani-
mal and plant infectious disease literature (e.g., 
Corby-Harris and Promislow 2008; Dionne et al. 
2007; Kaltz et al. 1999; Thompson 2005; Tins-
ley et al. 2006). Specific human cases showing 
this include the caste-specific infectious diseases 
and associated caste-specific immunity among 
Indian castes in the same geographic locale 
(Pitchappan 2002). Another case is found in the 
village-specific immune defenses against Leish-
mania parasites in adjacent Sudanese villages 
(Miller et al. 2007). In particular regions, the lo-
calization of host immunity to local parasites is 
so fine-grained that people inbreed, risking the 
potential costs of inbreeding depression, to main-
tain coadapted gene complexes important for 
coping with parasite infection in their offspring, 
as Denic and et al. have shown for malaria across 
regions (Denic and Nicholls 2007; Denic et al. 
2008a, b), and we—along with our colleagues—
have proposed and found empirical support for 
parasite stress in general across countries (Hoben 
et al. 2010; also Hoben 2011). On a broad scale, 
the localization of host–parasite coevolutionary 
races in humans is seen dramatically in the find-
ings of the human genetic research noted above: 

There is more regional variation in genes affect-
ing classical immunity than in many other human 
genes affecting fitness.

There are other bodies of evidence of localized 
host immunity. One familiar type of evidence in-
volves events where individuals from isolated 
groups interact with novel groups by conquest or 
trade and infectious disease transmission ensues, 
sometimes with drastic effects. This has occurred 
after the intra- and intercontinental movement of 
individuals brought about intergroup contact (Di-
amond 1998; Good 1972; McNeill 1998). Some 
other human examples of localized immunity are 
discussed by Fincher and Thornhill (2012a).

Assortative Sociality: An Aspect  
of the Behavioral Immune System

In an ecological setting of high disease stress, re-
duced dispersal, xenophobia, and ethnocentrism 
reflect evolved preferences/values and motivate 
behaviors for avoidance of novel parasites con-
tained in out-groups and for the management of 
local infectious disease (Fincher and Thornhill 
2008a, b, 2012a). Philopatry is psychological 
preference for the natal locale. It is manifested 
in behaviors that reduce movements away from 
the natal location. In areas of high parasite adver-
sity, compared to areas of low parasite adversity, 
philopatry will be the optimal habitat preference 
because of the correspondent increase in social 
association with immunologically similar indi-
viduals and decreased contact with more distant, 
and differently parasitized, individuals and their 
habitats. Likewise, xenophobia—the avoidance 
and dislike of out-group members—discourages 
contact with out-groups and their likely different 
parasites. Neophobia—the dislike of new ideas 
and ways of doing—is a component of xeno-
phobia; according to the parasite-stress theory 
of sociality, neophobia functions like xenopho-
bia. Ethnocentrism is in-group favoritism entail-
ing nepotism toward both nuclear and extended 
family and altruism toward other immunologi-
cally similar in-group members. This support 
and loyalty toward in-group members defends 
against the morbidity and mortality effects of 
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parasites (Navarrete and Fessler 2006; Sugiyama 
2004; Sugiyama and Sugiyama 2003). Sugiyama 
(2004) reported that in the Shiwiar, an indigenous 
society without ready access to modern medicine, 
health care in the forms of food and other assis-
tance from in-group members to persons suffer-
ing from infectious disease is a major factor low-
ering mortality. This parasite-management ben-
efit of embeddedness in the local in-group seems 
to characterize numerous traditional societies 
in the ethnographic record (Gurven et al.2000; 
Sugiyama 2004; Sugiyama and Sugiyama 2003). 
To paraphrase Navarrete and Fessler (2006), in 
human evolutionary history, under high parasite 
stress, in-group members were the only health 
insurance one had, and it was adaptive to have al-
ways paid your premiums—in terms of social in-
vestment and loyalty toward in-group allies that 
buffer one and one’s family against the morbidity 
and mortality of infectious disease.

Hence, philopatry, xenophobia (including neo-
phobia), and ethnocentrism—the basic features 
of assortative sociality and important features of 
the behavioral immune system—are expected to 
be values and normative behaviors predominant-
ly in areas of high parasite stress (Fincher et al. 
2008; Fincher and Thornhill 2008a; Thornhill 
et al. 2009). Yet, humans have experienced para-
site gradients throughout history and continue to 
do so today (Dobson and Carper 1996; Guernier 
et al. 2004; Lopez et al. 2006; Low 1990; McNeill 
1998; Smith et al. 2007; Wolfe et al. 2007). Thus, 
we expect that the benefits and costs of assorta-
tive sociality will shift along the parasite-stress 
gradient such that in ecological settings of high 
parasite stress, high levels of assortative social-
ity will be more beneficial than in circumstances 
of low parasite stress. As parasite stress declines, 
the infectious-disease risks to individuals of dis-
persal and interaction with out-groups decrease. 
Consequently, for individuals in ecological set-
tings that are relatively low in parasite stress, out-
group contacts and alliances can provide greater 
benefits than costs. The benefits of out-group in-
teractions include gains through access to goods, 
services, and ideas of other groups, as well as 
through diversified and sometimes larger social 
networks for marriage and other social alliances 

(Fincher et al. 2008; Thornhill et al. 2009). Re-
search discussed later in this chapter has shown 
that the components of assortative sociality or 
behavioral immunity respond quantitatively to 
regional variation in parasite adversity, as pre-
dicted by this reasoning.

Conditional Behavioral Immunity

The parasite-stress theory of sociality posits an 
ancestrally adaptive, condition-dependent adop-
tion of in-group and out-group values and related 
social tactics by individuals, dependent on vari-
able local parasite stress. This condition-depen-
dent adaptation, like other condition-dependent 
adaptations, requires for its evolution, local 
variation on a short time scale in the selection 
pressures responsible for it. Hence, evolutionary 
historical selection due to morbidity and mor-
tality from parasites varied locally in individual 
lifetimes and thereby favored contingent behav-
ioral and psychological adaptations for assorta-
tive sociality.

The evolution of conditionality as an impor-
tant feature of assortative sociality’s functional 
design, rather than a region-specific genetically 
distinct adaptation, is consistent with knowledge 
about infectious diseases. The dynamics of an in-
fectious disease can generate considerable varia-
tion in prevalence, transmissibility, and pathoge-
nicity of the disease agent across the range of its 
host species, as well as on a fine-grained, local 
scale within an individual’s lifetime. Important 
factors affecting this variability at a single locale 
and in a single generation are temporal changes 
in host group size, weather, disease-vector abun-
dance and behavior, and the number, virulence 
and dynamics of the different diseases infecting 
hosts (Anderson and May 1991; Corby-Harris 
and Promislow 2008; Ewald 1994; Guernier 
et al. 2004; Loker 2012; Prugnolle et al. 2005). 
Thus, in-group assortative sociality is an example 
of evolved phenotypic plasticity within individu-
als. That is, the individual possesses a conditional 
strategy with multiple contingent tactics (Fincher 
et al. 2008; Schaller and Murray 2008; Thornhill 
et al. 2009). Such plasticity in traits is favored by 
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Darwinian selection when phenotypic change al-
lows the individual to modify its phenotypic ex-
pression in directions that give greater net inclu-
sive fitness benefit than that achieved by a single 
static phenotype.

A considerable body of research supports the 
hypothesis of an evolved contingent assortative 
sociality in people that functions against conta-
gion. In some of the earliest studies of behavioral 
immunity, Faulkner et al. (2004) and Navarrete 
and Fessler (2006) provided evidence, based 
on numerous and diverse Western samples, that 
scores among individuals on scales that measure 
the degree of xenophobia and ethnocentrism 
correspond to chronic individual differences in 
worry about contracting or catching infectious 
disease (measured by the perceived-vulnera-
bility-to-disease scale, see Duncan et al. 2009); 
those who perceive high infectious-disease risk 
are more xenophobic and ethnocentric than those 
who perceive low disease risk. Importantly, this 
research also showed that xenophobia and eth-
nocentrism within individuals increase under ex-
perimental primes of greater parasite salience in 
the current environment.

Other research has documented within-in-
dividual shifts in personality—toward greater 
introversion and avoidance of novelty—and 
in heightened classical immune responses as 
well as behavioral avoidance of strangers im-
mediately after research participants view cues 
of infectious-disease salience. Mortensen et al. 
(2010) reported that subjects viewing slides with 
disease-salient cues immediately exhibited great-
er feelings promoting between-person avoid-
ance (i.e., extraversion, openness to experience, 
and agreeableness were reduced) in comparison 
to these subjects’ feelings upon viewing control 
slides. These researchers also found that subjects 
with high scores on the scale of perceived vulner-
ability to disease showed greater feelings of in-
terpersonal avoidance than did subjects with low 
scores on the same scale. Finally, these research-
ers reported that viewing disease-salient slides 
resulted in increased avoidant arm movements 
when subjects viewed facial photos of strangers, 
especially for subjects high in perceived vulner-
ability to disease. Schaller et al. (2010) reported 

that participants who observed slides of people 
with infectious disease symptoms (e.g., pox, skin 
lesions, sneezing) immediately mounted a clas-
sical immune response. Their white blood cells 
produced elevated amounts of inflammatory 
cytokine-interleukin-6 when exposed to bacterial 
antigens. This immune response was not seen in 
participants who viewed control slides, including 
those who viewed slides depicting a person point-
ing a gun directly at them. Hence, the immune 
response was not a general reaction to danger or 
threat, but was specific to cues of other people 
with symptoms of parasitic infection. Research 
by Stevenson et al. (2011) compared salivary im-
mune markers between research participants in 
whom disgust was induced by disease-relevant 
pictorial cues documented to be disgust-elicitors 
(e.g., a dirty toilet, an eye infection) and other 
participants who were exposed to either negative, 
but disease-irrelevant, pictures or neutral pic-
tures. The disgust-primed group showed an oral 
classical immune response, but the other groups 
did not.

When considered together, these studies by 
Mortensen et al. (2010), Schaller et al. (2010), 
and Stevenson et al. (2011) reveal that visually 
perceiving cues pertinent to risk of parasitic 
infection generate immediate cellular and bio-
chemical classical immune responses, change in 
perceptions of one’s own personality, change in 
disgust sensitivity, and behavioral actions that 
defend against contagion and motivate avoidance 
of infectious people. Hence, such cues activate 
markedly the classical immune system as well 
as the behavioral immune system, and the dual 
activation is functionally coordinated to defend 
against infectious-disease threat.

In sum, there is considerable evidence of both 
interindividual stable differences and within-
individual conditionality in xenophobic and 
ethnocentric values and related personality fea-
tures and behaviors, and evidence that both the 
interindividual consistency and within-individu-
al contingency are caused by infectious-disease 
problems in the local environment. The proxi-
mate means by which individuals assess local 
parasite stress—and thereby ontogenetically and 
contingently express the locally adaptive degree 
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of assortative sociality—may include immune 
system activation (such as, the frequency of in-
fection; Stevenson et al. 2009) and social learn-
ing of local disease risks (Fincher et al. 2008). 
Both these causes may act typically during an 
individual’s development and account for the 
interindividual and within-individual variation 
in values affecting in- and out-group behavioral 
preferences and degree of philopatry. In regard 
to immune system activation, Stevenson et al. 
(2009) found that people with high contamina-
tion sensitivity (an individual-difference variable 
related to perceived vulnerability to disease), re-
ported a history of high infectious diseases (but 
not recency of infections), implying that an on-
togeny of repeated activation of the classical im-
mune system may underlie the adoption of assor-
tative-sociality values and associated behavior. 
These researchers also reported that people with 
high contamination sensitivity and disgust sensi-
tivity had fewer recent infectious diseases than 
people with low sensitivities, providing evidence 
of a protective function of these emotions against 
these diseases.

Our emphasis on adaptive contingency in the 
adoption and use of assortative-sociality tactics 
does not imply that we expect no variation across 
human groups in genetic adaptation for assorta-
tive sociality. As outlined by Durham (1991) and 
Blute (2010), culture–gene coevolution involves 
allelic frequency changes (i.e., evolution) that 
correspond to changes in cultural traits. Culture–
gene coevolution may produce genetically differ-
entiated cross-cultural variation in the values and 
behaviors of assortative sociality. For example, 
in areas of consistently high parasite prevalence, 
cultural practices of xenophobia, philopatry, and 
ethnocentrism may select for alleles affecting 
psychological features that promote the learning 
and effective use of these values (Fincher et al. 
2008). Our argument is that infectious-disease 
problems are locally variable on a short time 
scale as a result of temporal changes mentioned 
above, and hence significant conditionality will 
be favored and maintained by selection even in 
the presence of localized genetic adaptation func-
tioning in adoption and use of local values and 
behaviors. There is some evidence that culture–

gene coevolution may play a role in cross-nation-
al variation in assortative sociality, specifically in 
the value dimension collectivism–individualism 
(Chiao and Blizinsky 2010; Way and Lieberman 
2010). That genetically distinct adaptations for 
coping with an ecological problem and condi-
tion-dependent adaptation for the same problem 
domain can co-occur within individuals is well 
established in the literature of alternative repro-
ductive tactics (recent review in Oliveira et al. 
2008).

Behavioral Immunity Adaptively 
Manages False Positives

Only fairly recently has it been demonstrated 
scientifically that parasites, most of which are 
microscopic, cause disease. Natural selection in 
all animal species favors individuals with indi-
rect knowledge of infectious-disease risk and the 
avoidance of such risks. Hence, there are directly 
selected human psychological features that attend 
to, and process information about, environmental 
cues that, across generations of human evolution-
ary history, corresponded with risk of contagion. 
Moreover, given that an error in judging a conta-
gion risk can be grave, selection has built behav-
ioral immunity to adaptively accept many false 
positives—i.e., deduce contagion risk when it is 
absent (Curtis 2007; Duncan and Schaller 2009; 
Oaten et al. 2009). As a result, people’s behavior-
al immune system sometimes overreacts to even 
the hint of contagion danger in our environment, 
including our social environment. This is why a 
person’s encounter with a stranger who speaks 
a different dialect or possesses a different value 
system may evoke strong xenophobia toward the 
stranger. This, too, is a cause of disgust and as-
sociated prejudice of many people toward sexual 
minorities (homosexuals and bisexuals), obese 
or very thin people, the elderly, people with non-
contagious diseases, or physically or mentally 
challenged people who show behavior that devi-
ates from the norm (for reviews, see Duncan and 
Schaller 2009; Kouznetsova et al. 2012; Ryan 
et al. 2012; Terrizzi et al. 2010, 2012).
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New Additions to the Parasite-Stress 
Theory

We expand in this section on the basic parasite-
stress theory of sociality by making explicit 
some important features that were not included 
in earlier published discussions of the theory. 
As discussed above, in a region of high parasite 
adversity, the localized coevolutionary parasite–
host races result in Darwinian selection favoring 
individuals with alleles that contribute to classi-
cal immunity against local parasites. Also, be-
havioral immunity in the form of cultural values 
and behaviors that promote parasite avoidance 
and management are originated, adopted widely, 
and increase in frequency in descendant genera-
tions because of their adaptive value. These val-
ues and behaviors function in: (a) avoidance of 
out-group members that are infected or poten-
tially infected with novel parasites to which local 
classical immunity is reduced (i.e., xenophobia); 
(b) developing strong and interdependent social 
ties with local people (and hence immunologi-
cally locally adapted individuals), which provide 
social investment and protection against the ef-
fects of parasitic infection (i.e., ethnocentrism or 
parochialism); and (c) restricting movements to 
the local habitat (i.e., philopatry).

Note that there are two types of preferences 
or values at work. One is social preference for 
individuals who manifest the locally adaptive 
antiparasite values and behaviors. Social interac-
tions are biased toward these individuals because 
they have classical and behavioral immunity to 
local parasites and hence present less contagion 
risk than occurs in interactions with behavior-
ally dissimilar individuals. This in-group social 
preference refers to the preferential alliance and 
transaction with similar and local others, includ-
ing mating and other social contact (e.g., nepo-
tism, reciprocity, cooperative hunting, coopera-
tive breeding). In humans, this includes behav-
iors of discriminative affiliation based on the 
presence of similar normative behavior (norms), 
styles of adornment, religious and other values, 
dialects and other language use, or other cultural 
traits that distinguish local from nonlocal people. 
The second type of preference involved is for 

the acquisition by individuals of cultural values 
and behaviors that are locally defensive against 
infectious disease. In humans, this discrimina-
tive enculturation is regulated by psychological 
adaptations functionally designed for the strate-
gic adoption of values and other cultural items 
through learning that promote survival and repro-
ductive success in the local culture.

Note, too, that in ecological settings of para-
site adversity the values and behaviors of in-
group embeddedness, xenophobia, and philopa-
try generate localized population structuring. 
Xenophobia generates in-group boundary. In-
group social preference and philopatry localize 
social interactions and reproduction to the natal 
region. Local reproduction increases genetic re-
latedness among in-group members. In turn, the 
increased genetic similarity promotes natural se-
lection for kin altruism (nepotism) as well as the 
adaptiveness of engaging in kin altruism, because 
increased relatedness of interacting individuals 
raises the reproductive gains (inclusive reproduc-
tive success) from altruism (Hamilton 1964). The 
localized population structuring arising from as-
sortative sociality, through the increased genetic 
relatedness within a group it creates, fosters nep-
otistically embedded extended families.

Note also that increased relatedness among 
locals arising from assortative sociality and local 
reproduction not only magnifies the adaptive 
value of nepotism but also promotes the rapid 
spread of new mutant alleles that confer resis-
tance to local parasites, as first suggested by Best 
et al. (2011). Given the increased relatedness of 
individuals in a group, when such a mutant aris-
es, its bearers likely will be in close proximity to 
other individuals who also have the mutant allele. 
Then, local reproduction and in-group assortative 
social favoritism and altruism will magnify the 
natural selection for the mutant, providing rapid 
and widespread immunity in the in-group against 
local parasites. As alleles for resistance to local 
parasites increase in frequency in the local group 
as a result of this natural selection, the parasite 
severity (number of cases of the disease) de-
clines. In turn, as Best et al. (2011) discussed, 
declining parasite severity corresponds to lower 
host-to-host transmission rate of the parasite. 
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Reduced transmission rate of a parasite is an eco-
logical context in which natural selection favors 
lower virulence in the parasite (Ewald 1994). 
Hence, the combination of localized population 
structure and increased genetic relatedness of in-
group members, in-group assortative sociality, 
and selection for both local parasite resistance in 
hosts and low virulence in parasites produces an 
encompassing defense against local contagion. 
Hence, the benefits of in-group assortativeness in 
coping with contagion extend beyond the behav-
ioral immunity features of xenophobia, ethno-
centrism, and philopatry. Its long-term beneficial 
consequences are the reduction of the prevalence 
and virulence of parasitic diseases that are pres-
ent in the local group.

Moreover, at the same time, the traits of: (a) 
local genetic immunity, (b) preference for the 
local habitat (philopatry), (c) social preference 
for in-group members with local behaviors, and 
(d) avoidance of out-group members will become 
coupled within individuals. Each of the four traits 
corresponds to high inclusive fitness of individu-
als and hence becomes increasingly represented 
in descendant generations. Also, mating is non-
random; specifically, mating and reproduction 
are local and hence produce inbreeding. Inbreed-
ing may have the selective advantage of coupling 
coadapted alleles that defend against local infec-
tious diseases (Fincher and Thornhill 2008a). 
Supporting this reasoning is the evidence that the 
frequency of consanguineous marriages is related 
positively to parasite stress both across contem-
porary countries of the world and indigenous so-
cieties (Hoben 2011; Hoben et al. 2010).

The coupling of traits of genetic and behav-
ioral immunity, we propose, plays an important 
role in creating effective local defense against 
parasites. Consider a human society living in a 
setting of high parasite adversity and associated 
localized parasite–host antagonistic coevolution. 
Suppose discriminating in-group members from 
other people can be achieved by a local cultural 
innovation, such as a new religious belief or dia-
lect. Both acquiring the new cultural item and 
preferring those who show it in their behavior are 
defensive against novel parasites in out-groups 
because the cultural item is not available to and 

used by the out-group people who may possess 
novel parasites; therefore, the cultural item dis-
tinguishes the in- versus out-group. In this sce-
nario, individuals who adopt the new cultural 
item and prefer its presence in others with whom 
social interactions occur have more descendants 
than individuals who do not, and the predominant 
descendants socially learn the adaptive cultural 
item and the bias favoring in-group social inter-
actions. With time, both the cultural item and the 
preference for others with it become common in 
the locale. Within individuals, the cultural item 
will be linked with the preference for others with 
it, as well as with any present genetic resistance 
against local parasites. Simultaneously, cultur-
al ideas that limit dispersal, as well as cultural 
values that focus social investment on in-group 
members and motivate avoidance of out-group 
individuals, arise and become common because 
they are adaptive against local infectious disease. 
Genetic immunity and all the cultural traits of 
assortative sociality are linked within individu-
als and hence mutually reinforce each other (i.e., 
when any one increases in descendant genera-
tions, all others are simultaneously favored). In 
addition, when an individual expresses a social 
preference (in altruism or mating) for another 
person with a cultural trait of local behavioral im-
munity, the preference reinforces itself, because 
the preferred individual has the same preference, 
and the benefactor’s reproductive success is in-
creased by the assistance received.

We suggest here some new labels for the 
processes just described by linkage and self-re-
inforcement of traits. We call the process of the 
linkage of cultural traits of behavioral immunity 
within individuals “cultural linkage disequilib-
rium.” We define it as the nonrandom association 
of cultural preferences or values within the minds 
of individual people. It is analogous to classical 
(genetic) linkage disequilibrium (the nonrandom 
association in an individual’s gametes of alleles 
of unlinked loci, i.e., loci on different chromo-
somes). We label the self-reinforcing elements of 
cultural assortative sociality “cultural self-rein-
forcement.”

Boyd and Richerson (1985) recognized that a 
cultural trait and the socially learned preference 
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for others with the same trait can become coupled 
within individuals. They explored in mathemati-
cal models this coupling’s positive effect on the 
rapid spread within a culture, and divergence be-
tween cultures, of cultural traits. McElreath et al. 
(2003) also recognized this coupling’s role in the 
divergence of ethnic cultural markers. We extend 
this earlier research by connecting their ideas to 
those comprising the parasite-stress theory of so-
ciality.

Empirical evaluation of cultural linkage dis-
equilibrium is straightforward. Consider a human 
society with a cultural repertoire consisting of 
the following: prefer local people as mates and 
as beneficiaries of aid, prefer natal locale, dislike 
and avoid strangers (out-group people). Each of 
these values may be possessed exclusively by 
different groups of the society in one extreme. 
In another extreme, all the values may be within 
the minds of all societal members. The degree 
to which the items correspond to the cognitive 
preferences within individuals versus between 
individuals or groups is the magnitude of cultural 
linkage disequilibrium. The prediction is that as 
parasite adversity increases across human cul-
tures there will be an elevated cultural linkage 
disequilibrium among traits of assortative social-
ity and an elevated covariation within individuals 
of alleles for local parasite resistance and local 
cultural behaviors of behavioral immunity.

Thus, the parasite-stress theory includes vari-
ous subtle mechanisms of defense against local 
parasites that enhance the basic defense pro-
vided by cultural immunity behaviors (philopa-
try, xenophobia, and social preferences for local 
conspecifics). These enhancements involve the 
coupling of these immunity-providing behav-
iors with each other and with genetic immunity, 
mutual reinforcement of all traits involved, and 
self-reinforcement of preferences for others with 
behavioral immunity. The theory also implies: 
(a) mechanisms that promote the evolution and 
adaptive significance of nepotism (through local 
reproduction and associated increased related-
ness of local people), which promotes parochial 
embeddedness and reliability of the local social 
network, (b) increased frequency of new mutants 
for resistance, and (c) reduced parasite transmis-
sion and virulence.

Additional Evidence Supporting the 
Parasite-Stress Theory of Sociality

Above we mentioned several published empirical 
findings that support the parasite-stress theory of 
sociality. In this section, we discuss some addi-
tional supportive empirical results from the liter-
ature. The cultural variable collectivism–individ-
ualism is a major variable in psychology and so-
ciology for describing cross-cultural differences 
in values. This unidimension corresponds closely 
with what political scientists call the rightist–left-
ist or conservatism–liberalism, dimension with 
high collectivism mapping on to high conserva-
tism (low liberalism) and low collectivism map-
ping on to high liberalism/individualism (Fincher 
and Thornhill 2012b). Fincher et al. (2008) hy-
pothesized that regional differences in parasite 
adversity proximately cause variation in this di-
mension of values, with the following reasoning. 
The values and behaviors that define collectiv-
ism, such as ethnocentrism, xenophobia, and in-
terdependent thinking dictated by the cognitive 
preferences of the in-group and related confor-
mity with traditional ideas and ways, provide 
antiparasite defenses, and thus are optimal under 
conditions of high parasite adversity. Collectiv-
ist values and behavior, we reasoned, function in 
behavioral immunity. In contrast, individualism 
confers benefits upon individuals such as person-
al autonomy and independent thinking, openness 
to new and nontraditional ideas and ways, and 
willingness to interact with a diversity of people. 
These individualistic/liberal traits, however, have 
the cost of an enhanced likelihood of contracting 
infectious disease. Thus, the lower the parasite 
stress, the greater the benefits of individualism 
relative to its costs. Specifically, Fincher et al. 
(2008) predicted a positive correlation between 
parasite stress and collectivism (negative with in-
dividualism) across cultures.

Across multiple measures of collectivism–in-
dividualism, Fincher et al. (2008) found, as hy-
pothesized, that worldwide variation in parasite 
stress robustly predicted cross-national values 
of collectivism–individualism. Within regions 
with high severity of infectious diseases, human 
cultures are characterized by high collectivism, 
whereas regions of low parasite stress cultures 
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are highly individualistic. This pattern remained 
statistically significant when controlling for po-
tential confounding variables, including societal 
wealth, population size, and latitude.

Subsequently, Thornhill et al. (2010) com-
puted separate indices assessing the number 
of human parasitic diseases in each of the two 
distinct categories, nonzoonotic and zoonotic, 
and examined the extent to which each index 
uniquely predicted cross-national differences in 
collectivism–individualism. The parasite-stress 
theory of values proposes that infectious diseases 
transmissible among humans (nonzoonotics) will 
be more important in predicting collectivism–in-
dividualism than those that humans can contract 
only from nonhuman animals and not subse-
quently pass to other humans (zoonotics). As 
hypothesized, nonzoonotics predicted uniquely 
cross-national differences in collectivist–individ-
ualist values. Zoonotic parasite richness contrib-
uted little to cross-national relationships between 
parasite adversity and these values. Thus, world-
wide variation in these values predicted by para-
site adversity appears to be attributable almost 
entirely to the prevalence of nonzoonotic dis-
eases. These cross-national results for numbers 
of diseases in the transmission categories in rela-
tion to collectivism–individualism were repeated 
with parasite-severity measures (measures of 
number of infectious-disease cases, not number 
of diseases). Nonzoonotic severity related much 
more strongly to collectivism–individualism than 
did zoonotic severity. Also, the measures of para-
sitic disease numbers were strongly and positive-
ly correlated with measures of parasite severity 
(Thornhill and Fincher 2014).

Moreover, across the 50 states of the USA and 
186 indigenous societies in the standard cross-
cultural sample, collectivism correlated positive-
ly with parasite stress (individualism negatively; 
Cashdan and Steele 2013; Fincher and Thornhill 
2012a). Furthermore, as with the cross-national 
results, collectivism across the US states corre-
lated more strongly with nonzoonotic than with 
zoonotic human diseases (Fincher and Thornhill 
2012a).

The “strength of family ties,” a measure of 
collectivism developed by Fincher and Thornhill 

(2012a) and focused on extended-family loyalty 
and support, also showed robust positive cor-
relation with parasite stress, across nations and 
across states of the USA. And, as predicted, in 
both the cross-national analysis and analysis 
across the US states, the strength of family ties 
was correlated more strongly with nonzoonotic 
infectious diseases than with zoonotic infectious 
diseases (Thornhill and Fincher 2014).

The potential confounds examined in our 
analyses did not change any of the conclusions 
we have mentioned. Also, the basic relationships 
of values and parasite stress are robust at region-
al levels both cross-nationally (e.g., Murdock’s 
six world regions) and across the USA (nine US 
census regions; Fincher et al. 2008; Fincher and 
Thornhill 2012a; Thornhill et al. 2010).

Guided by the parasite-stress theory of soci-
ality, we have also investigated religiosity (re-
ligious commitment and participation) across 
nations and states of the USA. We hypothesized 
that religiosity is a collectivist/conservative value 
that functions to enhance in-group embeddedness 
and in-group boundary formation and mainte-
nance and, hence, in defense against parasites. 
As hypothesized, the degree of religiosity at each 
of the two regional levels is strongly positively 
related to collectivism (negatively with indi-
vidualism) and parasite adversity (Fincher and 
Thornhill 2012a, b). Thus, religiosity reflects and 
promotes behavioral immunity (also see Terrizzi 
et al. 2012).

As mentioned, we have hypothesized that 
absence of dispersal (philopatry) is a behavior-
al immunity defense against contact with novel 
parasites harbored in out-groups and the habitats 
they frequent, and that philopatry is the optimal 
habitat preference under high parasite stress. 
Evidence in support of this hypothesis is seen in 
movement patterns of people from both cross-
national analysis (see Fincher and Thornhill 
2012a) and analyses across indigenous societies 
(Cashdan and Steele 2013; Fincher and Thornhill 
2008a).

With colleagues, we extended the parasite-
stress theory of sociality to explain cross-nation-
al variation in degree of democratization, gender 
equality, sexual permissiveness, and property 
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rights, and in personality (Fincher and Thorn-
hill 2012a; Thornhill et al. 2009, 2010; also 
see Gangestad et al. 2006; Schaller and Murray 
2008). Parasite stress and collectivism positively 
correlate with undemocratic (autocratic or au-
thoritarian) governance, sexual restrictiveness 
(especially in women), property rights’ restric-
tion to elites, and the personality traits of intro-
version and closed-mindedness to new experi-
ences. Hence, the behavioral immunity values 
characterizing collectivism give rise at the soci-
etal level to autocratic governance, illiberal sexu-
ality of women, restricted property rights, and 
certain personality traits.

In separate studies with a colleague, we 
showed that parasite stress positively predicts 
frequencies of civil and other intrastate warfare, 
revolutions, coups, and the absence of peace 
across countries of the world (Letendre et al. 
2010, 2012). This work supported our hypothesis 
that the collectivism generated by parasite adver-
sity, in particular the xenophobic component of 
collectivism, is a proximate cause of intergroup 
coalitional violence. Hence, this research indi-
cates that certain features of behavioral immunity 
are causes of warfare and other intergroup coali-
tional violence.

Recent research on conformity in relation to 
infectious-disease risk is another example of the 
generality of the parasite-stress theory of sociali-
ty and associated behavioral immunity. Conform-
ing to the beliefs and values of the majority has 
benefits and costs. Benefits of socially navigating 
in a conformist group include the predictability 
of the way people think and behave. Moreover, 
when conformity is coupled with aversion and 
prejudice toward those who do not conform to 
the majority behavior, as it typically is, confor-
mity will be protective against novel parasites in 
out-groups to which the conforming in-group is 
not immune (Fincher et al. 2008; Murray et al. 
2011; Murray and Schaller 2012; Wu and Chang 
2012). Costs of conformity include the low rate 
of generating and adopting ideas, especially ideas 
that are unfamiliar locally. However, preferring 
traditional ways of thinking and avoiding foreign 
ideas can be defenses against novel parasites 
in out-groups by way of reduced contact with 

out-groups. In line with this reasoning that con-
formity is an aspect of behavioral immunity, and 
supporting the parasite-stress theory of sociality, 
Murray et al. (2011) showed that cross-national 
variation in conformity correlates positively 
with parasite adversity. Also, using a Canadian 
and a Chinese sample, respectively, Murray and 
Schaller (2012) and Wu and Chang (2012) exam-
ined individual differences in conformity values 
and found that scores on the scale that measures 
perceived vulnerability to disease correlate posi-
tively with conformity. Each of these two studies 
also included experiments that made infectious-
disease risk salient to research participants. The 
participants immediately became more conform-
ist, but this change in values was not observed in 
control groups of participants, including controls 
presented with disease-irrelevant threat cues. In 
the Murray and Schaller study, the participants 
exposed to parasite-salient cues showed in-
creased positivism toward conforming others. 
Murray and Schaller’s and Wu and Chang’s find-
ings indicate that an individual’s perception of 
threat of infectious disease, arising either from 
individual differences in perceived vulnerability 
to disease or due to immediate stimuli of parasite 
presence, causes the individual to adopt conform-
ist values. The Murray and Schaller study also 
showed that individuals presented with cues of 
parasite presence in their immediate environment 
become prejudiced in favor of others with con-
formist values.

Other recent research also reveals the heuristic 
nature of the parasite-stress theory of sociality and 
associated behavioral immunity. Terrizzi et al. 
(2010, 2012) investigated individual differences 
in the relationship of disgust sensitivity with the 
conservative values of religiosity and prejudice 
against sexual minorities (homosexuals and bi-
sexuals). They reported that disgust sensitivity 
positively predicts these values and argued that 
disgust, religiosity, and prejudice against sexual 
out-groups are components of the human behav-
ioral immune system. In a complementary work, 
Clay et al. (2012) showed that individual differ-
ences in disgust sensitivity and perceived vulner-
ability to disease positively correlate with col-
lectivism and several other variables that reflect 
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conservativism (e.g., traditionalism, conformity, 
and importance of societal stability and security). 
Moreover, Terrizzi et al. (2013) conducted a me-
ta-analysis of 22 studies of individual differences 
in components of collectivism or of conservatism 
in relation to perceived vulnerability to disease 
or disgust sensitivity. They reported robust posi-
tive relationships among the variables. Consis-
tent with our arguments and with the evidence 
presented above, Terrizzi et al. (2013) concluded 
that conservative values are defenses that reduce 
contact with infectious diseases.

Inspired by the parasite-stress theory of soci-
ality, Reid et al. (2012) made a significant dis-
covery for the scholarly discipline of linguistics. 
Reid et al. researched disgust sensitivity in rela-
tion to sound perception of dissimilarity to self’s 
accent of foreign-accented English. Americans 
of high disgust sensitivity rated foreign-accented 
English as more dissimilar to their own accent 
than did Americans of low disgust sensitivity, 
even though the study participants were listening 
to the same speakers. The study also showed that 
research participants who viewed parasite-salient 
stimuli perceived a greater difference in foreign-
accented English compared to their own accent, 
but participants viewing other threat stimuli 
(unrelated to parasite threat) did not. Given the 
positive relationship between conservatism and 
disgust (e.g., Terrizzi et al. 2013), these results 
imply that conservatives perceive greater differ-
ences between in-group and out-group spoken 
language than do liberals. We hypothesize from 
the parasite-stress theory of sociality that the 
greater sensitivity of high-disgust people to dif-
ferences between us and them, which was docu-
mented by Reid et al. for accents, may extend to 
many differences outside of language, such as the 
perception of value differences, skin color, and 
behavior. Such perception biases may underlie 
the xenophobia-sensitivity of conservatives.

Prokop et al. (2010a, b) showed that the 
human behavioral immune system includes 
avoidance and regulation of contact with pets 
that pose human infectious-disease threats. 
Research subjects in Turkey reported lower rates 
of pets-in-home (which included dogs) than did 
Slovakians; parasite stress is higher in Turkey 

than in Slovakia. Furthermore, in the same study, 
in each of the two countries, having pets in the 
home was related negatively with individual dif-
ferences in perceived vulnerability to disease.

Billing and Sherman (1998) and Sherman and 
Billing (1999) hypothesized that the value people 
place on the use of spices in cooking is a defense 
against food-borne human parasites. To test this, 
they investigated the types and numbers of spices 
used in recipes across many regions of the world. 
They found that temperature positively corre-
lates with anti-pathogen spice use across regions. 
Regional temperature is a useful surrogate for 
parasite stress, with warmer equating with more 
parasite adversity (Billing and Sherman 1998; 
Guernier et al. 2004). Later research by Murray 
and Schaller (2010) reported a robust positive re-
lationship across countries between spice use and 
parasite stress per se. Additional evidence that 
spicing foods is a form of behavioral immunity 
has been found by Prokop and Fačovičová (2011). 
They showed that individual differences in pref-
erence for and use of spiced food corresponded 
with concern about infectious diseases. Individu-
als who are high in worry about contagion (high 
scorers on the perceived-vulnerability-to-disease 
scale) had stronger preference for and greater 
consumption of spicy foods than individuals who 
are low on concern about contagion.

The parasite theory of sexual selection was 
proposed by Hamilton and Zuk (1982). It treats 
the component of sociality involved in compe-
tition for mates and mate choice and hence is a 
subtheory of the parasite-stress theory of social-
ity. The parasite theory of sexual selection argues 
that variation among individuals in genetic im-
munity to parasites and related phenotypic qual-
ity gives rise to sexual selection, which favors 
resistant individuals. Relative resistance of in-
dividuals is honestly depicted in traits such as 
the rooster’s comb and the peacock’s tail, and in 
humans in the traits affecting sexual attractive-
ness, especially developmental stability (bilateral 
symmetry) and the sexually dimorphic hormone 
markers on the face and body (estrogen markers 
in women and testosterone markers in men; see 
Thornhill and Gangestad 2008).
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Gangestad and Buss (1993) and Gangestad 
et al. (2006) conducted cross-national research 
inspired by the parasite theory of sexual selection 
that empirically linked human mate choice, par-
asite stress, and behavioral immunity. They re-
ported a positive correlation across countries be-
tween human parasite stress and the importance 
people place on physical attractiveness (good 
looks) in mate choice. This finding was hypoth-
esized from their reasoning that physical attrac-
tiveness is a certification of genetic resistance to 
parasites—good genes for parasite resistance—
and hence is expected to be valued more in high 
than low parasite-stress regions (see Thornhill 
and Gangestad 2008 for a review of literature on 
the positive relationship between attractiveness 
and genetic quality in humans.)

Consistent with this finding, DeBruine et al. 
(2012) showed that high parasite stress evokes in 
women an enhanced mate preference for facially 
masculine men and hence for men’s facial mark-
ers of phenotypic and genetic quality. Women’s 
preference for testosteronization/masculinity of 
the male faces correlates significantly and posi-
tively with parasite stress across countries and 
across the US states. In related research, Jones 
et al. (2013a) linked masculinity preferences of 
women to pathogen disgust sensitivity. They 
reported that, in women, pathogen disgust posi-
tively correlates with their attractiveness ratings 
of masculinity in men’s faces, bodies, and voices. 
In other research, Jones et al. (2013b) showed 
men’s preferences for femininity in women’s 
faces, also apparent markers of phenotypic and 
genetic quality, were positively correlated with 
men’s pathogen disgust sensitivity.

Research findings reported by de Barra et al. 
(2013) reveal more about the mechanisms of the 
behavioral immune system that act during indi-
viduals’ ontogeny and account for the regional 
differences in priority of good looks in mate 
selection. Compared to adults with a low infec-
tious-disease ontogenetic history, adults with a 
childhood background of high infectious disease 
incidence showed stronger attractiveness prefer-
ence for mates with enhanced sex-typical facial 
hormone markers, and hence with relatively high 
phenotypic and genetic quality, including para-
site resistance.

Little et al. (2010) experimentally presented 
to research participants pictures of high and ab-
sent parasite salience, after which they recorded 
the participants’ attractiveness ratings of human 
faces that varied in symmetry and hormone mark-
ers. Symmetry, like sex-specific hormone mark-
ers in the face, is a likely marker of phenotypic 
and genetic quality. Little et al. found that people 
who were exposed to cues of high contagion risk, 
compared to those seeing no contagion risk, im-
mediately showed increased attractiveness pref-
erences for opposite-sex individuals with greater 
sex-specific hormone markers and symmetry. 
Young et al. (2011) replicated the Little et al. 
finding for symmetry.

Lee and Zeitsch’s (2011) research indicates 
that women primed to perceive contagion in their 
current environment immediately adjusted their 
mate preferences for men with resources versus 
men with high genetic quality. Showing women 
contagion cues activated the aspect of their be-
havioral immune system that increases their psy-
chological preference for a mate of high genetic 
quality and reduces their preference for a mate 
with resources to provide.

Welling et al.’s (2007) research, like that of 
Gangestad et al., DeBruine et al., Jones et al., de 
Barra et al., Little et al., and Lee and Zeitsch, in-
dicates that physical attractiveness judgments are 
a part of the behavioral immune system. Welling 
et al. reported that men and women who perceived 
themselves to be more vulnerable to infectious 
disease had stronger attractiveness preferences for 
healthy faces than did individuals who perceived 
themselves to be less vulnerable to disease.

As a theory of cultural diversity, the parasite-
stress theory of sociality informs the processes 
causing new cultures to originate. We propose 
that, given the ecological localization of host 
defenses against parasites, the components of 
assortative sociality—limited dispersal, ethno-
centrism, and xenophobia—by functioning in 
parasite avoidance and management, fraction-
ate or segment and also factionalize an original 
culture’s range and thereby contribute to the in-
dependence of the resulting segments (Fincher 
and Thornhill 2008a, b). Thus, the parasite-stress 
theory of sociality includes a hypothesis about 
the genesis of cultural or ethnic diversity.
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Accordingly, infectious diseases can trans-
form an ancestral culture into new cultures that 
arise side by side and without segmentation of 
the ancestral culture by a geographic barrier. We 
have called the process involved “the parasite-
driven wedge” (Fincher and Thornhill 2008a, b; 
Thornhill and Fincher 2013a). The geographical-
ly localized host–parasite races and correspond-
ing localized behavioral immunity traits are the 
basic features of the wedge. The new additions 
to the parasite-stress theory of sociality presented 
earlier in this chapter are important too in the gen-
esis of new cultures by the wedge mechanism. 
Thus, the parasite-driven wedge consists of be-
haviors (philopatry, xenophobia, and preference 
for in-group transaction and embeddedness), the 
coupling within individuals of these immunity-
providing behaviors with each other and with 
genetic immunity, mutual reinforcement of the 
traits involved, and self-reinforcement of assorta-
tive sociality. The wedge subdivides an ancestral 
species or culture and thereby pushes segments 
apart, creating new cultures in the absence of 
segmentation created by mountains or other geo-
graphic barriers.

Several predictions of the parasite-driven 
wedge hypothesis have been supported empiri-
cally. We have shown that the numbers of en-
demic religions (both major religions and eth-
noreligions), as well as the numbers of endemic 
languages, across contemporary countries world-
wide, are related strongly and positively to para-
site stress (Fincher and Thornhill 2008a, b). Also 
consistent with this aspect of the parasite-stress 
theory of sociality was the earlier finding by 
Cashdan (2001) that high parasite-stress regions 
have more indigenous ethnic groups than low 
parasite-stress regions. Our own and Cashdan’s 
research on the diversity of human cultures across 
the world indicates that the behavioral immune 
system is a cause of the genesis of new cultures.

An Alternative Hypothesis: Host 
Manipulation by Parasites

For completeness, we consider a causally dis-
tinct alternative hypothesis for aspects of human 
sociality that we propose are adaptations of 

behavioral immunity. In numerous parasite–host 
associations, the parasite manipulates the host’s 
psychology, behavior, or external morphology 
as an adaptation to increase transmission to new 
hosts (Moore 2002). This is in the reproductive 
interests of the parasite, but often maladaptive 
for the host. Effective host manipulation is seen 
in a wide range of parasite types, from viruses 
and bacteria to fungi and helminths (“worms”), 
and in a wide range of host taxa. The nature of 
parasitic host-manipulation adaptations depends 
on whether the parasite has a direct or an indirect 
life cycle. In the case of a parasite with an indi-
rect life cycle, the parasite’s host-manipulation 
adaptations function to increase the intermediate 
host’s probability of being eaten by a species of 
predator that is the definitive host of the para-
site––that is, the host in which sexual reproduc-
tion of the parasite occurs. In the case of direct 
life cycle parasites (those without an intermediate 
host), the host-manipulation adaptations function 
to transmit the parasite to susceptible members of 
the host species. Humans are not known to be the 
host of any parasite that is transmitted by preda-
tion of humans to a definitive host. Nonetheless, 
the host-manipulation strategy of parasites to in-
crease direct transmission among members of a 
host species is a possibility for human parasites. 
A recent study by Rode et al. (2013) reported that 
brine shrimp increase temporary grouping behav-
ior (referred to as swarming) when parasitized 
and that this promotes transmission of the parasite 
involved among group members. This raises the 
question: Is in-group assortative sociality (ethno-
centrism, xenophobia, and philopatry) produced 
by a parasite-manipulation adaptation that func-
tions to promote transmission to new local hosts?

There are good reasons to reject the parasite-
manipulation hypothesis applied to human as-
sortative sociality. The hypothesis requires that 
in-group sociality will be maladaptive for hosts 
and adaptive for the parasite by promoting para-
site transmission (Poulin 2010). This is negated 
in the human case by the diverse and copious 
evidence indicating that the values compris-
ing in-group sociality are effective means of 
avoiding and managing infectious diseases and 
are thereby functional for human hosts in high 
parasite-adversity regions. Furthermore, as we 
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explained, the in-group values and associated 
local reproduction promote the evolution of ge-
netic immunity to the parasite, which reduces 
host-to-host transmission of a parasite in an in-
group; the reduced transmission, in turn, selects 
for reduced parasite virulence.

Concluding Comments

The parasite-stress theory of sociality is a rela-
tively new perspective on human social psychol-
ogy and behavior. As an ecological and evolu-
tionary theory of values or core preferences it 
applies widely across domains of human social-
ity and human affairs. It has produced a cornu-
copia of newly discovered patterns and informed 
previously described patterns in the behavior of 
individuals and in features at the level of cultures 
and regions. It is a general theory of sociality. 
We have addressed its application to nonhuman 
animal sociality in Fincher and Thornhill (2008a) 
and Thornhill and Fincher (2013a), and have ad-
dressed the recent criticisms of the theory ap-
plied to human sociality in Fincher and Thornhill 
(2012b) and Thornhill and Fincher (2013b).

Fundamental to the theory is the behavioral 
immune system. In this chapter, we have ex-
plained that the human behavioral immune sys-
tem is not restricted to psychological features and 
behaviors for avoiding contact with infectious 
disease. It includes behaviors of in-group social 
preference, altruism, alliance, and conformity 
that manage the negative effects of infectious dis-
eases; mate choice to increase offspring defense 
against parasites; the regulation of interaction 
with pets; culinary behavior; and components of 
personality. The contagion-avoidance aspect of 
behavioral immunity is richer than usually con-
ceived as well, as it includes the preference for 
local region (philopatry) and hence avoidance 
of foreignness in people and places where novel 
parasites may occur. Furthermore, it is unlikely 
that any features of human behavioral immunity 
are adaptations of parasites for increasing trans-
mission to new hosts because the behavioral 
immune system promotes genetic immunity to 
parasites and results in reduced transmission of 
parasites within the in-group.
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Happiness is presumably the key ingredient in 
quality of life. It has been a focal topic in phi-
losophy for thousands of years, but only recently 
have several lines of scientific inquiry approached 
the issue. In the social sciences, the subject is 
typically referred to as positive psychology, and 
measured by questionnaires probing subjective 
well-being (Diener et al. 2003; Seligman et al. 
2005). Based on an evolutionary perspective, the 
term Darwinian happiness has been used in an 
attempt to understand why evolution endowed the 
human species with the capacity to have pleasant 
and unpleasant experiences (Grinde 2002, 2012). 
Neuroscientists have been able to locate and 
describe some of the neural networks involved 
(Leknes and Tracey 2008). The present chapter 
draws on these lines of investigation in an attempt 
to generate a model of what happiness is about.

In certain traditions within philosophy and 
psychology, happiness is viewed as either 
hedonic, which reflects sensual pleasures, or 
eudemonic, which is a question of flourishing 
and experiencing inner contentment (Deci 
and Ryan 2008). The dichotomy typically 
differentiates between pleasure derived from the 
senses and forms of “deeper” satisfaction. The 
latter is associated with having a meaningful life 
and appears to be partly equivalent to the mental 
condition referred to as “flow” (Csikszentmihalyi 

1990). I argue that key neural structures are 
engaged regardless of the causes of pleasure 
or pain, and regardless of whether the positive 
emotions would be conceived as hedonic or 
eudemonic. Apparently, these structures first 
evolved in the early amniotes (i.e., ancestors of 
present reptiles, birds, and mammals) and their 
purpose was to create a more advanced platform 
for orchestrating behavior.

The Concept of Brain Modules

Modules as Units of Evolutionary 
Function

The brain has been shaped by evolution to 
provide various functions. Thus, a possible 
approach aimed at understanding the brain is to 
consider it as divided into numerous modules 
(Nesse 2008; Philipson 2002). Each module 
deals with a particular need that arose during our 
evolutionary history and can be engaged when 
required, somewhat like a Swiss army knife. 
Unlike the knife, a particular brain module may 
involve dispersed neural circuitry, and the same 
nerve cells may be active in several modules. 
The concept of modules simply provides an 
alternative, evolution-based framework for 
organizing present knowledge in neurobiology 
and psychology. Neuronal networks are the 
physical substrate for brain modules, but the 
actual anatomical location and neurochemistry 
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of the neurons involved in any given function is, 
at best, vaguely understood. Moreover, how to 
categorize modules is to a large extent a question 
of whether to lump related functions together or 
divide them into sub-modules.

Some 300 million years ago, evolution built 
a new type of module that gave the organism the 
capacity to experience feelings and, as a by-prod-
uct, early forms of consciousness (Grinde 2013). 
Prior to that time, behavior was likely produced 
more in terms of reflexes, fixed action patterns, 
and nonemotional instincts.

Nervous systems most likely first appeared 
more than 600 million years ago to control 
locomotion in early multicellular animals (Jékely 
2011). Primitive, bilaterian nervous systems 
were presumably akin to those still found in, for 
example, nematodes. Their primary purpose was 
either to direct the organism toward something 
or to cause aversion, as exemplified by obtaining 
food and escaping danger, respectively. These 
two alternatives—attraction and aversion—are 
still a key ingredient in even the most advanced 
brains; that is, as a reasonable approximation, 
the brain directs attention and actions either 
toward or away from particular situations and 
opportunities. Evolution gradually designed 
more advanced control mechanisms to motivate 
behavior. Feelings, in the form of brain rewards 
and punishments, arose for that purpose (Watson 
and Platt 2008). In effect, they work as a 
“common currency” that allows the organism 
to weigh advantages against risks; for example, 
in relation to whether one ought to hunt down a 
large prey (Cabanac 1979). In short, whatever 
is detrimental for the organism (or the genes) 
is given a negative value—it feels bad, whereas 
whatever helps survival and reproduction feels 
good. The brain is set up to weigh the expected 
outcomes of actions based on the principle of 
maximizing positive feelings. The brain modules 
involved in generating positive or negative affect 
are hereafter referred to as mood modules.

Mood Modules

Rewards elicit approach and consummatory be-
havior, whereas punishment elicits avoidance; 

pleasure and pain represent the accompanying, 
subjective hedonic value. In some situations, the 
instigations have an immediate effect on behav-
ior, but they also help classify information rel-
evant for dealing with future choices—the plea-
sure of success helps the organism remember that 
the strategy worked, whereas the pain of failure 
suggests a change in strategy. Based partly on in-
nate dispositions and partly on past experience, 
the organism learns what is likely to yield either 
pleasure or pain.

It seems pertinent to define happiness as the 
net output of the mood modules, but the defi-
nition requires clarification. Mood is here con-
sidered to be an aspect of the mind that moves 
up or down a scale that ranges from pleasant to 
unpleasant. Positive and negative affect may be 
used somewhat synonymously with rewards and 
punishment, or with mood value. Affect, how-
ever, like emotion, typically focuses on the par-
ticular functional role (for example, love, grief, 
or anger), whereas mood points to the actual 
positive or negative quality of affects, emotions, 
and sensations. As will be discussed below, there 
are independent neuronal networks regulating the 
particulars of each type of emotion or sensation, 
but they converge on partly shared structures re-
sponsible for their mood value.

Positive mood is best understood as depending 
on two distinct modules, referred to as seeking (or 
wanting) and liking (the feelings associated with 
the actual consumption; Berridge 2003; Panksepp 
1998). Even in primitive organisms, seeking and 
liking presumably reflect two independent func-
tions: The animals are instigated first to search for 
relevant items in the environment, such as food, 
and subsequently to devour. As the two functions 
were separated at an early stage in the evolution 
of nervous systems, they are expected to have dis-
tinct neurobiology, which appears to be the case 
(Kringelbach and Berridge 2009).

The various mood modules need to cooper-
ate to orchestrate behavior. A minor pain should, 
for example, not ruin the chance for a major re-
ward; thus, the pain should be subdued to direct 
the mind toward the benefit. Similarly, a small 
reward is not worth a life-threatening situation, 
and should consequently be ignored to secure es-
cape. As reviewed by Leknes and Tracey (2008), 
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various lines of research have demonstrated these 
principles. Pleasure-related analgesia implies 
suppression of pain, whereas various forms of 
pain reduce or obliterate the capacity to experi-
ence gratification, a condition referred to as an-
hedonia.

The Neurobiology of Mood Modules

The neurobiology of brain rewards and pun-
ishments has been covered in recent reviews 
(Kringelbach and Berridge 2009; Leknes and 
Tracey 2008; Russo and Nestler 2013). Below is 
a brief outline.

The main neurotransmitters involved in the 
mood modules—dopamine, serotonin, and opi-
oids—apparently serve the homologous func-
tions of attraction and avoidance even in the most 
primitive, nonemotional neural system, such as 
that of nematodes (Chase and Koelle 2007; 
Nieto-Fernandez et al. 2009). This observation 
strengthens the notion that the human mood 
modules represent an evolutionary expansion of 
processes involved in directing animals either to-
ward opportunities or away from dangers.

For the mammalian brain, there are extensive 
data pertaining to the neuroanatomical correlates 
of mood modules. The information is based on 
a range of techniques, including various types 
of brain scans, neurochemical modulators, and 
electrical stimulation—exploring both humans 
and animals. The more ancient neural circuit-
ries involved are located in subcortical parts of 
the brain, such as the thalamus, hypothalamus, 
amygdala, nucleus accumbens, and the ventral 
tegmental area. The cortical extensions include 
the orbitofrontal, lateral prefrontal, and anterior 
cingulate structures. The subcortical parts are 
presumably essential for generating positive and 
negative feelings, and the cortex enables con-
scious awareness as well as a capacity to modu-
late. The various sub-modules involved in mood 
have apparently retained a partly shared neuro-
biology with regard to anatomical features and 
neurochemistry. This observation testifies to their 
common evolutionary origin, as well as to the 
need for a close collaboration between rewards 
and punishment to derive optimal behavioral 

instigations. Although the various mood modules 
have shared features, it is possible to describe 
distinct neurobiology for the two pleasure mod-
ules (seeking and liking) and the pain module. 
For example, the opioid system serves a key role 
in liking, whereas dopaminergic nerve cells are 
important in the seeking module (Leknes and 
Tracey 2008).

There is cumulating evidence supporting the 
notion that the various forms of pleasures and 
pains converge on key neurobiological features. 
For example, experiencing envy of another per-
son’s success activates pain-related circuitry, 
whereas experiencing delight at someone else’s 
misfortune ( schadenfreude) activates reward-
related circuits (Takahashi et al. 2009). Similarly, 
being excluded or treated unfairly activates pain-
related neural regions (Eisenberger et al. 2003; 
O’Connor et al. 2008). On the other hand, posi-
tive social feelings—such as obtaining a good 
reputation, being treated fairly, or cooperating 
with others—offer rewards similar to those ob-
tained from desirable food (Izuma et al. 2010; 
Tabibnia et al. 2008).

Several parts of the brain are engaged in 
generating reward-related experiences, but only 
a few “hotspots” are known to cause enhanced 
pleasure upon direct stimulation (Smith and Ber-
ridge 2007). These hotspots are found in struc-
tures such as the nucleus accumbens and the 
ventral pallidum. The same regions appear to be 
involved in both liking and seeking, but whereas 
opioids and cannabinoids stimulate liking, dopa-
mine amplifies seeking. Their subcortical loca-
tion supports the notion that the mood “motor” is 
subcortical, whereas the cortical regions act more 
like a “dashboard” (Grinde 2012).

Understanding Happiness

An Evolutionary Perspective

The evolutionary advantage of feelings rests with 
the power of a more flexible response to envi-
ronmental challenges, which may have helped 
ancestral animals survive under varying and 
unexpected conditions. In other words, install-
ing rewards and punishment was a strategy that 
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promoted adaptive behavior by improving the 
plasticity of response. The individual animal 
would, in effect, select an option based on the 
expected hedonic value of various alternatives, 
the expectations being based on innate guidance 
and on previous experiences. Over time, the indi-
vidual would learn to adjust behavior according 
to the potential harvest of pleasure, which—in 
a natural environment—should reflect what is 
best for the genes. The prospect of happiness, 
and very likely the capacity for consciousness 
(Grinde 2013), appears to be no more than pecu-
liar side effects of this evolutionary strategy.

Various lines of evidence suggest that feel-
ings first appeared in the amniotes some 300 
million years ago (Cabanac et al. 2009). Pre-
sumably, evolution gradually expanded the role 
of the mood modules moving toward present 
mammals. Not only did the mood increase in 
strength, but the modules also became engaged 
in an increasing variety of situations. This expan-
sion probably correlated with an increase in the 
size and significance of the cortex, while sub-
cortical elements of the modules were retained. 
The subcortical elements may deliver a tonus of 
positive and negative feelings, while the cortex 
adds the “flavor” associated with the various 
experiences. A good meal, for example, produces 
a rather different impression compared to the joy 
of an aesthetic object, yet the pleasure itself may 
in both cases be generated by the same reward 
circuitry. In other words, brain mechanisms in-
volved in the instigation of fundamental behav-
ior, such as eating or sex, also cater to behavior 
considered specific to humans, such as enjoying 
music or gossiping. Evolution has apparently 
erected all pleasures and pains on the same neu-
robiological framework.

It may be hypothesized that with the advent of 
more advanced cognitive functions, such as those 
reflected in self-awareness and free will, a further 
enhancement of the mood value was called for, as 
the individual might otherwise use the elevated 
level of free will to choose options that diverge 
from the interest of the genes. That is, the higher 
cognitive functions imply a gain in flexibility, 
but at the risk of ending up with behavior that 
is less conducive to reproduction—particularly if 

the environment changes. The conjecture implies 
that humans may have the capacity to be the most 
happy—and most unhappy—of any animal. The 
assumption is in line with the observation that 
endorphins, key neurotransmitters in relation to 
reward and pain, are expressed at higher levels in 
human brains as compared to other apes (Cruz-
Gordillo et al. 2010). Perhaps, the capacity for 
happiness has been boosted in the human lineage 
by sexual selection; that is, people may have pre-
ferred partners displaying good mood.

Cognitive Control

The function of the mood modules can be de-
scribed as telling the individual whether it is on 
the right or wrong track toward survival and re-
production. In humans, however, there is a con-
siderable element of cognitive assessment that 
influences what is construed as beneficial or 
detrimental. Collecting stamps may not improve 
the chance of survival, but it is possible to prime 
the brain to accept that finding a rare stamp is 
the most important thing to do and, consequently, 
harvest a solid reward for doing so. The human 
mind is susceptible to this sort of learning and 
molding. In an environment that differs from 
what evolution has prepared us for, such as an 
industrialized society, the system easily causes 
behavior at odds with the interest of the genes; 
fortunately, however, not necessarily at odds with 
maximizing happiness.

The mood modules may be activated directly 
from a sensory experience, such as tasting sweet 
food or burning a finger, or cognitive modulation 
may intervene to the effect of either subduing 
or enhancing the rewarding or punishing feel-
ings. Minor alterations in a situation or a line of 
thought—whether due to conscious input, sub-
conscious brain activity, or external factors—can 
change the net effect abruptly from a positive to 
a negative experience. Fear, for example, is nor-
mally an unpleasant feeling because it is meant to 
keep you away from dangerous situations. If you 
see something resembling a snake on the ground 
in front of you, it creates an unpleasant startle. 
When, upon closer examination, you realize it 
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is only a twig, the relief is pleasant. In certain 
situations, the fear itself may be pleasurable—
a mountaineer appreciates the adrenalin kick of 
the challenge of a dangerous mountain. The link 
between danger and the reward module is ex-
plained in evolutionary terms by the advantage 
of occasionally facing treacherous situations, 
for example, in connection with hunting. If the 
climber loses control over the situation, the feel-
ing abruptly turns disagreeable.

Grief provides another interesting example. 
Normally, this is a negative experience, as it is 
evoked by events that are unfortunate for the 
genes, such as the loss of a child or support sys-
tem. The brain reacts by marking the occurrence 
as something you should learn to avoid. But grief 
also serves a purpose in that it may help the in-
dividual overcome the situation; furthermore, as 
the emotion is visible in the face, it can be used 
to elicit support. The idea that grief may improve 
fitness implies that, in the appropriate context, 
the individual is served by engaging in the emo-
tion and a reward is necessary to instigate this 
state of mind. In other words, grief may feel 
either good or bad. When your own situation is 
not jeopardized, the rewarding facet of grief may 
overwhelm the negative aspects, which helps ex-
plain why people willingly attend sad movies. 
O’Connor et al. (2008) have shown that although 
grief normally activates pain-related areas of the 
brain, in some people it activates reward centers.

The above examples illustrate that it is not ob-
vious whether a particular situation will add or 
subtract to the level of happiness; that is, whether 
the situation will activate positive or negative 
mood modules. Various factors, including the 
context and the cognitive assessment, can move 
the experience toward being either pleasant or 
unpleasant.

Setpoint of Happiness

Much of daily conscious activity has only lim-
ited relevance for the level of happiness. Simply 
put, people do not experience life as a stream of 
either good or bad events, but rather as a relative-
ly steady state. Mood may move slightly up or 

down, as when respectively working on an inter-
esting task or feeling bored. Occasional incidents 
may cause a particular surge of pleasure or pain. 
In short, for most of the day the mood modules 
do not dominate the mind; however, that does not 
mean they are inactive. It seems more pertinent 
to envision a permeating tonus of mood caused 
by the net, (more or less) steady-state activity of 
the reward and punishment modules. This steady-
state tonus presumably reflects what some scien-
tists refer to as a setpoint of happiness (Lykken 
2000). Although it is easy to find a stimulus that 
sends happiness temporarily beyond the setpoint, 
it is more difficult to enhance the setpoint itself.

The human mind receives a vast variety of 
input. Some information is received by the sense 
organs and reaches consciousness via the corre-
sponding processing centers; other input is inter-
nally initiated, for example, hunger and thirst as 
part of a homeostatic system. Most inputs—as 
well as the experiences, thoughts, and sensations 
they generate—may connect with the mood mod-
ules, but only some have sufficient impact to be 
consciously regarded as pleasure or pain. Occa-
sionally, the effect on mood can be considerable, 
but it is still not recognized; one example is when 
a situation causes a person to worry without any 
conscious awareness of the apprehension. The ac-
tivity of the positive and negative mood modules 
can change without even alerting the conscious 
brain; that is, both external and internal signals 
can have an impact on emotions in the absence of 
attention (Tamietto and de Gelder 2010).

Default Contentment

According to the present model, both hedonic 
and eudemonic forms of happiness operate via 
the same mood modules of the brain. The idea is 
supported by the presumed prudence of the evo-
lutionary process, meaning that it seems unlikely 
that evolution devised several independent sys-
tems aimed at putting the mind in a positive (or 
negative) state. Moreover, as pointed out above, a 
shared “reward circuitry” appears to be involved 
in all types of pleasure, including those often 
considered as eudemonic, such as friendship and 
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compassion. The observation that people suffer-
ing from anhedonia have reduced ability to ex-
perience any form of happiness further supports 
the contention (Gorwood 2008; Kringelbach and 
Berridge 2009).

On the other hand, the above reasoning does 
not imply that the hedonia–eudemonia dichoto-
my is unwarranted, as the sources and nature of 
eudemonia may differ appreciably from typical 
hedonic pleasures. Whereas the early nervous 
systems responded primarily to the basal require-
ments of life (e.g., danger, food, and mating), in 
the human lineage the complexity and repertoire 
of behavioral instigations have expanded consid-
erably. For example, having a “meaningful life” 
typically produces a pleasant feeling, presumably 
because evolution has attached positive feelings 
to utility: We are rewarded for doing something 
the brain considers constructive. Finding a mean-
ing of life is considered a eudemonic type of con-
tentment. In short, the types of positive affects 
considered to be eudemonic may simply reflect a 
subset of the vast array of stimuli that connect to 
a common reward motor.

Hedonism, in the form of sensual pleasures, 
tends to be frowned upon in Western society. 
This sentiment makes sense in that the pleasures 
associated with eudemonia have some preferred 
characteristics: They tend to be either more last-
ing, less likely to cause harm by misuse, or con-
sidered virtuous by being beneficial to society. 
Thus, the penchant for eudemonic values may 
reflect an attempt to coach people toward choos-
ing particular types of rewards. The list would 
include those more likely to ensure optimal long-
term happiness, and those favored due to social 
or political priorities.

There is one more feature as to the design of 
the brain that helps explain why people tend to 
consider eudemonia as different from hedonia. 
In the absence of adverse factors, humans (and 
other mammals) are apparently designed to be 
in a good mood—what has been referred to as 
a default state of contentment (Grinde 2004). It 
is most probably in the interest of the genes to 
reside in a body/mind with a positive attitude to 
life, as this condition is more likely to instigate 
pursuits required for survival and procreation. 

The individual is more willing to take the trouble 
of looking for food or a mate if in a good mood. 
In support of the notion of default contentment, 
there is considerable data suggesting that people 
tend to be happy and optimistic (Diener and 
Diener 1996; Lykken 2000). The point is reflected 
in their tendency to gamble, as well as in their 
personal assessment of happiness; when asked 
about subjective well-being, people claim (on the 
average) to be on the happy side of neutral.

The default contentment is likely to be 
associated with eudemonia rather than hedonia, 
as it does not require any pleasurable stimuli, 
and is not detrimental for the individual or the 
community. Furthermore, retaining this state of 
mind is probably more important for the level 
of happiness than pursuing typical hedonic 
pleasures. Hedonic stimuli are generally fleeting 
and often at odds with long-term happiness, while 
a positive default state implies a continuous and 
wholesome source of satisfaction. It seems likely 
that the default contentment simply reflects that 
the mood modules are designed to operate with a 
net positive value as long as the negative modules 
are not activated. That is, in a person with proper 
mental health, whose basal needs are cared for, the 
setpoint of happiness is positive. The construct 
referred to as “eudemonic happiness” apparently 
combines this default state of contentment with 
positive stimuli regarded as wholesome, such as 
friendship, empathy, and a meaning of life.

Implementing Happiness

Consciousness implies a capacity to influence 
affective neural activity and, thus, to some ex-
tent control how we feel. In theory, we have the 
opportunity to manipulate the mind, and conse-
quently our level of happiness. In practice, how-
ever, most people are swayed by environmental 
stimuli, as well as by processes initiated in the 
subconscious parts of the brain. In short, it is 
within the design of the brain to allow us to in-
fluence the modules involved with positive and 
negative feelings, but having the desired impact 
requires special knowledge and skills.
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The more common causes of reduced mental 
quality of life are related to excessive activity of 
the punishment modules, particularly in the form 
of anxiety, depression, and chronic pain (Wittch-
en et al. 2011). This observation presumably 
reflects that these sub-modules easily become 
distorted in industrialized societies. Even a sub-
clinical level of unwarranted activity is likely to 
diminish happiness. Thus, the diagnosable condi-
tions may be the tip of the iceberg as to reduced 
quality of life. As expected, psychological indi-
cators suggest that a tendency toward anxiety or 
depression correlates negatively with subjective 
well-being (Nes et al. 2008; Watson and Nara-
gon-Gainey 2010).

The size and strength of muscles improve 
upon exercise, and a similar effect is also seen in 
neuronal tissue (Pascual-Leone et al. 2005). The 
expansion of relevant brain areas upon use is eas-
ily demonstrated in animals where it is possible 
to apply experimentally controlled stimuli and 
subsequently remove the brain for anatomical 
analyses (Hensch 1999), but the general princi-
ple has been confirmed in humans. For example, 
hippocampal gray matter is increased as a conse-
quence of exercising navigational skills (Maguire 
et al. 2000). It seems reasonable to assume that 
by exercising a brain module—that is, activating 
it regularly—the module will tend to be strength-
ened and have a concomitant greater impact on 
consciousness. For instance, by regularly stimu-
lating the fear module, one is more likely to end 
up suffering from excessive activity of this mod-
ule meaning that one is more likely to become 
anxious. This point has been documented in con-
nection with research on early life stress (Bremne 
and Vermetten 2001).

Anxiety may be regarded as perverted activ-
ity of the fear module, whereas depression is 
presumably a question of similar hyperactivity 
in a “low mood” module. Although fear has an 
obvious biological function, it is less clear why 
humans need a module for low mood. A likely 
purpose is to help direct the individual toward 
reasonable strategies of living, particularly in 
relation to social life and task achievement. For 
the Paleolithic hunter-gatherer, a lack of a strong 
social network would be a serious threat to sur-

vival. The low mood induces a negative feeling 
(loneliness) to teach the individual to seek com-
panionship with others. The low-mood module 
is probably also activated when unsuccessful in 
a task. Physical pain is a permeating feature of 
amniotes and important for survival. Interesting-
ly, the prevalence of chronic pain is reported as 
even higher than that of anxiety and depression 
(Breivik et al. 2006; Wittchen et al. 2011).

Unwarranted activity in these three sub-mod-
ules tends to diminish rewarding sensations and 
demolish the default state of contentment. Pre-
venting or treating these conditions is arguably 
the most compelling way to improve happiness 
in society. Indeed, the prevalence of diagnosable 
cases is considerable, but excessive, nonfunc-
tional activity probably bothers a much larger 
percentage of the population. It may manifest 
itself as undue rumination on worries, a vague 
gloom, or occasional aching.

As pointed out above, neural circuits are 
“exercised” by frequent activation. This is useful 
in the case of improving navigational skills, but 
unfortunate when the result is to enhance the 
activity of negative emotions. As the default 
mood is positive, well-being depends primarily 
on avoiding excessive activity in the punishment 
modules. The first years of life are by far the most 
relevant when it comes to molding the brain. 
Early environment is consequently of primary 
importance for laying the foundations for later 
emotional life—and well-being. The plasticity 
of the human brain allows adults to compensate 
for a less than optimal childhood, but for the 
average person childhood experiences will have a 
considerable impact (Shonkoff and Phillips 2000).

The problem with the punishment modules 
is that their function implies they are easily trig-
gered: For the sake of the genes, it is more im-
portant to avoid a threatening situation than to 
exploit a potential benefit. In other words, you 
react faster and more intensely to the sight of a 
snake than the sight of a fruit. Negative feelings 
are therefore easily exercised. The high preva-
lence of anxiety and depression may reflect that 
the present way of handling infants in industrial-
ized society is not optimal for the development of 
these modules (Grinde 2005).
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Presumably, there are particular neural circuits 
whose function is to either switch on or switch 
off the various modules. In nature, a frightening 
situation will generally resolve itself within 
a short time. To avoid that the accompanying 
fear obstructs other activities, the fear module 
will subsequently be turned off. Inappropriate 
development of the fear function (i.e., anxiety) 
presumably results when the “on-button” is 
exercised, but not the “off-button.” A reasonable 
therapeutic strategy would therefore be to 
exercise the capacity to turn off the punishment 
modules.

It is also possible to exercise the reward mod-
ules in order to improve the mood tonus or set-
point of happiness. Meditation appears to be a 
relevant exercise in this respect. Certain forms 
of meditation, such as that based on the Tibetan 
Buddhist tradition, have been claimed to install 
in the brain a sufficiently strong reward module 
to allow for a positive sentiment regardless of the 
external situation (Ricard 2007). The positive ef-
fect of meditation is partly substantiated by mea-
suring activity in brain centers associated with 
rewards in Buddhist monks (Lutz et al. 2004).

Final Comments

Once evolution established emotions as an up-
graded version of behavioral control, the mood 
modules became an integral part of the brain. 
Happiness can be construed as the net output 
of these modules integrated over a lifetime. The 
more salient feature of this model is that it points 
toward a strategy for improving the quality of 
life. A key element in this respect is the idea that 
appropriate “brain exercise” can lead to an en-
hancement of relevant nerve circuitry.

Other mammals apparently have more or 
less the same repertoire of feeling that we find 
in humans, including the capacity for a wide 
range of pleasure and pain (Panksepp 1998). 
The positive and negative mood values may 
be stronger in humans, but the more important 
difference is that humans have the competence 
to understand, and to use that insight to make 
the most of the situation. According to an 

evolutionary theory of happiness, strategies for 
improvement should focus primarily on how to 
reduce the activity of the punishing sub-modules 
(particularly anxiety, depression, and pain), and 
secondarily on how to stimulate reward modules. 
The reason why the former should be the main 
target is that in the absence of punishing activity, 
happiness will prevail in the form of the default 
state of contentment.
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Personality psychology and evolutionary game 
theory may not seem to be closely connected. 
Evolutionary game theory is a set of tools for 
helping us understand the evolution of social 
behavior; personality psychologists are mostly 
interested in comprehensively describing 
consistent individual differences between 
people (and in predicting the ramifications of 
these differences for various life outcomes). 
Traditionally, evolutionary game theory has 
been used by biologists in their pursuit of 
understanding the evolutionary origins of animal 
behavior, but has received much less attention 
from psychologists trying to understand human 
behavior. Conversely, the study of personality 
and individual differences has been a prime 
interest of psychologists, but has largely been 
neglected by biologists.

In recent years, however, this has changed 
and the study of individual differences has 
become a hot topic in various subdisciplines 
within biology. In particular, behavioral studies 
across the animal kingdom have revealed that 
the individuals in virtually all species differ 
systematically and consistently in their behavior 
(Gosling 2001; Sih et al. 2004a, b; Réale et al. 

2007). This has produced a literature in which 
these differences are not only described but also 
interpreted from an evolutionary perspective. A 
number of hypotheses about the evolutionary 
emergence of individual variation have been 
advanced. Recent years have also seen increased 
attention to evolutionary explanations of 
personality differences in psychology, but these 
literatures have remained segregated (although 
some cross-references have certainly been made 
(e.g., Nettle and Penke 2010)). In comparison to 
psychologists, biologists base their arguments 
more strongly on formal theory, and in particular 
on evolutionary game theory, when suggesting 
explanations for individual differences.

In this chapter, we show that evolutionary 
game theory is a suitable tool to study the adaptive 
significance of individual differences. To do this, 
we first give a brief overview of evolutionary 
game theory and the study of individual 
differences in both humans and animals. Next, we 
discuss a number of evolutionary arguments that 
provide an adaptive explanation for the existence 
of individual differences and the structure of 
personalities. Most of these explanations are 
based on models from evolutionary game theory. 
Then, we discuss the evolutionary implications 
of personality differences for the course and 
outcome of evolution. By means of examples, 
we demonstrate that evolutionary predictions 
(including those of evolutionary game theory) 
can be far off target when individual differences 
are neglected.
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Evolutionary Game Theory

For many decades, economists have used game 
theory as their main tool for modeling and ana-
lyzing strategic interactions. Economic game 
theory (Rasmusen 2007) is generally normative; 
it is aimed at identifying optimal decisions, as-
suming that all involved parties act according to 
their own interests and in line with Homo eco-
nomicus (i.e., fully rational and with unlimited 
computational ability). The central concept is 
that of Nash equilibrium: a combination of strate-
gies where none of the players can obtain a better 
payoff by changing their behavior (Nash 1951).

Maynard Smith and Price (1973) realized that 
the insights from game theory could be applied 
to studying interactions between animals in evo-
lutionary biology. For this, the concept of Nash 
equilibrium had to be adjusted. To apply it to 
animals, the definition of equilibrium could no 
longer be based on assumptions of rationality, 
but rather on fitness considerations. To achieve 
this, they introduced the concept of evolution-
arily stable strategy (ESS). If all individuals in a 
population adopt an ESS, natural selection does 
not favor the invasion of any mutant strategy that 
is initially rare.

Evolutionary game theory is based on the 
insight that selection in a social context is 
“frequency dependent” (Heino et al. 1998): The 
Darwinian fitness of a strategy does depend not 
only on an individual’s own behavior but also on 
the behavior of others in the population. This has 
important implications. For example, Maynard 
Smith and Price presented an evolutionary game 
theoretical model of animal conflict nowadays 
called the Hawk–Dove game (Maynard Smith 
1982; Maynard Smith and Price 1973, see 
Fig. 34.1 for the payoff structure of this game). 
Pairs of individuals compete for a resource, and 
each individual has to decide whether to do this in 
a relatively peaceful ritualized manner (“Dove”) 
or to employ dangerous weapons (“Hawk”)1. 
When a Dove meets a Hawk, it is overpowered 
by the Hawk and gives away the resource 

1 Notice that Hawk and Dove indicate strategies and not 
different species of animals; evolutionary game theory is 
typically concerned with interactions within one species.

without fight. The mean fitness of a population 
is maximized in the absence of Hawks, since 
Hawk–Hawk interactions may lead to injury and, 
hence, a reduction in fitness. Yet, a population 
of Doves is not evolutionarily stable, since in a 
population of Doves a single Hawk has a higher 
fitness than the Dove individuals. As long as 
Hawks are rare, they will typically meet Doves 
and therefore easily get access to the resource. 
Hence, the Hawk strategy will have a selective 
advantage and will spread when rare. When the 
Hawk strategy becomes more frequent, however, 
the risk of injury by getting involved in a Hawk–
Hawk interaction increases. If the fitness costs 
of such injuries are high, the Dove strategy will 
have a selective advantage in a population of 
Hawks and, hence, will also spread when rare. 
Consequently, neither a pure Dove population 
nor a pure Hawk population is evolutionarily 
stable. The only evolutionarily stable population 
is a mixture of Hawks and Doves, or a population 
in which each individual plays Hawk and Dove 
with some intermediate probability. This simple 
example illustrates two points. First, when 
fitness is frequency dependent, evolution will 
typically not lead to a state where the mean 
fitness of the population is maximized; in the 
majority of all social interactions, such fitness 
maxima are not evolutionarily stable. Second, 
frequency-dependent selection will often lead 
to a polymorphic population where different 
individuals employ different strategies. Since the 
1980s, the Hawk–Dove game has been studied 
widely—sometimes “disguised” as other games 
that have the same basic payoff structure, such as 
the Snowdrift game (which is framed as a context 
of cooperation rather than conflict; see Fig. 34.1).

Evolutionary game theory has been used to 
study many types of interactions (Broom and 
Rychtár 2013; Maynard Smith 1982), but the 
game that has received by far the most scientific 
attention is the Prisoner’s Dilemma (Axelrod 
and Hamilton 1981). This game exemplifies why 
cooperation may be difficult to achieve, even if 
mutual cooperation is more beneficial for all par-
ties than mutual restraint from cooperation. In the 
Prisoner’s Dilemma, two players simultaneously 
decide on whether to “cooperate” or to “defect.” 
If a player cooperates, the other player receives a 
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benefit b, while the cooperator has to pay a cost c 
(where b c> ). A defector does not create benefits 
and does not have to pay a cost (see Fig. 34.1). 
Since b c> , the payoff in case of mutual coop-
eration (b c− ) is larger for both players than the 
payoff in case of mutual defection (zero). Yet, 
defection is a dominant strategy: Whatever the 
other player is doing, defection yields a higher 
payoff than cooperation (see Fig. 34.1). This 
outcome reflects the “Tragedy of the Commons” 
(Hardin 1968): At evolutionary equilibrium, 
everybody will defect, while mutual cooperation 
would be a more favorable outcome.

Matters change if the same two players interact 
with each other repeatedly (the Iterated Prisoner’s 
Dilemma (IPD) game). Now more sophisticated 
strategies can emerge that make the behavior 

of an individual dependent on the history of the 
game and, in particular, on the cooperativeness 
of the other player. Human players often employ 
a simple strategy called tit-for-tat (TFT; Axelrod 
and Hamilton 1981). TFT always cooperates un-
less the other player has defected in the previous 
round; in that case, a TFT player defects in the 
next round. Hence, a population of TFT players 
will always cooperate, but since this cooperation 
is conditional on the behavior of the other player, 
a TFT player can less easily be exploited by a 
free-riding defector. Notice that superior features 
of a conditional strategy like TFT may not be im-
mediately apparent to an outside observer, since 
a population of TFT players behaves in exactly 
the same way as a population of indiscriminate 
cooperators. This is another general insight from 
game theory: crucial aspects of a successful strat-
egy may be hidden below the surface.

While TFT plays a prominent role in treat-
ments of the IPD, this strategy is vulnerable, 
since the slightest mistake made by one of two 

 

Fig. 34.1  Payoff structures of three prominent two-play-
er games. Payoffs to the row player are shown; arrows in-
dicate the best choice for the row player for both possible 
actions of the column player. a The Hawk-Dove game: 
two individuals are competing for a resource of value b. 
Hawks pursue the resource aggressively, while Doves try 
to resolve the conflict peacefully, and retreat from the 
conflict when competing with a Hawk. c denotes the cost 
of getting injured in a Hawk-Hawk fight. In this game, 
it is usually assumed that c > b, in which case it is most 
favorable to play Dove when the opponent plays Hawk, 
and vice versa. Hence, neither a population of Hawks 
nor a population of Doves is evolutionarily stable. The 
evolutionarily stable strategy (ESS) for this game corre-
sponds to a mixed strategy where individuals play Hawk 
with a probability p b cH = / . b The Snowdrift game: two 
individuals decide whether to perform a cooperative act 
that benefits both players (with benefit b, regardless of 
whether one or both individuals perform it), but comes at 
a cost of c. If both players cooperate, they share the cost. 
In this game, it is usually assumed that b > c. The ESS 
corresponds to a mixed strategy where individuals coop-
erate with probability (2 2 ) /(2 )Cp b c b c= − − . c The Pris-
oner’s Dilemma game: two individuals decide whether to 
perform a cooperative act that provides a benefit b to the 
other player, and comes at a cost c to the cooperator. As 
in the Snowdrift game, it is usually assumed that b > c. 
Defect is always the best option, regardless of the behav-
iour of the other player. Therefore, the ESS is to cooperate 
with probability pC = 0 .
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interacting TFT players results in a sequence 
of alternations between cooperation and defec-
tion. Other strategies, notably “generous tit-for-
tat,” which only retaliate against defection with 
a certain probability, and “Pavlov,” which starts 
with cooperation and switches behavior when the 
other player defected in the previous round (the 
name “Pavlov” refers to the fact that the strategy 
continues behavior that is “rewarded” with good 
payoffs, but switches behavior after bad payoffs) 
have been found to be relatively robust outcomes 
of evolutionary simulations (Nowak and Sig-
mund 1992, 1993). However, even in this simple 
kind of interaction, the evolutionary dynamics 
can be complex. This reflects the fact that the 
IPD and virtually all games with a rich strategic 
structure have a multitude of Nash equilibrium 
strategies. In fact, for any outcome between 0 
(mutual defection) and b − c (mutual cooperation) 
a Nash equilibrium can be found that realizes 
it. This “folk theorem” of game theory (Gintis 
2009) is still underappreciated in the behavioral 
sciences, although it has important implications. 
First, it is not self-evident that the iteration of a 
cooperation game leads to mutual cooperation; 
there are many alternative equilibrium outcomes. 
Second, the fact that many game models have a 
huge number of potential Nash equilibria makes 
the choice of equilibrium (i.e., equilibrium selec-
tion; Samuelson 1997) a much harder task than 
the identification of Nash equilibrium strategies. 
Even rational players who are able to compute all 
possible equilibrium strategies have to find ways 
to coordinate their behavior and to settle on one 
of these strategies. Personality may be important 
for resolving the coordination problems that are 
associated with the complexities of social inter-
actions (discussed below).

There are numerous examples of evolutionary 
game theoretical analyses that have led to insights 
that can be overlooked when developing arguments 
without a basis in formal techniques (McNamara 
and Weissing 2010). A striking example is bipa-
rental care, in which a male and a female have to 
decide whether they should care for their common 
offspring, or invest their reproductive effort else-
where. An evolutionary game theoretical model 
by McNamara and Houston (2002) found that the 
outcome of the interaction depends on the order 

of decision making of the players. Figure 34.2 
shows the payoffs to the male and the female for 
a generalized version of this model, contingent on 
the decisions of each parent to either care for the 
young or desert the nest. If both parents make their 
choice simultaneously, the female should always 
care, because this is the best response, both if the 
male cares and if he deserts. Consequently, given 
the fact that the female cares, the male will desert. 
However, if the female decides first, the situation 
changes, because the male now knows the decision 
of the female. The male does best to respond to the 
female’s desertion by caring, and to her caring by 
desertion. Because of this, the female chooses be-
tween a situation in which she cares and the male 
deserts, and a situation in which the male cares and 
she deserts. Because the latter situation is the best 
outcome for her, the female will desert, and the 
male will respond by caring. Although the male 
has more information than the female in the lat-
ter situation, this works to his disadvantage. This 

Fig. 34.2  Payoffs to the female a and the male b in a pa-
rental care game (inspired by a game considered by Mc-
Namara and Houston 2002). In this model, B represents 
the benefit of biparental care, b represents the benefit of 
uniparental care, c represents the cost of providing care, 
and a represents the fitness accrued through additional 
mating (we assume that such extra-pair mating opportuni-
ties are only available to males). In the model, B > b > c 
and B < 2b (uniparental care provides more benefit per in-
vested effort than biparental care). In the example (digits 
shown in red), we assume that B = 6, b = 4, c = 1, and a = 2
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shows that having more information can have neg-
ative consequences.

Although evolutionary game theory has gen-
erated valuable insights over the years, there are 
also limitations of the approach. Game theoretical 
analyses focus on fitness considerations, without 
regard for the mechanisms that underlie traits. 
This has been referred to as the “phenotypic 
gambit”: sacrificing realism of mechanisms for 
tractability of the evolutionary process. It fits 
in the tradition in biology to separate questions 
of proximate causation (How is a trait caused 
by immediate factors? What are the underlying 
mechanisms?) from ultimate causation (Why did 
a trait emerge in evolution? Why does it provide a 
fitness advantage?; Mayr 1961; Tinbergen 1963). 
However, the relative neglect of mechanisms in 
evolutionary studies is receiving increasing criti-
cism (Bateson and Laland 2013; Fawcett et al. 
2012; Laland et al. 2011; McNamara 2013). 
Mechanisms are of particular importance when 
considering the evolution of social traits, because 
they influence the probabilities with which strat-
egies arise through mutation (van den Berg and 
Weissing, submitted). This is important, because 
in social contexts the success of a mutant strategy 
often strongly depends on the probability that it 
encounters itself in a resident population.

Another aspect of evolutionary game theory 
that has come under recent criticism is its focus 
on finding stable strategies for isolated contexts. 
Animals are faced with a complex and dynamic 
world, and it is unlikely that natural selection has 
equipped them with a perfect behavioral answer 
to every possible situation that they encounter 
(Fawcett et al. 2012, 2014). Indeed, animals 
often value immediate gains over long-term 
gains in a suboptimal way (Henly et al. 2008), 
make different decisions when there are “decoy” 
options available (Bateson and Healy 2005), 
and value food options differently depending on 
whether they were hungry when they previously 
encountered them (Marsh et al. 2004). Human 
behavior is also known to be subject to numerous 
psychological biases, causing them to deviate 
from rational behavior (Kahneman 2011; Tversky 
and Kahneman 1974). It seems likely that natural 
selection has equipped organisms with simple 

heuristics that perform relatively well when faced 
with a range of contexts (Gigerenzer et al. 1999).

Individual differences are often overlooked 
in evolutionary game theoretical analyses. Evo-
lutionary game theoretical models consider the 
fate of mutants in monomorphic resident popu-
lations. However, behavioral variation can have 
a profound effect on the outcome of evolution, 
for instance in the case of cooperative behavior 
(McNamara and Leimar 2010). If variation in a 
social trait is present in a population, it can be 
advantageous to be choosy about with whom to 
interact. If this social sensitivity indeed evolves, 
it may in turn affect the evolution of the social 
trait (Wolf et al. 2011). For this reason and others 
mentioned below, it is important to consider in-
dividual variation when constructing evolution-
ary game theoretical models (McNamara 2013; 
McNamara and Weissing 2010).

Human and Animal Personality

The study of individual differences has been one 
of the main areas of study in psychology for de-
cades. The field of personality psychology has a 
long and diverse history, its prominence reflected 
by the large number of scientific journals, books, 
and conferences dedicated to it today. The study 
of personality addresses individual differences in 
characteristics that are relatively stable over time, 
but how those characteristics should be defined 
and measured has remained a matter of contro-
versy (Engler 2009). Personality research is char-
acterized by a large variation in objectives. Much 
research is focused on comprehensively describ-
ing the individual variation in a population, but 
much research is also dedicated to correlating 
outcomes (in education, work, or personal life) 
with personality factors. Over time, a number 
of influential systems for describing personality 
variation have been devised, of which the five-
factor model (Digman 1990; McCrae and John 
1992; Tupes and Christal 1961) is the most used 
and confirmed. Personality is most often mea-
sured using self-report data, although ratings by 
others and behavioral observations are also used.
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In biology, research concerning individual 
differences is a more recent phenomenon. 
Individual differences between animals of the 
same species have long been ignored or treated 
as irrelevant behavioral noise. The idea that 
evolution does not lead to variation, but rather 
depletes variation and leads to a single optimal 
type, is likely to have contributed to this attitude. 
However, in the last few decades, evidence has 
accumulated that patterned variation in animal 
behavior (dubbed “coping style,” “behavioral 
syndrome,” or “animal personality”) occurs 
across a wide range of taxa (Gosling 2001; 
Groothuis and Carere 2005; Koolhaas et al. 
1999; Réale et al. 2007; Sih et al. 2004a; Wolf 
and Weissing 2012). Animal personality has been 
defined as behavioral variation that is consistent 
through time as well as across different contexts. 
It is defined in terms of measurable behavioral 
tendencies; the fact that self-report data are 
impossible with animals has helped avoid some of 
the controversy about the concepts of personality 
in psychology. Perhaps more importantly, animal 
personality research distinguishes itself from 
personality psychology by acceptance of the 
overarching framework of evolutionary theory. 
Questions are often inspired from an evolutionary 
perspective, and the relevance of different 
characteristics is determined accordingly.

In recent years, there has been some cross-
pollination between the fields of personality 
psychology and animal personality research, par-
ticularly in the development of theory to explain 
the evolution of individual variation (Buss 2009; 
Figueredo et al. 2005; Gosling 2001; Michalski 
and Shackelford 2010; Nettle 2006; Penke et al. 
2007). Recently, Nettle and Penke (2010) have 
argued that personality psychologists can ben-
efit much from behavioral ecology, especially 
in adopting an evolutionary perspective. They 
also argue that adopting the concept of the reac-
tion norm from biology (a rule that defines the 
response of an organism to environmental con-
ditions) can help solve the long-standing debate 
in psychology about whether personality or situ-
ational parameters are more important in shaping 
human behavior. Conversely, biologists can learn 
from the 100 years of experience that psycholo-

gists have with devising comprehensive descrip-
tions of behavioral variation. Some have argued 
that personality differences are especially preva-
lent in highly social species (Figueredo et al. 
1995, 2005; Penke et al. 2007). Since the evolu-
tion of social behavior is governed by frequency-
dependent selection, evolutionary game theory 
is a preeminent tool to formally study the evo-
lutionary emergence of personality differences. 
Moreover, the use of formal techniques such as 
evolutionary game theory is important for further 
developing verbal arguments, so that they mature 
into theories that generate testable predictions.

Evolutionary Causes of Personality 
Differences

Consistent individual differences are challenging 
to explain from an evolutionary point of view. 
First, there is the question of variation: Why are 
there individual differences between members of 
the same species, where one would expect evo-
lution to deplete variation, leading to a single 
optimal type? Second, there is the question of 
consistency: Why do individuals behave in the 
same way across different contexts and over their 
lifetime, instead of being flexible and optimally 
adapting their behavior to each specific circum-
stance? Adaptive explanations for individual dif-
ferences have started to emerge in both evolution-
ary psychology and evolutionary biology over 
the last two decades. In recent years, both fields 
have started recognizing the same evolutionary 
mechanisms that can lead to consistent variation. 
In biology more than in psychology, evolution-
ary explanations have often been backed by for-
mal theory—often evolutionary game theoretical 
models.

Buss (1984) remarked that evolutionary biol-
ogy and personality psychology are connected in 
an interesting way: personality psychology stud-
ies variation, which is the substrate that evolu-
tion acts on. Tooby and Cosmides (1990) argued 
that personality differences are unlikely to have 
resulted from natural selection, and consider per-
sonality variation to be random noise. However, 
since then, adaptive explanations for personality 
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differences have started emerging in the litera-
ture. Notable examples from psychology include 
the theories of sociosexuality (Gangestad and 
Simpson 1990) and sociopathy (Mealey 1995). 
The biological literature of the 1990s also saw 
an increased interest in adaptive explanations for 
variation in reproductive strategies (see Gross 
1997, for a review), often accompanied by evolu-
tionary game theoretical models, and other stud-
ies invoking adaptive arguments for individual 
differences (e.g., Morris 1998). More recently, 
Nettle (2006) took the first steps towards more 
explicitly connecting the fields of evolutionary 
biology and personality psychology by offering 
a number of potentially adaptive explanations for 
the variation in human personality using the five-
factor model.

Recent reviews from evolutionary psychol-
ogy (Buss 2009) and evolutionary biology (Wolf 
and Weissing 2010) reveal that a similar range of 
adaptive explanations for individual variation is 
currently being considered in both fields. Three 
types of adaptive explanations prominently figure 
in both reviews: (1) state-dependent behavior that 
is contingent on nonevolved differences, (2) envi-
ronmental heterogeneity in fitness optima through 
space and/or time, and (3) negative frequency-de-
pendent selection. These are not all the explana-
tions that are considered in either paper. Buss also 
includes costly signaling, but this can be consid-
ered as a subset of state-dependent behavior, and 
some nonadaptive explanations such as mutation 
load. Wolf and Weissing, in turn, also discuss the 
emergence of individual variation as a result of 
nonequilibrium dynamics. Below, we elaborate 
on these three explanations, and give examples 
of evolutionary game theoretical models that sup-
port each of them.

State-Dependent Behavior

The idea that individual variation may arise from 
underlying differences in state is not new. In fact, 
it is central to the handicap theory of sexual se-
lection (Zahavi 1975). In handicap models, it is 
assumed that there is some kind of variation in 
quality between males; either heritable (“good 

genes”) or nonheritable (e.g., the amount of 
resources a male has available to invest in off-
spring). In these models, evolution leads to the 
development of a costly indicator trait that sig-
nals quality in males, and a costly preference 
for the degree of exaggeration of that indicator 
trait in females. Thus, the measurable individual 
variation in the indicator trait is contingent on the 
underlying variation in male quality.

A more recent example is the idea that indi-
vidual differences in social dominance may re-
sult from minute differences in fighting ability, 
or even from chance asymmetries regarding who 
happens to win most fights early in life. Van Doorn 
et al. (2003) considered the iterated version of the 
Hawk–Dove game (see Fig. 34.1): The same two 
individuals repeatedly had to fight over resources 
and in each round could choose between playing 
Hawk or Dove. In the majority of their simula-
tions, a strategy emerged that resembles the so-
called winner–loser (WL) effect that has been de-
scribed in many animal populations (Chase et al. 
1994). According to this WL strategy, individuals 
play Hawk with a certain probability in their first 
rounds, until they are involved in a Hawk–Hawk 
interaction. From this round onwards, the winner 
of this interaction plays Hawk in all remaining 
rounds, while the loser sticks to playing Dove. 
If both players of an iterated Hawk–Dove inter-
action adopt the strategy WL, the outcome is a 
stable dominance convention: the individual that 
happens to win the first fight keeps obtaining the 
resource in subsequent interactions, while the 
other individual keeps losing the contest. This 
happens despite of the fact that there are no ini-
tial differences in strength or fighting ability. The 
evolved strategy WL is a strategic convention 
that leads to consistent individual differences in 
social dominance on the basis of a single event, 
the random assignment of a winner, or loser posi-
tion in one escalated fight.

Environmental Heterogeneity

If there is variation in fitness optima through 
space and/or time, this may lead to variation in 
behavior. However, exactly how phenotypic vari-
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ation is expected to emerge depends on the de-
tails of the situation (Wolf and Weissing 2010). 
If individuals have reliable knowledge of their 
environment and the costs of adapting behavior 
to environmental conditions are low, phenotypic 
plasticity is likely to evolve. In this case, the re-
sulting individual variation is a consequence of a 
form of state-dependent behavior, where “states” 
correspond to environmental conditions. If infor-
mation on the environment is noisy or the costs of 
plasticity are high, polymorphism will typically 
arise, where different types of individuals coexist 
that are adapted to some but not all environmental 
conditions. This polymorphism may reflect either 
genetic diversity (different genotypes specifying 
phenotypes adapted to different conditions) or a 
bet-hedging strategy (where a single genotype 
produces phenotypically variable offspring).

Olofsson et al. (2009) present an evolutionary 
model to explain the evolution of bet-hedging 
strategies. In their model, a population of indi-
viduals is living in a temporally variable envi-
ronment. The variation between years is imple-
mented as a variable minimal weight for the 
viability of offspring; any offspring below that 
threshold does not survive. In addition, only a 
limited number of offspring can survive in each 
year. In the model, each individual can produce 
the same total weight of offspring, but has three 
genes to determine how many offspring to pro-
duce. One gene determines the average weight 
of one offspring, one determines the variability 
in weight among offspring in a given year, and 
one determines the variability in weight between 
years. The outcome of evolution in the model is 
that individuals produce variable offspring both 
within and across the generations. The result is 
a population in which there are individual differ-
ences in size, that are not conditional responses 
to the current environment, but that are also not 
based on a genetic polymorphism.

Frequency-Dependent Selection

Frequency-dependent selection is arguably the 
only ultimate explanation of the sustained per-
sistence of heritable variation. Competing strat-

egies will easily coexist (resulting in individual 
variation) if each strategy has a fitness advantage 
when occurring in a low frequency. Such a rare-
ness advantage arises, for example, in case of fre-
quency-dependent selection where the fitness of 
each strategy decreases with the frequency of this 
strategy in the population (“negative” frequen-
cy-dependent selection). Both Gangestad and 
Simpson’s (1990) theory of sociosexuality and 
Mealey’s (1995) theory of sociopathy are based 
on arguments of negative frequency dependence. 
Evolutionary game theory is a particularly use-
ful tool for studying the implications of negative 
frequency-dependent selection.

An example of a game theoretical model that 
explains the evolution of individual differences 
by negative frequency-dependent selection is 
the model of Johnstone and Manica (2011) for 
the emergence of leaders and followers (but see 
Weissing 2011). With their model, they consider 
a population in which individuals are grouped at 
random and have to play an n-person version of 
the game “battle of the sexes.” The original con-
text of this game is a situation where a couple has 
to decide how to spend their evening. The man 
would like to go to the prizefight, the woman 
would prefer to go to the ballet, but above all 
they want to spend their evening together. In the 
model, there is a group of individuals that each 
have their own preference, but also obtain bene-
fits when they coordinate on the same option with 
many fellow group members. Each individual has 
a genetically determined value of leadership: if it 
is high, the individual tends to choose their own 
preferred option; if it is low, the individual cop-
ies the most recent choice of a randomly selected 
group member. In this case, leadership is subject 
to negative frequency-dependent selection; the 
fewer leaders there are, the more it pays to be a 
leader. The outcome of their model is individual 
variation because of a genetic polymorphism in 
leadership; some individuals are leaders, some 
are followers. Indeed, for some parameter combi-
nations, as many as five different types can arise.

Overall, constraints play an important role in 
the evolution of consistent individual differences. 
If the optimal strategy cannot be attained, because 
of imperfect information, cognitive limitations, 
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costs of plasticity, or for whatever other reason, 
frequency-dependent selection will often lead 
to the emergence of consistent individual varia-
tion. For a simple way of illustrating this, again 
consider the Hawk–Dove game. If individuals 
can have mixed strategies (their strategy can be 
to play Hawk with a certain probability), evolu-
tion leads to the emergence of a single type (Wolf 
et al. 2011). However, the strategy space is con-
strained so that only pure strategies are allowed 
(individuals can only always play Hawk or al-
ways play Dove), evolution leads to a population 
that consists of some individuals that always play 
Hawk, and some that always play Dove. Because 
of a constraint on the flexibility of behavior, both 
variation and consistency in behavior emerge.

Most animals are faced with numerous dif-
ferent contexts throughout their lives, and they 
usually lack detailed information about the spe-
cific context that they are in. It is not difficult to 
see that informational and cognitive constraints 
render it close to impossible for animals to have 
a perfect behavioral response for each possible 
context that they may face. Instead, they often re-
sort to imperfect behavioral responses: general-
purpose mechanisms or “rules of thumb.” These 
imperfect mechanisms leave room to be exploit-
ed by other imperfect mechanisms, and individ-
ual variation can emerge as a result (Botero et al. 
2010). A recent empirical example of variation in 
general-purpose mechanisms in human behavior 
is individual variation in social learning strate-
gies (Molleman et al. 2014; Van den Berg et al. 
2015). These authors show experimentally that 
humans are different in the extent to which they 
are interested in social information. Moreover, 
there is variation in the type of information indi-
viduals are interested in; some try to identify the 
type of behavior that is associated with the high-
est payoffs, whereas others are only interested in 
finding out what the majority is doing. Interest-
ingly, these differences were consistent across 
a number of different contexts that the subjects 
were confronted with. This indicates that there 
may be limitations to flexibly adapting social 
learning strategies to each different context, po-
tentially explaining the observed variation.

Evolutionary Consequences  
of Personality Differences

Even though there has recently been interest in 
evolutionary explanations for personality dif-
ferences, questions concerning the evolutionary 
consequences of individual variation have re-
ceived less attention. However, as summarized 
in two recent reviews (Sih et al. 2012; Wolf and 
Weissing 2012), there are many potential eco-
logical and evolutionary consequences of the 
presence of behavioral variation in a population. 
Consequences of individual differences can im-
pact three qualitatively different domains. First, 
it can affect ecological parameters, such as popu-
lation density, the spatial distribution of different 
behavioral types over different habitats, and dis-
ease transmission dynamics. Second, it can affect 
qualitative aspects of the evolutionary process, 
such as evolvability, constraints on evolution, 
and the likelihood of evolution to lead to specia-
tion. Third, the presence of consistent individual 
variation can alter selective forces acting within 
populations. This latter consequence of consis-
tent individual variation is especially suited for 
analysis with formal techniques from evolution-
ary game theory. Below, we elaborate on the 
consequences of both consistency and individual 
variation for the outcome of evolution, giving ex-
amples of evolutionary game theoretical models 
in both cases.

Implications of Individual Variation

To illustrate the evolutionary consequences of 
individual differences, we can again refer back 
to handicap models of sexual selection (Zahavi 
1975). In those models, males signal their mate 
value (whether heritable or not) with a costly 
indicator trait. In response, a costly female pref-
erence for the extent of expression of this trait 
can emerge. Under the right circumstances, the 
benefits of such a preference (leading to mat-
ing with higher-quality males) will outweigh 
the cost of being choosy. However, a costly fe-
male preference can only be maintained if there 
is something to choose—there must be variation 
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between males for the preference to have a selec-
tive advantage. Without individual variation in 
male quality, female preference for the indicator 
trait will be lost from the population. As a result, 
male investment in the indicator trait also loses 
its selective advantage, and will also be lost. In 
summary, without individual differences in male 
quality, there can be no evolution of exaggerated 
indicator traits and female preferences for those 
traits. Noe and Hammerstein (1994, 1995) recog-
nized the importance of the evolution of choosi-
ness in “biological markets,” where one class 
of individual has something to offer for another 
class of individuals. They consider the case of 
mating, but also of cooperation and mutualism 
between different species. However, although 
variation is a prerequisite for any market to func-
tion, they do not explicitly consider the impor-
tance of variation in their models.

Recently, McNamara et al. (2008) developed 
an evolutionary game model that explicitly con-
siders the importance of individual variation 
for the evolution of choosiness in the context 
of cooperation. In the model, they consider a 
population in which pairs of individuals engage 
in a variant of the IPD. Each individual carries 
two genetically determined traits: degree of co-
operativeness and degree of choosiness. At the 
beginning of each interaction, both individuals 
simultaneously invest an amount of effort, which 
is determined by their degree of cooperativeness. 
Both individuals incur a cost for the amount of 
effort that they invest, but gain a benefit from the 
amount of effort invested by the other player. The 
degree of choosiness next determines the mini-
mal cooperative effort that is accepted from the 
other player. If the choosiness of both players is 
satisfied, the two players interact again—unless 
one of them does not survive to the next round, 
which happens with a small fixed probability. If 
the choosiness of at least one of the players is not 
satisfied, both players find a new interaction part-
ner, at a small cost. The outcome of the model is 
that the evolution of choosiness and cooperation 
strongly depend on the mutation rate, which de-
termines the amount of individual variation in the 
population. If the mutation rate is high enough, 
there are sufficient individual differences in co-

operativeness, which provides a selective advan-
tage for being choosy. Consequently, as a result 
of the evolution of increased choosiness, it pays 
to cooperate more, and high levels of coopera-
tiveness evolve. In contrast, if the mutation rate 
is too low, choosiness does not pay, and levels 
of cooperation remain low as a consequence. In 
summary, this model shows that the amount of 
individual variation that is present in a popula-
tion can profoundly affect the evolution of coop-
eration and choosiness.

Implications of Behavioral Consistency

As noted, many types of interactions have a huge 
number of Nash equilibria. Even if there are 
several Nash equilibria that are favorable for all 
individuals involved, the participants of an in-
teraction first have to zoom in on one particular 
equilibrium. In the absence of efficient and reli-
able communication, this may be a difficult task, 
corresponding to a “coordination game.” (A clas-
sic example of a coordination game with differ-
ent equilibria is whether to drive on the left side 
or the right side of the road; see McNamara and 
Weissing 2010.) Behavioral consistency can be 
helpful in solving problems of coordination. By 
being consistent, individuals can inform others 
about how they are likely to behave in the future. 
Others can use this information to choose their 
own behavior in such a way that successful coor-
dination is the result.

By means of an evolutionary game model, 
Wolf et al. (2010) show how consistency and 
responsiveness to consistency may arise in evo-
lution, and how a small amount of consistency 
may lead to the emergence of even more consis-
tent strategies. They model a population in which 
individuals are engaged in pairwise Hawk–Dove 
game interactions. Each individual has a geneti-
cally determined trait that dictates with what 
probability they play Hawk. As described before, 
the evolutionary outcome in the simplest version 
of this model is a population in which each indi-
vidual plays Hawk with some intermediate prob-
ability (the exact value depends on the specifics 
of the payoff parameters; see Fig. 34.1). In an 
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expanded version of the model, each individual 
also carries a gene that allows for social respon-
siveness. Responsive individuals watch their fu-
ture interaction partners in one interaction with 
a third individual and subsequently make their 
behavior contingent on the choice of strategy in 
this interaction: if the future interaction partner 
played Hawk, the responsive individual plays 
Dove, and vice versa. Surprisingly low levels 
of individual variation in the probability to play 
Hawk already provide social responsiveness with 
a selective advantage. The ensuing presence of 
responsive individuals in the population selects 
for consistency, since the best reply to the strat-
egy employed by responsive individuals is to 
stick to one’s previous behavior. In turn, respon-
sive individuals profit from the consistency of 
their interaction partners. Accordingly, there is a 
positive feedback loop: the more consistent indi-
viduals there are, the more it pays to be socially 
responsive, which can in turn lead to even greater 
consistency. In the end, a population may result 
that differs substantially from the original popu-
lation (e.g., in the frequency of Hawk–Hawk in-
teractions).

Conclusions and Future Directions

We have given a number of examples where evo-
lutionary game theory has been used as a formal 
tool to support arguments for the adaptive signifi-
cance of consistent individual differences. Both 
when studying the evolutionary causes and the 
consequences of consistent individual variation, 
evolutionary game models can be used to sharp-
en intuition, make arguments more precise, and 
help formulate predictions and new questions. 
Personality psychologists can benefit from the 
use of evolutionary game models in advancing 
our understanding of individual differences in 
human populations. Especially in humans, where 
the study of individual variation has a long and 
rich tradition, there is a huge amount of empirical 
substrate for formulating evolutionary hypoth-
eses that could benefit from formal approaches.

We have argued that a better understanding of 
evolutionary constraints is crucial for getting a 

better grasp on the evolution of individual varia-
tion. Mechanistic constraints are often (perhaps 
even always) at the basis of the evolution of 
heritable individual differences. However, de-
veloping such a theory of constraints is a rather 
unfamiliar practice to evolutionary biologists. 
Traditionally, evolutionary biologists have sepa-
rated proximate (how does it work?) and ultimate 
(why does it exist?) questions, and evolutionary 
models have reflected this separation in their ne-
glect of mechanistic constraints. However, there 
is now a growing appreciation that asking evo-
lutionary questions without regard for proximate 
mechanisms can be misleading. We contend that 
the study of the evolution of individual differ-
ences would be an ideal test case for the devel-
opment of a more mature theory of the relation 
between ultimate explanations and proximate 
mechanisms.

References

Axelrod, R., & Hamilton, W. D. (1981). The evolution of 
cooperation. Science, 211, 1390–1396.

Bateson, M., & Healy, S. D. (2005). Comparative 
evaluation and its implications for mate choice. Trends 
in Ecology and Evolution, 20, 659–664.

Bateson, P., & Laland, K. N. (2013). Tinbergen’s four 
question: An appreciation and an update. Trends in 
Ecology and Evolution, 28, 712–718.

Botero, C., Pen, I., Komdeur, J., & Weissing, F. J. 
(2010). The evolution of individual variation in 
communication strategies. Evolution, 64, 3123–3133.

Broom, M., & Rychtár, J. (2013). Game-theoretical 
models in biology. New York: Chapman & Hall.

Buss, D. M. (1984). Evolutionary biology and personality 
psychology: Towards a conception of human nature 
and individual differences. American Psychologists, 
39, 1135–1147.

Buss, D. M. (2009). How can evolutionary psychology 
successfully explain personality and individual 
differences. Perspectives on Psychological Science, 
4, 359–366.

Chase, I. D., Bartolomeo, C., & Dugatkin, L. A. (1994). 
Aggressive interactions and inter-contest interval—
how long do winners keep winning. Animal Behaviour, 
48, 393–400.

Digman, J. M. (1990). Personality structure: Emergence of 
the Five-Factor Model. Annual Review of Psychology, 
41, 417–440.

Engler, B. (2009). Personality theories (8th ed.). Belmont: 
Wadsworth.



462 P. van den Berg and F. J. Weissing

Fawcett, T. W., Hamblin, S., & Giraldeau, L. (2012). 
Exposing the behavioral gambit: The evolution of 
learning and decision rules. Behavioral Ecology, 24, 
2–11.

Fawcett, T. W., Fallenstein, B., Higginson, A. D., 
Houston, A. I., Mallpress, D. E. W., Trimmer, P. C., 
& McNamara, J. M. (2014). The evolution of decision 
rules in complex environments. Trends in Cognitive 
Sciences, 18, 153–161.

Figueredo, A. J., Cox, R. L., & Rhine, R. J. (1995). A 
generalizability analysis of subjective personality 
assessments in the stumptail macaque and the zebra 
finch. Multivariate Behavioral Research, 30, 167–197.

Figueredo, A. J., Sefcek, J. A., Vasquez, G., Brumbach, B. 
H., King, J. E., & Jacobs, W. J. (2005). Evolutionary 
personality psychology. In D. M. Buss (Ed.), 
Handbook of evolutionary psychology (pp. 851–877). 
New York: Wiley.

Gangestad, S. W., & Simpson, J. A. (1990). Toward an 
evolutionary history of female sociosexual variation. 
Journal of Personality, 58, 69–96.

Gigerenzer, G., Todd, P. M., & ABC Research Group. 
(1999). Simple heuristics that make us smart. New 
York: Oxford University Press.

Gintis, H. (2009). Game theory evolving. Princeton: 
Princeton University Press.

Gosling, S. D. (2001). From mice to men: What can 
we learn about personality from animal research? 
Psychological Bulletin, 127, 45–86.

Groothuis, T. G. G., & Carere, C. (2005). Avian 
personalities: Characterization and epigenesis. 
Neuroscience and Behavioural Reviews, 29, 137–150.

Gross, M. R. (1997). Alternative reproductive strategies 
and tactics: Diversity within the sexes. Trends in 
Ecology and Evolution, 11, 92–98.

Hardin, G. (1968). The tragedy of the commons. Science, 
162, 1243–1248.

Heino, M., Metz, J. A. J., & Kaitala, V. (1998). The 
enigma of frequency-dependent selection. Trends in 
Ecology and Evolution, 13, 367–370.

Henly, S. E., Ostdiek, A., Blackwell, E., Knutie, S., 
Dunlap, A. S., & Stephens, D. W. (2008). The 
discounting-by-interruptions hypothesis: Model and 
experiment. Behavioural Ecology, 19, 154–162.

Johnstone, R. A., & Manica, A. (2011). Evolution of 
personality differences in leadership. Proceedings of 
the National Academy of Sciences of the United States 
of America, 108, 8373–8378.

Kahneman, D. (2011). Thinking, fast and slow. New York: 
Farrar, Straus, and Giroux.

Koolhaas, J. M., Korte, S. M., De Boer, S. F., Van der 
Vegt, B. J., Van Reenen, C. G., Hopster, H., De 
Jong, I. C., & Blokhuis, H. J. (1999). Coping styles 
in animals: Current status in behavior and stress-
physiology. Neuroscience and Biobehavioral Reviews, 
23, 925–935.

Laland, K. N, Sterelny, K., Odling-Smee, J., Hoppitt, 
W., & Uller, T. (2011). Cause and effect in biology 
revisited: Is Mayr’s proximate-ultimate dichotomy 
still useful? Science, 224, 1512–1516.

Marsh, B., Schuck-Paim, C., & Kacelnik, A. (2004). 
Energetic state during learning affects foraging choices 
in starlings. Behavioural Ecology, 15, 396–399.

Maynard Smith, J. M. (1982). Evolution and the theory of 
games. Cambridge: Cambridge University Press.

Maynard Smith, J. M., & Price, G. R. (1973). The logic of 
animal conflict. Nature, 246, 15–18.

Mayr, E. (1961). Cause and effect in biology. Science, 
134, 1501–1506.

McCrae, R. R., & John, O. P. (1991). An introduction to 
the five-factor Model and its applications. Journal of 
Personality, 60, 175–215.

McNamara, J. M. (2013). Towards a richer evolutionary 
game theory. Journal of the Royal Society Interface, 
10, 20130544.

McNamara, J. M., & Houston, A. I. (2002). Credible 
threats and promises. Philosophical Transactions 
of the Royal Society: Biological Sciences, 357, 
1607–1616.

McNamara, J. M., & Leimar, O. (2010). Variation and 
the response to variation as a basis for successful 
cooperation. Philosophical Transactions of the Royal 
Society: Biological Sciences, 365, 2627–2633.

McNamara, J. M., & Weissing, F. J. (2010). Evolutionary 
game theory. In T. Székely, A. J. Moore, & J. 
Komdeur (Eds.), Social behaviour: Genes, ecology 
and evolution (pp. 109–133). Cambridge: Cambridge 
University Press.

McNamara, J. M., Barta, Z., Fromhage, L., & Houston, 
A. I. (2008). The coevolution of choosiness and 
cooperation. Nature, 451, 189–192.

Mealey, L. (1995). The sociobiology of sociopathy: An 
integrated evolutionary model. Behavioral and Brain 
Sciences, 18, 523–541.

Michalski, R. L, & Shackelford, T. K. (2010). Evolutionary 
personality psychology: Reconciling human nature 
and individual differences. Personality and Individual 
Differences, 48, 509–516.

Molleman, L., Van den Berg, P., & Weissing, F. J. (2014). 
Consistent individual differences in human social 
learning strategies. Nature Communications, 5, 3570.

Morris, D. W. (1998). State-dependent optimization of 
litter size. Oikos, 83, 518–528.

Nash, J. (1951). Non-cooperative games. Annals of 
Mathematics, 54, 286–295.

Nettle, D. (2006). The evolution of personality variation 
in humans and other animals. American Psychologist, 
61, 622–631.

Nettle, D., & Penke, L. (2010). Personality: Bridging the 
literatures from human psychology and behavioural 
ecology. Philosophical Transactions of the Royal 
Society B, 365, 4043–4050.

Noe, R., & Hammerstein, P. (1994). Biological markets—
Supply-and-demand determine the effect of partner 
choice in cooperation, mutualism and mating. 
Behavioral Ecology and Sociobiology, 35, 1–11.

Noe, R., & Hammerstein, P. (1995). Biological markets. 
Trends in Ecology and Evolution, 10, 336–339.

Nowak, M. A., & Sigmund, K. (1992). Tit-for-tat in 
heterogeneous populations. Nature, 355, 250–253.



46334 Evolutionary Game Theory and Personality

Nowak, M. A., & Sigmund, K. (1993). A strategy of win 
stay, lose shift outperforms tit-for-tat in the Prisoner’s 
Dilemma game. Nature, 364, 56–58.

Olofsson, H., Ripa, J., & Jonzén, N. (2009). Bet-hedging 
as an evolutionary game: The trade-off between egg 
size and number. Proceedings of the Royal Society B, 
276, 2963–2969.

Penke, L., Dennissen, J. J. A., & Miller, G. F. (2007). 
The evolutionary genetics of personality. European 
Journal of Personality, 21, 549–587.

Rasmusen, E. (2007). Games and information—
An introduction to game theory. New York: 
Wiley-Blackwell.

Réale, D., Reader, S. M., Sol. D., McDougall, P. T., 
& Dingemanse, N. J. (2007). Integrating animal 
temperament within ecology and evolution. Biological 
Reviews, 82, 291–318.

Samuelson, L. (1997). Evolutionary games and 
equilibrium selection. Boston: MIT Press.

Sih, A., Bell, A. M., & Johnson, J. C. (2004a). Behavioral 
syndromes: An ecological and evolutionary overview. 
Trends in Ecology and Evolution, 19, 372–378.

Sih, A., Bell, A. M., Johnson, J. C., & Ziemba, R. E. 
(2004b). Behavioral syndromes: An integrative 
overview. Quarterly Review of Biology, 79, 241–277.

Sih, A., Cote, J., Evans, M., Fogarty, S., & Pruitt, J. (2012). 
Ecological implications of behavioural syndromes. 
Ecology Letters, 15, 278–289.

Tinbergen, N. (1963). On aims and methods of ethology. 
Zeitschrift für Tierpsychologie, 20, 410–433.

Tooby, J., & Cosmides, L. (1990). On the universality of 
human nature and the uniqueness of the individual: 

The role of genetics and adaptation. Journal of 
Personality, 58, 17–67.

Tupes, E. C., & Christal, R. E. (1961). Recurrent 
personality factors based on trait ratings. USAF ASD 
Technical Report (no 61–97).

Tversky, A., & Kahneman, D. (1974). Judgment under 
uncertainty: Heuristics and biases. Science, 185, 
1124–1131.

Van den Berg, P., Molleman, L., & Weissing, F. J. (2015). 
Focus on the success of others leads to selfish behavior. 
Proceedings of the National Academy of Sciences of 
the United States of America. In press.

Van Doorn, G. S., Hengeveld, G. M., & Weissing, F. J. 
(2003). The evolution of social dominance—I: Two-
player models. Behaviour, 140, 1333–1358.

Weissing, F. J. (2011). Born leaders. Nature, 474, 
288–289.

Wolf, M., Van Doorn, G. S., & Weissing, F. J. (2011). 
On the coevolution of social responsiveness and 
behavioural consistency. Proceedings of the Royal 
Society B: Biological Sciences, 278, 440–448.

Wolf, M., & Weissing, F. J. (2010). An explanatory 
framework for adaptive personality differences. 
Philosophical Transactions of the Royal Society: 
Biological Sciences, 365, 3959–3968.

Wolf, M., & Weissing, F. J. (2012). Animal personalities: 
Consequences for ecology and evolution. Trends in 
Ecology and Evolution, 27, 452–461.

Zahavi, A. (1975). Mate selection—A selection for 
a handicap. Journal of Theoretical Biology, 53, 
205–214.



35Evolutionary Perspectives of 
Personality

Jon A. Sefcek, Candace J. Black and Pedro S. Wolf

J. A. Sefcek ()
Department of Psychology, Kent State University at 
Ashtabula, 3300 Lake Road West, Ashtabula,  
OH 44004, USA
e-mail: jsefcek@kent.edu

C. J. Black
Department of Psychology, University of Arizona, Ethol-
ogy and Evolutionary Psychology, 1503 E. University 
Blvd., Tucson, AZ 85721, USA
e-mail: cjblack@email.arizona.edu

P. S. Wolf
Methodology Center at the Pennsylvania State Univer-
sity, 204 E Cader Way, Suite 400, State Colege,  
PA 16801, USA
e-mail: pedrosaw@gmail.com

Personality in Context

Personality, as a whole, refers to an individual’s 
characteristic pattern of behavior that arises from 
the interplay among psychological mechanisms, 
thoughts, and emotions. It is an individual differ-
ence variable that is stable across time and con-
text, varying across individuals at the level of spe-
cific behaviors, but similar across individuals at 
the level of overarching traits. At first glance, this 
may seem outside the scope of evolutionary psy-
chology, which has largely focused on explaining 
human universals. However, a more contemporary 
view of evolutionary mechanisms has emerged fo-
cusing on the types of individual differences that 
are important to traditional personality research-
ers. This understanding has led to an increasing 
role of evolutionary theory in personality and so-
cial psychology (reviewed in Webster 2007).

Major players in personality research success-
fully developed and tested generative theories 
in the area long before evolutionary psychology 
branched out to become an independent approach 
to studying psychological phenomena. The social 
psychologist may ask why the evolutionary per-
spective should be considered at all when estab-
lished theories perform reasonably well with re-
gard to predicting behavior. The value added by 
evolutionary psychology to the measurement of 
personality is a key argument we hope to make in 
this chapter. We aim to illustrate that there is sub-
stantial explanatory power to be gained by ap-
plying evolutionary theory to the understanding 
of personality. In addition, evolutionary perspec-
tives may serve the dual purpose of data reduc-
tion by way of consolidating lower-order factors 
in a theoretically coherent fashion and providing 
overarching theory that describes a broader swath 
of behavior than extant personality theories.

The Dispositional Approach

Personality is a concept that requires social in-
teraction. As described by Socioanalytic Theory, 
personality requires both an actor and an ob-
server, a signal producer and a signal receiver 
(Hogan 1983). The actor produces signals based 
on their identity (the set of characteristics that 
makes them who they think they are), while the 
observer interprets these signals, which creates 
one’s reputation in the world (i.e., who others 
think they are). This reputation is therefore an 
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indication of one’s observable, behavioral, indi-
vidual differences. McAdams (1995) describes 
these personality characteristics at multiple lev-
els, including: (1) traits (i.e., descriptive, dispo-
sitional characteristics that allow a quick read 
of an individual), (2) personal concerns (i.e., an 
individual’s values, motives, goals, and concerns 
that give us a sense of how they behave in the 
world), and (3) identity as a life story (i.e., the 
changing narrative of an individual’s life that 
is influenced by their cultural interactions and 
sense of purpose in the world). While each of 
these is important for a deep understanding of an 
individual, a person’s disposition will affect their 
motives and goals, and their motives and goals 
will in turn affect their interactions in the world. 
We focus on the level of traits, as they are largely 
based on temperamental characteristics that serve 
as the foundation of personality.

A focus on trait-based approaches is rooted 
in the history of personality research. Since at 
least the early twentieth century, fundamental 
patterns of individual differences have been ex-
plored. Largely guided by Galton’s (1884) Lexi-
cal Hypothesis, personality psychologists have 
conceptualized a variety of trait-based models 
exploring the structure of universal dispositional 
dimensions that had the capacity to distinguish 
the behavior between different individuals (e.g., 
Cattell 1946; Eysenck and Eysenck 1976; Gold-
berg 1993; McCrae and Costa 1987).1 While the 
number of these traits has varied from model to 
model, they have been shown to have a biologi-
cal basis. For example, Eysenck (1967) argues 
that the arousability of the reticular activating 
and limbic systems causes individuals to behave 
in ways to either lessen stimulation (introversion) 
or increase stimulation (extraversion) to obtain 
optimal levels of cortical arousal. So the reputa-
tion of an extravert is of an individual who seeks-
out social gatherings or stimulating activities to 
increase arousal to an optimal level.

1 The lexical hypothesis refers to the concept that indi-
vidual differences that are important within a culture will 
become encoded in language, with the more important 
ones becoming encoded in a single word. In the English 
language, we refer to these words as adjective descriptors.

Other factor models have been used to study 
the genetic basis of personality. For instance, 
McCrae and Costa’s (1987) five-factor model 
(FFM) has received a large amount of attention 
across both clinical and community samples. 
These five, broad dimensions (and their opposite 
poles) are Openness to Experience (closed-mind-
edness), Conscientiousness (disorganization), 
Extraversion (introversion), Agreeableness (dis-
agreeableness), and Neuroticism (emotional sta-
bility). Rotated to be orthogonal to one another, 
it has been argued that an individual’s level of a 
particular dimension need not be related to their 
level of other dimensions. Research has shown 
these factors are stable across time, context, and 
culture, as well as heritable ( h2 ranging from 
0.41 to 0.61; Jang et al. 1996). Further, this tax-
onomy has shown good predictive validity for a 
variety of behavioral measures and life outcomes 
(e.g., see Poropat 2009, for a meta-analysis of 
academic performance). We make no argument 
that the FFM is all encompassing or the sole ap-
proach necessary for understanding personality 
because it is a descriptive model. However, due 
to the robust nature of this model, its biological 
basis, and predictive abilities, taxonomies of per-
sonality—especially those based on evolutionary 
mechanisms—should not fail to address it (Buss 
1991). As such, we use it as a unifying theme of 
this chapter and offer it as a starting point for an 
exploration of how evolutionary principles might 
inform our understanding of individual differ-
ences such as personality.

Proximate Versus Ultimate Causes of 
Behavior

The question of relevant variables of inquiry is 
at the heart of the scientific process. Practitioners 
of scientific methods understand that one must 
begin by identifying potential causal variables 
for the phenomenon of interest in order to reach 
the broader goals of prediction and control. Much 
of the empirical work in psychology is successful 
in that it identifies necessary causes or, in other 
words, predictors that are necessary for an effect 
to occur. Collectively, however, we have a poorer 
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grasp on sufficient causes, or those variables that, 
if present, guarantee a particular outcome.

Tinbergen (1963) distinguished between four 
types of questions that must be asked if one has 
any hope of gaining a comprehensive under-
standing of animal behavior. Most empiricists 
are familiar with the one termed “causality,” but 
to avoid confusion we refer to it as mechanism. 
This suggests a more proximate association be-
tween antecedent and subsequent events that are 
proposed to be causally related. By examining 
mechanism, a researcher examines how a par-
ticular behavior might be produced. Within per-
sonality psychology, a mechanism might refer to 
physiological, cognitive, and social phenomena 
that influence behavioral patterns. For example, 
Phineas Gage, whose personality changed dras-
tically after incurring damage to the left frontal 
lobe, illustrated to researchers such as Dr. John 
Harlow that personality is at least partially con-
trolled by particular regions in the brain. The 
second question proposed by Tinbergen was that 
of the developmental trajectory, or ontogeny, of 
a behavior. This approach is akin to that taken 
by personality development theorists such as 
Erikson (1950), who proposed that personal-
ity is constructed of particular characteristics 
produced during eight different developmental 
windows. One may note that explaining behavior 
using either the mechanistic or the developmen-
tal approach does not preclude understanding the 
behavior from the other approach. Rather, these 
approaches are complementary and provide dif-
ferent information based on the level of analy-
sis. Together, the mechanistic and developmental 
questions constitute proximate causes of behav-
ior.

Many personality theorists proceed by exam-
ining the types of proximate causes described 
above. However, Tinbergen (1963) offers two 
additional levels of analysis necessary for a com-
prehensive understanding of a behavior. These 
ultimate causes are composed of the behaviors’ 
phylogenetic causes and the survival value or 
adaptive function. These are the why questions 
examining which evolutionary forces have 
shaped the existence (or capacity) of the phenom-
ena to exist at all. Such an approach may seek 

to understand the evolutionary history of a par-
ticular behavior, exploring how it is conserved 
or has diverged in closely related species; or it 
might seek to understand which selective pres-
sures have shaped the formation of a particular 
behavior.

The teleological question mentioned above 
asks what binds events (i.e., what are the suffi-
cient causes of behavior?) and we offer evolu-
tionary theory as a plausible adhesive. In doing 
so, we move to a teleonomic approach that seeks 
to understand the past selective forces that have 
shaped the expression of the trait in the present 
environment. This nuance is often missing in 
the psychological literature. This evolutionary 
glue gives researchers, across disparate scien-
tific fields, the same theoretical foundation upon 
which to formulate testable hypotheses. With this 
we turn to the evolutionary principles that help to 
shape individual differences in personality.

Evolutionary Principles

Species-Typical Products of Natural and 
Sexual Selection

Personality theories have tended toward explana-
tions that encompass all humans (Buss 1984). For 
instance, Erikson’s (1950) developmental stage 
theory was global in its intent to explain person-
ality development and Maslow’s (1943) theory of 
human motivation (or anyone in the aptly termed 
humanist school of thought) focused on those 
characteristics thought to be uniquely human. In 
ethological or evolutionary terms, this approach 
examines “species-typical” components of per-
sonality. It was perhaps not surprising then that 
evolutionary psychologists were able to propose 
ultimate causes of personality with relative ease. 
Buss (1984) and Tooby and Cosmides (1990) 
were among the earlier proponents of a marriage 
between personality research and evolutionary 
theory with the latter arguing that personality 
must be nested within a “universal human psy-
chological architecture” (p. 40). While this quest 
to identify human nature was not new to the field, 
the implication that a personality system was 
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produced out of natural and sexually selective 
forces was in its infancy.

Role of Selection and Fixation

Part of the perplexity in understanding personal-
ity from an evolutionary perspective lies in the 
vast observable differences seen in human be-
havior. On the one hand, as Tooby and Cosmides 
(1990) argue, the adaptive significance of a char-
acteristic is a function of its prevalence in the 
population. Those characteristics that were quite 
adaptive in evolutionary history should approach 
fixation in the population. In other words, if it 
is so adaptive, everyone should have it. On the 
other hand, to what evolutionary process can we 
attribute different behavioral patterns and tenden-
cies? One popular illustration is the Hawk versus 
Dove paradigm (Maynard Smith and Price 1973, 
who actually employed a hawk/mouse taxonomy 
in their original paper), wherein the proportion of 
individuals who will escalate conflicts (“hawks”) 
relative to those who will yield from it (“doves” 
or “mice”) may reach equilibrium under frequen-
cy-dependent selection. Further examination of 
selective forces with the capability of producing 
variable phenotypic (i.e., observable characteris-
tics) outcomes is described below.

Socioecology and the Evolution of 
Individual Differences

An evolutionary approach to personality must 
take into account the ecological niche that a spe-
cies occupies. An ecological niche refers to both 
living and nonliving aspects of an environment 
that affect the fitness of individuals within a par-
ticular species or population (Figueredo et al. 
2007). These aspects include micro- and macro-
predators, prey and other food sources, coop-
erative allies, hostile conspecifics, and temporal 
and spatial dimensions, such as climate, latitude, 
and expected longevity. Within a population, in-
dividuals will compete for access to particular 
fitness-enhancing resources (e.g., seek out high-
quality foods or mates, avoid dangerous preda-

tors). Niche splitting, or partitioning an ecologi-
cal niche into smaller, less competitive niches, 
is adaptive when the competition costs within 
a particular niche are too high. In so doing, a 
multidimensional niche space is created, where 
individuals can differentiate and specialize in 
exploiting the resources of a smaller, less com-
petitive niche. The evolutionary products of such 
niche-splitting specializations may be physical 
(e.g., body size or coloration) or behavioral (e.g., 
being cooperative and agreeable in social inter-
actions versus being exploitative and manipu-
lative), and may be either more constrained by 
genes (producing less variation given a particular 
genotype) or more developmentally plastic (per-
mitting more behavioral flexibility). This may be 
further illustrated through consideration of the 
process of balancing selection.

Balancing Selection

A variety of evolutionary processes may lead to 
heritable individual differences in traits. Among 
these, balancing selection causes phenotypic 
variations to be maintained within a population 
due to no single alternative producing a fitness 
optimum. As such, a population will produce 
more than one variant with equal fitness payoffs. 
Different forms of balancing selection exist, pro-
ducing specific outcomes in relation to the speed 
of evolution and population variations. As ar-
gued by Buss (2009) and others (e.g., Penke et al. 
2007), the two types of balancing selection of 
primary importance in understanding personality 
variation are frequency-dependent selection and 
environmental heterogeneity of selective optima 
(i.e., variation in traits due to variation in eco-
logical niche).

Environmental Heterogeneity of 
Selective Optima

Environmental heterogeneity of selective optima 
refers to phenotypic variations being maintained 
due to fluctuations in selective pressures (or 
available ecological niches) over time and space 
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(Buss 1991). These changing pressures create a 
temporal environment where no single adaptive 
solution is best, and therefore no single solution 
takes hold. The products, therefore, are a vari-
ety of phenotypes that allow some organisms an 
adaptive advantage depending on the particular 
environmental challenges. Buss (2009) provides 
an example using molecular genetics research 
that examines the 7R allele of the DRD4 gene. 
Associated with the dopaminergic system, this 
gene is related to extraversion and novelty-seek-
ing behavior (Ebstein 2006, as reported by Buss). 
In a variety of studies, migratory human popula-
tions (e.g., nomadic tribes) show a far higher pro-
portion of this genetic variant than populations 
that have been traditionally nonmigratory (even 
when compared to recently settled groups; e.g., 
Eisenberg et al. 2008). More recently, Matthews 
and Butler (2011) showed that the long-repeat 
allele is associated with the distance of ances-
tral human population migrations out of Africa, 
such that further distance from Africa is corre-
lated with a higher proportion of this variant in 
the population. Their analysis further found that 
these polymorphisms were accounted for by nat-
ural selection rather than genetic drift or recent 
admixture.

The above example illustrates the relationship 
between the behavioral outputs of extraversion 
and novelty seeking (e.g., low neuronal reactiv-
ity to novel stimuli and increased exploratory 
behavior) in relation to overarching behavioral 
strategies. Those who had the long-repeat allele 
were more successful adopting a nomadic life-
style, while those who had the short-repeat allele 
were more successful adopting a more sedentary 
one. Put simply, one’s personality characteristics 
direct them toward particular behaviors, which, 
in turn, direct them toward different environmen-
tal niches. A more detailed account of this niche-
splitting has been dealt with in detail elsewhere 
(see Figueredo et al. 2012).

Frequency-Dependent Selection

Frequency-dependent selection occurs when the 
relative fitness of a phenotype is dependent on 

the frequency of alternative phenotypes within a 
population. As a phenotype becomes more com-
mon, competition among individuals with shared 
phenotypes increases because they need to ex-
ploit the same resources. Rather than invest in 
costly traits that would make individuals more 
competitive within a single niche, a more cost-ef-
fective strategy is to seek-out a novel niche with 
different resource availabilities and requirements 
for obtaining those resources. In terms of the 
FFM, the universal personality dimension of ex-
traversion/introversion may serve as an example. 
As the number of socially outgoing, dominant 
extraverts increase, competition among them for 
access to resources (e.g., food, mates) will also 
increase. As this population grows, the fitness 
costs associated with this phenotype increases, 
eventually reaching a point where the costs of 
being extraverted outweigh the benefits. This 
opens a niche for the less outgoing, lower domi-
nance introverts who can exploit a less-compet-
itive niche. The persistence of such a selective 
pressure over time can lead to the development 
of a gene–environment correlation, whereby an 
individual’s genotype influences the niche that it 
both seeks and exploits (Figueredo et al. 2012). A 
population balance is therefore maintained where 
individual variation leading to alternative strat-
egies develops to decrease the relative fitness 
costs of increasing competition.

Individual Differences as Products of 
Natural and Sexual Selection

We have evidence that at least some personal-
ity traits are under genetic influence (Bouchard 
and McGue 1990; Eysenck 1990; Loehlin et al. 
1990; Plomin and Nesselroade 1990), lending ad-
ditional support to selectionist models. Behavior 
geneticists employ heritability coefficients to es-
timate the proportion of variance in a trait within 
a population that can be attributed to genetic 
variance. For example, heritability estimates for 
the FFM factors range between 40 and 60 % for 
Neuroticism, Extraversion, Openness, Agree-
ableness, and Conscientiousness (Jang et al. 
1996). At least three of these factors (Emotional 
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Stability, Agreeableness, and Conscientiousness) 
play an important role in mate choice, which is 
a key component of fitness-related outcomes 
(Buss 1999). Other stable individual differences 
predicted to be important for survival or repro-
ductive outcomes also show heritability, such as 
altruism, empathy, nurturance, aggressiveness, 
and assertiveness (Rushton et al. 1986).

Parental Investment Theory and 
Personality

The heritability estimates above indicate that 
there is genetic variation underlying these pheno-
typic individual differences. This variation gives 
the processes of natural and sexual selection 
something to act upon. The evolutionary perspec-
tive also provides predictions about the patterns 
these selective forces will produce. One par-
ticularly effective example stems from Trivers’ 
(1972) Parental Investment Theory, which offers 
a biologically grounded framework from which 
to derive predictions about sex differences in the 
allocation of bioenergetic and material resources 
toward mating and parenting. Due to fundamen-
tal reproductive biology, there is differential pa-
rental investment between males and females, 
such that the minimum investment required for 
females is much greater than it is for males (in 
most species, at least, including humans). Conse-
quently, reproductive opportunities are also sex-
differentiated because males have the potential 
to sire many more offspring than a female could 
reasonably produce in her lifetime. As a result, 
unique behavioral patterns are predicted to re-
flect the differences in trade-offs faced by each 
sex.

In this view, males and females occupy differ-
ent ecological niches with sex-specific distribu-
tions of resources and competition. Given this, 
it is reasonable to predict that there will be sex 
differences in desires, attitudes, and behavior re-
lating to fitness outcomes. Penke and Asendorpf 
(2008) showed that males scored higher than 
females on the desires and attitudes dimensions 
of the sociosexual orientation inventory, which 
measures overall orientation toward uncommit-

ted sex. Schmitt and Buss (2000) identified seven 
sexuality factors of personality. In four of these 
dimensions, significant sex differences were 
found, with females scoring higher on gender ori-
entation, relationship exclusivity, and emotional 
investment and males scoring higher on eroto-
philic disposition (no sex differences were found 
for the constructs of sexual attractiveness, sexual 
restraint, and sexual orientation). Taken togeth-
er, these findings support parental investment 
theory. Importantly, sexually based personality 
constructs were neglected virtually entirely by 
personality researchers until evolutionary theo-
rists applied the theoretical frameworks of sexual 
selection and parental investment theory to make 
predictions about stable individual differences.

Personality Systems

How might we reconcile the diversity of indi-
vidual differences attributed to personality with 
a universal human nature produced by evolution? 
MacDonald (1995, 1998, 2005, 2012) proposes 
the concept of universal personality systems that 
would have evolved like any other biological 
system (e.g., circulatory system or cardiovascu-
lar system) or psychological system for which 
we have evidence (e.g., motivational system or 
emotional system; Panksepp 1998). Viewed this 
way, personality systems are responsive to situ-
ational (Mischel 1968) and developmental con-
texts, resulting in a suite of potential responses. 
This conceptualization is compatible with both 
the universalist perspective and the variation of 
individual differences. Moreover, it also accom-
modates multiple models of personality that may 
compete with one another or operate hierarchi-
cally. This latter characteristic of personality 
systems is especially relevant when discussing 
a proper integration of evolutionary biology and 
extant personality models, which we will elabo-
rate upon in subsequent sections.

While some researchers like those described 
above investigate personality factors beyond 
traditional formulations of personality, such 
as the FFM, others have approached the prob-
lem from a different angle. MacDonald (1995, 
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1998) proposed rotating the factor structure 
of the FFM based on evolutionary predictions 
about sex differences. He argues that this novel 
conception of personality structures is consis-
tent with research on neural systems, such as 
the behavioral approach/inhibition systems and 
arousal/reactivity systems. Specifically, domi-
nance/sensation-seeking and nurturance/love 
dimensions are sex-specific manifestations of 
the behavioral approach system (BAS), Con-
scientiousness reflects interactions between 
the BAS and the behavioral inhibition system 
(BIS), and Neuroticism is produced by arousal/
reactivity systems.

One particular advantage of MacDonald’s 
proposal is that this revised model of person-
ality better reflects observed individual differ-
ences in the construct Extraversion than the 
standard FFM. Under this new model, Domi-
nance and Nurturance/Love are biologically 
founded alternative conceptualizations of the 
Extraversion and Agreeableness constructs of 
the FFM. MacDonald (2005) points out that 
one of the reasons we observe only modest sex 
differences in Extraversion is because typical 
scales include items about dominance/risk-tak-
ing as well as items about warmth/affiliation, 
thus failing to address the fact that dominance 
and risk-taking behaviors are more prevalent 
among males whereas warmth and affiliation 
behaviors are more prevalent among females. 
Moreover, the BAS underlying dominance 
and sensation-seeking behaviors appears to be 
under the influence of the dopaminergic re-
ward system while certain manifestations of the 
Nurturance/Love system, such as pair-bonding 
are influenced by specific neurochemical sub-
strates like oxytocin. Additionally, while Extra-
version appears to be stable over the lifespan, 
the rotated factor structure captures age-related 
changes in risk-taking among males that are 
predicted by evolutionary theory and reflect the 
period when males are most likely to be striv-
ing to attract mates and establish themselves in 
a dominance hierarchy. Thus, combining these 
characteristics into a single construct is incom-
patible with the evolved systems perspective 
proposed by MacDonald.

The Sociality Hypothesis

Evolutionary psychology asserts that social com-
petition within species underlies the behavioral 
manifestations of individual differences. Extend-
ing this idea, Figueredo (1995) and Figueredo 
and King (2001) have proposed the sociality 
hypothesis: that as populations become more so-
cial, increasing both the duration and intensity 
of social interaction, noticeable individual dif-
ferences will become more important, socially 
relevant, and pronounced (reviewed in Figueredo 
et al. 2005). Such pronounced variations would 
allow signal producers and signal receivers alike 
to quickly predict those who would best benefit 
them as coalitional partners (e.g., group leaders, 
friends), reproductive vessels (e.g., mates, genet-
ic relatives), or who poses the highest fitness cost 
(e.g., same-sex rivals, unhealthy mates). Such 
variation would help an individual differentially 
allocate resources toward those who would give 
them the greatest fitness payoff.

The strengths of this frequency-dependent 
model are that, based on parental investment 
theory, it predicts sex differences in personality 
traits, as well as offers a framework for compara-
tive research across species. As a group becomes 
more social, intersexual and intrasexual competi-
tion will increase variation within species, espe-
cially for the sex that competes more for access 
to mates. For example, species which tend more 
toward monogamy would show decreased varia-
tion in personality traits across members of the 
species (there is relatively less competition for 
access to mates); whereas in species with multi-
male social structures, we would see more varia-
tion in traits that aid social competition, especial-
ly in males (there is relatively more competition 
among males for access to mates).

Studies examining the nature of sex differenc-
es in personality traits have largely been incon-
clusive (Borkenau et al. 2013). Critiques of this 
body of research have ranged from ideological 
to methodological, with some studies supporting 
sex differences and others failing to find them. 
A recent study by Del Giudice et al. (2012) ac-
counted for these concerns by pitting predictions 
made by the “gender similarities hypothesis” and 
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the predictions made by evolutionary psychol-
ogy’s view of sex differences against each other. 
By using a large sample size ( N = 10,261) and 
sophisticated multivariate modeling techniques, 
the researchers identified robust sex differences. 
These analyses illustrated an overlap of only be-
tween 10 and 24 % in the distribution between 
males and females, suggesting much larger sex 
differences than previous studies using smaller 
samples and weaker statistical methods. Further 
evidence in favor of sex differences in personal-
ity includes a recent study that used informant re-
ports rather than self-reports, and found that men 
showed significantly more variation for the FFM 
dimensions of Openness, Conscientiousness, Ex-
traversion, and Agreeableness, but not Neuroti-
cism, across four European samples (Borkenau 
et al. 2013). Additionally, Budaev (1999) found 
more variation in male aggression and a factor 
of personality combining Agreeableness and low 
Neuroticism. While not conclusive, these recent 
studies suggest that sex differences in personality 
traits may be more robust than earlier research 
has suggested. That the sex differences tended to 
illustrate more within-sex variation in men also 
lends support for the sociality hypothesis; how-
ever, more research directly examining this pre-
diction needs to be conducted.

Research on nonhuman personality has of-
fered phylogenetic evidence for an evolutionary 
function of stable individual differences. In a 
meta-analysis, Gosling (2001) showed that many 
of the FFM personality traits have been identi-
fied across species, ranging from octopi to chim-
panzees. Across the 12 species studied, Extraver-
sion and Agreeableness were identified in ten 
species, Neuroticism in nine, Openness in two, 
and Conscientiousness only in chimpanzees and 
humans. Additionally, Dominance was identified 
in ten species, but not humans. Consistent with 
the sociality hypothesis, the multi-male, social 
chimpanzee displays six traits (Dominance, Sur-
gency, Agreeableness, Dependability, Emotion-
ality, and Openness; King and Figueredo 1997), 
the mostly solitary orangutan displays five traits 
(Extraversion, Dominance, Neuroticism, Agree-
ableness, and Intellect; Weiss et al. 2006), and the 
extremely polygynous gorilla displays four traits 

(Extroversion, Dominance, Fearfulness, and Un-
derstanding; Gold and Maple 1994). Of notable 
importance, the orangutan seems to be missing a 
factor that specifically displays how dependable 
and trustworthy one is in repeated interactions, 
which fits into an evolutionary history of little 
social interaction and little male parental invest-
ment.

A Factor-Analytic Evolutionary Model 
of Personality

Although the FFM has become the most widely 
used personality taxonomy since the late 1980s, 
there is still some disagreement concerning the 
number of higher-order personality dimensions. 
There is factor analytic evidence supporting six 
(e.g., HEXACO; Lee and Ashton 2004), five 
(e.g., FFM; McRae and Costa 1987), three (e.g., 
PEN; Eysenck 1992), two (e.g., Alpha and Beta 
Model; Digman 1997), and even one-dimensional 
taxonomies (e.g., Musek’s general factor of per-
sonality). Further, none of these approaches have 
attempted to incorporate an evolutionary basis as 
to why these identifiable common factors would 
have been shaped to aid survival or reproduction. 
Below we offer an integrative model.

The General Factor of Personality

Using exploratory factor-analytic techniques, 
Musek (2007) identified a hierarchical model of 
personality with a single global personality factor 
at the top, Digman’s factors of Stability (Alpha) 
and Plasticity (Beta) in the middle, and the FFM 
at the bottom. As such, the FFM personality di-
mensions are absorbed by Stability (Conscien-
tiousness, Agreeableness, and Neuroticism) and 
Plasticity (Extraversion and Openness), and a 
general factor of personality (GFP) absorbing 
each of these. In the end, this data-driven ap-
proach led Musek to question the interpretability 
of a single factor of personality. By considering 
the possibility of evolutionary forces shaping the 
GFP, he produced a plausible argument that se-
lective forces facilitated the evolution of socially 
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desirable personality characteristics, which fit 
with the pattern of human evolution.

Evolutionary Psychology and the 
General Factor of Personality

Although we believe that efforts by research-
ers like Musek are valuable as a first step, we 
argue that taking a theory-driven approach that 
integrates Tinbergen’s four questions within a re-
search program and is consistent with a meta-the-
ory as powerful as evolutionary theory leads to 
more interpretable scientific results. As an exam-
ple, we present a synthesis of the research on the 
GFP and life history theory (LHT; see Chap. 29 
in this volume for full consideration of LHT).

LHT is a midlevel evolutionary theory of re-
source allocation wherein individuals have lim-
ited bioenergetic and material resources (e.g., 
time, energy, food) which constrain reproductive 
strategies. Under this framework, an individual 
may allocate their resources toward two major 
fitness categories: somatic effort and reproduc-
tive effort. Somatic effort entails all allocation 
of resources that are devoted to keeping the or-
ganism alive (e.g., food acquisition, predator 
avoidance, investment in one’s immune system), 
whereas reproductive effort is devoted to produc-
ing and maintaining new genetic variants (i.e., 
mating, parenting, and aiding genetic relatives; 
Figueredo et al. 2004). As resources are limited, 
the relative cost of devoting effort to one catego-
ry over the other is an important consideration. 
LHT therefore predicts that natural selection 
drives species to evolve overall adaptive strate-
gies that are shaped by the evolutionary history 
of the species or a particular genetic lineage.

These reproductive strategies lie on a contin-
uum of fast and slow. On the fast end of the con-
tinuum, individual organisms put a premium on 
mating effort and reproductive output, whereas 
on the slow end of the continuum a premium is 
placed on somatic and parental effort (Figueredo 
and Rushton 2009). Environments that shape 
fast life history (LH) strategies tend to have high 
infant mortality, high pathogen load, and high 
extrinsic mortality (i.e., threats to mortality that 

cannot be prevented by behavior or investment 
in additional somatic resources), whereas slow 
LH strategies are shaped by environments that 
are more stable and threats to mortality may be 
avoidable by allocating resources toward behav-
ioral or physiological outputs that would lower 
risk (Brumbach et al. 2009). Further, LHT pre-
dicts that natural selection shaped the capacity 
to systematically respond to environmental cues 
during development and calibrate an individual’s 
LH strategy to better fit the contingencies in the 
immediate environment. Evidence for this early 
calibration comes from Belsky et al. (1991) who 
showed that being raised in a stressful environ-
ment increased the probability of early pubertal 
development, precocious sexuality, unstable pair 
bonds, and limited investment in childrearing. 
Conversely, being raised in a non-stressful rear-
ing environment tended to produce the opposite 
outcomes (Ellis 2004; Ellis et al. 2009).

From this perspective, events during early 
development serve as cues to how bioenerget-
ics and material resources should be allocated to 
maximize fitness. Brunswikian evolutionary de-
velopment (BED) theory provides an additional 
framework for predicting differences in the level 
of preparedness and plasticity of a phenotype 
based on two statistical parameters that describe 
the history of an adaptive problem over evolu-
tionary time. The parameter that shapes the pre-
paredness of an adaptation is related to the mean 
of the ecological conditions the species faced 
during its evolution. In other words, if on aver-
age, it is better to have a certain phenotype, that 
average phenotype should be more represented 
in the population. The parameter that shapes the 
plasticity of an adaptation is related to the vari-
ance of the ecological conditions the species 
faced during its evolutionary development. An 
adaptation shaped by ecological conditions with 
high variances should produce high developmen-
tal plasticity, and those with low variances should 
produce low developmental plasticity (Figueredo 
et al. 2006). An individual adaptation, shaped 
by an adaptive problem with a high variance 
environmental history, will be set by the mean 
ecological condition at birth, and be sensitive to 
relevant ecological cues, the species faced over 
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evolutionary time, that allow it to develop a phe-
notype that solves the adaptive problem set in the 
current environment. Those adaptations shaped 
by adaptive problems with low variance environ-
mental histories should not be sensitive to eco-
logical cues and not change in response to them.

To date, most evolutionary psychologists con-
centrate on traits that evolved under ecological 
conditions with a high mean and low variance in 
the importance of an adaptive problem. From the 
perspective of BED theory, this type of evolu-
tionary history would produce fixed adaptations 
and human universals. For example, regardless 
of geographic or temporal location, human males 
have faced the recurring problem of paternal un-
certainty. As such, evolutionary psychologists 
have developed research programs studying pos-
sible psychological adaptations in response to pa-
ternity uncertainty, such as jealousy and associ-
ated behavioral outputs (e.g., mate guarding and 
retention tactics; Buss 1991). However, the addi-
tional view of exploring the behavioral products 
of evolution under ecological conditions with a 
high mean and high variance offers a different 
prediction.

Research on LH strategy has suggested that 
it is a phenotype shaped by an ecological his-
tory that has a high mean ecological validity 
and a high variance. In other words, an organ-
ism’s genes do not know what environment they 
will be born into, and in response, humans have 
evolved a level of adaptive developmental plas-
ticity that is able to respond to recurring, normal 
environmental variation. This developmental 
plasticity requires developmental inputs that, 
over evolutionary time, reliably signaled to the 
organism that a particular pattern of bioenerget-
ics and material resource allocation would best 
fit the environment. These environmental inputs 
include father absence, stressful child-rearing en-
vironments (Belsky et al. 1991), exposure to vio-
lence, and frequency of changes in childhood en-
vironments (Brumbach et al. 2009). Presumably, 
each of these cues has, over evolutionary time, 
predicted an unstable environment where the 
child cannot count on long-term parental invest-
ment or long-term outcomes. This mechanism is 
another way that individual differences may be 

sustained in a population, by calibrating an indi-
vidual’s developmental trajectory with recurring 
environmental cues.

Life History Strategy and the General 
Factor of Personality

In humans, LH strategy is represented by a 
long-term, developmental pattern of behaviors 
and trait development that must be coordinated 
to maximize fitness. With this in mind, a thread 
of research has emerged linking LHT, a suite of 
mental and physical health-related variables that 
make up a factor they called covitality (comprised 
of overall good physical and mental health, pro-
social relationships, more “favorable” behav-
iors), and the GFP. The underlying hypothesis is 
that there has been recent directional selection 
toward slow LH strategies in humans (Rushton 
et al. 2008). A slow LH strategist needs to score 
highly on the GFP (high Conscientiousness, 
Openness, Extraversion, and Agreeableness; low 
Neuroticism) because these traits are essential for 
making and retaining long-term, reciprocally al-
truistic friendships as well as retaining long term 
mating partners (Figueredo and Jacobs 2009). 
This mutualistic social strategy is not as condu-
cive for fast LH strategists living in unstable en-
vironments with high mortality rates where the 
adaptive response is maximizing reproductive 
success through short-term mating strategies.

Figueredo and Rushton (2009) confirmed the 
hierarchical structure of these traits with a com-
mon higher order factor they called the Super-K. 
They argued that this higher order factor, com-
prising high parental investment, covitality, and 
the prosocial aspects of personality, illustrated 
an overarching LH strategy shaped by selective 
pressures favoring a slower, K selected, LH strat-
egy. In this twin study, they also presented evi-
dence that the three factors that make up the Su-
per-K share nonadditive genetic variance, provid-
ing evidence for recent directional selection on 
this suite of traits. A recent study tested a hypoth-
esis derived from the super-K theory and found 
a relationship between the GFP and increased 
parental support, an important component of a 
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slow LH strategy (van der Linden et al. 2012). 
Other research has found that couples that share 
a slow LH strategy have higher levels of relation-
ship satisfaction, and are less like to experience 
relationship dissolution (Olderbak and Figueredo 
2010). Still other work has tested the relation-
ships between LH strategy, personality, and its 
role in positive assortative mating in humans 
(Figueredo and Wolf 2009).

Given our theme that highlights Tinbergen’s 
(1963) four questions, we want to highlight a test 
of theory that contradicts the evolutionary under-
pinnings of the GFP. If the GFP has an evolution-
ary basis, as we have seen in relation to the FFM, 
we should find evidence of the GFP in closely 
related species. Using informant reports, Weiss 
et al. (2011) tested whether there was evidence 
of a GFP in chimpanzees, orangutans, and rhe-
sus macaques. Their results were not consistent 
with a GFP. Although these findings are not a 
deathblow to the theoretical link between LHT 
and the GFP, they do suggest that the relationship 
between LHT and GFP is not as straightforward 
as proposed. It is possible that in the 6–34 mil-
lion years since humans shared a common an-
cestor with these species, humans have evolved 
a human-specific system of organized individual 
differences.

In an effort to further explore this theoretical 
link, we would like to offer a novel evolutionary 
prediction about the ontogenetic development of 
the GFP. We propose integrating theory outlining 
the existence of a Super-K factor and the adap-
tive calibration model related to LHT. In twin 
studies, it is estimated that about a third of varia-
tion in personality is due to non-shared environ-
ments (Bouchard 1994). As such, we propose 
that these differences may not be entirely ran-
dom, but instead a result of adaptive calibration. 
More specifically, because the GFP is part of an 
overarching LH strategy, the same environmental 
indicators that shape a fast LH strategy over de-
velopment should decrease an individual’s scores 
on the GFP. If this hypothesis is valid, we should 
observe the following pattern: Individuals who 
are raised in a fast LH environment marked by 
stressful events and high levels of extrinsic mor-
tality should not only have faster LH strategy, but 

their GFP should be lower than individuals not 
raised in a fast LH environment.

Summary and Conclusions

The objective of this chapter was to illustrate the 
utility of evolutionary perspectives in personal-
ity psychology. To this end, we reviewed some of 
the major theoretical approaches in mainstream 
personality psychology, including trait-based 
models such as the FFM, and showed how incor-
porating evolutionary theory can produce novel, 
testable predictions and provide additional, inte-
gral explanatory power to the understanding of 
personality and individual differences.

An additional objective of this chapter was to 
highlight how a research program can be evalu-
ated using multiple levels of analysis that are 
informed by evolutionary biology. By asking 
Tinbergen’s four questions, evolutionary psy-
chologists are forced to tackle topics related to 
ontogeny and proximate mechanisms, levels of 
analysis more familiar to social psychologists. 
We hope that in turn social psychologists begin 
considering the roles that their typical proximate 
hypotheses have, in a broader picture of human 
behavior that incorporates ultimate (adaptive) 
explanations.
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What are the evolutionary roots of narcissism? 
Finding answers to this question will require 
some serious digging. Current explanations for 
the origins of narcissism tend to emphasize envi-
ronmental and experiential explanations (e.g., 
Kohut 1971) with little attention given to biologi-
cal and evolutionary factors. Many papers suggest 
that narcissism is created by particular parenting 
styles (either indulgent or neglectful), cultural 
trends toward a heightened importance of indi-
vidualism, increased usage of social media, and/
or exposure to the antics of narcissistic celebri-
ties. These kinds of explanations are incomplete 
because they do not address the role that biologi-
cal factors might play in the development of nar-
cissism. Although the modern environment mat-
ters in shaping narcissism, as all traits are insepa-
rable from their environments (Roberts and Jack-
son 2008), biological factors also are relevant to 
its development. Indeed, narcissism, like most 
individual differences in personality, is heritable 
(Coolidge et al. 2001, 2004; Livesley et al. 1993; 
Vernon et al. 2008). Accordingly, the goal of the 
present chapter is to draw on recent advances in 
evolutionary personality psychology (Buss 1991, 
2009; Buss and Hawley 2011; Keller and Miller 

2006; Nettle 2006; Penke et al. 2007) to consider 
biologically informed accounts of the origins of 
narcissism. Our overarching point is that narcis-
sism has a biological component that should be 
factored into any comprehensive account of the 
origins of this multifaceted construct.

The plan for this chapter is to define narcis-
sism, outline the largely unsuccessful search for a 
specific gene for narcissism, and then provide an 
overview of the various ways that researchers have 
started thinking about how genetic and environ-
mental factors work together to influence the devel-
opment of narcissism. In particular, we cover three 
explanations for the origin of narcissism: (1) Nar-
cissism is rooted in physical characteristics that, in 
turn, shape one’s psychological development; (2) 
narcissism is shaped by complex gene × environ-
ment interactions; and (3) narcissism is related to 
numerous genes with small effects that have been 
subjected to selection pressures over the course of 
human evolutionary history. Building on this third 
explanation, we propose a model for the origins 
of narcissism. Namely, narcissism is a function 
of selection for short-term mating (Holtzman and 
Strube 2011) and dominance (Tracy et al. 2011), 
as these two attributes facilitate their reproduction 
and survival, respectively.

Defining Narcissism

Narcissism is a complex construct that involves 
attributes such as arrogance, assertiveness, a 
sense of authority, entitlement, exhibitionism, 
exploitativeness, forcefulness, self-absorption, 
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social potency, and vanity (Emmons 1984; 
Raskin and Terry 1988). Given the burgeoning 
work on the evolutionary underpinnings of the 
Big Five domains, it is useful to consider how 
narcissism relates to this taxonomy of traits. In 
particular, narcissists tend to score high on ex-
traversion and low on agreeableness (Paulhus 
2001), a finding that generalizes from self-report 
studies to research that measures the Big Five 
traits behaviorally (Holtzman et al. 2010). Indi-
viduals high in narcissism also tend to score low 
on conscientiousness, with the exception of a 
relatively high score on the achievement-striving 
facet (Lynam and Widiger 2001). Thus, narcis-
sism can be understood as a pattern of thoughts, 
feelings, and behaviors that empirically overlap 
with extraversion, disagreeableness, and, to some 
extent, low conscientiousness.

Narcissism can be distinguished from the 
neighboring constructs that constitute the other 
two components of the “Dark Triad”—Machia-
vellianism and psychopathy (Furnham et al. 
2013; Paulhus and Williams 2002). Machiavel-
lianism is characterized by scheming. Machia-
vellians operate “behind the scenes” and tend 
to be manipulative. Machiavellians are less ex-
traverted than narcissists. Also noteworthy, Ma-
chiavellianism appears to be less heritable than 
narcissism (Vernon et al. 2008), although more 
research is needed to provide conclusive data 
on this point. The correlation between narcis-
sism and Machiavellianism is approximately.25 
(Paulhus and Williams 2002). Thus, there is little 
reason to suspect that narcissism and Machiavel-
lianism are the same construct.

Psychopathy is characterized by callousness 
and a lifestyle that is often reckless, and—quite 
unlike narcissism—explicitly antisocial (Furn-
ham et al. 2013). Psychopaths tend to be less 
conscientious than narcissists (Lynam and Widi-
ger 2001, 2007; Paulhus and Williams 2002) and, 
in particular, they are lower in the achievement-
striving facet of conscientiousness. Nevertheless, 
the constructs empirically overlap, with correla-
tions as high as .50 (Paulhus and Williams 2002). 
In particular, the first factor (“primary psychop-
athy”), and to a lesser extent the second factor 
(“secondary psychopathy”), overlap with narcis-

sism (see Table 2 in Jakobwitz and Egan 2006). 
For a review on the conceptual and empirical dif-
ferences between psychopathy and narcissism, 
see Furnham and colleagues (2013). For evo-
lutionary accounts of psychopathy, see Mealey 
(1995) or Lalumiere et al. (2008).

The Search for Genes That Code for 
Narcissism

Any reader who wants replicable evidence for the 
existence of a specific gene for narcissism will 
be disappointed. Large genome-wide association 
studies (GWAS) have not identified single gene 
linked to extraversion or (low) agreeableness 
(de Moor et al. 2012). Just as there is no single 
gene for personality traits and most psychiatric 
disorders (Kendler 2005), there probably is no 
single gene for narcissism. One reason is that 
narcissism is not a single entity or taxon, such 
that the narcissist can be distinguished from the 
nonnarcissist (Foster and Campbell 2007). When 
researchers talk about the proverbial narcissist, 
they are using shorthand to refer to people who 
report possessing a large number of narcissistic 
attributes. Multiple genes are likely to be respon-
sible for creating variation in this complex phe-
notype.

Nonetheless, genetically informed studies are 
important because they highlight the importance 
of biological factors for understanding the origins 
of narcissism. Researchers are now proposing 
theoretical models that delineate how heritable 
factors work with environmental factors to ex-
plain the development of narcissistic tendencies. 
There are currently three primary explanations: 
(1) genetic factors might influence physical char-
acteristics, which then contribute to the devel-
opment of narcissistic characteristics (reactive 
heritability); (2) particular genetically influenced 
attributes interact with environmental factors to 
produce narcissistic characteristics (gene × en-
vironment interactions); or (3) numerous genes 
combine additively and interactively to produce 
narcissistic attributes (gene × gene interactions). 
This third explanation raises interesting ques-
tions about the selective pressures that produce 
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variability in narcissistic attributes, a key ques-
tion in evolutionary personality psychology. Be-
fore describing these explanations, however, we 
note that these explanations are neither exhaus-
tive nor mutually exclusive. Indeed, we believe 
there is validity in each of these accounts.

Explanation #1: Reactive Heritability

One way to explain the origins of narcissism 
draws on the idea that organisms pursue differ-
ent kinds of interpersonal strategies based on 
their physical features. Buss (2009) noted that 
an aggressive interpersonal strategy may prove 
more successful for larger and more physically 
formidable children as opposed to more diminu-
tive children. Using force to obtain resources 
works better for larger individuals than smaller 
individuals. These insights are acquired early in 
the life span and are then elaborated into person-
ality attributes over the course of development. 
This is the gist of the notion of reactive heritabil-
ity (Tooby and Cosmides 1990) or the idea that 
the physical self provides constraints and oppor-
tunities that shape the development of personal-
ity attributes. The traits that reactive heritability 
impact are called facultatively calibrated traits 
(Lukaszewski 2011).

According to the reactive heritability ex-
planation, narcissism might be a psychological 
profile that develops because of certain physical 
attributes (Holtzman 2011). The viability of this 
explanation begins with a physical profile as-
sociated with narcissism. Absent reliable physi-
cal correlates the idea that narcissistic attributes 
are facultatively calibrated traits that cannot 
gain traction. As it stands, narcissists tend to be 
strong (Gangestad et al. 2007), they move in a 
smooth way—perhaps indicative of athleticism 
(Back et al. 2010; Table 3), and they tend to have 
a particular facial appearance (Holtzman 2011). 
Anecdotally, narcissistic attributes are linked to 
sharper features in women, whereas narcissism 
appears to correlate with a larger head, thinner 
lips, a thicker jaw, and fuller brows in men (see 
Fig. 1 in Holtzman 2011). Male narcissists self-
report that they are hairier and self-report hav-

ing a larger penis (Moskowitz et al. 2009) than 
nonnarcissists. Although self-reports of a larger 
penis might be explained by the self-enhancing 
tendencies of narcissists, other findings are more 
difficult to explain as artifacts of reporting. Thus, 
some connection between physical characteris-
tics and narcissistic attributes may exist. The re-
active heritability account would further suggest 
that much of the overlap between physical traits 
and narcissistic traits should be attributable to 
shared genetic influences. This hypothesis could 
be tested using a multivariate model applied to 
twin data, and this strikes us as an important test 
for future studies.

There are at least two developmental processes 
that can link heritable physical features to indi-
vidual differences in narcissism. First, physical 
features may afford certain opportunities and cues 
that cause a person to think about the self in a cer-
tain way (self-reflection). For example, a strong 
person may learn that he or she can act in a par-
ticular way with less interference from others. An 
athletic youth might succeed at sports and earn sta-
tus among her or his peers. This status may trans-
late to feelings of power and social dominance. 
Second, social evocation might be a factor that 
elicits narcissism, as certain physical attributes 
generate expectations in others that are more or 
less independent of how the target actually acts 
in the first place (Snyder et al. 1977; Zebrowitz 
et al. 2002; Zebrowitz et al. 1996). For example, 
others may expect a physically strong person to 
take a leadership role regardless of the individu-
al’s initial preferences for leadership. Once thrust 
into the leadership role, the individual will be 
subjected to particular rewards and punishments, 
which might shape psychological development. 
Being expected to act as a leader could eventually 
shape a person into a leader—and leadership is 
one facet frequently captured by measures of nar-
cissism (Emmons 1984). In sum, physical charac-
teristics (e.g., strength and attractiveness), which 
have been partially shaped by evolution (Liu et al. 
2012; Silventoinen et al. 2008), may impact self-
reflective processes and social processes, thereby 
influencing personality development in general 
and narcissism in particular.
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Explanation #2: Gene × Environment 
Interactions

A second explanation for the origin of narcis-
sism is that genetically influenced tendencies and 
environmental features may interact to produce 
variation in personality (Penke et al. 2007), in-
cluding attributes linked with narcissism (for a 
similar argument about antisocial tendencies, 
see Caspi et al. 2002; Sadeh et al. 2010). Ac-
cording to this perspective, people vary in their 
genotypes, with different people having more 
or less potential to become narcissistic because 
of their genetic endowment. The expression of 
narcissistic tendencies, however, depends on en-
vironmental contingencies. The development of 
a narcissistic phenotype may depend upon geno-
typic factors acting with environmental factors in 
a developmental process.

One example of this process draws on work by 
Cramer (2011; see also Tracy and Robins 2003). 
There are now hints that young children (age 
3–4 years) vary in temperamental proclivities to-
ward narcissism. Temperament—for the purposes 
of positing an evolutionary account, and based on 
the average heritability of narcissism in children 
(33 %; Coolidge et al. 2001, 2004)—is assumed to 
be under at least some nontrivial genetic influence. 
These early childhood individual differences may 
interact with parenting strategies (authoritarian-
ism, indulgence) to produce narcissistic attributes 
in adolescence and adulthood. Thus, although 
there is evidence of temperamental correlates of 
adult narcissism at an early age, the development 
of high levels of narcissism depends on the inter-
action between temperament and parenting (or 
other environmental factors). Under certain con-
ditions, people who are genetically predisposed 
to become narcissistic, because of dispositional 
tendencies toward exuberance and confidence (or 
even a dispositional tendency toward emotional 
brittleness), will not develop high levels of nar-
cissistic traits if they are raised in environments 
that feature developmentally appropriate levels of 
parental demandingness and responsiveness. Ac-
cording to this kind of model, parenting may be 
relevant to the development of narcissism for only 
those children with certain genotypes.

Readers familiar with the behavior genetics 
literature may find any suggestion of a role for 
parenting as inconsistent with the evidence of 
near-zero shared environmental effects for most 
aspects of adult personality (Harris 1995, 2000). 
This may not, however, be the correct way to in-
terpret behavioral genetic research. As it stands, 
gene × environment effects are captured by the 
additive genetic component of the basic twin 
model used in behavioral genetic studies to parti-
tion observed variation into underlying additive 
genetic effects, shared environment effects, and 
unique environmental effects (plus measurement 
error; Johnson et al. 2011; Purcell 2002). In other 
words, gene × shared environmental factors like 
parenting styles end up being captured by the ad-
ditive genetic factor in the common twin model. 
This means that “heritability” estimates may re-
flect, in part, environmental inputs that interact 
with genetic factors. Thus, researchers who es-
pouse the importance of the gene × environment 
interactionist paradigm tend to argue that the en-
vironmental factors may have been underempha-
sized in the behavioral genetic literature (Penke 
et al. 2007; Roberts and Jackson 2008). This 
is also one reason why Jackson and colleagues 
argue that heritability does not unequivocally 
mean that there is a “genetic substrate” for a trait 
(Jackson et al. 2011). Nonetheless, our point is 
that genetic factors are likely to be relevant for 
understanding the origins of narcissism with the 
caveat that the critical issues often amount to how 
genetically influenced proclivities are translated 
into phenotypic personality attributes in concert 
with environmental factors.

Explanation #3: Evolutionary 
Selection

We propose that genetically influenced attributes 
are part of the explanation for the origins of nar-
cissism. This perspective leads to questions about 
the evolutionary significance of heritable varia-
tion in the tendency to exhibit narcissistic attri-
butes. A set of theories concerning the evolution-
ary origin and functions of narcissism relies on 
different models of evolutionary selection. In this 
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section, we consider two key types of selection 
pressures: Direct selection (i.e., mutation–selec-
tion balance) and balancing selection. Direct se-
lection operates by favoring particular variants 
in the population in general, while (typically) 
selecting against mutation; the constant influx of 
mutations across generations creates phenotypic 
variance within the population (Keller and Miller 
2006; Lande 1975). That is, some people carry 
higher mutation loads. These models are gain-
ing support (Verweij et al. 2012), as traits that 
are clearly socially undesirable tend to accrue in 
populations where inbreeding is common, sug-
gesting that direct selection is operating.

Direct selection models, however, do not seem 
to apply particularly well to narcissism; instead, 
evolutionary models that invoke concepts re-
lated to balancing selection appear to hold more 
promise for explaining narcissism. Balancing 
selection occurs when two (or more) alternative 
strategies are seemingly viable. This is the case 
if the optima for traits differ between environ-
ments (Nettle 2006). For example, high levels of 
trait neuroticism might facilitate survival in es-
pecially dangerous environments in which risks 
of bodily injury are great (see Nettle 2006). Or-
ganisms who are highly sensitive to threat (i.e., 
highly vigilant) will be less likely to die in such a 
high-threat context when compared to less reac-
tive conspecifics. On the other hand, high levels 
of neuroticism may not confer such advantages 
in relatively safe environments. In these cases, 
a highly reactive nervous system may impart 
more costs than benefits because of the inherent 
biological costs associated with heightened stress 
reactivity, as well as any opportunity costs due to 
missed opportunities to explore the environment. 
In short, the costs and benefits of a particular trait 
level seem to depend on the particular context. 
This kind of situation tends to preserve personal-
ity variation across generations, especially to the 
extent that humans have inhabited a wide range 
of environments over the course of their evolu-
tionary history.

Balancing selection may even happen within a 
single environment. For instance, frequency-de-
pendent selection is a type of balancing selection 
in which the number of organisms who exhibit a 

strategy determines whether that variant will be 
selected (Keller and Miller 2006); the evolution-
ary advantages of a particular strategy depend 
on the frequencies of all possible strategies in 
the local ecology. Howard (1984) discusses the 
case of bullfrogs with alternative mating strate-
gies (see also Simpson and Gangestad 1992). If 
a large number of frogs adopt one type of mat-
ing strategy (such as croaking loudly to attract 
females), then there will be opportunities for al-
ternative strategies to find success (such as cir-
cling the croaking male and intercepting the ap-
proaching females). If there are too many frogs 
that have evolved to fill one niche, then there is 
an opportunity for frogs with a different strat-
egy to exploit a different niche. If these mating 
strategies also have a genetic basis, then they 
exemplify frequency-dependent selection and 
thus provide an example of balancing selection. 
Balancing selection for polygenic traits does in-
deed appear to be viable in certain circumstances 
(Turelli and Barton 2004).

In sum, narcissism is typically understood 
with reference to balancing selection (rather than 
direct selection) when considering the selec-
tive pressures that shape this construct. In other 
words, we suspect that variability in narcissism 
has been preserved across evolutionary history 
because the particular costs and benefits associ-
ated with narcissistic attributes depend on a wide 
range of environmental factors. Variation exists 
because narcissistic attributes can be beneficial 
for survival and reproduction in certain contexts. 
As it stands, there are a number of specific pos-
sibilities that might explain the origins of narcis-
sistic traits rooted in balancing selection models. 
We described a few of these explanations in this 
section. However, we do not intend this to be an 
exhaustive summary of the possibilities.

Explanation #3A: Narcissism and 
Short-Term Mating

Holtzman and Strube (2011) argued that narcis-
sistic strategies were maintained over genera-
tions due to the viability of short-term mating 
(e.g., promiscuity, one-night stands). The 2011 
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version of the theory is a frequency-dependent 
selection argument that is consistent with life his-
tory theory (Ellis et al. 2012; Jonason et al. 2012; 
McDonald et al. 2012; Simpson et al. 2011), and 
it was partially inspired by key developments in 
the psychopathy literature (e.g., Lalumiere et al. 
2001; Mealey 1995). In particular, Holtzman and 
Strube (2011) argued that there may have been 
frequency-dependent selection for short-term 
mating among a population of people who largely 
engaged in long-term relationships (see also East-
wick 2009). This evolutionary context included a 
tension between selection for short-term mating 
(part of a fast life history strategy) versus selec-
tion for long-term mating (part of a slow life his-
tory strategy). There is some evidence consistent 
with Holtzman and Strube’s (2011) evolutionary 
account, given that narcissism is associated with 
many traits that theoretically would have been 
selected in short-term mating contexts: coercion, 
attractiveness, and unique physical traits.

First and foremost, narcissism is positively as-
sociated with short-term mating behaviors (Buss 
and Shackelford 1997; Foster et al. 2006; Jona-
son et al. 2009; Reise and Wright 1996). Perhaps 
the most convincing evidence of this link comes 
from Dufner et al. (2013), who demonstrated 
that, compared to male nonnarcissists, male nar-
cissists tend to be more likely to obtain contact 
information from random females on a city street. 
This behavioral evidence suggests that male nar-
cissists are successful at achieving a crucial first 
step in short-term mating—gaining access to po-
tential mates. Narcissism is also associated with 
sexually coercive tendencies (Bushman et al. 
2003; Williams et al. 2009). Moreover, Holtzman 
and Strube (2010) argue that narcissism should be 
associated with attractiveness, given that people 
in short-term mating contexts tend to weigh at-
tractiveness more heavily (Li et al. 2002; Li and 
Kenrick 2006). Narcissism is indeed associated 
with attractiveness (Dufner et al. 2013; Holtzman 
and Strube 2010; Rauthmann and Kolar 2013), 
an effect that has been replicated by various in-
dependent research groups.

It is important to point out a few findings 
that are inconsistent with Holtzman and Strube’s 
(2011) evolutionary account. Perhaps the most 

important finding that contradicts the original ac-
count is that narcissism was not clearly related to 
unadorned physical attractiveness—operational-
ized as attractiveness when one dresses in a neu-
tral gray outfit (Holtzman and Strube 2013). This 
suggests that the attractiveness of narcissists is 
explained by something other than their “inher-
ent beauty” per se, such as the tendency of narcis-
sists to adopt flattering styles. A second piece of 
evidence also runs counter to the original hypoth-
esis: Although socially aversive traits are associ-
ated positively with symmetry (Holtzman et al. 
2011), narcissism was not clearly positively as-
sociated with physical symmetry. All in all, little 
evidence at this juncture suggests that narcissism 
is tied to unadorned attractiveness.

Thus, these findings beg for an explanation: 
The correlation between narcissism and raw at-
tractiveness hovers around zero. However, when 
allowed to control and modify their own appear-
ances (i.e., adorned attractiveness), narcissists 
are rated as physically attractive by observers. 
Holtzman and Strube (2013) recommend that 
dynamic self-regulatory theories of narcissism 
(Morf and Rhodewalt 2001) or the conspicuous 
consumption literature (Sedikides et al. 2011; 
Sedikides et al. 2007; Sundie et al. 2011) may 
be useful for trying to explain the link between 
narcissism and adorned attractiveness. The link 
between attractiveness and narcissism may in 
part hinge on cultural inputs, such as manipulat-
ing one’s appearance and signaling that the indi-
vidual has resources (i.e., conspicuous consump-
tion). In turn, manipulating one’s image may 
itself hinge on evolutionarily grounded motives; 
see the conspicuous consumption literature for 
further reading (Sundie et al. 2011).

Explanation #3B: Narcissism and 
Dominance

An alternative to the short-term mating account 
for the evolutionary origins of narcissism is of-
fered by Tracy et al. (2011). This perspective 
argues that narcissism is related to dominance 
and that this explains the origins of narcissism. 
Dominance was selected because it is one route 
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to the attainment of status (Henrich and Gil-
White 2001); simultaneously, there was selection 
for the emotion systems that enable humans to 
feel and exhibit hubristic pride—one of the core 
emotional correlates of narcissism (Tracy et al. 
2009; Tracy and Robins 2003). According to this 
model, it was the expression of hubristic pride 
that helped narcissists appear dominant, which 
led to narcissists’ social elevation. This rise in 
status hierarchies led to resource acquisition 
(food, desirable living locations, material goods) 
and these resources promoted survival.

There is indeed evidence that narcissism is 
tied to dominance (Bradlee and Emmons 1992). 
The two constructs are so similar that sometimes 
the labels are interchangeable, as in the Cali-
fornia Psychological Inventory (Havlicek et al. 
2005). However, one problem with the domi-
nance model of narcissism is that it may treat 
dominance as an ultimate end in itself rather than 
as a means to achieving reproductive success. 
A devil’s advocate would argue that dominant 
narcissists who never reproduced would never 
directly pass along genes to the next generation. 
Therefore, dominance by itself is unlikely to be 
an evolutionary endpoint; the dominant form of 
narcissism cannot evolve without conferring re-
productive success. Essential to this argument is 
that dominance may constitute a crucial element 
of a larger strategy that involves both reproduc-
tive strategies and increased survival. This gives 
rise to an integrative third model that combines 
the dominance and the short-term mating expla-
nations.

Explanation #3C: Selection for 
Short-Term Mating and Dominance-
Shaped Narcissism

The novel idea here is that short-term mating 
strategies and dominance were dually selected. 
Short-term mating traits directly helped narcis-
sists pass on their genes to the next generation, 
enabling reproductive success. Dominant traits 
helped narcissists strive for status, which had ef-
fects primarily on the likelihood of survival (and 
more secondarily or indirectly on their likelihood 

of reproductive success). Across evolutionary 
time, selection for each of these traits would have 
led to their covariation. This gives rise to an in-
tegrative theoretical model. Holtzman and Strube 
(2011) provide an explanation of the reproduc-
tive means by which narcissism is transmitted 
from one generation to the next, whereas Tracy 
and colleagues (e.g., Tracy and Robins 2003) pri-
marily explain how narcissists survive and thrive. 
This integration directly answers the call for “a 
concern with the impact of personality variation 
on survival and reproductive success” (Nettle 
and Penke 2010, p. 4043).

This integration yields testable predictions. 
Namely, both short-term mating and dominance 
should significantly mediate the effects of narcis-
sistic traits on behavior. Putting this theory to the 
test should reveal that in reproductively relevant 
domains, such as speed-dating paradigms, short-
term mating should be a bigger mediator. In sur-
vival-relevant domains, such as physical aggres-
sion paradigms, dominance should be a bigger 
mediator. This theory makes the falsifiable pre-
diction that one or the other proposed mediators 
will be significant for most narcissism–behavior 
relationships.

More broadly, this model of narcissism is rep-
resentative of the emerging paradigm of social-
cognitive evolutionary psychology. With respect 
to the narcissism literature, the model suggests 
that it is not short-term-mating motives that are 
always the most predictive of narcissistic behav-
ior; nor are dominance motives always the most 
important way to explain narcissistic behavior. 
Instead, the inputs from the environment will 
determine which evolved program (a mating-
relevant one or a survival-relevant one) is active 
at a given time.

Summary and Conclusions

Behavioral genetic evidence demonstrates that 
narcissism is heritable. This provides support for 
the idea that narcissism has a biological compo-
nent, but, simultaneously, there is little reason to 
believe that narcissism will be explained by sin-
gle genes. Instead, genetically informed research 
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highlights the importance of biological factors 
and provides a set of tools that can be used to 
test some theoretical propositions. The key is 
that biological components should be included 
in theorizing about the origins of this complex 
phenotype. In short, evolutionary personality 
psychology can make important contributions to 
the current understanding of narcissism.

Accordingly, we outlined three primary expla-
nations of the evolutionary roots of narcissism: 
(1) Narcissism may reflect a strategic reaction 
to one’s heritable physical characteristics rather 
than being directly a function of one’s genes; (2) 
narcissism may be the outcome of gene × envi-
ronment interactions; and (3) narcissism may be 
rooted in selection for strategies that have differ-
ent cost and benefit ratios depending on environ-
mental conditions. Expanding this third explana-
tion, we forwarded the novel idea that narcissism 
has been selected for two primary advantages—
because it facilitates short-term mating and helps 
to elevate a person within a dominance hierarchy. 
This integrative perspective on the evolutionary 
roots of narcissism will hopefully generate more 
attention to the role that biological factors play in 
the origins of narcissism.

In sum, the goal of this chapter was to ground 
narcissism in contemporary evolutionary psy-
chology to provide biologically informed in-
sights into the origins of narcissistic attributes. 
This is a challenging task and we have outlined 
several possibilities for understanding how and 
why narcissistic traits may have evolved. Our 
overarching goal is to encourage psychologists to 
entertain the possibility that narcissism has some 
biological roots. Indeed, if the psychological 
construct “narcissism” is anything like the nar-
cissus plant, it will have a number of deep roots 
and involve a complicated development from 
seed to flower.
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Using a present-oriented perspective sometimes 
provides a poor guide when investigating modern 
social behavior because the psychological mech-
anisms that produce these behaviors have been 
shaped over a long ancestral past, rather than 
molded recently in accordance with modern con-
veniences. By adopting the design stance, stan-
dard social psychological principles can reach a 
broader audience (e.g., evolutionary biologists) 
and consider broader questions. Thus, an evo-
lutionary perspective—which suggests that our 
minds were designed by past, rather than present, 
environmental demands (Tooby and Cosmides 
1990)—sensibly accounts for the history of our 
species when positing explanations for social 
behavior and development. Indeed, it is not pos-
sible to properly consider the ultimate causa-
tion—questioning how a behavior came to be—
for any aspect of social psychology without con-
sidering evolutionary explanations. Nonetheless, 
evolutionary psychology and social psychology 
have progressed somewhat independently.

Throughout this volume, various experts have 
outlined what an evolutionary perspective offers 
mainstream social psychologists. The current 
chapter provides a brief overview of the different 
sections of this volume, namely social cognition, 
the self, attitudes and attitude change, interper-
sonal processes, mating and relationships, vio-
lence and aggression, health and psychological 
adjustment, and individual differences. Within 
each section, we highlight advantages of an 
evolutionary perspective when considering so-
cial psychological questions. Additionally, we 
suggest avenues for future research that apply a 
Darwinian rationale to conventional social psy-
chological matters.

Social Cognition

Social cognition is a multifaceted topic within so-
cial and cognitive psychology that contains many 
subtopics, including adult (Fiddick, Chap. 2) 
and child (Machluf and Bjorklund, Chap. 3) 
cognition, comparative cognition (Vonk et al., 
Chap. 7), modularity (Barrett, Chap. 4), emo-
tion (Ketelaar, Chap. 5), and religiosity (Kirk-
patrick, Chap. 6). Despite arguments that social 
psychology has nothing to contribute to the study 
of cognition (Kelley 1973), research into social 
cognition has made important strides by integrat-
ing social psychological concepts and evolution-
ary reasoning. For instance, the modularity of the 
mind view—the idea that the mind is composed 
of neural structures or modules with specialized 
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functions—has recently expanded from equating 
the mind to a series of fixed, independent sys-
tems to evolved interconnected biological mod-
ules that are interactive, flexible, and shaped by 
learning (e.g., Barrett 2005, 2006, 2012; Barrett, 
Chap. 4). This view of modularity allows for a 
complementary overlap of related evolutionary, 
biological, and social psychological concepts. 
Similarly, adaptationist accounts of emotion (i.e., 
the position that emotions are evolved defenses 
rather than defects; see Ketelaar, Chap. 5) enable 
an understanding of the social utility of emotions, 
such as guilt and anger, and why some moral 
sentiments are absent in some individuals (e.g., 
psychopaths; Mealey 1995). Thus, it is clear that 
research concerning social cognition has and will 
continue to benefit from an evolutionary perspec-
tive.

Human social behavior and cognition devel-
ops in infancy and early childhood (reviewed in 
Machluf and Bjorklund, Chap. 3), making the 
study of social cognitive development an im-
portant aspect of understanding the evolution of 
human social psychology. Human preferences 
for social interaction begin in infancy such that 
newborns selectively attend to faces and face-like 
stimuli relative to other stimuli (e.g., Mondloch 
et al. 1999), are more attentive to depictions of 
biological versus other motion (Bardi et al. 2011; 
Simion et al. 2008), and match facial expressions 
made by adults (Abravanel and Sigafoos 1984; 
Bjorklund 1997; Oppenheim 1981). The human 
ability to view others as intentional agents (e.g., 
Bandura 2006; Tomasello 2009; Tomasello and 
Carpenter 2007) serves as the foundation for the-
ory of mind (i.e., the ability to attribute psycho-
logical states to others), which develops over the 
preschool years (Bjorklund et al. 2010). These 
skills are honed during our extended childhood 
and solve various adaptive problems (Bjorklund 
2003) and may have been observed to varying 
extents in some nonhuman species (e.g., Nielsen 
2012; cf. Povinelli and Vonk 2003).

Comparative work on varied species pro-
vides insight into the evolution of social cogni-
tion and has led to several hypotheses about how 
the mechanisms of social cognition evolved (re-
viewed in Vonk et al., Chap. 7). For example, the 

domestication hypothesis—that social behaviors 
and cognitive traits in nonhumans were shaped 
over a long domestication process that selected 
for strong social aptitudes (Hare and Tomasello 
2004; Hare et al. 2010)—highlights the superior-
ity of domestic dogs in reading human pointing 
gestures when compared to other animals, such 
as wolves, coyotes (Udell et al. 2012), and chim-
panzees (Kirchhofer et al. 2012). Additional re-
search should continue to investigate social cog-
nitive ability and development in adult and juve-
nile nonhuman animals. However, most compar-
ative research into social cognition has focused 
on highly social species, often using the social 
intelligence hypothesis (i.e., that social ability 
and predicting the behavior of others stems from 
associated increased benefits in a group setting; 
Humphrey 1976; Jolly 1966) to predict social 
cognitive ability, and have neglected solitary spe-
cies (Vonk et al., Chap. 7). A measure of social 
cognitive ability that considers a full range of so-
cially diverse species will provide more compel-
ling evidence of the evolutionary bases of social 
behavior.

The Self

The psychology of the self is the study of the co-
native, cognitive, and affective aspects of identity 
or subjective experience. The concept of the self 
does not appear to be unique to humans (Neu-
bauer, Chap. 8). Many animals—including other 
primates (e.g., Boesch and Boesch-Achermann 
2000; Suddendorf and Butler 2013), land mam-
mals (e.g., McComb et al. 2000; Plotnik et al. 
2006) and marine mammals (e.g., Connor 2007; 
Reiss and Marino 2001), and certain birds (e.g., 
Fraser and Bugnyar 2010; Prior et al. 2008)—
show evidence of self-awareness. Mechanisms 
underlying human and nonhuman psychology, 
including self-concept, evolved because they 
solved ancestral adaptive problems (e.g., Bar-
rett and Kurzban 2006), making investigation 
into other animals of varying cognitive ability 
and social structures important. An evolutionary 
perspective can shed light on the self by provid-
ing a theoretically sound framework from which 
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to scrutinize the formation of social identity (i.e., 
the portion of self-concept derived from mem-
bership to specific social groups; Park and van 
Leeuwen, Chap. 9), self-esteem (Kavanagh and 
Scrutton, Chap. 10), and self-deception (von Hip-
pel, Chap. 12). Further investigation into whether 
critical periods of development (e.g., puberty) re-
late to a solidification of different social identi-
ties could increase our understanding of the for-
mation of social roles. Moreover, research could 
address the integration of private versus public 
social identities in strategically influencing oth-
ers and in self-deception. Self-deception may 
have evolved to facilitate deception of others, 
because it eliminates the taxing cognitive load 
associated with active deception (Trivers 2011; 
von Hippel, Chap. 12), but it may also function 
to amalgamate private expectations with public 
realities to facilitate the attainment of desirable 
social identities. Future research can investigate 
these possibilities, along with the role of self-
deception in the development of negative per-
sonality traits (e.g., narcissism), mate selection, 
intrasexual competition, and self-esteem.

Research concerning self-esteem has a rich 
history in social psychology (see Zeigler-Hill 
2013, for a review). Grounded in an evolution-
ary perspective, sociometer theory (Kavanagh 
and Scrutton, Chap. 10; Leary and Downs 1995; 
Stinson et al., Chap. 11) proposes that state 
self-esteem is a gauge (or sociometer) of inter-
personal relationships (i.e., a reflection of a per-
son’s perception of how others view him/her) 
that functions to make individuals aware of their 
social inclusion and motivate corrective action 
in advance of social rejection. However, human 
interactions have changed substantially with the 
increasing popularity of online social networking 
(see Piazza and Ingram, Chap. 13) which has led 
to increased research concerning cyberpsychol-
ogy. Technology offers novel outlets for social 
behavior (e.g., cyberbullying; Piazza and Ber-
ing 2009) and many online behavioral patterns 
mirror offline ones (e.g., sex ratios of stalking 
perpetrators versus victims; Dreßing et al. 2014). 
Consequently, cyberpsychological research is a 
fruitful direction for exploring social questions 
from an evolutionary perspective.

Attitudes and Attitude Change

A person’s attitudes—their assessments of a per-
son, place, object, or event—are relatively stable, 
but can change according to context in flexible 
and adaptively patterned ways (reviewed in Lord 
et al., Chap. 14). For example, despite prior be-
liefs, people tend to obey the requests of author-
ity figures (e.g., Milgram 1963). Depending on 
the context, obedience to authority can be adap-
tively patterned (e.g., when a child obeys their 
parent), making an evolutionary perspective 
sensible and informative (see Coultas and van 
Leeuwen, Chap. 15). An evolutionary perspec-
tive can also inform research into cultural shifts 
in attitude, such as those pertaining to women’s 
rights and other social movements (Nicolas and 
Welling, Chap. 16). Given that violence has been 
steadily declining (Pinker 2011) and that this de-
cline overlaps with social movements that aim to 
minimize aggression towards others, it is likely 
that social revolutions have curbed our violent 
inclinations and are a reflection of human cul-
tural evolution and social learning (see Morgan 
et al., Chap. 17). Evolutionary psychology offers 
sound theoretical bases for addressing questions 
aimed at understanding human attitudes and so-
cial change. An evolutionary perspective, which 
can potentially explain (but not excuse) social in-
equalities, may be particularly useful for scholars 
interested in revising public policy.

Interpersonal Processes

Statistical models of purely self-interested de-
cision making among human groups fail con-
sistently across human cultures (Henrich et al. 
2005). As the quintessential social species, hu-
mans rely on others in our social groups. It is per-
haps unsurprising, then, that people spend a great 
deal of their time behaving prosocially (Krebs, 
Chap. 18). An evolutionary perspective suggests 
that the prosocial behaviors studied by social 
psychologists are produced by evolved mecha-
nisms. Prosocial behaviors facilitate group living 
(Kameda et al., Chap. 19), and living in groups 
enhances survival (Van Vugt and Kameda 2014). 
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Thus, it is likely that many aspects of human cog-
nition are the result of having to navigate com-
plex social interactions with kith, kin, and other 
group members and of the need to solve the asso-
ciated recurrent problems (e.g., group coordina-
tion, status, cohesion, decision making; Kameda 
et al., Chap. 19) that ancestral humans encoun-
tered via group living (e.g., Dunbar 1993).

Friendship (Hruschka et al., Chap. 20) and 
cooperation (Prentice and Sheldon, Chap. 21) fa-
cilitate group living. Although people are more 
generous to kin than non-kin of the same level of 
social closeness (Curry et al. 2012; Rachlin and 
Jones 2008), individuals regularly build discern-
ing and lasting relationships with others (who 
may or may not be kin) with whom they mutu-
ally express affectionate regard and help (Hr-
uschka 2010). Several theories have addressed 
why friendships exist, including expectations 
of reciprocity (e.g., Tooby and Cosmides 1996) 
or reputation maintenance (Roberts 1998), and 
additional research is needed to dissociate the 
various possibilities. Nonetheless, prosocial-
ity, friendship, and cooperation offered ances-
tral advantages, such as the ability to form and 
maintain alliances (DeScioli and Kurzban 2009, 
2012). Future research should investigate the 
influence of our modern environment—with its 
unprecedented crowding and decreased reliance 
on face-to-face social interactions (and increased 
preference for online social interactions)—on in-
terpersonal processes.

Evolutionary reasoning also informs language 
and communication (Scott-Philips, Chap. 22). 
Human communication involves the expres-
sion and inference of intentions, and functions 
to assist social navigation (e.g., Scott-Phillips 
et al. 2012), but communication is not limited 
to language. Status hierarchies of human face-
to-face groups bear striking similarities to those 
observed among other primates (reviewed in 
Mazur, Chap. 24) and are established through 
varied forms of communication (e.g., language, 
dominance displays, expression). Moreover, ste-
reotypes are template-like cognitive representa-
tions that function to quickly communicate infor-
mation about social group membership (Hutchi-
son and Martin, Chap. 23). In the absence of per-

son-specific information, stereotypes facilitate 
rapid and efficient categorization and judgment 
of others (Fiske and Neuberg 1990), including 
information about sex, ethnicity, and social sta-
tus. Cultural evolutionary approaches permit and 
should continue to enlighten the practical exami-
nation of the origin and development of different 
types of communication in the laboratory.

Mating and Relationships

Mating and relationships have shaped human 
evolution through sexual selection and are key 
aspects of human social behavior. Far from being 
arbitrary, there is a great deal of cross-cultural 
agreement regarding what is attractive (Langlois 
et al. 2000). Attractive people are more likely to 
be hired for jobs (Cash and Kilcullen 1985; Chiu 
and Babcock 2002; Marlowe et al. 1996), are 
treated more favorably in criminal proceedings 
(Downs and Lyons 1991), and receive better care 
as infants (Langlois et al. 1995) than less attrac-
tive people. Physically attractive qualities, such 
as symmetry and sexually dimorphic traits (re-
viewed in Little, Chap. 25), are indicators of good 
physical condition, such that attractive people 
may have better genes for immunocompetence 
that could be passed on to offspring and enhance 
fitness (e.g., Thornhill and Gangestad 1993, 
2006). However, although there is evidence of a 
genetic influence (e.g., Alanko et al. 2010; Lång-
ström et al. 2010), evolutionary psychology has 
had a more difficult time explaining same-sex 
attraction, as homosexual men and women re-
produce less than heterosexual individuals (e.g., 
Schwartz et al. 2010). Recently, research on the 
fa’afafine of Samoa—a group of transgendered 
androphilic men recognized in Samoan culture as 
belonging to a third gender—provides evidence 
that same-sex sexual orientation may function 
to enhance indirect fitness by motivating care 
for closely related kin (Vasey and VanderLaan, 
Chap. 26). In other words, the benefits associated 
with providing additional care to kin (e.g., the 
offspring of siblings) may offset the costs of not 
reproducing directly. However, more research 
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is needed, particularly across other cultures and 
among gynephilic women.

Familial relationships have received relatively 
little attention within social psychology (dis-
cussed in Salmon, Chap. 27). Given our slower 
life history strategy relative to other mammals 
and even other primates (reviewed in Figueredo 
et al., Chap. 28), humans experience extended 
childhoods and, thus, familial relationships can 
have a dramatic effect on survival. Adaptation-
ist-minded researchers provide evidence-based 
explanations for family-related social issues, 
including preferences for offspring of one sex 
over the other (e.g., Gaulin and Robbins 1991; 
Smith et al. 1987; Trivers and Willard 1973), in-
fanticide (Daly and Wilson 1998), and higher pa-
rental investment in first- and last-born children 
compared to middle-born children (Rohde et al. 
2003; Salmon 2003). Scientists should continue 
to investigate diverse aspects of mating and rela-
tionships from an evolutionary perspective, par-
ticularly because such research surrounds ques-
tions that are important to personal and relational 
well-being.

Violence and Aggression

The human capacity for affiliative behaviors not-
withstanding, one need only scan the headlines 
of any news source for examples of the human 
potential for violence and aggression. War and 
aggression are ubiquitous throughout history, 
and an evolutionary perspective offers telling in-
sight into these phenomena (reviewed in Liddle 
et al. 2012; Friend and Thayer, Chap. 29). Terror-
ism provides one such example. When survival 
prospects are low and the “sacred values” held 
by violent extremists mobilizes collective action 
against a perceived outside threat to their primary 
reference group, extreme sacrifice by a sufficient 
number of individuals may afford the group hope 
to circumvent stronger but less devoted adversar-
ies (Atran and Sheikh, Chap. 31). In other words, 
aggressive behaviors are often rooted in surviv-
al-related problems, such as competition for re-
sources and mates, and, although destructive in 
nature, they are not necessarily maladaptive.

One form of aggression that has received 
considerable media attention in recent years is 
bullying (Volk et al., Chap. 30). Bullying is an 
inherently social process that involves deliberate, 
harmful aggression toward another to cause a 
power imbalance that favors the aggressor (Volk 
et al. 2012a). Like other social species, humans 
bully each other in diverse situations and at vari-
ous ages (e.g., in the work place; Einarsen et al. 
2010) for social status, mates, and resources 
(Volk et al. 2012b). As with war and other forms 
of aggression, understanding the evolutionary 
origins of bullying is a first step to reducing its 
incidence. More fundamentally, research can in-
form theories about decision making by using a 
combined social evolutionary perspective to in-
vestigate how and why people engage in aggres-
sion, including perceptions and misperceptions 
of threat.

Health and Psychological Adjustment

Mental health and affect play a major role in 
human social psychology. Positive psychologists 
endeavor to scientifically explain positive human 
development and happiness, and understanding 
why evolution bestowed humans and other sen-
tient creatures with the capacity for both pleas-
ant and unpleasant experiences is theoretically 
and empirically important (Grinde, Chap. 33). 
The default state of contentment displayed by 
humans and other animals in the absence of ad-
verse factors (Diener and Diener 1996; Grinde 
2004) may reflect the fact that a positive attitude 
is more conducive to the pursuits required for 
survival and reproduction. Conversely, negative 
affect may function to encourage the individual 
to seek a more advantageous environment or 
situation (e.g., feelings of loneliness encourage 
group living which enhances survival; Grinde, 
Chap. 33). Investigation into positive and nega-
tive affect using Darwinian reasoning may facili-
tate efforts to improve the well-being of individu-
als suffering from conditions such as anxiety and 
depression, which is especially important given 
the prevalence of these and related mental health 
issues in modern society (e.g., Grant et al. 2005).
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Physical health also may affect the selection 
of social behavioral traits. Research suggests that 
psychological mechanisms evolved during an-
cestral interactions with parasites to allow indi-
viduals to detect the presence of disease-causing 
agents and to motivate behaviors that reduce the 
individual’s risk of infection. This set of evolved 
health-related behaviors, known collectively as 
the behavioral immune system (Schaller 2006), 
broadly influences social exchanges, prefer-
ences, and prejudices (reviewed in Thornhill 
and Fincher, Chap. 32). Thornhill and Fincher 
(Chap. 32; see also Fincher and Thornhill 2012a, 
b; Thornhill and Fincher 2014) have expanded 
on this perspective, dubbing it the parasite-stress 
theory of sociality, by presenting evidence that 
human interactions with infectious disease risk 
factors across the lifespan directly cause and 
track changes in morals and preferences and 
their associated emotions, cognition, and social 
behavior. For instance, work by DeBruine et al. 
(2010, 2011, 2012) demonstrates a link between 
women’s preferences for masculinity in a poten-
tial partner, a putative indicator of male genetic 
quality (e.g., Thornhill and Gangestad 2006), 
and high levels of environmental parasite stress. 
This suggests that negative health-related envi-
ronmental cues may increase women’s prefer-
ences for cues to immunocompetence that may 
be passed on to potential offspring (see also 
Penton-Voak et al. 2004). Although support for 
the parasite-stress theory of sociality is accumu-
lating, further investigation into the impact of 
health-related environmental cues on individual 
differences in preferences, social behavior, and 
personality is warranted.

Individual Differences

Although evolutionary psychology has largely 
focused on explaining universal human psycho-
logical mechanisms, individual differences are of 
interest to social and evolutionary psychologists 
alike. A key topic within individual differences 
research is the development of differences in per-
sonality (Sefcek et al., Chap. 35; van den Berg 
and Weissing, Chap. 34). Personality traits are 

relatively stable over time and are heritable (e.g., 
Jang et al. 1996; Vernon et al. 2008), but show 
marked variation across individuals. Evolution-
ary game theory is a set of methods (tradition-
ally used by biologists to understand the origins 
of social behavior in animals) that has recently 
been applied to human social behavior and dif-
ferences in personality (van den Berg and Weiss-
ing, Chap. 34). Games such as the Prisoner’s 
Dilemma (Axelrod and Hamilton 1981) explore 
within-species variation in traits and enable sci-
entists to disentangle the complexities of social 
interactions while accounting for psychological 
and behavioral variation (i.e., differences in per-
sonality; van den Berg and Weissing, Chap. 34). 
An evolutionary perspective also provides an 
explanation for variance in negative, seemingly 
maladaptive social traits, such as psychopa-
thy (e.g., Lalumiere et al. 2008) and narcissism 
(Holtzman and Donnellan, Chap. 36), and gener-
ates novel hypotheses. Narcissism, for example, 
may reflect a strategic response to an individual’s 
heritable physical traits (e.g., a dominant stature), 
may result from a genetic predisposition interact-
ing with environmental triggers, or may originate 
in selection for specific strategies that have dif-
ferent cost–benefit ratios depending on ecologi-
cal conditions (e.g., short-term mating; reviewed 
in Holtzman and Donnellan, Chap. 36). Under-
standing the ultimate causation behind negative 
personality traits may inform clinical treatment 
of personality disorders. More broadly, an evo-
lutionary perspective enables a more thorough 
comprehension of the sources and influences of 
individual differences.

Conclusion

We outlined several research themes found 
within social psychology and emphasized how 
an evolutionary perspective can generate novel 
interpretations and research questions within the 
respective areas. The chapters in this volume ex-
pertly outline many pertinent social psychologi-
cal issues using compelling evolutionary logic. 
Future research should continue to promote the 
integration of social psychology and evolution-
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ary psychology. These complementary approach-
es combine to deliver exciting new insights into 
long-standing social subjects. The amalgamation 
of evolutionary and social psychology can be of 
tremendous value to scholars, as it speaks to both 
the proximate and ultimate mechanisms underly-
ing human social emotion, cognition, and behav-
ior.
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