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Abstract. In image classification task, several recent works show that
sparse representation plays a basic role in dictionary learning. However,
this approach neglects the spatial relationships in the image space dur-
ing dictionary learning. However, this approach neglects the neighboring
relationship in dictionary learning. To alleviate the impact of this prob-
lem, we propose a novel dictionary learning based on Laplacian sparse
coding method that profits from the neighboring relationship among the
local features. For that purpose, we incorporate the matching between
local regions in the Laplacian sparse coding formula. Moreover, we inte-
grate statistical analysis of the distribution of the responses of each local
feature to the dictionary basis in the final image representation. Our ex-
perimental results prove that our method performs existing background
results based on sparse representation.

Keywords: Bag of visual words, Sparse coding, Image categorization,
Image spatial information.

1 Introduction

Image classification framework consists in attributing one or more category la-
bels to a given image. It is one of the most fundamental problems in computer
vision and pattern recognition. Besides, it has a wide range of applications, such
as image and video retrieval, video surveillance, biometrics, etc. In the recent
literature, the Bag of Visual Words (BoW)[7] is the most popular approach in
image classification task[9,4,3,2]. It has achieved the state-of-the-art performance
in several databases. The original BoW [7] is based on K-means method to form
the dictionary by quantifying the space of local features into a set of dictionary
basis vectors. After that, each local feature is assigned to a single basis vector.
We can note that the hard quantization is very strict and leads to error quanti-
zation especially if the features are located on the boundary proximity of divers
basis vectors.

Sparse coding [15] aims to learn a dictionary and simultaneously find a sparse
linear combination of basis vectors from this dictionary to represent the image
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features. It has consistently enhanced the results on image classification prob-
lem by resolving efficiently the problem of hard quantization. Yang et al. [15]
proposed Sparse coding SPM (as referred ScSPM). They train the dictionary
and compute the sparse codes in the encoding step. In the pooling step, the max
pooled responses across different sub-regions are computed.

Sparse coding [15] treats local features independently, ensuing that the sparse
codes can vary greatly even for close features. To overcome this drawback, dif-
ferent extensions of sparse coding method [14,6,12] have been suggested recently
by adding some regularization or constraints in the sparse coding objective func-
tion. The Locality-constrained Linear Coding (LLC) [14] technique considers the
locality information in the feature coding process. Contrary to the sparse cod-
ing, LLC enforces locality instead of sparsity. It uses the k nearest neighbors
of features as the local basis vectors. This leads to smaller coefficient for the
basis vectors far away from each local feature. Laplacian Sparse Coding (LSC)
[6] learns an unsupervised dictionary, as well as the sparse representation that
preserves the conformity of close local descriptors in the data space. This method
has used histogram intersection similarity based on k-Nearest Neighbors (KNN)
method to construct a Laplacian matrix that tries to preserve the local con-
sistence in the feature space. Only the K-nearest local features are selected to
active the Laplacian matrix. This method obtains background results on several
object recognition.

After the encoding phase, the pooling step is applied in order to aggregate
the encoded features. Two major strategies are used: average pooling and max
pooling. The first strategy consists to take the average of the responses over the
region in a given visual word. It is applied generally after the BoW encoding
step. The second strategy considers the largest responses instead of its aver-
age and it is suitable to sparse encoded histograms. These two approaches have
two major drawbacks. Firstly, they ignore the spatial information when gather-
ing the local features. As a solution, spatial pyramid representation is used in
[7,15,14,6] in order to incorporate the global spatial information into the pooling
step. Explicitly, each image is split progressively into finer cells. For every cell, a
histogram of basis vector is determined. These histograms are then mixed up us-
ing a weighting scheme depending on the level of the spatial pyramid. Secondly,
they consider a scalar result for each dictionary basis vector discarding the anal-
ysis of the distribution around each visual word. Avila et al. [1] enhance these
strategies by proposing Bag of Statistical Sampling Analysis (BoSSA) pooling.
It is applied to discretize the distance between K-means clusters and the local
features yielding a histogram of distances rather than a scalar. Each bin of this
histogram measures the average number of features assigned to a given visual
word, which discretized distance falls into this bin.

In this paper, the contributions can be summarized as follows:

1. In the encoding step, we propose a novel sparse coding method in order to
enrich the image spatial information during the encoding phase. Compared
to LSC that exploits the dependencies between local features only in the
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feature space, we propose to exploit the dependencies among them in both
feature and image spaces.

2. In the pooling step, inspired by the BoSSA [1] method that applies a statis-
tical analysis on the distances between the local features and the k-means
clusters, we develop a novel pooling method based on performing statistical
analysis for the sparse codes.

2 Laplacian Sparse Coding Formula

Sparse coding method aims to reduce the problem of hard quantization. It
finds a sparse linear combination of basis vectors for each image feature. Given
the local feature space X = [x1, . . . , xN ] , xi ∈ �D×1, K basis vectors U =
[u1, . . . , uK ] ∈ �D×K generate the dictionary and the matrix of the sparse codes
V = [v1, v2, . . . , vN ] where vi ∈ �k×1 and vik is the weight of the vector xi in
the basis vector uk, the optimization problem of sparse coding can be rewritten
as follows:

min
U,V

‖X − UV ‖2F + λ
∑

i

‖vi‖1 (1)

subject to ‖uj‖ ≤ 1; ∀j = 1, . . . ,K

The first term in Eq.1 is the reconstruction error, and the second term is used
to control the sparsity of the sparse codes vi. λ is the tradeoff parameter used
to balance the sparsity and the reconstruction error. Sparse coding has proved
its efficiency in feature quantization process. Yet, the major drawbacks of this
coding method is that it neglects the consistency of the sparse codes for the close
local descriptors.

Gao et al [6] proposed Laplacian sparse coding to incorporate the similarity
among the local features in the feature space. They added a regularization term
in the objective function of sparse coding. Given two local features xi and xj

as well as their sparse codes vi and vj respectively, Wi,j measures the similarity
between these features, the function objective of LSC is described as follows:

min
U,V

‖X − UV ‖2F + λ
∑

i

‖vi‖1 + β

2

∑

i,j

‖vi − vj‖2Wi,j (2)

Then, the formula 2 can be reformulated as:

min
U,V

‖X − UV ‖2F + λ
∑

i

‖vi‖1 + βtr
(
V LV T

)
(3)

subject to : ‖um‖2 = 1

where β is the weight on the closeness restriction and L defines the Laplacian
matrix.
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3 Proposed Approach

In this section, we describe the details of the extended approach based on Lapla-
cian sparse coding. First, the local features are extracted using dense SIFT [8]
features. Then, the local regions are built around local features in order to incor-
porate the local spatial information during the sparse coding process. The local
features are encoded, via our proposed approach, to sparse codes taking into
account the consistency between the sparse codes and the local regions centred
around their corresponding local features. Furthermore, we apply our proposed
Sparse BoSSA Pooling (SBP) to give the final image representation. Finally, a
multi-class non-linear SVM classifiers is trained for image category prediction.
These steps are detailed in the next sections.

3.1 Feature Extraction

Several works [11] prove that sampling density is better than interest points.
SIFT descriptor demonstrates its excellent results in image classification
[13,5,6,15,14]. For that, we implement in our experiment dense SIFT features.
Given a local region, SIFT descriptor is computed as 16 histograms of 8 gradient
orientations. It gives a 128-dimensional vectors.

3.2 Proposed Extension of Laplacian Sparse Coding

Given the local feature space X = [x1, . . . , xN ] , xi ∈ �D×1 extracted as de-
scribed in section 3.1. In order to take into account the local spatial information
during the encoding phase, we form the local regions R (xi) centred around each
local feature xi. We consider the eight spatial neighbours E (xi) for each local
feature xi to form the local region R (xi) = {xi, E (xi)} as showed in Figure 1.

Fig. 1. Illustration of the local spatial information extraction process

After that, we aim to learn the unsupervised dictionary and to compute the
sparse code for each feature. In the classical Laplacian sparse coding, Wi,j com-
putes the similarity between local features xi and xj in order to realize the
consistency between local features and sparse codes. In this paper, we propose
to compute the similarity between xi and xj taking into account the similarity
between their spatial neighborhood in the image. Explicitly, we fix Wi,j = 1
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if the local region R (xi) is among the k-nearest neighbour of the local region
R (xj), otherwise, we fix Wi,j = 0. To compute the similarity between R (xi) and
R (xj), we define the similarity measure S (R (xi) , R (xj)) as the summation of
(1) the histogram intersection similarity between xi and xj and (2) the mean
pairwise similarities between the matched local features in E (xi) and E (xj).
For each local feature in E (xi), the matching is carried out by finding the closet
local feature in E (xj) (in the sense of the histogram intersection similarity).

3.3 Proposed Sparse BoSSA Pooling Method

In the previous section, we have trained the unsupervised dictionary and we
have coded each local feature by a sparse code. In this section, we will represent
the final vector of a given image I = {xi}M1 via these sparse codes. To mea-
sure the distribution of the responses of each local descriptor to the dictionary’s
vector basis, we adapt BoSSA [1] pooling strategy to our new sparse encoding
scheme as referred sparse BoSSA pooling. For that purpose, we built a histogram
hk,b of size B for each kth basis vector. Each bin of this histogram represents
the occurrences of the absolute value of the sparse code weights that fall into
this bin. The formula describes the computation of a given histogram hk for an
image I.

hk,b = card
(
vi | xi ∈ I and vmin

k + s× b ≤ |vik| ≤ vmax
k + s× (b+ 1)

)

where

s =
vmax
k − vmin

k

B
and b ∈ [0, . . . , B − 1]

B denotes the number of bins, vmin
k and vmax

k limit the range of activated
sparse code weights |vi,k| over all descriptors xi extracted from the images of the
learning set and the step s corresponds to the length of the bin.

4 Experiments

4.1 Experimental Protocol

In our experiments, we extract densely SIFT features from 8× 8 patches using a
spatial stride equal to 4. After that, we form a local region for each local feature.
Then, we learn the dictionary and we compute the sparse code for each local
feature implementing our encoding method. Furthermore, we apply SPR in order
to preserve the global spatial information and we apply SBP in each subregion.
For fair comparison to [15,6], the splits of the SPR is [(1× 1) , (2× 2) , (4× 4)].
Also, the number of basis vectors is fixed to 1024 and the number of bins is fixed
to B = 3. Two settings are included in our objective function λ: the sparsity of
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the sparse codes and β: the weight on the closeness restriction. λ and β are fixed
by cross validation: we fix β = 0.1, λ = 0.3 for UIUC Sport and Caltech-256,
and we fix β = 0.2, λ = 0.4 in Corel dataset. In the classification step, we train
the histograms with the chi− square non-linear SVM.

4.2 Datasets

We evaluate our approach for four datasets: UIUC-Sport, Corel-10 Dataset and
caltech-256. For fair comparison, we keep the identical experimental properties
as [15,6]. Table 1 summarizes the characteristics for all the datasets: the number
of classes, the number of the images in the dataset, the number of training images
per class and the number of test images.

Table 1. The general description of the datasets

UIUC-sport Corel Caltech-256

# of classes 8 10 257

# of images 1792 1000 30607

# of training 70 50 15/30/45/60

# of test remainder 50 remainder

4.3 Results

Impact of the Spatial Context (SC). Table 2 depicts the influence of the
spatial context added in the regularization term of the objective function. We
observe that the integration of the dependencies between local features both in
feature space and image space is more important than the integration of only
the dependencies between local features in the feature space.

Table 2. Impact of the spatial context on classification accuracy

Methods UIUC-Sport Corel caltech-256

Without SC 85.18 ± .46 88.76 ± .94 35.74 ± .1

With SC 86.6± .42 90.15 ± .76 38.35 ± .46

Impact of SBP Pooling on Our New Encoding Method. In this experi-
ment, we study the impact of our sparse BoSSA pooling method on classification
accuracy. Table 3 shows that the proposed pooling method enhances the classifi-
cation accuracy in all datasets. These results confirm the advantages introduced
by SBP representation.
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Table 3. Impact of sparse BoSSA pooling on image classification accuracy

Methods UIUC-Sport Corel Caltech-256

Without SBP 86.6 ± .42 90.15 ± .76 38.35 ± .46

With SBP 87.85 ± .46 91.33 ± .94 39.64 ± .53

Table 4. Performance Comparison on Caltech-256 Dataset

Number of training images 15 30 45 60

Method Average Classification rate(%)

BoW [10] 23.5± 0.42 29.1 ± 0.38 32.17 ± 0.53 34.21 ± 0.24

ScSPM[15] 27.73 ± 0.51 34.02 ± 0.35 37.46 ± 0.55 40.14 ± 0.91

LLC [5] 27.74 ± 0.32 32.07 ± 0.24 35.09 ± 0.44 37.79 ± 0.42

LSC[6] 29.99 ± 0.15 35.74 ± 0.1 38.47 ± 0.51 40.32 ± 0.32

Our 33.72 ± 0.7 39.64 ± 0.53 42.16 ± 0.51 44.03 ± 0.63

Comparison with State-of-the-Art. We compare our approach to different
image classification methods in the literature. The SPM baseline method and
baseline methods based on sparse coding: ScSPM, LLC, LSC. Table 5 and 4
show that our method exceeds background performance on divers datasets. This
demonstrates that the proposed method can improve the classical Laplacian
sparse coding by taking into account the locality constraint among the local
features in the encoding phase and the statistical distribution of the sparse code
weights in the pooling step.

Table 5. Performance Comparison on UIUC-Sport and Corel datasets

Methods UIUC-Sport Corel

SPM [7] 79.98 ± 1.67 -

ScSPM [15] 82.74 ± 1.46 86.6 ± 1.01

LLC [14] 83.09 ± 1.3 87.93 ± 1.04

LSC [6] 85.18 ± 0.46 88.76 ± 1.04

Our 87.85 ± 0.46 91.33 ± 0.49

5 Conclusion

In this study, we aim to enhance the image classification task. For that, we
propose a new sparse encoding method in order to improve the dictionary learn-
ing and the sparse coding process. Indeed, the incorporation of spatial locality
among the features in the image space ensures the consistency between the sparse
codes and the local regions centred around their corresponding local features.
Furthermore, we propose a new pooling scheme that adapt BoSSA pooling on
the novel sparse codes. This enables us to take into account the distribution of
the sparse codes weights around each vector basis. Experimental results proves
the efficiency of the proposed approach.
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