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Abstract. This paper proposes the use of wavelet image transformation and po-
lyphase downsampling in scalable video coding. A wavelet-based inter-frame 
coding solution using the syntax and framework of both MPEG-4 H.264/AVC 
and it is scalable extension, SVC. In the former codec, redundant slices are em-
ployed for coding the high frequency subbands of wavelet transformed imaged. 
While in the latter codec, the wavelet subbands are arranged into separate 
Coarse Grain Scalability (CGS) layers. Additionally, the paper proposes the use 
of a modified polyphase downsampling in applications of scalability and error 
resiliency. It is shown that the coding efficiency of the proposed solutions is 
comparable to single layer coding. 
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1 Introduction 

It is reported in [1] that the DCT block-based approach is suitable for coding wavelet 
subbands. It was proposed to code the wavelet subbands in the base and enhancement 
layer of MPEG-4 AVC/H.264 scalable video coding (SVC) [2]. The low frequency 
band is coded in the base layer, the resultant quantization error and the high frequency 
bands are arranged into one image and coded in the enhancement layer. Such an ap-
proach allowed for both SNR and dyadic spatial scalabilities. Both the base and en-
hancement layers are coded using the AVC intra-frame syntax. This paper extends the 
reviewed work by proposing an inter-frame wavelet coding scheme in two different 
coding arrangements using the framework of both AVC [3] and SVC. 

For inter-frame wavelet coding, the high frequency subbands are time-variant be-
cause of the decimation process involved in the image wavelet decomposition. Thus, 
translation motion in the pixel-domain image cannot be accurately estimated from the 
wavelet coefficients.  Complete-to-overcomplete  Discrete Wavelet Transformation 
(DWT) can be used to solve this problem. For instance, in [4] and [5] complete-to-
overcomplete DWT is applied to the locally decoded reference subbands. As a result, 
each frequency subband ends up with 4 representations with different directions of unit 
shifts. Motion estimation is then used to find a best match location in one of the four 
reference representations. An extra syntactic field is needed to indicate the reference 
subband representation to which the MV belongs. Clearly the complete-to-overcomplete 
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DWT of the reference subbands and the extra syntactical field violates the operations of 
the standardized codecs. Moreover, the results presented in [5] applies the above 
complete-to-overcomplete DWT in conjunction with pixel-accurate ME only. A tradi-
tional method for complete-to-overcomplete DWT was introduced in [6]. A time  
domain one dimensional signal is passed through a high pass and low pass filter  
followed by decimation to produce low and high frequency subbands. The original 
signal is also shifted by one unit and the decomposition procedure is repeated. In  
general at each decomposition level, the low frequencies are decomposed twice, with 
and without unit shifting. More advanced complete-to-overcomplete DWT methods 
are reported in [7] and [8]. 

In this paper, two solutions are proposed for interframe coding of wavelet coeffi-
cients. The first solution employs the redundant pictures of the AVC framework for 
the coding of wavelet subbands, while in the second solution, the wavelet subbands 
are coded in the enhancement layers of a SVC codec.  

The paper is organized as follows. Section 2 introduces the proposed solution of 
using redundant pictures for video scalability. Section 3 introduces the proposed solu-
tion of using wavelet subbands with scalable video coding. Section 4 introduces the 
proposed polyphase downsampling approach to scalability. The experimental results 
are introduced in Section 5 and Section 6 concludes the paper. 

2 Proposed Redundant Pictures Approach to Scalability 

The AVC standard introduced the use of redundant pictures (or redundant slices) as 
an error resiliency tool. The idea is to allow the encoder to repeat the coding of a pri-
mary picture (or part of it) in a redundant picture syntax element. In case of transmis-
sion errors the decoder can choose to decode the redundant picture to conceal the 
error and alleviate picture drift. This paper proposes the use of the redundant pictures 
for the coding the high frequency wavelet subbands. The low frequency subbands on 
the other hand are coded using the primary picture syntax element. Note that the AVC 
standard indicates that a compliant decoder does not have to decode redundant pic-
tures. Therefore, the proposed coding arrangement does not violate the standard in 
this regard. 

In this arrangement, if a video server streams the primary pictures only then a low 
spatial resolution of the original video is received. This is fully compliant with any 
AVC decoder. On the other hand, if the server streams both the primary and redun-
dant pictures then a scalable decoder will be able to reconstruct the video at a high 
spatial resolution.  

The first stage of this solution is a pre-process in which the input images are trans-
formed into the wavelet domain. High frequency subbands are then rearranged and 
coded as redundant pictures. This is illustrated in Figure 1 below. The rearrangement 
of high frequency subbands is necessary to guarantee that similar subbands are  
predicted from each other thus increasing the efficiency of motion estimation and 
compensation. 
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Fig. 1. Arrangement of wavelet subbands into primary and redundant pictures in the AVC 
framework 

In the pre-processing it is also important to round and shift the mean of wavelet 
coefficients such that they can be represented with unsigned short data types. In this 
implementation and with one level of wavelet decomposition, the coefficients are  
represented by 10 bits only. The AVC implementation can be configured accordingly. 
Note that the rounding causes an imperfect reconstruction of the wavelet coefficients. 
Nevertheless it was noticed that loss in image quality is negligible. Empirically, the 
reconstructed rounded images have a PSNR of around 50 dB.  

In the AVC coding stage, the standard specifies that primary pictures cannot be 
predicted from redundant ones. And a redundant picture cannot be predicted from its 
primary picture as well. Referring to Figure 1, clearly the prediction of say HL0 (the 
subscript refers to the time index of the input image) from LL0 is useless and the AVC 
coder will decide to perform an intra-frame coding instead. The rest of the high fre-
quency subbands in this case i.e. HL1 and HL2 will be efficiently predicted from each 
other. Upon decoding, an extra post-process is required in which the decoded high 
frequency subbands and the decoded primary pictures are regrouped and inverse 
transformed into the higher spatial resolution. 

3 Proposed Scalability Solution Based on Wavelet Subbands 

In this proposed solution, the SVC scalable framework is used to encode both the low 
and high frequency subbands. The input images are DWT, rounded and mean shifted 
as in the aforementioned redundant pictures solution. The low frequency subband is 
coded as a base layer in this case. The high frequency subbands on the other hand are 
coded in separate SVC enhancement layers as illustrated in Figure 2 below. 
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Fig. 2. Arrangements of wavelet subbands into 4 SVC layers 

The SVC standard specifies that the spatial resolution of the enhancement layers 
can be greater than or equal to the spatial resolution of the base layer. In this case the 
upsamling filter of interlayer prediction is disabled and the deblocking of the base 
layer is omitted because the block boundaries between the layers are already aligned. 
Thus the arrangement of Figure 2 above is syntax friendly.  

The prediction of high frequency subbands will naturally be intra-layer as opposed 
to inter-layer prediction. Nevertheless the vertical prediction lines in the figure indi-
cate that other prediction modes can be applied. The SVC standard specifies a number 
of inter-layer predictions such as prediction of motion fields, prediction of MB parti-
tioning, MB coding modes and so forth.  

 

 

Fig. 3. Interpolation of input images prior to DWT and AVC coding 
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In comparison to the previous redundant picture solution, the perdition of high fre-
quency subbands in the enhancement layers is continuous and does not suffer from the 
aforementioned problems  where third of the redundant pictures have to be either intra 
coded or predicted from a primary picture which is the LL subband in this case. Hence 
more efficient coding is expected as illustrated in the experimental results section.  

In this solution we also experiment with spatially interpolating the input images 
prior to DWT in an attempt to increase the correlation between the same frequency 
subbands across different images. The pre-processing, coding and post processing of 
such a system is illustrated in Figure 3 below. 

On the other hand in an attempt to reduce the bitrate generated by the high fre-
quency band, an opposite solution can be thought of. Such bands can be spatially 
decimated prior to coding. However this arrangement will in some cases affect the 
efficiency of motion estimation and compensation. The pre-processing, coding and 
post processing of such a system is illustrated in Figure 4 below. 

 

 

Fig. 4. Decimation of wavelet subbands prior to SVC coding 

4 Proposed Polyphase Scalability Solution 

One potential drawback of the proposed inter-frame wavelet solution suing the AVC 
redundant pictures is that it defeats the purpose of error resiliency. Thus one can think 
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of an alternative solution in which redundant pictures can be used for both error resi-
liency and spatial scalability. The solution is based on polyphase downsampling 
which is usually used in Multiple Description (MD) coding [9,10,11].  

In [12] a source video is polyphase down sampled and fed into separate AVC cod-
ers. The paper then focuses on transmission errors and proposes different concealment 
solutions and post processing to attenuate visual effects related to MD coding and 
transmission errors. 

In this work we propose the use of polyphase downsampling as a scalability and er-
ror resiliency tool. One of the polyphase down sampled images (or descriptors) is used 
as a primary image within the AVC framework and the rest of the descriptors are used 
as redundant pictures. The redundant pictures can serve as an error resiliency tool be-
cause their visual content is very similar to the primary pictures. Likewise the redun-
dant pictures can be used for enhancing the spatial scalability of the primary pictures.  

For completeness, the concept of polyphase down sampling is illustrated in the 
Figure 5. 

 

 

Fig. 5. Illustrating the concept of image polyphase downsampling. 

A scalable solution based on such descriptors suffers from aliasing artifacts in the 
primary pictures (or base layer in this case) due to the lack of image filtering prior to 
down sampling. Hence this work proposes to replace the first descriptor (indicated by 
the ‘Δ’ samples) by the average of the four descriptors Δ, ×, 1 , O. This will provide 
a filtered and downsampled base layer which can be coded using the AVC primary 
pictures. Again, the rest of the descriptors are coded using redundant pictures. If all 
the descriptors are decoded then the original samples of the base layer descriptor can 
be recovered from the decoded average (in the primary pictures) and the ‘×’, ‘l’ and 
‘O’ samples decoded from the redundant pictures. 

For an alternative approach for filtering, an adaptive average can be used based on 
localized edge detection. In this case the ‘Δ’ samples are averaged with a predictor ‘y’ 
defined as: 

 y = max(×, l)  if O ≥ max(×, l) or (1) 
     y = min(×, l)  if O ≤ min(×, l) or  

                            y = ×+l-O (otherwise)   
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Both methods of averaging and adaptive averaging generates similar results. How-
ever, it was noticed that the upsamling quality of the latter approach generated a high-
er PSNR (around 2 dB). 

Figure 6 below visually shows the results of the proposed polyphase downsam-
pling in comparison to the traditional approach. The aliasing artifacts on the back-
ground edges are evident in the  descriptors generated from the ‘×’, ‘l’ and ‘O’ sam-
ples. However such aliasing affects are greatly attenuated in the averaged descriptor. 

Figure 7 illustrates that similar to the inter-frame wavelet solution, the descriptors 
can be arranged into primary and redundant pictures in the AVC framework following 
the arrangement illustrated in Figure 1above. Notice that similar descriptors are 
grouped into one redundant picture group thus rendering the motion compensation 
process more efficient. 

 

 
Proper down sampling  

 
Average of Δ, ×, l, O. 

 
All the ‘×’ samples 

Fig. 6. Reducing aliasing artifacts in one of the polyphase image descriptors 

 

Fig. 7. Arrangement of image descriptors into primary and redundant pictures 

5 Experimental Setup and Results 

The experimental results used the following software; the JM reference software for 
(AVC) [13] and the JSVM reference software for SVC [14]. Both reference software 
are available on  HHI institute, image and video coding website. 

Figure 8 compares between the rate distortion curves of the proposed solutions 
against AVC single layer coding. Three test sequences are used; Crew and Harbour 
with a spatial resolution of 704x576 and IntoTree with a spatial resolutions of 
1920x1080. 

It is shown in the figure that in some cases the proposed inter-frame wavelet SVC 
solution outperforms single layer coding. In other cases, the proposed solution was 
slightly inferior to single layer coding. The figure also shows that the proposed SVC 
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solutions slightly outperform the inter-frame wavelet coding based on redundant pic-
tures (In the figure this is referred to as ‘Proposed RP. AVC’). As mentioned pre-
viously, this is due to the fact that a redundant picture preceded by a primary picture 
will not be inter-frame coded. Again such pictures count for third of the redundant 
pictures. 

Figure 9 on the other hand presents the results using the interpolation and decima-
tion ideas of Figures 3 and 4 above. As for decimating the high frequency subbands 
prior to coding, the figure shows that a gain in PSNR was achieved for the Crew but 
not the Harbour sequence. This can be justified as follows. The Crew sequence is less 
spatially active than Harbour thus, the coarse representation of high frequencies by 
means of decimation means that more bits can be allocated to the low frequency band 
and therefore enhancing the overall image quality. In contrast, coarsely representing 
the high frequencies of the spatially active Harbour sequence has a counter effect on 
image quality.  

Moreover, the figure shows that implementing the interpolation solution of Figure 
3 above the opposite effect is observed. The Harbour sequence benefited from such a 
solution and the overall PSNR was higher than the proposed SVC solution. In conclu-
sion it seems that the use of the interpolation and decimation techniques should be 
adaptive according to the spatial activity of the image content. 

 

 

Fig. 8. Rate distortion curves for the proposed solutions in comparison to single layer coding 
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Fig. 9. Rate-distortion curves for the proposed interpolation and decimation solutions with 
inter-frame wavelet coding 

6 Conclusion 

This work proposed a number of novel arrangements for scalable video compression. It was 
proposed to high wavelet frequency subbands as either redundant pictures using AVC or scala-
ble layers using SVC. It was shown that the latter provided higher prediction efficiency for 
coding the high frequency subbands. It was also shown that depending on the spatial activity of 
a given image the high frequency subbands can be decimated for bitrate reduction. On the other 
hand interpolating the images prior to DWT increased the correlation between subsequent sub-
bands leading to higher prediction efficiency in sequences with high spatial activities. Lastly a 
framework for a solution based on modified polyphase downsampling was proposed. It is antic-
ipated that such an approach can achieve both spatial scalability and error resiliency. 
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