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Abstract. The ever increasing number of medical images in hospitals urges on
the need for generic content based image retrieval systems. These systems are
in an area of great importance to the healthcare providers. The first and fore-
most function in such system is feature extraction. In this paper, different fea-
ture extraction techniques have been utilized to represent medical blood cell
images. They are categorized into two groups; low-level image representation
such as color and shape analysis and local patch-based image representation
such as Bag of Words (BoW). These features have been exploited for retrieving
similar images. We have also used a generative model such as Probabilistic La-
tent Semantic Analysis (PLSA) on extracted BoW for retrieval task. Lastly, the
retrieval results obtained from all the above features are integrated with one
another to increase the retrieval performance. Experimental results using four
different classes of 600 blood cell images showed 92.25% of retrieval accuracy.
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1 Introduction

The growth of multimedia content production has been accelerated due to the wide
availability of digital devices. Medical blood cell images are one of the most popular
among the variety of multimedia content. The latest computer systems can store a
very huge amount of medical images. Such medical image databases are the key
component in diagnosis and preventive medicine. Therefore, there is an increased
demand for a computerized system to manage these valuable resources. In addi-
tion, managing such data demands high accuracy since it deals with human life.
Traditional text based image retrieval is becoming infeasible due to the huge
amount of blood cell images and it is also difficult to achieve a consistent diagnose
during microscopic evaluation due to subjective impressions of observers. The solu-
tion to this problem is Content-Based Image Retrieval (CBIR); This would allow us to
search based on the content rather than the keywords and meta-data descriptions. The
CBIR performance strongly lays on the techniques used to represent images. There
are two main approaches in CBIR: (i) those techniques that directly extract low level
visual features from the images, and (ii) those techniques that represent images by
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local descriptors. Low level visual features such as color, shape and texture have been
used to classify and retrieve medical blood cell images in various studies [1-5].

Recently, more promising studies have been focused on local descriptors. SIFT
feature is one of the most widely used local descriptor in object recognition tasks.
With the advances of this local feature, researchers in the field of computer vision
have attempted to resolve object classification problems by a new approach known as
Bag of Words (BoW). In recent years, many studies have successfully exploited this
feature in general scene and object recognition tasks [6-8] due to its simplicity, dis-
crete representations and simple matching measures in preserving computational effi-
ciency. The use of BoW model can also be found in medical image classification and
retrieval tasks [9-12].The analysis on the results obtained from their studies proven
that BoW performs better than other low level features. Andre et al. in [11] developed
a system for endomicroscopy video retrieval. BoW has been employed in their study
in order to produce visual and semantic outputs which are consistent with each other.
In another medical image classification work, BoW was combined with other image
representation techniques such as LBP, pixel value and Edge Histogram Descriptor
with two different feature fusion schemes; Low Level and High Level [10]. The re-
sults obtained by this group clearly show that feature fusion methods outperform the
results obtained by using a single feature in classification task. However, they have
analyzed the results obtained by different feature extraction techniques and its proven
that BoW features perform better than other feature representation used in that work.

BoW also works over probabilistic tools such as Latent Dirichlet Allocation (LDA)
[18] and Probabilistic Latent Semantic Analysis (PLSA) [15], and has been success-
fully applied in image retrieval and annotation [13-14]. Although PLSA was original-
ly proposed in the context of text document retrieval, it has also been applied to vari-
ous computer vision problems such as classification and images retrieval where we
have images as documents and the discovered topics are object categories (e.g. air-
plane, sky). Zare et. al. in [12] employed PLSA approach for classification of medi-
cal X-ray images in two different techniques; one to annotate medical X-ray images
and the other one is to retrieve top five similar images to the query image. Classifica-
tion accuracy rate obtained by this approach showed tremendous improvement com-
pared to classification rate obtained by flat SVM classifier. Capturing meaningful
aspects of images as well as generating low-dimensional and robust image representa-
tion can be considered as another ability of such tools which has been studied in vari-
ous studies [14].

The purpose of this study is to improve the retrieval performance of the previous
experiment [5] with a larger database. BoW has been employed as one of the feature
extraction technique. PLSA based image retrieval has also been explored in this expe-
riment. Then, intersections of the results obtained by this approach with the ones ac-
quired by color and shape analysis are taken as final retrieval results.

The rest of the paper is organized as follows: Section 2 discusses the components
of the proposed CBIR system for blood cell images. Experimental results and discus-
sion are reported and analyzed in Section 3. Finally, the overall conclusion of this
study is presented in Section 4.
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2 Methodology

The proposed system is made up two modules; Feature Extraction and Image Retriev-
al, each has specific functionalities which will be described in detail below.

2.1 Feature Extraction Module

Feature extraction plays an important role in the performance of any image retrieval
system because it can produce significant impact on the retrieval results. Different
approaches for feature extraction have been employed in this experiment as explained
below.

2.1.1  Color Analysis
Color is a fundamental characteristic of image content and it is a frequently used vis-
ual feature for CBIR. Color is a powerful descriptor that simplifies object recognition.

Histogram is a very commonly used color descriptor technique. Color histogram is
obtained by quantizing the color space and counting the number of pixels that fall in
each discrete color.

Color histogram is used to represent distribution of colors in an image in CBIR ap-
plication. There are various techniques in measuring the dissimilarity between distri-
butions of such features. In this research, Bhattacharya coefficient has been used to
compare the color histograms between query image and images in the database. This
is to indicate the relative closeness of the two sample images.

Calculating the Bhattacharya coefficient involves a rudimentary form of integra-
tion of the overlap of the two samples. The interval of the values of the two samples is
split into a chosen number of partitions, and the number of members of each sample
in each partition is used in the following formula:

Bhattacharya = Y1,/ (Xa; - Xb;) (1

where considering the samples a and b, n is the number of partitions, and a;, b; are
the number of members of samples @ and b respectively in the i'th partition. The Bhat-
tacharya coefficient will range from 0 to 1 where 1 represents the completely similar
image and O indicates that there is no similarity between two images. The concept of
normalization will be used in Bhattacharya coefficient; normalization is a process that
changes the range of pixel intensity values. The purpose is to bring the image with a
different intensity values into a range that is more familiar and similar to the senses
which in this case, the ranges is brought to values between 0 and 1 inclusive.

2.1.2  Shape Analysis

Another major image feature is the shape of an object. In shape-based image retrieval,
the similarities of the shapes represented in images are measured. Generally, there are
two categories of shape descriptors: boundary based and region based. In the boun-
dary based shape descriptor, the focused is on the closed curve that surrounded the
shape. There are various models describing this curve such as polygons, circular arcs,



Blood Cell Image Retrieval System Using Color, Shape and Bag of Words 221

chain codes, etc. Region based shape descriptor such as Moment Invariants and Mor-
phological Descriptor give emphasize to the entire shape region or the materials with-
in the closed boundary. The dataset used in this research is blood cell images, where
the aim is to determine the number of round objects. As such, one way to describe
such images is to calculate the circularity ratio of the objects in an image. It represents
how a shape is similar to a circle. The result of area and perimeter of an object inside
each image will be used to form a simple metric indicating the roundness of an object
using the following formula:

. 4mTXarea
Roundness Metric=

perimeter? @)

This metric is equal to 1 only for a circle and it is less than 1 for any other shapes.
The discrimination process can be controlled by setting an appropriate threshold. In
this study, the threshold of 0.75 has been used since all the objects or bubbles in blood
cell images are not completely round.

2.1.3 Bag of Words (BoW)

The process of BoW starts with detecting local interest point. Local interest point
detectors have the task of extracting specific points and areas from images which are
invariant to some geometric and photometric transformations. For the detection of
local interest point, Difference of Gaussians (DoG) is used in this experiment. DoG
detector proposed by Lowe [16] is invariant to translation, scale, rotation, and illumi-
nation changes and samples images at different locations and scales.

Next, distinctive feature that characterizes a set of keypoints for an image is ex-
tracted. Scale Invariant Feature Transform (SIFT) proposed by Lowe [17] is used to
describe the grayscale image region around each keypoint in a scale and orientation
invariant fashion. Each detected region is represented with the SIFT descriptor using
the most common parameter configuration: 8 orientations and 4 x 4 blocks, resulting
in a descriptor of 128 dimensions.

Next step in implementation of bag of visual words is the codebook construction
where the 128-dimensional local image features have to be quantized into discrete
visual words. This step uses k-means clustering method, and use cluster center as
visual vocabulary term. Upon identification of cluster centers, each image is
represented as histograms of these cluster centers by simply counting the frequency of
the words appear in an image. To accomplish this task, each feature vector in an im-
age is assigned to a cluster center using nearest neighbor with a Euclidean metric.

2.2  Retrieval Module

In this module, certain measurement techniques were used to determine the similari-
ties between the feature extracted from query image and images in the database. Upon
identifying the similarities, the respective images from the database will be then re-
trieved as similar images to the query image.

In color analysis, the color histogram of query image is compared with the color
histogram of images in the database using Bhattacharya coefficient. The resulting
value is a number ranging from O to 1 based on the normalization algorithm.
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The threshold of 0.97 has been set; as such the top 10 images in the database where
their similarity ratios are greater than the threshold value are selected as similar im-
ages to the query image.

Likewise, the same approach is used to retrieve the top 10 similar images to the
query image based on shape descriptor of images. In this case, the ratio of circular
objects existed in an image is compared with same ratio of all other images in the
database. Then, those images having ratios close to the query image’s ratio by +3 are
retrieved as similar images. In BoW based image retrieval approach, PLSA model is
applied on extracted BoW to identify similar images to the query image as illustrated
in Fig.3. These processes are explained in following:

Learning Phase:

1) Initially, PLSA model is trained on the set of images in the database with visual
words (BoW) as an input to learn both P(z|d;) andP (x;|z).
2) While not converge do
a) E-Step: Compute the posterior probabilities P(Zk |di, xj)
b) M-Step: Parameters P(xj|zk) and P(z|d;) are updated from posterior

probabilities computed in the E-Step.
End While

Testing Phase:
1) The E-step and M-step are applied on the extracted BoW of the query image

by keeping the probability of P(xj |Zk) learnt from the learning phase fixed.
2) Calculate the Euclidean distance between P(z;|d;) and (z; |dquery) .
3) Those images with closest distance to P(zk|dquery) will be retrieved as
similar images.

The unobservable probability distribution P(z|d;) and P(x;|z) are learned from
the data using the Expectation —Maximization (EM) algorithm. P(z;|d;) denotes the
probability of topic z, given in document d;.P(x;|z;) denotes the probability of

visual word x; in topic z.
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Fig. 1. Block Diagram of BoW-PLSA based Image Retrieval
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Pseudo code of the retrieval process of 10 similar images to test images is demon-
strated in following:

Start
1.
2.

3.
4.

End

Input [BoW g0 xs00 t0 PLSA model in order to compute [XZ]so0 x4 and [ZD]4 w600
Insert the visual feature extracted from the unseen query image ([BoW]; x500 ) to PLSA
model to compute matrix[ZD], «1, by keeping [XZ]500 x4 fixed from step 1.
The output is matrix[ZD], x1-
Fori=1 to 600

Compute Euclidean distance between [ZD],  ;and [ZD] 4 x1.

The top ten (10) vectors in matrix [ZD], «; with closet distance to vector [ZD]4 x1

will be selected. Each vector represents one image.
End For

3

Experimental Results and Discussion

Experiments were conducted to evaluate the retrieval performance obtained with re-
spect to various image representation techniques. The database used in this research
contains 600 blood cell images from four different classes; Al Erythropoiesis, B1
Myeloid Cells Category, C1 Red Cell Disorder in the Neonate and Childhood , D1
Malarial Parasites Category. To evaluate the performance of the proposed retrieval
system, we have randomly chosen 20 images from each class as query image. Preci-
sion is used to describe the accuracy of the proposed retrieval system.

Fig. 4 illustrates the average precision results obtained using the proposed retrieval
approaches. The results showed that BoW-pLSA based retrieval approach outper-
formed the other two approaches.
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Fig. 2. Average Retrieval Precision

Analysis on the results shows that there are several irrelevant images retrieved us-
ing the color based approach which results in having lower retrieval precision. Further
investigation on this results shows that most of these irrelevant retrieved images are
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having similar color histogram as the query image. This is due to the drawback of
color histogram as it ignores the shape and texture of the images, i.e. two images from
different category that happened to share color information can have similar color
histograms. Fig. 5 illustrates this drawback; two images from Category B1 and one
image from Al category as well as their respective color histograms are presented.
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Fig. 3. Color Histogram of Sample Images from Two Categories

Comparing any retrieval systems is a difficult task especially in medical image re-
trieval domain. This is mostly due to the strong noises that exist in most of the medi-
cal images as well as intra-class variability and interclass similarities among them. In
general, it is difficult to compare any two retrieval systems in the image retrieval do-
main. Due to the strong noise in most of the medical images as well as the existing
similarities in the content of the images, it becomes imperative to use very precise
descriptor. However, BoW with PLSA based image retrieval performs the best with
average precision of 87.25% while shape and color analysis each has the precision of
78.25% and 73% respectively. The top 10 similar images to the query image retrieved
from all the above three methods are analyzed separately. To increase the accuracy of
retrieval results, only those images that retrieved in any of the above two methods
were chosen as the final retrieval result. This leads the retrieval precision to be in-
creased by 5%.

4 Conclusion

A wide availability of digital devices accelerates the growth of multimedia content
production. Images are the most popular among the variety of multimedia contents.
There is also an increase of digital information in medical domain such as blood cell
images. As a result, there is an increased demand for a computerized system to man-
age these valuable resources. In this paper, various feature extraction techniques have
been explored such as color and shape as well as bag of visual words. pLSA-BoW
based image retrieval approach is also being exploited. A good performance has been
obtained by combining the results obtained from the above feature extraction
approaches.
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