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Abstract. In the field of data mining, detecting concept drift in a data stream is 
an important research area with many applications. However the effective me-
thods for concept drift detection are seldom used in visual tracking in which 
drifting problems appear frequently. In this paper, we present a novel frame-
work combining concept drift detection with an online semi-supervised boost-
ing method to build a robust visual tracker. The main idea is converting updated 
templates to a data stream by similarity learning and detecting concept drift. 
The proposed tracker is both robust against drifting and adaptive to appearance 
changes. Numerous experiments on various challenging videos demonstrate that 
our technique achieves high accuracy in real-world scenarios. 

Keywords: Concept Drift, Visual Tracking, Similarity Learning, Semi-
Supervised Boosting. 

1 Introduction 

The distribution of a data stream is often not stable but changes with time, often these 
changes lead to performance degeneration in the old model. Thus detection of drifting 
concepts has extensive applications in data mining, such as spam filtering [1, 2].  
To our knowledge, the first exploration of combining concept drift detection with 
visual tracking was introduced in [3]. They proposed a simple Bayesian approach to 
detect drift points. However, their method is applicable in limited situations when 
abrupt drift happens, such as light mutation. In this paper, we present an online learn-
ing method combined with concept drift detection to finish the tracking task in real-
world scenarios. 

There exists one key problem in online learning method for tracking: drifting. 
Slight inaccuracies in the tracker can lead to incorrectly labeled training examples. 
Each update to the tracker may introduce an error which may accumulate over time 
resulting tracking failure. To tackle the drifting problem, extensive techniques have 
been proposed. Grabner et al. [4] proposed a semi-supervised online boosting method 
which is based on the idea of [5]. In their approach, a fixed prior classifier which is 
trained from some labeled examples is used for supervising the update process. This 
method tackles the drifting problem by restricting the update in a certain range. But 
the tracker may fail when the target has a significant appearance change. In this case, 
one can employ concept drift detection techniques to revalidate the tracker. 
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In order to detect concept drift in visual tracking, the updated target templates need 
to be converted into a data stream. In this paper, we treat the similarity between tem-
plates and concept (i.e. prior classifier) as the data to be mined. Learning similarity 
functions is an area which has received considerable attentions in machine learning. 
Our learning approach is inspired by the work of Leistner et al. [6]. They proposed a 
similarity learning method based on semi-supervised boosting. Their technique 
enables us to measure the distance between newly labeled samples and the concept in 
feature space. As shown in Fig.1, concept drift manifests an apparent trend from the 
view of similarity. 

 

Fig. 1. An example of concept drift (occlusion) in visual tracking 

Fig.1 demonstrates a special scenario (sudden occlusion) where only abrupt drift 
is considered. However in visual tracking, drifting types can be varied, thus a detec-
tion method which can accommodate for different situations has to be utilized. As 
data is generated constantly with the ongoing tracking process, the underlying distri-
bution of data stream may change over time. In this paper, our change-detection 
algorithm is based on a two-window paradigm. Successive data points are main-
tained in two fixed-size windows: current window and reference window. We em-
ploy a statistical approach called Lଵ-distance-test [7] to verify whether the distribu-
tions of data points in the two windows are close or not. This test makes no assump-
tion about the structure of the distributions and performs well in the application in 
visual tracking. 

The remainder of this paper is organized as follow. After an introduction to the 
semi-supervised boosting method for similarity learning in Section 2, we introduce 
the drift detection algorithm Lଵ-distance-test and its application in visual tracking in 
Section 3. Section 4 presents the entire tracking framework of our concept drift detec-
tion based method. Section 5 demonstrates some experiments and results. Finally, our 
work concludes with Section 6. 
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2 Semi-supervised Boosting for Similarity Learning 

Similarity learning is a key step in our concept drift detection. It measures the similar-
ity between samples and outputs a similarity score which is added to a data stream. 
The change of distribution in the data stream indicates the occurrence of concept drift 
in the tracking process. Usually in visual tracking, the target to track is manually se-
lected in the first frame. Our prior classifier ܪ௉ሺ࢞ሻ א ሾെ1, 1ሿ is trained from the 
original labeled data using a boosting method. The prior classifier measures the simi-
larity between updated templates and the target, generating a data stream which con-
sists of similarity scores. As a confidence score is obtained from the prior classifier, 
according to [6], a distance measure is defined as 

 d൫࢞࢏, ࢞࢐൯ ൌ หܪ௉ሺ࢞࢏ሻ െ  ௉൫࢞࢐൯ห (1)ܪ

This means samples that are close in distance share similar confidence scores. Then 
the distance measure is converted to a similarity measure by 

 S൫x୧, x୨൯ ൌ eቌି೏ቀ࢞࢐࢞,࢏ቁమಌమ ቍ
, (2) 

Where δ is the scale parameter. 

3 Online Detection of Concept Drift in a Data Stream 

3.1 Testing Closeness of Distributions 

If two unknown distributions over an n elements set are given, how to test whether 
they are statistically close is an interesting question. In this paper, we use the Lଵ-
distance-test proposed in [7] for online distribution closeness testing. This method 
makes no assumption about the distributions and runs in time linear in the sample 
size. Our experiments show that the Lଵ-distance-test achieves high accuracy in the 
concept drift detection in visual tracking. 

In the original Lଵ-distance-test algorithm, some elements appearing less than cer-
tain times are discarded before the test is performed. However, we omit this step in 
our test because the element set we use is small. Thus we give our simplified version 
of Lଵ-distance-test algorithm.  

Table 1. The Lଵ-Distance-Test Algorithm 

Algorithm 1 Lଵ-distance-testۃp, q, ε, δۄ 
1: Sample pሬԦ and qሬԦ for 
2:    M=O(maxሺεିଶ, 4ሻnଶ/ଷ log n) times 
3: Let S୮ and S୯ be the sample sets 
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4: Let n୧୮ and n୧୯ be the times element i appears in S୮ and           S୯ 
5: for m=1,2,..,M do 
6:    update n୧୮ by checking m-th element in S୮ 
7:    update n୧୯ by checking m-th element in S୯ 
8: end for 
9: Output 1 if ∑ หn୧୮ െ n୧୯ห୧ >εM/8 
10: Otherwise output 0 

In Algorithm 1, the parameters p and q are elements sets in two distributions, and 
parameters ε and δ can be tuned for adjusting the testing accuracy. Parameter n is 
the number of all possible elements. The presented algorithm runs in time complexity 
of O(M) if hashing technique is utilized. It has been proved in [7] that the Lଵ-
distance-test generates a correct output with probability at least 1-δ.  

3.2 Detecting Concept Drift in a Data Stream 

Our change-detection algorithm is based on a two-window paradigm. Successive data 
points are maintained in two fixed-size windows: current window and reference win-
dow. The reference window focuses on the original data points that share high simi-
larity with the target, however the current window focuses on the most recent data 
points, and slides forward whenever a new data point is added. Also the reference 
window is updated with each detected change. The Lଵ-distance-test is used to verify 
whether the distributions of data points in the two windows are close or not.  

Table 2. The Concet Drift Detection Algorithm 

Algorithm 2 Online Detection of Concept Drift 
1: c଴ ՚ 0 
2: for i=1…k do 
3:   Windowଵ,୧ ՚ first mଵ,୧ points from time c଴ 
4:   Windowଶ,୧ ՚ next mଶ,୧ points in stream 
5: end for 
6: while new data is added to the stream do 
7:   Slide Windowଶ,୧ by 1 point 
8:   if Lଵ-distance-testۃWindowଵ,୧, Windowଶ,୧, ε, δ1=ۄ 
9:      c଴ ՚current time 
10:      report change at time c଴ 
11:      clear all windows and GOTO step 2 
12:   end if 
13: end while 

Note that our detection algorithm processes the data stream in a discrete manner, so 
before adding the similarity score to the data stream, it needs to be discretized by 
mapping the similarity score to a corresponding integer in the element set. 
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4 Robust Tracking under the Framework of Concept Drift 

4.1 Online Semi-supervised Boosting for Tracking 

To finish the task of online semi-supervised boosting, Grabner et al. [8] introduced 
“selectors”. Each selector ݄௦௘௟ሺ࢞ሻ contains a set of weak classifiers. At every train-
ing iteration t, a weak classifier ܪ௧ሺ࢞ሻ with lowest training error is picked. Thus in 
each selector, we can set the label and weight for unlabeled example by 

௧ݕ  ൌ ௧ߣ ݀݊ܽ ௧ሺ࢞ሻ൯ݖ൫̃݊݃݅ݏ ൌ  ௧ሺ࢞ሻ| (3)ݖ̃|

where ݕ௧  is the pseudo-label and ߣ௧ is the corresponding weight. And ̃ݖ௧ሺ࢞ሻ is the 
the pseudo-soft-label which is defined by 

=௧ሺ࢞ሻݖ̃ 
ୱ୧୬୦൫ுುሺ࢞ሻିு೟షభ൯ୡ୭ୱ୦൫ுುሺ࢞ሻ൯ =tanhሺܪ௉ሺ࢞ሻሻ-tanhሺܪ௧ିଵሺ࢞ሻሻ (4) 

In the semi-supervised boosting based tracking approach [4], the tracking problem is 
formulated as binary classification between the target and background. Often in visual 
tracking, the target to track is manually selected in the first frame. A prior classifier is 
initialized by taking positive training samples and negative training samples from the 
target and background respectively. At every iteration, the classifier is evaluated in the 
local neighborhood to generate a confidence map which will be analyzed to find the 
target position. Note that the update process is restricted by the prior classifier. 

However, the tracking approach described above has a major drawback. When the 
target has a significant appearance change, the tracker may fail. In this case, one can 
employ concept drift detection techniques to revalidate the tracker. 

4.2 Tracking with Concept Drift Detection 

The structure of our proposed tracker is depicted in Fig.2. 

 

Fig. 2. The structure of our proposed tracker 
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In the semi-supervised boosting tracking, a template is evaluated by the prior clas-
sifier before updating. The updated templates restricted by the prior classifier are 
similar to the initial appearance, thus the tracker can’t adapt to significant appearance 
changes. Using the drift detection algorithm discussed in Section 3, one can detect a 
major concept drift when significant appearance change happens. Our proposed track-
er is both robust against drifting and adaptive to appearance changes. 

5 Experiments 

We compare our tracker with three other trackers, including SemiT[4], CT[9], 
MIL[10]. We include SemiT into our experiment because our tracker is implemented 
based on it. By adding drift detection module to SemiT, we can see a significant im-
provement in the tracking accuracy.  

5.1 Quantitative Comparison 

The four test sequences (Dudek, football, girl, shaking) for quantitative analysis exhi-
bit extensive challenging properties: illumination changes, pose variations, occlu-
sions, background clutters and so on. We use the center location error which is de-
fined as the Euclidean distance of the center positions between the tracked target and 
the ground truth. The tracking results are shown in Fig.3. 

 
Fig. 3. The quantitative tracking results on the benchmark sequences 
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As we can see from the graphs, the online drift detection technique greatly im-
proves the tracking accuracy of SemiT. The average center location errors of the 
tested trackers are shown in Table 1. The best and second best results are shown in 
red and blue respectively. 

Table 1. The average center location errors of the four trackers 

 Dudek football girl shaking 
SemiT[4] 124.3 232.4 63.5 275.1 
CT[9] 38.2 4.1 13.9 147.8 
MIL[10] 22.7 3.6 9.8 13.3 
Ours 13.6 4.7 6.5 20.3 

5.2 Qualitative Comparison 

In this section, we perform qualitative evaluation on five testing sequences (Dudek, 
girl, football, shaking, David). Fig.4 shows the tracking results. Note that we won’t 
draw the bounding box if the tracker loses the target. 

 

Fig. 4. The tracking results on Dudek, girl, football, shaking, David respectively 

In general, our approach and MIL yield the best tracking results among the four. SemiT 
performs worst because it can’t handle appearance changes properly and loses the target 
frequently. Both CT and MIL get a drift problem after the target is occluded in some 
frames. Besides, CT seems to have difficulty handling significant illumination changes. 
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6 Conclusion 

In this paper, we propose a framework that combines concept drift detection with 
visual tracking to improve tracking performance. Experiments show that our tracker is 
of high accuracy in real-world scenarios. Further research could be done on exploring 
more powerful concept drift techniques to get a better tracking result. 
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