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Abstract. The Levenberg Marquardt (LM) algorithm is one of the most effec-
tive algorithms in speeding up the convergence rate of the Artificial Neural 
Networks (ANN) with Multilayer Perceptron (MLP) architectures. However, 
the LM algorithm suffers the problem of local minimum entrapment. Therefore, 
we introduce several improvements to the Levenberg Marquardt algorithm by 
training the ANNs with meta-heuristic nature inspired algorithm. This paper 
proposes a hybrid technique Accelerated Particle Swarm Optimization using 
Levenberg Marquardt (APSO_LM) to achieve faster convergence rate and to 
avoid local minima problem. These techniques are chosen since they provide 
faster training for solving pattern recognition problems using the numerical op-
timization technique.The performances of the proposed algorithm is evaluated 
using some bench mark of classification’s datasets. The results are compared 
with Artificial Bee Colony (ABC) Algorithm using Back Propagation Neural 
Network (BPNN) algorithm and other hybrid variants. Based on the experimen-
tal result, the proposed algorithms APSO_LM successfully demonstrated better 
performance as compared to other existing algorithms in terms of convergence 
speed and Mean Squared Error (MSE) by introducing the error and accuracy in 
network convergence. 

Keywords: Artificial Neural Networks, Particle Swarm Optimization, Leven-
berg Marquardt Back Propagation, Meta-heuristic optimization, Nature inspired 
algorithms. 

1 Introduction 

Artificial Neural Networks (ANN) is one of the best approaches in Machine Learning. 
An ANN is modeled and designed based on the actual human brain concept with  
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interconnected neurons. It simulates the exact way of a processing information.  
Unlike other conventional techniques, the key element of an ANN is known as super-
vised learning, in which a set of input/output complex patterns is analyzed and classi-
fied [1-7]. As a multilayer perceptron feed-forward network, an ANN is used for  
random nonlinear function approximation and information processing which other 
techniques do not have [8]. There are many different types of ANNs depending on 
their structure and training model, but we will only focus on the most basic one is the 
Back Propagation Neural Network (BPNN) [9]. A Back-Propagation (BP) algorithm 
is designed to reduce error between the actual output and the desired output and adjust 
the ANN weights (and biases) of the network in a gradient descent manner.  

However, despite of its reputation, simple architecture and easy to understand 
learning process, the BPNN has few limitations. The limitations are the risk of getting 
trapped in a local minima [10-12], possibility of overshooting the minima of the error 
surface [13-16], slow rate of convergence and so on. Therefore to get faster and more 
efficient trainings process, second order learning algorithms have to be used. 

The Levenberg Marquardt (LM) algorithm is one of the most successful algorithm 
in speeding up the convergence rate of the ANN with Multilayer Perceptron (MLP) 
architectures [17]. It is ranked as one of the most efficient training algorithms for 
small and medium sized patterns. The LM algorithm was developed only for layer-by-
layer ANN topology, which is far from optimal [18]. It combines Gauss–Newton 
Algorithm (GNA) with gradient descent [19]. It inherits speed from Newton method 
but it also has the convergence capability of steepest descent method. It suits specially 
in training neural network in which the performance index is calculated in Mean 
Squared Error (MSE). Unfortunately, along with its benefits, LM algorithm can also 
suffer the problem of local minimum entrapment [20-23].  

Alternatively, there is no one size fits all solution exist. Researchers have been try-
ing to find the optimal solution by proposing different approaches and robust algo-
rithm. Therefore, our focus is finding the best and efficient algorithm(s) of optimizing 
the neural network using genetic algorithms. In order to overcome the drawback of 
the Levenberg Marquardt Back Propagation (LMBP), the solution will be converged 
to the meta-heuristic algorithm. Among the examples of the meta-heuristic nature 
inspired algorithms are Evolutionary Algorithm (EA) [24], Ant Colony Optimization 
(ACO) Algorithm [25], Artificial Bee Colony (ABC) Algorithm [26], Genetic Algo-
rithm (GA) [27], Cuckoo Search (CS) Algorithm [6], Bat Algorithm (BA) [28], Par-
ticle Swarm Optimization (PSO) Algorithm [29].  

Specifically for this paper, The LMBP is combined with APSO, which was origi-
nally proposed by Yang in 2008 [30]. In this paper, the convergence behavior and 
performance of the proposed APSO_LM algorithm is analyzed on selected bench-
mark classification datasets obtained from UCI machine learning repository. This 
method is based on the imitation of the social behavior of bird flocking and fish 
schooling. The LM and scaled conjugate gradient based back-propagation training 
algorithms are used to train the network. These two training algorithms have been 
chosen since they provide faster training for solving pattern recognition problems 
using the numerical optimization technique [13]. Their classification performances 
with different network architecture are reported in the result section. The results are 
compared with Artificial Bee Colony (ABC) Algorithm using BPNN algorithm, and 
other similar hybrid variants. The objective of the optimization is to minimize the 
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computational cost and to accelerate the learning process using a hybridization  
method. 

The outline of this article is as follows. In section 2, the proposed APSO_LM algo-
rithm is explained, and simulation results are discussed in Section 3. Finally, the con-
clusion of this work is presented in Section 4. 

2 The Proposed APSO_LM Algorithm 

The APSO is a population based optimization global search algorithm, which has 
strong ability to find global optimistic result, the LM algorithm has the strong ability 
to find local optimistic result, but its ability to find the global optimistic result is 
weak. By combining the APSO with LM, a new algorithm referred to as APSO_LM 
hybrid algorithm is formulated. Similar to many other meta-heuristic algorithms, 
APSO starts with a random initial population. The searching process is also started 
from initialization a group of random particle. First all particle are update according 
to the Equation (5), and (6), until a new generation set of particle are generated, and 
then those new particle are used to search the global best position in solution space. 
Finally the LM algorithm is used to search around the global optimum. In this way the 
hybrid algorithm may find as optimum more quickly. 

In the proposed Accelerated Particle Swarm Optimized Levenberg-Marquardt 
(APS_LM) algorithm, each best particle or solution represents a possible solution 
(i.e., the weight space and the corresponding biases for NN optimization in this study) 
to the considered problem and the size of a population represents the quality of the 
solution. The initialization of weights is compared with output and the best weight 
cycle is selected by APSO. The APSO will continue searching until the last cycle to 
find the best weights for the network. The main idea of this combined algorithm is 
that APSO algorithm is used at the beginning stage of searching for the optimum to 
select the best weights. Then, the training process is continued with the LM algorithm 
using the best particle as weights of APSO algorithm. The LM algorithm interpolate 
between the Newton method and gradient descent method. The pseudo code for the 
ASPO-LM algorithm is given as follow. 

1. Initialized APSO population size, dimensions, and NN structure. 
2. Evaluate each initialized particle is fitness value, and  ݔ௜   is set as the position 

of the current particle, while  ݃כ  is set as the best position of initialized par-
ticle. 

3. Load training data 
4. While (MSE<Stopping criteria) 
5. Pass the current best particle as weights to the network. 
6. Present all inputs to the network and compute the corresponding network out-

puts and errors using Equation (1) over all inputs. And compute sum of square 
of error over all input. ܧሺݐሻ ൌ ଵଶ ∑ ݁௜ଶሺݐሻே௜ୀଵ ,                            (1) 

7. The sensitivity of one layer is calculated from its previous one and the calculation 
of the sensitivity start from the last layer of the network and move backward. 
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8. Compute the Jacobin matrix using Equation (2). 

Jሺtሻ ൌ
ێێۏ
ێێێ
ۍێ డ௩భሺ௧ሻడ௧భ డ௩భሺ௧ሻడ௧మ … . . డ௩భሺ௧ሻడ௧೙డ௩మሺ௧ሻడ௧భ డ௩మሺ௧ሻడ௧మ … . . డ௩మሺ௧ሻడ௧೙...డ௩೙ሺ௧ሻడ௧భ డ௩೙ሺ௧ሻడ௧మ … . . డ௩೙ሺ௧ሻడ௧೙ ۑۑے

ۑۑۑ
ېۑ
                       (2) 

9. Solve Equation (3) to obtain ݐߘ . ݐ׏ ൌ െሾ்ܬሺݐሻܬሺݐሻ ൅  ሻ                     (3)ݐሻ݁ሺݐሺܬሿିଵܫߤ

10. Recomputed the sum of squares of errors using Equation (3) if this new sum of 
squares is smaller than that computed in Step 6, then reduce ߤ by λ=10, update 
weight using ݓሺ݇ ൅ 1ሻ ൌ ሺ݇ሻݓ െ ݓ׏  and go back to Step 6. If the sum of 
squares is not reduced, then increase  ߤ by λ =10 and go back to Step 8. 

11. The algorithm is assumed to have converged when the norm of the gradient Eq-
uation (4) is less than some prearranged value, or when the sum of squares has 
been compact to some error goal. ܧߘሺݐሻ ൌ  ሻ                         (4)ݐሻ݁ሺݐሺ்ܬ

12. Chose the particle with the best fitness value of all the particle as gbest 
13. For each particle 
14. Calculate particle velocity according Equation (5) ݒ௜௧ାଵ ൌ ௜௧ݒ ൅ ௡ߝߙ ൅ כሺ݃ߚ െ  ௜௧ሻ,                     (5)ݔ

15. Update particle position according Equation (6) ݔ௜௧ାଵ ൌ ௜௧ݔ ൅  ௜௧ାଵ.                           (6)ݒ    

  
End 

16. APSO keep on calculating the best possible weight at each epoch until the net-
work is converged. 
End while  

3 Results and Discussion 

Basically, the main focus of this paper is to compare the performance of different 
algorithms introducing the error and accuracy in network convergence. Some simula-
tion results, tools and technologies, network topologies, testing methodology and the 
classification problems used for the entire experimentation will be discussed further in 
the this section.  
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3.1 Wisconsin Breast Cancer Classification Problem 

This problem tried to diagnosis of Wisconsin breast cancer by trying to classify a 
tumor as either benign or malignant based from continues clinical variable. This data-
set consist of 9 inputs and 2 outputs with 699 instances. The input attribute are, for 
instance, the clump thickness, the uniformity of cell size, the uniformity of cell shape, 
the amount of marginal adhesion, the single epithelial cell size, frequency of bare 
nuclei, bland chromatin, normal nucleoli, and mitoses. The selected network architec-
ture is used for the breast cancer classification problem is consists of 9 inputs nodes, 5 
hidden nodes and 2 output nodes.  

Table 1. Summary of algorithms performance for breast cancer classification problem 

Breast Cancer Benchmark Classification Problem 
Algorithms Accuracy MSE SD 

ABC-BP 92.02 0.184 0.459 
ABC-LM 93.83 0.0139 0.001 
ABCNN 88.96 0.014 0.0002 
BPNN 90.71 0.271 0.017 

APSO_LM 99.9 2.40E-06 2.80E-06 
 
Table 1, illustrate that the proposed algorithm (APSO_LM), shows superior perfor-

mance than BPNN, ABC-BP, ABCNN, and ABC-LM. The proposed models such as 
APSO_LM, have achieve small MSE (2.4E-06) and SD (2.8E-06) with 99.95 percent of 
accuracy. While the other algorithms such as ABCNN, BPNN, ABC-BP, and ABC-LM 
fall behind of the proposed algorithms with large MSE (0.014, 0.271, 0.184, and 0.013), 
and SD (0.0002, 0.017, 0.459, and 0.001) and low accuracy. Similarly, Figure1 shows the 
performances of MSE convergence for the used algorithms. The proposed APSO_LM 
algorithm convergences only in 3 epochs. While the other algorithm take more epochs 
for their convergence. From the simulation results its can easily understand that the pro-
posed algorithms such as APSO_LM shows better performance than the BPNN, ABC-
BP, and ABC-LM, algorithms in term of MSE, SD and accuracy. 

 

Fig. 1. MSE via Epochs Convergence for breast cancer classification problem 



250 N.M. Nawi et al. 

 

3.2 IRIS Classification Problem 

The Iris classification dataset was created by Fisher. Who used it to demonstrate the 
values of differentiate analysis. This is maybe the best famous database to be found in 
the pattern recognition literature. There were 150 instances, 4 inputs, and 3 outputs in 
this dataset. The classification of Iris dataset involving the data of petal width, petal 
length, sepal length, and sepal width into three classes of species, which consist of Iris 
Santos, Iris Vermicular, and Iris Virginia. The selected network structure for Iris clas-
sification dataset is 4-5-3. Which consist of 4 inputs nodes, 5 hidden nodes and 3 
outputs nodes. 75 instances are used for training dataset and the rest as for testing 
dataset.  

Table 2. Summary of algorithms performance for Iris Benchmark Classification Problem 

Iris Benchmark Classification Problem 
Algorithms Accuracy MSE SD 

ABC-BP 86.87 0.155 0.022 
ABC-LM 79.55 0.058 0.0057 
ABCNN 80.23 0.048 0.004 
BPNN 87.19 0.311 0.022 

APSO_LM 99.99 1.21E-05 1.84E-06 
 

Table 2 shows the comparison performances of the proposed algorithm such as 
APSO_LM, with the BPNN, ABCNN, ABC-BP, ABC-LM algorithms in term of 
MSE, SD, and accuracy. From the table 2 it’s clear that the proposed APSO_LM 
models have better performances achieved less MSE, SD, and high accuracy than the 
BPNN, ABCNN, ABC-BP, ABC-LM algorithms. Meanwhile, the Figure 2 illustrates 
the MSE’s convergence performances of the algorithm. Form these figure it’s clear 
that the proposed algorithms show high performances than the other algorithms in 
term of MSE, Standard deviation (SD), and accuracy. 

 

Fig. 2. MSE via Epochs Convergence on Iris Benchmark Classification Problem 
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4 Conclusion  

APSO algorithm is one of the latest addition among the meta-heuristic nature inspired 
algorithms, which provide derivative-free solutions to solve complex problems.  
This paper studies the data classification problem using the dynamic behavior of 
LMBP, trained by nature inspired meta-heuristic APSO algorithm, in-order to achieve 
fast convergence rate and to avoid local minima problem. The performances of the 
proposed models APSO_LM is compared with the Artificial Bee Colony using BPNN 
algorithm, and other hybrid variants. Specifically, 7-Bit Parity, and some selected 
benchmark classification datasets are used for training and testing the network. The 
simulation results show that the proposed APSO_LM is far better than the previous 
methods in terms of convergence rate, and achieved higher accuracy and less MSE on 
all the designated datasets. 
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