
C.K. Loo et al. (Eds.): ICONIP 2014, Part II, LNCS 8835, pp. 101–109, 2014. 
© Springer International Publishing Switzerland 2014 

Texture Analysis Based Automated Decision Support 
System for Classification of Skin Cancer Using SA-SVM 

Ammara Masood, Adel Al-Jumaily, and Khairul Anam 

School of Electrical, Mechanical and Mechatronic Engineering, 
University of Technology, Sydney, Australia 

{ammara.masood,khairul.Anam}@student.uts.edu.au, 
Adel.Ali-Jumaily@uts.edu.au, 

Abstract. Early diagnosis of skin cancer is one of the greatest challenges due to 
lack of experience of general practitioners (GPs). This paper presents a clinical 
decision support system aimed to save lives, time and resources in the early di-
agnostic process. Segmentation, feature extraction, and lesion classification are 
the important steps in the proposed system. The system analyses the images to 
extract the affected area using a novel proposed segmentation method H-FCM-
LS. A set of 45 texture based features is used. These underlying features which 
indicate the difference between melanoma and benign images are obtained 
through specialized texture analysis methods. For classification purpose, self-
advising SVM is adapted which showed improved classification rate as com-
pared to standard SVM. The diagnostic accuracy obtained through the proposed 
system is around 90% with sensitivity 91% and specificity 89%. 

Keywords: Skin Cancer, diagnosis, feature extraction, classification, self-
advising support vector machine. 

1 Introduction 

Malignant melanoma is one of the deadliest forms of skin cancer. A rapid increase in 
melanoma cases is observed in Europe, North America, and Australia over the last 
decade. Over 76,250 new cases of invasive melanoma were diagnosed in the US in 
2012 [1]. An estimated 1,890 Australians die from skin cancer each year [2]. From 
treatment point of view, skin cancer is one of the most expensive forms of cancer, but 
early diagnosis can make the situation better as melanoma has near 95% cure rate if 
diagnosed and treated in early stages [1].  

A Computer Aided Diagnostic (CAD) system for diagnosis of skin cancer is aimed 
to find the exact boundaries of a lesion automatically and also to provide an estimate 
of the probability of a disease. There are various diagnostic systems proposed in lite-
rature [3-5] but as we discussed in [6] more research is required to make the best 
choice and for setting the benchmarks for diagnostic system development and valida-
tion. This paper presents a part of our research being carried out to come up with the 
best combination of segmentation, feature extraction and classification algorithms 
which can consequently form the basis of a more generalized and efficient skin cancer 
diagnostic system. The diagnostic model proposed here is shown in Fig. 1.  
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The proposed decision support system uses adaptive median filter for pre-
processing of image to reduce the ill effects and various artifacts like hair that may be 
present in the images. It is followed by the detection of the lesion by our Histogram 
based fuzzy C means thresholding algorithm presented in [7]. This algorithm pro-
vided efficient segmentation results as compared to other segmentation methods used 
in literature; the comparative analysis is presented in [8]. Once the lesion is localized, 
texture based features are quantified. Finally, Self-advisable Support Vector machine 
(SA-SVM) is used for classification of cancerous and non-cancerous skin lesions. 

This paper is organized as follows: Section 2 describes the computer-aided diag-
nosing (CAD) system which consists of pre-processing, segmentation, features extrac-
tion and classification stages. Section3 presents the experimental results, comparative 
analysis and discussion, and final section for conclusions and future work. 

 

Fig. 1. Computer Aided Diagnostic Support System 

2 Proposed CAD System 

2.1 Pre-processing 

Skin images have certain extraneous artifacts such as skin texture, dermoscopic gel 
and hair that make border detection a bit difficult. It is necessary to pre-process the 
images with a smoothing filter like adaptive median filter. The median filter also  
performs well as long as the spatial density of the impulse noise is not too large. 
However the adaptive median filtering has a better capability to handle impulse noise 
with even larger probabilities. An additional benefit of the adaptive median filter is 
that it seeks to preserve details while smoothing the non-impulse noise [9]. Consider-
ing the high level of noise that may be present in skin lesion images and the need of 
preserving structural details, the adaptive median algorithm performed quite well. 

2.2 Segmentation 

In one of our previous work [10], We proposed a segmentation algorithm, histogram 
analysis based fuzzy C mean algorithm for Level Set initialization (H-FCM-LS) as 
presented in figure 2. In the proposed method, histogram analysis of image was done 
to see average intensity distribution in the images and then the hard threshold was 
selected between classes with dominant intensity values. This method was further 



 Texture Analysis Based Automated Decision Support System for Classification 103 

used as an initializing step for complex segmentation method like Level set having 
spatial information. Segmentation results for some of the skin lesion images are 
shown in figure 2. For details of algorithm refer to [10].  

 

Fig. 2. Block Diagram & Results of Segmentation Algorithm (H-FCM-LS) 

2.3 Feature Extraction 

Texture analysis can potentially expand the visual skills of the expert eye by extract-
ing features that are relevant to diagnostic problem and not necessarily visually  
extractable. Three types of methods for texture based feature extraction are used here 
1) model-based 2) statistical and 3) transform-based.  

Gray Level Co-occurrence Matrix (GLCM) 
GLCM was introduced by Haralick [11] provides one of the most popular statistical 
methods in analysis of grey tones in an image. The GLCM functions characterize the 
texture of image by calculating how often pairs of pixel with specific values and in a 
specified spatial relationship occur in an image, creating a GLCM, and then extracting 
statistical measures from this matrix. Details for GLCM based features that are used 
for classification stage can be found in [12].  

Grey-Tone Difference Matrix (GTDM) 
GTDM was suggested by Amadasun [13] in an attempt to define texture measures 
correlated with human perception of textures. A GTDM matrix is a column vector 
containing G elements. Its entries are calculated based on the difference between in-
tensity level of a pixel and average intensity computed over a square, while sliding 
window centered at the pixel. Suppose the image intensity level IL(x,y) at location 
(x,y) is I, i=0,1,… G-1. The average intensity over a window centered at (x,y) will be 
IL(i) = I(x,y) = ଵௐିଵ ∑ ∑ ݂ሺݔ ൅ ݉, ݕ ൅ ݊ሻ௄௡ୀି௄௄௠ୀି௄  , where K specifies the window size 

and W= (2K+1)2. The ith entry of GTDM x is s(i)=∑ ∑ |݅ െ ௜݂ேିଵ௬ୀ଴ெିଵ௫ୀ଴  | for all pixel 
having intensity level I, otherwise, s(i)=0. Mathematical formulae for GTDM based 
features used here are given in Table 1. 
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Table 1. GTDM based Features 

Feature Mathematical Equation 
Coarseness 

 
൬ߝ ൅ ෍ ௜ீିଵ௜ୀ଴݌ ሺ݅ሻ൰ݏ ିଵ 

Contrast ൥ 1௧ܰሺ ௧ܰ െ 1ሻ ෍ ෍ ௝ሺ݅݌௜݌ െ ݆ሻଶீିଵ௝ୀ଴
ீିଵ
௜ୀ଴ ൩ ሾ1݊ ෍ ሺ݅ሻ௜ீୀ଴ݏ ሿ 

Business ∑ ௜݌ ௦ሺ௜ሻீିଵ௜ୀ଴∑ ∑ ௜݌݅| െ ௝|ீିଵ௝ୀ଴ீିଵ௜ୀ଴݌݆ ௜݌ ് 0 , ௝݌ ് 0 

Complexity ෍ ෍ |݅ െ ݆|݊ሺ݌௜ ൅ ௝ሻீିଵ௝ୀ଴ீିଵ௜ୀ଴݌ ሺ݅ሻݏ௜݌ൣ ൅ ௝݌ ௜݌  ሺ݆ሻ൧ݏ ് 0 , ௝݌ ് 0 

 
Texture Strength ∑ ∑ ሺ݌௜ ൅ ௝ሻሺ݅݌ െ ݆ሻଶீିଵ௝ୀ଴ீିଵ௜ୀ଴ ߝ ൅ ∑ ሺ݅ሻீିଵ௜ୀ଴ݏ ௜݌ ് 0 , ௝݌ ് 0 

Fuzzy-Mutual Information Based Wavelet Packet Transform 
The wavelet packet method is a generalization of wavelet decomposition and offers  
a richer signal analysis. Different extensions of wavelet packet transform are present 
in literature for different applications [14,15]. It is observed that features extracted 
using wavelet transforms provide significant increase in the classification accuracy. 
After converting skin images to corresponding vectors, following Fuzzy mutual-
information based wavelet packet transform (FMI-WPT) is used: 

1) For each original image vector, perform a full WPT decomposition to the maxi-
mum level J (taken as 3 here). For all j = 0, 1,.., J and k = 0, 1, . . , 2j − 1, construct 
features according to relation ܧఆ௝.௞ ൌ log ሺ∑ ሺ௪೅ೕ,ೖ,೙ ௫ሻమ೙ ே/ଶೕ ሻ. where Ωj,k is the decomposition 

subspace with j denoting scale and k denoting sub-band index within the scale [15]. 
2) Construct associated fuzzy sets and compute fuzzy entropies and mutual infor-

mation. Then evaluate classification ability of n number of features using fuzzy-set 
based criterion Fi where Fi = I(C; fi)/H (fi) for i = 1, 2, . . . , n.  

Note: I (f;C) = H(f) – H(f |C) where H(f) is marginal entropy of f and H(f |C) is 
conditional entropy of f and C [16]. 

3) Determine the optimal WPT decomposition X, being the one that corresponds to 
the maximum value of F. 

4) The set X is the final FMIWPT-based decomposition. 

Autoregressive Modeling Based Features 
Autoregressive modeling is an all pole modeling which is widely used to get a robust 
spectral estimation of one dimensional signal. Yule-walker method is the most widely 
used method to estimate autoregressive coefficients. In order to determine the coeffi-
cients, it uses Levinson-Durbin algorithm to minimize error. This estimation method 
minimizes square of forward prediction error and finds out autoregressive parameters 
by solving autocorrelation function (1) as expressed in [16]. ߪଶ ൌ  ଵே  ∑ หݔሺ݊ሻ െ  ∑ ܽሺ݇ሻݔሺ݊ െ ݇ሻ௣௞ୀଵ หଶஶ௡ୀ ିஶ               (1) 
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Where x(n) is input and a(k) demonstrate autoregressive parameters. As images are 2-
dimensional signals, so for doing autoregressive modeling, skin lesion images were 
converted into corresponding vectors. Estimated autoregressive parameters which are 
poles of 1-dimensional signals are used as features vectors extracted from images.  

2.4 Classification 

Classification of the lesion as cancer or non-cancer is the final step. For classification 
of skin lesions, an improved version of support vector machine (SVM), named Self 
Advising SVM is adapted here. SVM is a well-known machine learning method  
proposed by Vapnik [17] and a lot of literature is available for applications of SVM. 
The idea of SVM is to construct a maximized separating hyper plane that can separate 
data in the feature space. The classic SVM ignores the training data that has not been 
separated linearly by the kernels during the training phase. Thus, if data that is similar 
or identical to this misclassified data appears in the test set, it will be classified 
wrongly. This misclassification is not reasonable and it can be handled if the available 
data and information in the training phase has not been ignored by SVM algorithm.  

In this study a non-iterative self-advising approach [18] for SVM is adapted that 
extracts subsequent knowledge from training phase. The misclassified data can come 
from two potential sources 1) outliers 2) data that have not been linearly separated by 
using any of the types of kernels. SA-SVM deals with the ignorance of SVM from the 
knowledge that can be acquired from misclassified data by generating advice weights 
based on use of misclassified training data, and through use of these weights together 
with decision values of SVM in the test phase. These weights also help the algorithm 
to eliminate the outlier data. The details of SA-SVM algorithm are as follows: 

Training Phase 

1. Finding hyperplane by using decision function݂ሺݔሻ ൌ ∑ሺ݊݃݅ݏ ,ݔ௜ ݇ሺߙ௜ݕ ௜ఈ೔ಭబݔ ) +b) 
i.e. the normal SVM training. Note here that the kernel function we used is radial 

Basis Function so Kሺݔ௜ݔ௝ሻ ൌ ݁ିఊห௫೔ି௫ೕหమ
 .  

2. To benefit from the misclassified data of the training phase, the misclassified da-
ta sets (MD) in the training phase is determined as   ܦܯ ൌ ڂ  ௜ ே௜ୀଵݔ ௜ݕ|  ് ∑ሺ݊݃݅ݏ ௜ఈೕவ଴ݕ ,௜ݔ௝ ݇൫ߙ ௝൯ݔ ൅ ܾሻ              (2) 

The MD set can be null, but experimental results have revealed that the occurrence 
of misclassified data in training phase is a common occurrence. Note that xi is the 
input vector corresponding to the ith sample and labeled by yi depending on its class 
and αi is the nonnegative Lagrange multiplier as used in standard SVM [19].  

3. If the MD is null, go to the testing phase else compute neighborhood length 
(NL) for each member of MD. NL is given as  ܰܮሺݔ௜ሻ ൌ ௜ݔ௫ೕ ሺฮ݉ݑ݉݅݊݅݉  െ ് ௜ݕ | ௝ฮݔ  ௝ሻ                (3)ݕ 
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Where xj , j=1, …., N are the training data that do not belong to the MD set.  
Here the training data is mapped to a higher dimension, the distance between xi and xj 
is be computed according to the following equation with reference to the related  
kernel k (RBF). ฮߠሺݔ௜ሻ െ ௝൯ฮݔ൫ߠ  ൌ ሺ݇ሺݔ௜, ௜ሻݔ ൅  ݇൫ݔ௝, ௝൯ݔ െ 2݇ሺ൫ݔ௜,  ௝൯ሻ଴.ହ            (4)ݔ

Testing Phase 

1. Compute the advised weight AW(xk) for each xk, from the test set. Where 
AW is computed as (5), These AWs represent how close the test data to the 
misclassified data is. 

                             ቐ ௜ݔ׊          0  א  , ܦܯ ԡݔ௞ െ ௜ԡݔ  ൐ ܦܯ ݎ݋௜ ሻݔሺ ܮܰ ൌ ෍,ܮܷܰ 1 െ  ∑ ԡݔ௞ െ ∑௜ԡ௫೔ݔ ௜௫೔ݔሺܮܰ ሻ ௜ݔ         א  , ܦܯ ԡݔ௞ െ ݔ௜ԡ ൑  ௜ ሻ                          ሺ5ሻݔሺ ܮܰ

2. Compute the absolute value of the SVM decision values for each xk from the 
test set and scale it to [0, 1]. 

3. For each xk from the test set, If (AW (xk) < decision value (xk) then y୩ ൌsign ሺ∑ y୨α୨஑ౠவ଴ k൫x୩, x୨൯ ൅ bሻ  which is normal SVM labeling, otherwise ݕ௞ ൌ ݕ௜ | ሺԡݔ௞ െ ௜ԡݔ ൑ ௜ݔ ௜ሻܽ݊݀ݔሺ ܮܰ א  ሻܦܯ

3 Experimental Results 

A clinical database of dermoscopic and clinical view lesion images were obtained  
from different sources but most of the images came from Sydney Melanoma Diagnostic 
Centre, Royal Prince Alfred Hospital. A total of 168 images (56 benign and 112 mela-
noma) were included in experimental data set. All the images were rescaled to a resolu-
tion of 720x 472 with bit depth 24 and size around 526KB. After pre-processing and 
segmentation, a total of 45 features (15 GLCM, 5 GTDM, 15 FMI_WPT, and 10 Auto-
regressive) were extracted for each image. For training the SA_SVM, 84 images are 
used and 84 images were used for testing. The whole process is implemented using 
MATLAB software R2013 and simulated by a system with corei5 3.10 GHz processor 
and 4 GB memory under Windows7 operating system.  

The constructed feature sets are used separately as well as in different combina-
tions for feeding the classifier. The contribution of each feature extraction method 
used as well as of the proposed set of 45 texture based features for classification can 
be seen from figure 3. It can be seen clearly that use of GLCM and GTDM based 
features resulted in better sensitivity (

்௥௨௘ ௉௢௦௜௧௜௩௘்௥௨௘ ௉௢௦௜௧௜௩௘ାி௔௟௦௘ ே௘௚௔௧௜௩௘ ሻ but lower specificity ቀ ்௥௨௘ ே௘௚௔௧௜௩௘்௥௨௘ ே௘௚௔௧௜௩௘ାி௔௟௦௘ ௉௢௦௜௧௜௩௘ ቁ. On the other hand use of autoregressive and FMI-WPT based 

features lead to better specificity but relatively lower sensitivity. However, the expe-
rimental analysis clearly indicated that a proposed combination of (45 features) using 
these four feature extraction methods resulted in a feature set that formed a good basis 
for classification using SA_SVM. The proposed diagnostic system achieved an over-
all accuracy of around 90%, with sensitivity 91% and specificity 89%. 
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For cross validating the results, hold-out validation a specific type of k-fold cross 
validation is used. For each fold, the skin images are randomly divided into two equal 
sized sets S1 and S2. Then SA-SVM is trained using S1 and tested on S2. This is 
followed by training using S2 and testing using S1. This has the advantage that our 
training and test sets are both large, and each data point is used for both training and 
validation on each fold. In order to ensure better validation of classifier performance 
the hold-out validation was repeated 5 times and each time the experimental data set 
was shuffled and split it into two parts. 

 

Fig. 3. Comparative Diagnosis results of SA-SVM using proposed feature set  

The performance of diagnostic system is analyzed using statistical parameters such 
as sensitivity, specificity and accuracy. The classification results of SA-SVM are 
compared with standard SVM (both linear and kernel based). Higher value of both 
sensitivity and specificity shows better performance of the system. The experimental 
analysis also shows that the results obtained by the self-advising SVM are significant-
ly better than the results of traditional SVM.  

 

Fig. 4. Relative Performance Measure of SA-SVM  

4 Conclusion and Future Work 

In this paper, an automated skin cancer diagnostic system is proposed based on SA-
SVM. SA-SVM uses information generated from misclassified data in the training 
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phase and thus, improves performance by transferring more information from training 
phase to the test phase. Features used for differentiating melanoma and benign images 
are extracted using four texture analysis methods. A set of features is proposed that 
worked best for SA-SVM. The diagnostic results obtained are quite satisfactory with 
sensitivity of 91% and specificity of 89%.  

Despite the high accuracy that can be achieved by the proposed system, for devel-
oping a more reliable diagnostic system we intend to test multiple classifier based 
systems as well to undo the chances of any misclassification due to classifier limita-
tions. We intend to do experiments combining different classification algorithms like 
neural networks, support vector machine and extreme learning machine. Such tools 
may serve as diagnostic adjuncts for medical professionals. And it will provide the 
opportunity of implementing more accurate, faster and reliable diagnostic systems.  
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