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Abstract. This paper presents a two-stage learning algorithm to reduce the hid-
den nodes of a radial basis function network (RBFN). The first stage involves 
the construction of an RBFN using the dynamic decay adjustment (DDA) and 
the second stage involves the use of a modified histogram algorithm (HIST) to 
reduce hidden neurons. DDA enables the RBFN to perform constructive learn-
ing without pre-defining the number of hidden nodes. The learning process of 
DDA is fast but it tends to generate a large network architecture as a result of its 
greedy insertion behavior. Therefore, an RBFNDDA-HIST is proposed to  
reduce the nodes. The proposed RBFNDDA-HIST is tested with three bench-
mark medical datasets. The experimental results show that the accuracy of  
the RBFNDDA-HIST is compatible with to that of RBFNDDA but with  
less number of nodes. This proposed network is favorable in a real environment 
because the computation cost can be reduced.   

Keywords: radial basis network, nodes reduction, histogram, dynamic decay 
adjustment. 

1 Introduction 

The Radial Basis Function Network (RBFN) is one of the popular artificial neural 
networks (ANNs) being used due to its fast learning characteristic through the use of 
locally-tuned neurons [1, 2]. It learns the non-linear relationship among the input and 
output data with a simple topological structure [3, 4]. An RBFN is also an universal 
approximator with the use of continuous functions (usually the Gaussian functions) in 
the hidden units for information processing [1] [4] [5]. An RBFN can be trained by 
using a dynamic decay adjustment (DDA) algorithm [24]. The DDA algorithm can 
speed up the training process of a network to construct an RBFNDDA with a satisfac-
tory performance in prediction. A note is, users should set manually the number of 
hidden nodes in a conventional RBFN but an RBDNDDA requires no such a parame-
ter setting because the network topology can be built up automatically. However, such 
constructive-learning approach could result in large network architecture. A huge 
network architecture is fast in convergence and also favorably used for solving prob-
lems [6]. However, the complexity of a huge network is high and over-fitting is likely 
to occur during its training process. The network may give a poor performance on 
presence of spurious information such as outliers, noise and overlapping nodes [7, 8]. 
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On the other hand, a small network has a better generalization ability but to search for 
a small yet suitable network architecture could be a time-consuming task [8, 9]. There 
is also a possibility where the small network may not be able to solve problem and 
trapped in local minima [8]. Various methods have been proposed to improve genera-
lization capability of an ANN. One of the common methods is node pruning. Sietsma 
and Dow [13] proposed a two-stage pruning algorithm. In the first stage, a hidden 
node is removed if it has a constant output over all the training inputs and if the out-
puts of any two hidden nodes are the same. In the second stage, nodes are removed 
when they are linearly independent from other nodes in the same layer. As com-
mented by [9], the method [13] will cause the network to take a long training time. 
Liang [14] proposed a node pruning method with the use of orthogonal projection and 
weight crosswise propagation (CP) calculation. The pruning method consists of two 
stages. In Stage 1, the node with shortest distance in its orthogonal projection is re-
moved. In Stage 2, the author used the weight CP to propagate the information of 
deleted hidden nodes to the other hidden nodes. As such, information loss in stage 1 
can be reduced. Zhang and Qiao [15] proposed the pruning algorithm based on the 
neural complexity (PBNC). The PBNC algorithm calculates the network complexity 
after deleting a hidden node. All hidden nodes must be selected once. The node with 
the highest neural complexity is removed. The learning process of the network is 
terminated when the average error of the adjustment process is less or equal to the 
objective error. Indeed, these methods [13, 14, 15] involved a complicated calculation 
process to prune the network.  

As simpler and more efficient methods are favorably adopted to formulate solu-
tions to many real-world problems [10]. The research in this study is aimed to reduce 
the network size of an RBFN with the use of histogram. Histogram is a traditional 
statistical approach that enables the visualization of statistical approximation [11]. In 
this work, it is employed to reduce hidden nodes of an RBFN due to its simplicity and 
computational efficiency [12]. Histogram is commonly used to approximate the dis-
tribution of data. From the literature, histogram is vastly applied in the field of image 
processing and computer vision, especially in the usage of summarizing the characte-
ristics of images [11]. There are researchers who used histogram for pruning in 
speech recognition. Researchers [22, 23] proposed to use a histogram-based pruning 
method to further limit the search space in automatic speech recognition system. In 
this work, we proposed a node reduction method by absorbing a histogram algorithm 
[16] into the RBFNDDA learning process. Notably, the histogram algorithm was 
proposed by Shimazaki and Shinomoto [16] to optimize the distribution of neuronal 
spike signals. To our best knowledge, the use of a histogram approach for reducing 
the number of hidden nodes of an ANN is new. 

The organization of this paper is as follows. In Section 2, the details of the 
RBFNDDA, the histogram algorithm and the proposed RBFN are described. In Sec-
tion 3, the results from an experimental study using several benchmark data sets from 
the UCI machine-learning repository [17] are presented, analyzed and compared. 
Lastly, the conclusion of the paper and future work are described in Section 4. 
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2 The Methods 

2.1 Overview of RBFNDDA  

The DDA algorithm is applied to build an RBFNDDA. During training, new nodes are 
inserted into the hidden layer of RBFNDDA to encode new information from the data 
samples. The dynamics of RBFNDDA are governed by two user-defined parameters, 
i.e., the positive threshold ߠା and the negative threshold ିߠ. They regulate the width of 
a node (prototype) and correspond to distinguish a prototype from its neighbors (proto-

types) of other classes. In this regard, +θ  represents the lowest correct-classification 

probability for the correct class, and −θ  represents the highest probability tolerable to 

an incorrect class. In [24], the default settings of +θ  and −θ  are 0.4 and 0.2 respec-
tively. The training algorithm of RBFNDDA in a single epoch is as follows. 
 
Step 1:  Initialize the weight ௜ܹ ൌ 0  
Step 2:  Consider a training input x of a class k, assume that ࡼ௜௞ denote an RBF hid-

den node of class k has been inserted in the network. Increase the weight ௜ܹ௞ ൌ  ௜ܹ௞ ൅ 1 if the ࡼ௜௞  has the Gaussian activation ܴ௜௞ ൒ ାߠ  (in other 
words, the input is correctly classified) 
Otherwise, insert a new hidden node ࡼ௠ೖ௞  (݉௞ denote number of nodes for 
class k) and perform the following actions. 

  Set ݉௞ ൌ  ݉௞ ൅ 1     ௠ܹೖ௞  = 1 
Center of neuron ࢠ௠ೖ௞  = x  

      Width ߪ௠ೖ௞ ൌ min ௝ஷ௞ଵஸ௕ஸ௠ೕ ൞ඨെ ೕ್ࢠ|| ೘ೖೖࢠି ||௟௡ఏష ଶൢ  

         
Step 3:  Shrink the width of all the conflicting nodes where ݆ ് ݇, 1 ൑ ܾ ൑ ௝݉  

௕௝ߪ  ൌ min ቊߪ௕௝, ටെ ||௫ି ௭ೕ್||మ௟௡ఏష ቋ 

Step 4:  Repeat steps 2 and 3 for the next training inputs. 

2.2 Overview of Histogram 

Finding a suitable bin size is important to construct a histogram for representing the 
actual data distribution as close as possible [16]. As such, Shimazaki and Shinomoto 
[16] proposed a histogram algorithm to determine a suitable bin size with equal width 
and number of sequences (trials) required when representing the time-dependent spike 
rate. The optimal bin size can be obtained by minimizing ܥ௡ሺ∆ሻ. Throughout the 
process, the number of bin N, the width Δ and the n sequences will change according-
ly to generate the cost function. In [16], N is a setting from a range between 2 and 50 
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whereas n is set as 30. The optimum bin size N with the most minimum cost function 
will be selected. The algorithm is as below:  

 
Step 1:  Observation period T is divided into N bins of width Δ. The frequency of 

spikes ݇௜ from all n sequences that enter the i-th bin is computed.  
Step 2:  Compute the mean, ത݇ and variance, v of the number of spikes, as follows. ത݇ ؠ ଵே ∑ ݇௜   ே௜ୀଵ ݒ (1)           ؠ ଵே ∑ ሺ݇௜ െ ത݇ሻଶே௜ୀଵ              (2) 

Step 3:  Calculate the cost function ( ܥ௡) ܥ௡ሺ∆ሻ ൌ ଶ௞ത ି௩ሺ௡∆ሻమ          (3) 

Steps 4: Repeat steps 1 to 3 by varying different numbers of bin to find the corres-
ponding bin width ∆ that minimizes  ܥ௡ሺ∆ሻ.  

2.3 The Proposed Method 

The proposed method is a two-stage learning process. Inputs are trained through 
RBFNDDA in the first stage. The generated RBFNDDA hidden nodes (or RBF cen-
ters) are sent to the proposed method, which we called HIST algorithm. This HIST 
algorithm is an extension of Shimazaki and Shinomoto [16]’s histogram algorithm. 
Our experiment does not need the number of sequences, as the purpose of HIST is not 
to train the nodes but to identify unneeded nodes. Therefore, n sequence is set as 1. 
The minimum bin number N is set as minimum 3 instead of 2. The reason is too less 
number of bins will cause difficulty in nodes reduction and degrade the performance 
of classification. In order to decide which bins contain unneeded nodes, steps 7 – 11 
are proposed. The hidden nodes have multiple dimensions but HIST accepts one di-
mension inputs. Therefore, each hidden node is transformed to one dimension by 
aggregating sum of all its attributes and enter the HIST according to class label. The 
details of the HIST algorithm are as below: 

 
Step 1: All hidden nodes H are categorized according to class c and transformed to 

one dimension (eq. 4, D = number of dimension), ݐݑ݌݊ܫ ௜ܺ ൌ  ∑ ௝஽୨ୀଵݔ        i=1,…,H                            (4) 

Step 2:  All Input Xs of class c are divided into N bins of width Δ (eq. 5). Count the 
frequency of Input X, ݇௜ which enters the i-th bin.  ∆ ൌ  ூ௡௣௨௧ ௑೘ೌೣିூ௡௣௨௧ ௑೘೔೙ே                          (5) 

Step 3:  Generate the mean, ത݇ (eq. (1)) and variance, v (eq. 2) of ݇௜  
Step 4:  Calculate the  ܥ௡ (eq. 3). 
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Step 5:  Step 1 through 4 are repeated by varying the setting of N and Δ to search for 
an optimum bin size and width that minimize ܥሺ∆ሻ. 

Step 6:  Histogram is constructed using the optimum bin size and width from Step 5.  
Step 7:  Compute the magnitude ݌ሺܽሻ (eq. 6), which is the probability of the 

RBFNDDA weight for each bin, where a = value of RBFNDDA weightage. 
Assume that a bin contains 7 Input X, with 3 of them are having the weigh-
tage a, which is 1, another 3 Input X with weightage which is 3 and 1 Input X 

with weightage which is 5. Therefore, the probability p(a) are 
ଷ଻ , ଷ଻, and 

ଵ଻ re-

spectively. The number of weight category m for this bin is 3.   ݌ሺܽሻ ൌ ௡௨௠௕௘௥ ௢௙ ூ௡௣௨௧ ௑ ௢௙ ௔ ோ஻ிே஽஽஺ ௪௘௜௚௛௧ ௖௔௧௘௚௢௥௬ ௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ூ௡௣௨௧ ௑ ௣௘௥ ௕௜௡                   (6) 

Step 8:  Compute the expected value E(a) for each bin, where ܧሺܽሻ ൌ  ∑ ሺܽሻ௠ଵ݌ ܽ . 
(E(a) reflects the score of weightage for each bin. Continue with the example 

in Step 7, ܧሺܽሻ ൌ ሺ1ሻ ቀଷ଻ቁ ൅ ሺ3ሻ ቀଷ଻ቁ ൅ ሺ5ሻ ቀଵ଻ቁ ൌ 2.43 . The highest the 

score, the more important is the bin.) 
Step 9: Normalize E(a) between 0 and 1. Assume that the histogram has 3 bins, each 

bin with the E(a) score is 2.43, 0.38 and 4.50. After normalization, the ob-
tained scores are 0.50, 0 and 1.00 respectively.  

Step 10: Bins with normalized expected value lowered than a threshold (we set it as 
0.2) are deleted. As such, based on the assumption in Step 9, bin 2 is deleted.   

Step 11: Repeat Steps 2 to 10 for all the classes. 
Step 12: Send retains nodes back to RBFNDDA and proceed to testing phase.  
 

Normalization of E(a) is to generalize the proposed method to all data sets as each 
data set will generate different number of DDA weights with different aggregate sum 
of input X. Without generalization, the threshold used to delete the bin need to change 
accordingly. With normalization, one threshold value can be used for different data 
sets.  

3 Experiment and Discussion 

The results of RBFNDDA-HIST is benchmarked with three medical data sets from 
the UCI Machine Learning Repository [17]: Diabetes, Cancer and Heart. All of the 
data sets consist of two classes with the number of samples 768, 699, 270, respective-
ly, and number of attributes 8, 9 and 13 respectively. In this experiment, we used a 
two-fold cross validation where 50% of the data was used for training and the remain-
ing data was used for testing. The involved parameter settings were ߠା = 0.4, ିߠ = 
0.2, n = 1, N = minimum 3, maximum 50, and threshold for E(a) = 0.2. RBFNDDA 
was trained in multi epochs before the execution of the HIST algorithm. The maxi-
mum training epoch of RBFNDDA was set as 6. The proposed RBFNDDA-HIST was 
run on a computer having the following specifications: operating system Windows 7, 
Intel Core (TM) CPU i5-2410M and 4.0 GB RAM. The performance of RBFNDDA-
HIST is then compared with the original RBFNDDA and RBFNDDA-T [18]. 
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RBFNDDA-T is an online pruning technique where node is marked as temporary 
once it is inserted into the network. The status of the node will change to permanent if 
more than two samples are covered by the node. After each epoch training, nodes 
with temporary status are deleted and are not used in the next training epoch. Paetz 
[18] conducted an experiment in 8 runs for both RBFNDDA and RBFNDDA-T. In 
our work, the experiment was repeated for 30 runs, and the average results in terms of 
the number of hidden nodes and the accuracy rates of RBFNDDA-HIST were com-
puted. The results are listed in Table 1.  

Table 1. Experiment results (Acc. = average test accuracy; #nodes = average number of hidden 
nodes; standard deviation in round brackets) 

  Paetz [18] 
RBFNDDA-HIST 

Data Set RBFNDDA RBFNDDA-T 
  Acc. # nodes Acc. # nodes Acc. # nodes 
Diabetes 74.35 288.5 73.5 65.6 72.85 202.9 

 (0.97) (6.1)  (2.38) (4.2)  (1.24) (26.2) 
Cancer 96.86 70.6 96.9 38.3 96.80 19.1 

(0.99)  (13.4)  (0.39) (4.6)  (0.97) (10.3) 
Heart 79.26 83.6 79.82 32.6 80.10 36.95 

 (2.83) (3.3) (3.54) (2.1)  (2.55) (1.9) 
 

As compared to RBFNDDA, RBFNDDA-HIST manages to reduce the hidden 
nodes significantly with the percentages of reduction are 29.68%, 73.00% and 55.80% 
in Diabetes, Cancer and Heart respectively. As compared to RBFNDDA-T, the accu-
racy of RBFNDDA-HIST in Diabetes is lower with a higher number of hidden nodes; 
whereas in Cancer and Heart, RBFNDDA-HIST is competitive to give high accuracy 
rates and small number of hidden nodes. The Diabetes data set consists of data sam-
ples that are highly overlapped [18]. In Diabetes, RBFNDDA-T achieves better result 
in node reduction, i.e. 77.26% because RBFNDDA-T implements node pruning for 
unwanted information from its network whereas RBFNDDA-HIST re-organizes all 
existing nodes of RBFNDDA into a more compact structure without removing such 
overlapping information intensively. On the other hand, for Cancer data sets, 
RBFNDDA-HIST achieves better result where the percentage of node reduction for 
RBFNDDA-HIST is 73.00% and RBFNDDA-T is 45.75% from RBFNDDA. The 
percentages of node reduction for both RBFNDDA-T and RBFNDDA-HIST are al-
most similar when dealing with Heart data set. In other words, the performances of 
RBFNDDA-HIST and RBFNDDA-T in node reduction are problem-dependent. But 
RBFNDDA-HIST shows a significant advantage in generating a more compact net-
work structure when compared to RBFNDDA.  

Further comparison was performed with different experiment setup to see how the 
reduction of nodes will affect the accuracy and computational cost of RBFNDDA-
HIST. We run this experiment by using the Cancer data set and compare with the 
reported methods in [19]. The experiment excluded all the missing values. The re-
maining 400 instances were used in training and 283 instances were used in testing. 
Table 2 presents the comparison of the results. The numbers of hidden nodes for 
MPANN are lower than those of RBFNDDA-HIST, which are 4.125 ± 1.360 and 
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21.567 ± 7.655 respectively. This is expected as we aim to have a simple and yet a 
fast learning neural network. While MPANN is having a complicated construction of 
neural network that match this reason: a successive smaller networks can be time 
consuming [8]. The computational cost of RBFNDDA-HIST is much lower than the 
methods in [19, 20, 21]. The accuracy is about the same when compared with these 
methods.  

Table 2. Performance comparison (accuracy and number of epoch) 

Methods Accuracy Number of epoch 
RBFNDDA-HIST 0.976±0.313 3 
MPANN [19]  0.981±0.005 5100 
EAA [20] 0.981±0.464 200000 
C-net [21] 0.975±1.800 10000 

4 Conclusion 

In this study, a RBFNDDA-HIST network is proposed to reduce hidden nodes to 
constitute a more compact network structure than the original RBFNDDA. The 
process is simple and fast in handling superfluous nodes. This is further shown when 
the proposed method is compared with MPANN, EAA and C-net. In the future, addi-
tional experiments will be carried out by using other benchmark and real data sets to 
examine the effectiveness of RBFNDDA-HIST.    
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