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Abstract. In the present work we consider the problem of narrow-
domain clustering of short texts, such as academic abstracts. Our main
objective is to check whether it is possible to improve the quality of k-
means algorithm expanding the feature space by adding a dictionary of
word groups that were selected from texts on the basis of a fixed set of
patterns. Also, we check the possibility to increase the quality of clus-
tering by mapping the feature spaces to a semantic space with a lower
dimensionality using Latent Semantic Indexing (LSI). The results allow
us to assume that the aforementioned modifications are feasible in practi-
cal terms as compared to the use of k-means in the feature space defined
only by the main dictionary of the corpus.
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1 Introduction

The task of short-text processing is important due to the increase of Internet
content, such as news summaries, abstracts, forum messages, social networks,
twitter etc. Clustering allows to obtain a structured representation of collections
with automatic grouping of topically close documents.

We are interested in clustering academic papers. The solution to this task is
required for structured representation of data within scientific domains, e.g. in
academic search engines [1–4].

Abstracts are accessed from e-libraries. Many of these libraries usually pro-
vide free access to abstracts, while full papers require subscription or a payment.
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However, abstracts are brief summaries of the contents and are deemed sufficient
for clustering academic papers with adequate results [5].

The task of clustering abstracts is closely related to a number of problems,
e.g., the task of identifying whether short texts and processed texts may belong to
the same topic, which requires the use of an approach to narrow-domain short
text clustering [6–10]. One of the main problems with this type of clustering
is high data sparseness [8]. If the documents come from the same source it
is probable that all of them are topically close. In this case there may be a
significant overlap of common words, which complicates the clustering task even
more [8]. The corpus for testing and analysis of algorithm performance includes
a set of collections that are widely used in the field (CICling, SEPLN-CICling,
EasyAbstracts) [5–10]. Experiments implemented within the framework of the
present work are also based on these collections.

K-means has been chosen for testing. In the related work, k-means is con-
sidered the base or one of the base algorithms for comparison [6,7]. We have
not found any papers describing the attempts to improve the quality of k-means
performance in narrow-domain short-text clustering, researchers tend to use the
base version. In [6,7] it was shown that considering document clustering as an
optimization problem ensures high performance. These algorithms yield better
results as compared to the base version of k-means. In [12] the advantage of
combining LSI with the optimization algorithm is presented, which shows the
benefit from the use of LSI in short text clustering (together with algorithms
based on particle swarm optimization [6]). We study how to increase the per-
formance of k-means by applying LSI and also by extending the feature space
with word groups. The word groups extraction uses linguistic patterns (e.g.,
NN NN, NN NN NN, JJ NN, NNS NN, NN NNS, JJ NN NN, etc., where NN
denotes Noun, singular o mass, NNS - Noun, plural, JJ - Adjective; examples
of extracted phrases: cluster algorithm, binary vector, maximum entropy model
method, etc. that were built on the basis of collections labeled for key phrase
extraction tasks.

2 Objectives and Data

2.1 Research Tasks

For the purposes of the present study several tasks were formulated. Firstly,
we check whether it is possible to improve the quality of narrow-domain short-
text clustering using k-means together with LSI [12]. Secondly, we check the
possibility to increase the quality of k-means algorithm performance by using
patterns. Thirdly, whether it is possible to improve the clustering quality through
the application of both patterns and LSI.

2.2 Testing Dataset

The test set was formed from three collections1 that are often used for testing
narrow-domain short text clustering algorithms. All of them are sets of abstracts
1 http://sites.google.com/site/merrecalde/resources
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divided between four clusters by the expert. For each collection the “gold stan-
dard” or the best variant of grouping is known. Each collection includes 48
documents. CICling 2002 is considered one of the most difficult collections for
clustering [6–8].

2.3 Pattern Extraction

For the purposes of pattern extraction we employed one of the most widely used
collections in the field of keyword extraction - SemEval 2010, which was used
in the competition of algorithms for keyword extraction TREC 2010 [13]. The
collection includes documents and keywords defined by the expert characteriz-
ing each document. We used 23 patterns based on the most frequent keywords
determined by the expert. We relied on the assumption that, in this way, we
will be able to select patterns that are specific to the keywords in texts and also
word sequences that reflect textual semantics. We assumed that the use of such
sequences would increase clustering quality.

2.4 Clustering

Data Pre-processing. Word stems were used for text representation during
clustering. Stemming was performed with Porter Stemmer2. Stop-words were
removed using a standard list. PoS tags were assigned to each word for the
pattern-based extraction of phrases using the Stanford PoS tagger.3 Clustering
Algorithm. K-means algorithm was chosen for testing in the present work. Each
document is represented as a vector in the feature space defined by the main
dictionary or within the feature space formed by the extended dictionary, which
includes word groups extracted using patterns. The word order was taken into
account during the retrieval of word groups. Upon the extraction each word
group was transformed into another group (a set of words). The calculation of
term/word group weight was performed using TF-IDF, the distance was mea-
sured by the cosine similarity between feature vectors. The number of clusters
was the same as in the gold standard, which means that there were 4 clusters
in each case. LSI maps the feature space to a semantic space of a lower dimen-
sionality using singular value decomposition of the text-attributes matrix. As
a result, each document has a vector representation in the semantic space. To
perform LSI we need to indicate the dimensionality of the space where the data
are mapped.
2 http://tartarus.org/martin/PorterStemmer/
3 http://nlp.stanford.edu/software/tagger.shtml
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2.5 Evaluation

Clustering quality evaluation was performed in a classic way using the combined
information on Precision and Recall of the resulting clusters [14,15]:

F =
∑

i

Gi

|D| max
j

F1ij , where F1ij = 2 × PrecisionijRecallij
Precisionij + Recallij

,

P recisionij =
|Gi

⋂
Cj |

|Gi| , Recallij =
|Gi

⋂
Cj |

|Cj |
G = {Gi}i=1,m - clusters generated by the algorithm, C = {Cj}j=1,n - clusters
identified by the experts, D - number of documents in the collection.

3 Experiments and Results

In the course of the experiments two feature space settings were compared: the
first was based on the main dictionary of the collection (main dict.) and the
second - on the combination of the main dictionary and that of word groups
obtained through pattern-based extraction from texts (ext.dict.). For each of
the variants we compared the performance of k-means before and after applying
the LSI. For each experiment there were 500 iterations on the basis of which the
best (max), the worst (min) and the average (avg) results were selected. The
results are presented in the Table 1. The values of semantic space dimensionality
(“num”) that yield the best results are shown.

The analysis of Table 1 allows us to put forward the following assumptions.
Firstly, in case of deploying k-means algorithm based on the extended dic-
tionary, no improvement (or a small one) in clustering quality is observed.

Table 1. K-means performance before and after applying LSI (“num” stands for
semantic space dimensionality value; “main. dict.” indicates all cases where the feature
space defined by the main dictionary of the collection was used; “ext. dict.” indicates
cases where an extended feature space was applied)

CICling SEPLN-CICling EasyAbstracts

avg min max avg min max avg min max

with LSI

Main dict. 0.48 0.35 0.65 0.58 0.36 0.79 0.58 0.36 0.81

Ext. dict 0.49 0.35 0.66 0.57 0.35 0.81 0.59 0.35 0.86

with LSI

Main dict. 0.53 0.48 0.56 0.75 0.58 0.84 0.51 0.42 0.60

Num (main dict.) 6 3 6

Ext. dict. 0.49 0.42 0.53 0.74 0.53 0.80 0.49 0.43 0.61

Num (Ext. dict.) 7 4 12
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Fig. 1. Dependency of k-means performance on the dimensionality of the semantic
space created using LSI (CICling and SEPLN-CICling)

The application of LSI to this feature space does not produce better results
than when we use the main dictionary alone. It turns out that in case word
groups are extracted using patterns, the results contain much noise (common
phrases, such as “experiment results”).

Secondly, if the feature space is not expanded with word groups, its map-
ping to the semantic space with the optimal dimensionality value may lead to
some increase in clustering quality. In order to check the feasibility of search-
ing the necessary dimensionality value we modeled the dynamics of conditional
dependency between the quality of k-means performance and the dimensionality
value.

Figure 1 presents the dependency of the average quality of k-means clustering,
according to the results of 500 iterations, on the dimensionality of the semantic
space created using LSI (for CICling and SEPLN-CICling). Notation: LSI, if
the feature space is based on the main dictionary alone; LSI+P, if the dictionary
of word groups is added. According to the diagrams, applying LSI representa-
tion, the best result on the narrow-domain short texts can be obtained if the
dimensionality of the resulting semantic space is less than 10 (num< 10). Also,
the diagrams show that when applying LSI most results are in the range from
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0.40 to 0.50 (F). For CICling collection the maximum value of this range causes
only insignificant increase in quality value obtained before using LSI. The real
effectiveness of LSI application can be observed only for pre-defined values of
space dimensionality (CICling - 6, SEPLN-CICling - 3). If these values cannot
be identified a priori, the use of LSI is not feasible.

4 Conclusion

The present paper considers the problem of clustering narrow-domain short texts
such as abstracts to academic papers. The purpose is to check the possibility
of improving k-means performance on such collections using a feature space
expanded with the dictionary of pattern-extracted word groups. In addition,
we examined the possibility to increase clustering quality by applying LSI to
project the feature spaces onto a semantic space of lower dimensionality. The
results allow us to assume that the indicated modifications cannot be deemed
feasible in practical terms (except when the optimal dimensionality value can be
determined) as compared to the use of the simple k-means algorithm and the
feature space defined by the main dictionary of the corpus.
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