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Preface

This volume contains proceedings of the third conference on Analysis of Images,
Social Networks, and Texts (AIST 2014). The first two conferences in 2012 and 2013
attracted a significant number of students, researchers, academics and engineers
working on data analysis of images, texts, and social networks.

The broad scope of AIST makes it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis tech-
niques, can meet and exchange ideas. We strongly believe that this may lead to cross-
fertilisation of ideas between researchers relying on modern data analysis machinery.
Therefore, AIST brings together all kinds of applications of data mining and machine
learning techniques. The conference allows specialists from different fields to meet
each other, present their work, and discuss both theoretical and practical aspects of their
data analysis problems. Another important aim of the conference is to stimulate
scientists and people from the industry to benefit from the knowledge exchange and
identify possible grounds for fruitful collaboration.

Following an already established tradition, the conference was in Yekaterinburg,
capital of Urals region in Russia during April 10–12, 2014. The key topics of AIST are
analysis of images and videos; natural language processing and computational lin-
guistics; social network analysis; machine learning and data mining; recommender
systems and collaborative technologies; semantic web, ontologies and their applica-
tions; analysis of socioeconomic data.

The Program Committee and reviewers of the conference featured well-known
experts in data mining and machine learning, natural language processing, image
processing, and related areas from Russia and all over the world.

We received 74 high-quality submissions mostly from Russia but also from France,
Germany, India, Poland, Spain, Ukraine, and USA, among which only 22 papers were
accepted as regular oral papers (12 long and 10 short). Thus, the acceptance rate of this
volume was around 30 %. In order to encourage young practitioners and researchers we
included 3 short industry papers in the main volume and 33 submissions as posters in
the supplementary proceedings. Each submission was reviewed by at least three
reviewers, who are experts in their field, in order to supply detailed and helpful
comments.

The conference also featured several invited talks and tutorials, as well as an
industry session dedicated to current trends and challenges.

Invited talks:

– Boris Mirkin (Higher School of Economics, Moscow, Russia), Data Clustering:
Some Topics of Current Interest

– Jaume Baixeries (Universitat Politècnica de Catalunya, Barcelona, Spain), Charac-
terization of Database Dependencies with FCA and Pattern Structures



– Dmitriy Kolesov (NextGIS, Moscow, Russia), GIS as an Environment for Integra-
tion and Analysis of Spatial Data

– Natalia Konstantinova (University of Wolverhampton, UK), Relation Extraction –

Let’s Find More Knowledge Automatically

Tutorials:

– Jaume Baixeries (Universitat Politècnica de Catalunya, Barcelona, Spain), Intro-
duction to Formal Concept Analysis and Attribute Dependencies (in 2 parts)

– Konstantin Voronstov (CCAS of RAS and Yandex, Moscow, Russia), Tutorial on
Probabilistic Topic Modeling: Additive Regularization for Stochastic Matrix
Factorization

– Natalia Konstantinova (University of Wolverhampton, UK), Introduction to Dia-
logue Systems, Personal Assistants are Becoming a Reality

– Natalia Konstantinova (University of Wolverhampton, UK), Academic Writing –

Getting Published in International Journals and Conferences

The industry speakers also covered a rich variety of topics:

– Iosif Itkin (Exactpro Systems), Network Models for Exchange Trade Analysis
– Leonid I. Levkovitch-Maslyuk (EMC), Big Data for Business
– Alexander Semenov (http://jarens.ru/), Recent Advances in Social Network Analysis
– Irina Radchenko (http://iRadche.ru), Current Trends in Open Data and Data

Journalism
– Oleg Lavrov (KM Alliance Russia), Knowledge Management as a Link between

Business & IT
– Yury Kupriyanov (WikiVote!), IT Trends and Challenges in Knowledge

Management

We would like to mention the best conference paper selected by the Program
Committee. It was written by V.B. Surya Prasath and Radhakrishnan Delhibabu and
entitled “Automatic Contrast Parameter Estimation in Anisotropic Diffusion for Image
Restoration.”

We would like to thank the authors for submitting their papers and to members of
the Program Committee for their efforts in providing exhaustive reviews. We would
also like to express special gratitude to all the invited speakers and industry repre-
sentatives. We deeply thank all the partners and sponsors, and owe our gratitude to the
Scientific Fund of Higher School of Economics for providing five AIST participants
with travel grants. Our special thanks go to Springer editors who helped us, starting
from the first conference call to the final version of the proceedings. Last but not least,
we are grateful to all organisers, especially to Eugeniya Vlasova and Dmitry Ustalov,
whose endless energy saved us in the most critical stages of the conference preparation.

The Russian word “aist” is more than just a simple abbreviation ( in Cyrillic),
it means a “stork”. Since it is a wonderful free bird, a symbol of happiness and peace,
this stork brought us the inspiration to organise the AIST conference. Storks, which can
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nest even in the polar areas of Russia, make long trips to South Europe, Middle East,
India, and North Africa every year. So we believe that this young and rapidly growing
conference will be bringing inspiration to data scientists around the World!

May 2014 Dmitry I. Ignatov
Mikhail Yu. Khachay
Alexander Panchenko
Natalia Konstantinova
Rostislav E. Yavorskiy
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Characterization of Database Dependencies
with FCA and Pattern Structures

Jaume Baixeries1(B), Mehdi Kaytoue2, and Amedeo Napoli3

1 Universitat Politècnica de Catalunya, 08032 Barcelona, Catalonia, Spain
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3 LORIA (CNRS - Inria Nancy Grand Est - Université de Lorraine), B.P. 239,
54506 Vandœuvre-lès-Nancy, France

amedeo.napoli@loria.fr

Abstract. In this review paper, we present some recent results on the
characterization of Functional Dependencies and variations with the for-
malism of Pattern Structures and Formal Concept Analysis.

Although these dependencies have been paramount in database the-
ory, they have been used in different fields: artificial intelligence and
knowledge discovery, among others.

Keywords: Attribute implications · Data dependencies · Pattern struc-
tures · Formal concept analysis · Data analysis

1 Database Dependencies in Data Analysis

In the relational Database Model, a database dependency describes a relationship
between sets of attributes that hold in a table. To give a simple and intuitive
example of such relations, les us suppose that we have a table with personal
details (technically: attributes) of different people: name, age, birth place, aver-
age income, and so on. A dependency could state, for instance, that the age of
a person is related to his average income. This notion of relationship between
the attributes of the table is the central idea of a Database Dependency.
Obviously, this generic idea of relationship may hold different sintactical and
semantical formalizations.

However, the idea of data dependency is not only confined to the realm of
Database Theory. It can be found in different domains such as Artificial Intelli-
gence, logics or Formal Concept Analysis (FCA), to name a few.

In Artificial Intelligence we may mention, as an example, Decision Trees,
which induce a set of relations between the nodes in that tree. In logics, we
may mention Horn clauses that formalize the dependency that exist between
variables [2]. In FCA we have implications, which explain the dependencies that
exist between the attributes in a context [12].

In this paper, we focus on database dependencies that have been defined
in the relational database model. In fact, we will focus on functional depen-
dencies (FDs) and derivate dependencies. These are among the most popular
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 3–14, 2014.
DOI: 10.1007/978-3-319-12580-0 1



4 J. Baixeries et al.

types of dependencies [31] since they indicate a functional relation between sets
of attributes: the values of a set of attributes are determined by the values of
another set of attributes. To handle errors and uncertainty in real-world data,
alternatives exist. Approximate Dependencies [15] are FDs that hold in a part
–which is user defined– of the database. Purity Dependencies [27] express the
relationship on the relative impurity induced by two partitions of the table (gen-
erated by two sets of attributes). If the impurity is zero, we have a FD.

Another alternative are Similarity Dependencies [5], which can be seen as a
generalization of Functional Dependencies, but un-crispring the basic definition of
FDs: similar values of an attribute determine similar values of another attribute.
Similarity has been considered for FDs under several terms, e.g. fuzzy FDs [8],
matching dependencies [29], constraint generating dependencies [7]. Moreover, it
is still an active topic of research in the database community [9,10,29,30].

Because of the interest that those dependencies have in Data Analysis, in this
paper we want to address their characterization with the formalism of Formal
Concept Analysis [12]. The choice of this formalism is explained by the impor-
tant research in this field that has been devoted to the computation of impli-
cations, functional dependencies, multivalued dependencies, and other kinds of
dependencies [1,3–5,8,21–23,34]. Formal Concept Analysis has been proved, as
well, as a valid formalism for different fields of Knowledge Discovery [20,24,25],
Machine Learning [18] or gene mining [16,17], among others.

This paper is organized as follows: first, we present the formal definitions for
the different kinds of dependencies that will be discussed, focusing in detail in
Functional and Similarity Dependencies. Next, we present some computational
issues of those dependencies within the classical FCA framework, and, finally, we
present an alternative framework. The main goal of this paper is to present recent
advancements in the characterization of functional and similarity dependencies,
so that they can be easily used in the process of analyzing large datasets.

2 Functional Dependencies and Variations

2.1 Notation

We deal with datasets which are sets of tuples. Let U be a set of attributes
and Dom be a set of values (a domain). For the sake of simplicity, we assume
that Dom is a numerical set. A tuple t is a function t : U �→ Dom and then
a table T is a set of tuples. Usually a table is presented as a matrix, as in the
table of Example 1, where the set of tuples (or objects) is T = {t1, t2, t3, t4} and
U = {a, b, c, d} is the set of attributes.

The functional notation allows one to associate an attribute with its value.
We define the functional notation of a tuple for a set of attributes X as follows,
assuming that there exists a total ordering on U . Given a tuple t ∈ T and
X = {x1, x2, . . . , xn} ⊆ U , we have:

t(X) = 〈t(x1), t(x2), . . . , t(xn)〉
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In Example 1, we have t2({a, c}) = 〈t2(a), t2(c)〉 = 〈4, 4〉. In this paper, the set
notation is usually omitted and we write ab instead of {a, b}.

Example 1. This is an example of a table T = {t1, t2, t3, t4}, based on the set of
attributes U = {a, b, c, d}.

id a b c d

t1 1 3 4 1

t2 4 3 4 3

t3 1 8 4 1

t4 4 3 7 3

We are also dealing with the set of partitions of a set. Let S be any arbitrary
finite set, then Part(S) is the set of all possible partitions that can be formed
with S. The set of partitions of a set is a lattice [13]. We recall that partitions
can also be considered as equivalence classes induced by an equivalence relation.

2.2 Functional Dependencies

We now introduce functional dependencies (FDs).

Definition 1 [31]. Let T be a set of tuples (or a data table), and X,Y ⊆ U .
A functional dependency (FD) X → Y holds in T if

∀t, t′ ∈ T : t(X) = t′(X) =⇒ t(Y ) = t′(Y )

For example, the functional dependencies a → d and d → a hold in the table
of Example 1, whereas the functional dependency a → c does not hold since
t2(a) = t4(a) but t2(c) 
= t4(c).

There is an alternative way of considering Functional Dependencies using
partitions of the set of tuples T . Taking a set of attributes X ⊆ U , we define the
partition of tuples induced by this set as follows.

Definition 2. Let X ⊆ U be a set of attributes in a table T . Two tuples ti and
tj in T are equivalent w.r.t. X when:

ti ∼ tj ⇐⇒ ti(X) = tj(X)

Then, the partition of T induced by X is a set of equivalence classes:

ΠX(T ) = {c1, c2, . . . , cm}
For example, if we consider the table in Example 1, we have Πa(T ) = {{t1, t3},
{t2, t4}}.

The set of all partitions of a set T is Part(T ). We can also notice that the
set of partitions of any set Part(T ) induces an ordering relation ≤:

∀Pi, Pj ∈ Part(T ) : Pi ≤ Pj ⇐⇒ ∀c ∈ Pi : ∃c′ ∈ Pj : c ⊆ c′
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For example: {{t1}, {t2}, {t3, t4}} ≤ {{t1}, {t2, t3, t4}}. According to the par-
titions induced by a set of attributes, we have an alternative way of defining
necessary and sufficient conditions for a functional dependency to hold:

Proposition 1 [15]. A functional dependency X → Y holds in T if and only if
ΠY (T ) ≤ ΠX(T ).

Again, taking the table in Example 1, we have that a → d holds and that
Πd ≤ Πa since Πa(T ) = {{t1, t3}, {t2, t4}} and Πd(T ) = {{t1, t3}, {t2, t4}}
(actually d → a holds too).

2.3 Purity and Approximate Dependencies

We now present the definition of two generalizations of Functional Dependencies:
Purity Dependencies and Approximate Dependencies.

Example 2. This table is an excerpt of
the Average Daily Temperature Archive1

from The University of Dayton, that
shows the month average temperatures
for different cities.

id Month Year Av. Temp. City

t1 1 1995 36.4 Milan

t2 1 1996 33.8 Milan

t3 5 1996 63.1 Rome

t4 5 1997 59.6 Rome

t5 1 1998 41.4 Dallas

t6 1 1999 46.8 Dallas

t7 5 1996 84.5 Houston

t8 5 1998 80.2 Houston

Approximate Dependencies [15]. In a
table, there may be some tuples that pre-
vent a functional dependency from hold-
ing. Those tuples can be seen as exceptions
(or errors) for that dependency. Remov-
ing such tuples allows the dependency to
exist: then a threshold can be set to define
a set of “approximate dependencies” hold-
ing in a table. For example, a threshold
of 10% means that all functional depen-
dencies holding after removing up to 10%
of the tuples of a table are valid approxi-
mate dependencies. The set of tuples to be
removed for validating a functional depen-
dency does not need to be the same for
each approximate dependency. Considering the dependency in Example 2
Month → Av.Temp, we can check that 6 tuples should be removed before
verifying the dependency: we keep only one tuple for Month 1 and one tuple
for Month 5 (actually just as if we remove “duplicates”). Then, if the threshold
is equal to or larger than 75%, Month → Av.Temp is a valid Approximate
Dependency.

Purity Dependencies [27] are a generalization of the relationship between
partitions induced by the left-hand side and right-hand side of a functional
dependency. These dependencies are based on the relative impurity measure
of two partitions. In order to compute this impurity measure, we need a concave
and subadditive function defined on the interval [0, 1] (for example, the binary
entropy function). The intuition about this measure is that it computes how
much those partitions disagree, i.e. how far two partitions π and σ are from ful-
filling the relation π ≤ σ. In the case of approximate dependencies, this measure
1 http://academic.udayton.edu/kissock/http/Weather/

http://academic.udayton.edu/kissock/http/Weather/
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was the number (or percentage) of tuples that had to be removed, but as for
purity dependencies, this measure can be more general. If the impurity measure
is zero (or close to zero), then π ≤ σ. It indicates that those tuples fulfil (or
almost fulfil) the relation π ≤ σ. The closer they are to the relation π ≤ σ, the
closer to zero will be their relative impurity.

For example, the impurity measure (details on this measure are given in [26])
of partition {{1, 2, 3}, {4, 5}} w.r.t. partition {{1, 2}, {3, 4, 5}} is 5.6, whereas the
impurity measure of partition {{1, 3}, {2, 5}, {4}} w.r.t. partition {{1, 2}, {3, 4, 5}}
is 8.2. In the first pair of partitions, only tuple 3 is misplaced, i.e. moving 3 from
one partition to another leads to the same partitions, whereas in the second exam-
ple, the number of misplaced elements is larger (2, 3, and 4 should be moved).

An important feature of this measure is that if a partition is finer than
another, then, their relative impurity measure is exactly 0. This implies that a
purity dependency X → Y holds if and only if the relative impurity of ΠX(T )
w.r.t. ΠY (T ) is below a user-defined threshold. Therefore, if ΠY (T ) ≤ ΠX(T ), a
functional dependency is a valid purity dependency, regardless of the threshold.

2.4 Similarity Dependencies

Similarity Dependencies [5] (these dependencies are called Differential Depen-
dencies in [28]) are another generalization of Funcional Dependencies. The intu-
ition behind these dependencies is that in Similarity Dependencies, we relax the
condition that states that X → Y holds if and only if for each pair of tuples,
the fact that if their values in attributes X are the same, their values in Y are
the same as well. For similarity dependencies, we change the are the same by
are similar.

In order to define Similarity Dependencies, we first define a tolerance relation
in a set S:

Definition 3. θ ⊆ S × S is a tolerance relation if:

1. ∀si ∈ S : siθsi (reflexivity)
2. ∀si, sj ∈ S : siθsj ⇐⇒ sjθsi (symmetry)

A tolerance relation is not necessarily transitive. Precisely, in this detail lies the
difference between Functional and Similarity Dependencies: in FD’s we had that
the relation = induced an equivalence relation, because it is obviously transitive,
but in this case, we do not need to enforce this condition.

An example of a tolerance relation is the similarity that can be defined within
a set of integer values as follows. Given two integer values v1, v2 and a threshold
ε (user-defined): v1θv2 ⇐⇒ |v1 − v2| ≤ ε. For example, when S = {1, 2, 3, 4, 5}
and ε = 2, then S/θ = {{1, 2, 3}, {2, 3, 4}, {3, 4, 5}}. S/θ is not a partition as
transitivity does not apply.

A tolerance relation induces blocks of tolerance:

Definition 4. Given a set S, a subset K ⊆ S, and a tolerance relation θ ⊆ S×S,
K is a block of tolerance of θ if:
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1. ∀x, y ∈ K : xθy (pairwise correspondence)
2. ∀z 
∈ K,∃u ∈ K : ¬(zθu) (maximality)

All elements in a tolerance block are in pairwise correspondence, and the block
is maximal with respect to the relation θ. The set of all tolerance blocks induced
by a tolerance relation θ on the set S is denoted by S/θ (by analogy with the
notation of equivalence classes). S/θ is a set of maximal subsets of S and as such,
S/θ ∈ ℘(℘(S)). The set of sets of tolerance blocks also induces a partial order,
as in the case of partitions. In fact, a tolerance relation and tolerance blocks are
a generalization of equivalence relations and equivalence classes.

Two tuples are similar w.r.t. a set of attributes X if and only if they are
similar w.r.t. each attributes in X. We now can define a similarity dependency :

Definition 5. Let X,Y ⊆ U : X → Y is a similarity dependency iff ∀ti, tj ∈ T :
tiθXtj =⇒ tiθY tj

Example 3. Going back to Example 2, let us compute the Similarity Dependen-
cies that hold and that have the attribute Av. Temp. in their right-hand side).

Dependency Holds

Month -> Av. Temp N

Month, Year -> Av. Temp N

Month, City -> Av. Temp Y

Year -> Av. Temp N

Year, City -> Av. Temp N

City -> Av. Temp N

The only similarity dependency that holds is Month,City → Av.Temp, using
the following similarity measures for each attribute: x θMonth y ⇐⇒ |x − y| ≤
0, x θY ear y ⇐⇒ |x − y| ≤ 0, x θCity y ⇐⇒ distance(x, y) ≤ 500 and
x θAv.Temp y ⇐⇒ |x − y| ≤ 10.

The similarity imposes that the month and year must be the same, whereas
the distance between cities should be less than 500 km and the difference between
average temperatures should be less than 10 degrees (all these values are of course
arbitrary).

In particular, considering the tuples t1, t2: t1θMonth,Cityt2 since t1(Month) =
t2(Month) = 〈 1 〉 and t1(City) = t2(City) = 〈Milan 〉. From the other side, we
have that t1θAv.Temp.t2 since |36.4 − 33.8| ≤ 10.

3 Formal Concept Analysis

Formal Concept Analysis (FCA) [12] is a mathematical framework allowing
to build a concept lattice from a binary relation between objects and their
attributes. The concept lattice can be represented by a diagram where classes of
objects/attributes and ordering relations between classes can be drawn, inter-
preted and used for data-mining, knowledge management and discovery [32,33].
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We use standard definitions from [12]. Let G and M be arbitrary sets and
I ⊆ G×M be an arbitrary binary relation between G and M . The triple (G,M, I)
is called a formal context. Each g ∈ G is interpreted as an object, each m ∈ M
is interpreted as an attribute. The statement (g,m) ∈ I is interpreted as “g has
attribute m”. The two following derivation operators (·)′:

A′ = {m ∈ M | ∀g ∈ A : gIm} for A ⊆ G,

B′ = {g ∈ G | ∀m ∈ B : gIm} for B ⊆ M

define a Galois connection between the powersets of G and M . The derivation
operators {(·)′, (·)′} put in relation elements of the lattices (℘(G),⊆) of objects
and (℘(M),⊆) of attributes and reciprocally. A Galois connection induces closure
operators (·)′′ and realizes a one-to-one correspondence between all closed sets
of objects and all closed sets of attributes. For A ⊆ G, B ⊆ M , a pair (A,B)
such that A′ = B and B′ = A, is called a formal concept. Concepts are partially
ordered by (A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2 (⇔ B2 ⊆ B1). (A1, B1) is a sub-
concept of (A2, B2), while the latter is a super-concept of (A1, B1). With respect
to this partial order, the set of all formal concepts forms a complete lattice called
the concept lattice of the formal context (G,M, I), i.e. any subset of concepts has
both a supremum (join ∨) and an infimum (meet ∧) [12]. For a concept (A,B)
the set A is called the extent and the set B the intent of the concept. The set
of all concepts of a formal context (G,M, I) is denoted by B(G,M, I) while the
concept lattice is denoted by B(G,M, I).

An implication of a formal context (G,M, I) is denoted by X → Y , X,Y ⊆ M
and means that all objects from G having the attributes in X also have the
attributes in Y , i.e. X ′ ⊆ Y ′. Implications obey the Amstrong rules (reflexivity,
augmentation, transitivity). A minimal subset of implications (in sense of its
cardinality) from which all implications can be deduced with Amstrong rules is
called the Duquenne-Guigues basis [14].

Objects described by non binary attributes can be represented in FCA as a
many-valued context (G,M,W, I) with a set of objects G, a set of attributes M ,
a set of attribute values W and a ternary relation I ⊆ G×M ×W . The statement
(g,m,w) ∈ I, also written g(m) = w, means that “the value of attribute m taken
by object g is w”. The relation I verifies that g(m) = w and g(m) = v always
implies w = v. For applying the FCA machinery, a many-valued context can
be transformed into a formal context with a conceptual scaling. The choice of
a scale should be wisely done w.r.t. data and goals since it affects the size, the
interpretation, and the computation of the resulting concept lattice. This will
be discussed in the next section.

4 Computation of FD’s

There are different algorithms that deal with the computation of FD’s. One of the
most well-known is TANE [15], which is based on the incremental computation
of equivalence classes of tuples. FD Mine [35] takes the approach of reducing
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the number of candidate dependencies by using the axioms that apply to them.
Approximate Dependencies computation is explained in [15], and other different
kind of FD-alike dependencies can be found in [29] and [30].

In this paper, we focus on the computation of FD’s and Similarity Depen-
dencies within the framework of Formal Concept Analysis. The most well-known
method [1,12] is called binarization, and consists in transforming (implicitly) a
many-valued set of data into a binary context. This transformation allows us to
build a formal context. In order to define this formal context, we need to define
first the set of objects:

G = {(ti, tj) | i < j and ti, tj ∈ T}

This corresponds to the set of all pairs of tuples from T (excluding symmetry
and reflexivity). The relation of the context is defined as:

(ti, tj) I x ⇔ ti(x) = tj(x)

It is important to realize that the formal context K = (G,U , I) depends
entirely on the table T , since both G and U do, but this dependency is not
explicitly shown in the definition of this context. Figure 1 presents an example
of this binarization.

We can see that the size of this context can be of the order of O(|T 2|) (where
|T | is the number of tuples of T ), so it can be significantly bigger than the
original set of data.

id a b c d

t1 1 2 3 1
t2 1 2 1 4
t3 1 1 3 4
t4 2 2 3 4

id a b c d

(t1, t2) x x
(t1, t3) x x
(t1, t4) x x
(t2, t3) x x
(t2, t4) x x
(t3, t4) x x

Fig. 1. A data table T (left) with its associated formal context (B2(G),M, I) (right).

Another FCA-oriented option is that of scaling. This alternative consists in
creating a formal context such that its attributes are all possible values that can
appear in a table (see [12] for a more detailed explanation). The problem of this
approach is that it depends on the number of different values that a table may
contain, which, in most cases, can be an extremely large number of them.

Both methods suffer from the same drawback: the fact that, the transforma-
tion of the original data into a formal context can be too costly in terms of size
w.r.t. the original dataset.

In order to overcome this burden, [4] and [5] propose the use of Pattern
Structures (an extension of Formal Concept Analysis). In the next section, we
review some details of this approach.
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5 Pattern Structures in Formal Concept Analysis

Our interest lies in handling numerical data within FCA. Hence, we recall here
the formalism of pattern structures that can be understood as a generalization
towards complex data, i.e. objects taking descriptions in a partially ordered set.
In the case of pattern structures, the descriptions will be taken from meet–
semi-lattices, which arise naturally from a partial order [19].

A pattern structure is defined as a generalization of a formal context describ-
ing complex data [11]. Formally, let G be a set of objects, let (D,�) be a meet-
semi-lattice of potential object descriptions and let δ : G −→ D be a mapping
associating each object with its description. Then (G, (D,�), δ) is a pattern
structure. Elements of D are patterns and are ordered by a subsumption rela-
tion �: ∀c, d ∈ D, c � d ⇐⇒ c � d = c. A pattern structure (G, (D,�), δ) gives
rise to two derivation operators (·)�:

A� =
�

g∈A

δ(g) for A ⊆ G

d� = {g ∈ G|d � δ(g)} for d ∈ (D,�).

These operators form a Galois connection between (2G,⊆) and (D,�). Pattern
concepts of (G, (D,�), δ) are pairs of the form (A, d), A ⊆ G, d ∈ (D,�), such
that A� = d and A = d�. For a pattern concept (A, d), d is a pattern intent and
is the common description of all objects in A, the pattern extent. When partially
ordered by (A1, d1) ≤ (A2, d2) ⇔ A1 ⊆ A2 (⇔ d2 � d1), the set of all concepts
forms a complete lattice called pattern concept lattice.

6 Functional Dependencies and Their Variations
with FCA and Pattern Structures

Consider a numerical table as a many-valued context (G,M,W, I) where G cor-
responds to the set of objects (“rows”), M to the set of attributes (“columns”),
W the data domain (“all distinct values of the table”) and I ⊆ G × M × W a
relation such that (g,m,w) ∈ I also written m(g) = w means that attribute m
takes the value w for the object g [12].

We now show how the Functional Dependencies and Similarity Dependencies
can be characterized using pattern structures and FCA. We first have to define
the set of formal objects, which in both cases are the set of attributes that are
present in the original table. Then, given an attribute m ∈ M , its description
δ(m) is given by the sets induced by the respective relations within the set of
tuples: the equivalence relation defined in Sect. 2.2 for Functional Dependencies
and the tolerance relation defined in Sect. 2.4 for Similarity Dependencies. In
both cases, the description of an attribute is a set of sets of tuples. In the case of
FD’s, this will be a partition, in the case of Similarity Dependencies, it will be
a set of tolerance blocks. For instance, in the case of Functional Dependencies,
the description of an attribute will be given by a partition over G such that any



12 J. Baixeries et al.

two elements g, h of the same class take the same values for the attribute m, i.e.
m(g) = m(h).

Since in both cases the set of descriptions obey to a partial order, our
initial numerical table (G,M,W, I) can be represented as a pattern structure
(M, (D,�,�), δ) where M is the set of original attributes, and (D,�,�) is the
lattice of partitions or tolerance blocks over G.

Therefore, we have that, for a given set of attributes X ⊆ U , its description
is {X}�. We remark that {X}� depends on the definition of the pattern formal
context defined, which, in turn, depends on the definition of the description of
the attributes. Table 1 shows an example of the description of all the attributes
of a table, in the case that the description is computed according to the binary
relation in Definition 2.

Table 1. The original data (left), the resulting pattern structure (right)

id A B C D

1 1 3 7 2

2 1 3 4 5

3 3 5 2 2

4 3 3 4 8

m ∈ M δ(m) ∈ (D, �, �)

A {{1, 2}, {3, 4}}
B {{1, 2, 4}, {3}}
C {{1}, {2, 4}, {3}}
D {{1, 3}, {2}, {4}}

We now can state how this formal pattern context characterizes the set of
Functional Dependencies or Similarity Dependencies that hold in a dataset:

Proposition 2 [5]. A functional (similarity) dependency X → Y holds in a
table T if and only if: {X}� = {XY }� in the pattern structure (M, (D,�), δ).

7 Conclusions and Future Work

In this paper we have presented Functional Dependencies and other generaliza-
tions, and we have discussed how those dependencies are relevant and of interest
to data analysis, and we have focused on FCA-based characterizations.

We have also discussed that the classical methods in FCA for computing
dependencies have a computational cost that may be, in some cases, unfeasable.
Pattern Structures are a way to overcome this problem. We have presented a
way to apply this framework in order to characterize Functional and Similarity
Dependencies. Experiments [5,6] seem to confirm the validity of this approach.

Future work should advance into two different (yet, complementary) paths:
on the one hand, it is needed to perform more experiments and evaluate them
more precisely, in terms of speed as well as memory usage. On the other hand,
it is also needed to use this same framework in order to characterize other kinds
of dependencies which have been discussed in this paper. This would include
Approximate, Purity, Fuzzy Dependencies, among others.
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Abstract. Relation extraction is a part of Information Extraction and
an established task in Natural Language Processing. This paper presents
an overview of the main directions of research and recent advances in the
field. It reviews various techniques used for relation extraction including
knowledge-based, supervised and self-supervised methods. We also men-
tion applications of relation extraction and identify current trends in the
way the field is developing.
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1 Introduction

The modern world is rapidly developing and, in order to keep up-to-date, people
must process large volume of information every day. Not only is the amount of
this information is constantly increasing but the type of information is changing
all the time. As a consequence of the sheer volume and heterogeneous nature
of the information it is becoming impossible to analyse this data manually and
new techniques are being used to automate this process. The field of Natural
Language Processing (NLP) addresses this issue by analysing texts written in
natural language and trying to understand them and extract valuable informa-
tion. The problem of obtaining structured information from the text is dealt by
Information Extraction (IE), a field of NLP. In this paper we mainly focus on
one stage of IE – Relation Extraction (RE).

This paper is organised in the following way: Sect. 2 describes in more detail
the field of Information Extraction and provides background on all its stages,
Sect. 3 introduces the task of Relation Extraction, Sect. 4 presents knowledge-
based methods, Sect. 5 describes supervised methods and Sect. 6 provides more
details about the self-supervised approach. Section 7 introduces relation extrac-
tion as a part of joint modelling of several stages of IE. The paper finishes with
Sect. 8 which summarises the material presented in the paper and also highlights
possible future development of the field.
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2 Information Extraction

Information extraction (IE) is a field of computational linguistics which plays
a crucial role in the efficient management of data. It is defined as “a process
of getting structured data from unstructured information in the text” (Jurafsky
and Martin 2009). Grishman (1997) describes this process as “the identification
of instances of a particular class of events or relationships in a natural language
text, and the extraction of the relevant arguments of the event or relationship”.
After the information is structured and added to a database it can be used
by a wide range of NLP applications, including information retrieval, question
answering and many others.

Information extraction challenge has a long history and goes back to the
late 1970s (Cowie and Lehnert 1996); however the first commercial systems
appeared only in the 1990s, e.g. JASPER (Andersen et al. 1992), specially built
for Reuters. Later research was greatly inspired by a series of Message Under-
standing Conferences (MUC)1, which were initiated and financed by the Defense
Advanced Research Projects Agency (DARPA) to encourage the development
of new methods in information extraction. The importance of the MUCs was
not the conferences themselves, but the evaluations and evaluation competitions
they proposed (Grishman and Sundheim 1996). The organisers of these confer-
ences defined tasks for all the participants, prepared the data and developed the
evaluation framework for each task. Researchers had to address the task and find
the best solution; therefore it added competition element to the research. In addi-
tion to all the above-mentioned advantages, these events were an opportunity
to get comparable results and evaluate objectively the performance of different
systems. MUCs were followed by several ACE (Automatic Content Extraction)2

evaluations which also provided valuable feedback for researchers.
Usually IE, as many other NLP tasks, can be regarded as a pipeline process,

where some kind of information is extracted at each stage. Jurafsky and Martin
(2009) point out several different types of information that can be extracted:

– named entities (NE);
– temporal expressions;
– numeric values;
– relations between entities and expressions previously identified;
– events/template filling.

Generally IE starts with the detection and classification of proper names
found in the text, which is usually referred to as Named Entity Recognition
(NER). Most commonly IE systems search for names of people, companies and
organisations, and geographical places. But the choice of the precise kind of NE
to be extracted depends greatly on the task and system in mind. Sometimes the
notion of Named Entities is extended to include items that are not really names
or entities, but bear important information for analysing the texts; therefore,
1 http://www.itl.nist.gov/iaui/894.02/related projects/muc/
2 http://www.itl.nist.gov/iad/894.01/tests/ace/

http://www.itl.nist.gov/iaui/894.02/related_projects/muc/
http://www.itl.nist.gov/iad/894.01/tests/ace/
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numeric values, such as measurements and prices, or temporal expressions can be
included in this category. Extraction of such kinds of data is extremely important
for correct analysis of texts and reasoning.

Usually the next step in IE is coreference resolution, the identification of
identity relations between Named Entities (Jurafsky and Martin 2009). At this
stage, mentions of the same Named Entity, which are expressed using different
linguistic realisations, are found. The process of coreference resolution is crucial
for getting more accurate results in IE and more details about this process are
provided in the next section.

Relation extraction is a step further in analysing information in the texts
and turning unstructured information into structured information. This stage
involves identifying the links between Named Entities and deciding which ones
are meaningful for the concrete application or problem.

The final stage of information extraction is template filling. Template filling
involves extracting appropriate material to fill in the slots in templates for some
stereotypical situations that recur quite often. For example, we can be interested
in extracting information about some terrorist attack and this event can be
treated as a template, which has predefined slots: place, date, number of people
injured/killed, organisation who took responsibility for the terrorist act, etc.

3 Relation Extraction

As mentioned in Sect. 2, relation extraction (RE) is one of the steps of infor-
mation extraction. It typically follows named entity recognition and coreference
resolution and aims to gather relations between NEs. Culotta et al. (2006) define
relation extraction as:

“the task of discovering semantic connections between entities. In text,
this usually amounts to examining pairs of entities in a document and
determining (from local language cues) whether a relation exists between
them.”

Nowadays there are a lot of systems extracting relations from texts and there
are different methods for dealing with this problem. Etzioni et al. (2008) classify
all the methods used for relation extraction into three classes:

– knowledge-based methods;
– supervised methods;
– self-supervised methods.

Each of these classes are explained in the remainder of this paper.

4 Knowledge-Based Methods

The first category of methods is used usually in domain-specific tasks, where
the texts are similar and a closed set of relations needs to be identified. Sys-
tems which use these methods rely on pattern-matching rules manually crafted
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for each domain (Riloff and Jones 1999; Pasca 2004). However, not all the
relations are domain-dependent and there are some domain-independent ones.
Hearst (1992) describes the usage of lexico-syntactic patterns for extraction of
hyponymy relations in an open domain. These patterns capture such hyponymy
relations as between “author” and “Shakespeare”, “wound” and “injury”, “Eng-
land” and “European country”. However, the author notes that this method does
not work well for some other kinds of relations, for example, meronymy. This is
explained by the fact that patterns do not tend to uniquely identify the given
relation.

The systems which participated in MUC and deal with relation extraction
also rely on rich rules for identifying relations (Fukumoto et al. 1998; Garigliano
et al. 1998; Humphreys et al. 1998). Humphreys et al. (1998) mention that they
tried to add only those rules which were (almost) certain never to generate
errors in analysis; therefore, they had adopted a low recall and high precision
approach. However, in this case, many relations may be missed due to the lack
of unambiguous rules to extract them.

To conclude, knowledge-based methods are not easily portable to other
domains and involve too much manual labour. However, they can be used effec-
tively if the main aim is to get results quickly in well-defined domains and
document collections.

5 Supervised Methods

Supervised methods rely on a training set where domain-specific examples have
been tagged. Such systems automatically learn extractors for relations by using
machine-learning techniques. The main problem of using these methods is that
the development of a suitably tagged corpus can take a lot of time and effort.
On the other hand, these systems can be easily adapted to a different domain
provided there is training data.

There are different ways that extractors can be learnt in order to solve the
problem of supervised relation extraction: kernel methods (Zhao and Grishman
2005; Bunescu and Mooney 2006), logistic regression (Kambhatla 2004), aug-
mented parsing (Miller et al. 2000), Conditional Random Fields (CRF) (Culotta
et al. 2006).

In RE in general and supervised RE in particular a lot of research was done for
IS-A relations and extraction of taxonomies. Several resources were built based
on collaboratively built Wikipedia (YAGO – (Suchanek et al. 2007); DBpedia –
(Auer et al. 2007); Freebase – (Bollacker et al. 2008); WikiNet – (Nastase et al.
2010)). In general, Wikipedia is becoming more and more popular as a source
for RE, e.g. (Ponzetto and Strube 2007; Nguyen et al. 2007a, b, c). Query logs
are also considered a valuable source of information for RE and their analysis
is even argued to give better results than other suggested methods in the field
(Paşca 2007, 2009).
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5.1 Weakly-Supervised Methods

Some supervised systems also use bootstrapping to make construction of the
training data easier. These methods are also sometimes referred to as “weakly-
supervised information extraction”. Brin (1998) describes the DIPRE (Dual Iter-
ative Pattern Relation Expansion) method used for identifying authors of the
books. It uses an initial small set of seeds or a set of hand-constructed extraction
patterns to begin the training process. After the occurrences of needed informa-
tion are found, they are further used for recognition of new patterns. Regardless
of how promising bootstrapping can seem, error propagation becomes a serious
problem: mistakes in extraction at the initial stages generate more mistakes at
later stages and decrease the accuracy of the extraction process. For example,
errors that expand to named entity recognition, e.g. extracting incomplete proper
names, result in choosing incorrect seeds for the next step of bootstrapping.
Another problem that can occur is that of semantic drift. This happens when
senses of the words are not taken into account and therefore each iteration results
in a move from the original meaning. Some researchers (Kozareva and Hovy
2010; Hovy et al. 2009; Kozareva et al. 2008) have suggested ways to avoid this
problem and enhance the performance of this method by using doubly-anchored
patterns (which include both the class name and a class member) as well as
graph structures. Such patterns have two anchor seed positions “{type} such as
{seed} and *” and also one open position for the terms to be learnt, for exam-
ple, pattern “Presidents such as Ford and {X}” can be used to learn names of
the presidents. Graphs are used for storing information about patterns, found
words and links to entities they helped to find. This data is further used for
calculating popularity and productivity of the candidate words. This approach
helps to enhance the accuracy of bootstrapping and to find high-quality infor-
mation using only a few seeds. Kozareva (2012) employs a similar approach for
the extraction of cause-effect relations, where the pattern for bootstrapping has
a form of “X and Y verb Z”, for example, “* and virus cause *”. Human-based
evaluation reports 89 % accuracy on 1500 examples.

6 Self-supervised Systems

Self-supervised systems go further in making the process of information extrac-
tion unsupervised. The KnowItAll Web IE system (Etzioni et al. 2005), an
example of a self-supervised system, learns “to label its own training exam-
ples using only a small set of domain-independent extraction patterns”. It uses
a set of generic patterns to automatically instantiate relation-specific extraction
rules and then learns domain-specific extraction rules and the whole process is
repeated iteratively.

The Intelligence in Wikipedia (IWP) project (Weld et al. 2008) is another
example of a self-supervised system. It bootstraps from the Wikipedia corpus,
exploiting the fact that each article corresponds to a primary object and that
many articles contain infoboxes (brief tabular information about the article).
This system is able to use Wikipedia infoboxes as a starting point for training
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the classifiers for the page type. IWP trains extractors for the various attributes
and they can later be used for extracting information from general Web pages.
The disadvantage of IWP is that the amount of relations described in Wikipedia
infoboxes is limited and so not all relations can be extracted using this method.

6.1 Open Information Extraction

Etzioni et al. (2008) introduced the notion of Open Information Extraction,
which is opposed to Traditional Relation Extraction. Open information extraction
is “a novel extraction paradigm that tackles an unbounded number of relations”.
This method does not presuppose a predefined set of relations and is targeted
at all relations that can be extracted.

The Open Relation extraction approach is relatively a new one, so there
is only a small amount of projects using it. TextRunner (Banko and Etzioni
2008; Banko et al. 2007) is an example of such a system. A set of relation-
independent lexico-syntactic patterns is used to build a relation-independent
extraction model. It was found that 95 % of all relations in English can be
described by only 8 general patterns, e.g. “E1 Verb E2”. The input of such a
system is only a corpus and some relation-independent heuristics, relation names
are not known in advance. Conditional Random Fields (CRF) are used to identify
spans of tokens believed to indicate explicit mentions of relationships between
entities and the whole problem of relation extraction is treated as a problem of
sequence labelling. The set of linguistic features used in this system is similar
to those used by other state of-the-art relation extraction systems and includes
e.g. part-of-speech tags, regular expressions for detection of capitalization and
punctuation, context words. At this stage of development this system “is able
to extract instances of the four most frequently observed relation types: Verb,
Noun+Prep, Verb+Prep and Infinitive”. It has a number of limitations, which
are however common to all RE systems: it extracts only explicitly expressed
relations that are primarily word-based; relations should occur between entity
names within the same sentence.

Banko and Etzioni (2008) report a precision of 88.3 % and a recall of 45.2 %.
Even though the system shows very good results the relations are not specified
and so there are difficulties in using them in some other systems. Output of the
system consists of tuples stating there is some relation between two entities, but
there is no generalization of these relations.

Wu and Weld (2010) combine the idea of Open Relation Extraction and the
use of Wikipedia infoboxes and produce systems called WOEparse and WOEpos.
WOEparse improves TextRunner dramatically but it is 30 times slower than
TextRunner. However, WOEpos does not have this disadvantage and still shows
an improved F-measure over TextRunner between 15 % to 34 % on three corpora.

Fader et al. (2011) identify several flaws in previous works in Open Infor-
mation Extraction: “the learned extractors ignore both “holistic” aspects of the
relation phrase (e.g., is it contiguous?) as well as lexical aspects (e.g., how many
instances of this relation are there?)”. They target these problems by introducing
syntactic constraints (e.g., they require the relation phrase to match the POS tag
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pattern) and lexical constraints. Their system ReVerb achieves an AUC which
is 30 % better than WOE (Wu and Weld 2010) and TextRunner (Banko and
Etzioni 2008).

Nakashole et al. (2012a) approach this problem from another angle. They try
to mine for patterns expressing various relations and organise then in hierarchies.
They explore binary relations between entities and employ frequent itemset min-
ing (Agrawal et al. 1993; Srikant and Agrawal 1996) to identify the most frequent
patterns. Their work results in a resource called PATTY which contains 350.569
pattern synsets and subsumption relations and achieves 84.7 % accuracy. Unlike
ReVerb (Fader et al. 2011) which constrains patterns to verbs or verb phrases
that end with prepositions, PATTY can learn arbitrary patterns. The authors
employ so called syntactic-ontologic-lexical patterns (SOL patterns). These pat-
terns constitute a sequence of words, POS-tags, wildcards, and ontological types.
For example, the pattern “persons [adj] voice * song” would match the strings
my Winehouses soft voice in Rehab and Elvis Presleys solid voice in his song
All shook up. Their approach is based on collecting dependency paths from the
sentences where two named entities are tagged (YAGO2 (Hoffart et al. 2011) is
used as a database of all NEs). Then the textual pattern is extracted by finding
the shortest paths connecting two entities. All of these patterns are transformed
into SOL (abstraction of a textual pattern). Frequent itemset technique is used
for this: all textual patterns are decomposed into n-grams (n consecutive words).
A SOL pattern contains only the n-grams that appear frequently in the corpus
and the remaining word sequences are replaced by wildcards. The support set of
the pattern is described as the set of pairs of entities that appear in the place of
the entity placeholders in all strings in the corpus that match the pattern. The
patterns are connected in one synset (so are considered synonymous) if their
supporting sets coincide. The overlap of the supporting sets is also employed to
identify subsumption relations between various synsets.

6.2 Distant Learning

Mintz et al. (2009) introduce a new term “distant supervision”. The authors use
a large semantic database Freebase containing 7,300 relations between 9 million
named entities. For each pair of entities that appears in Freebase relation, they
identify all sentences containing those entities in a large unlabeled corpus. At the
next step textual features to train a relation classifier are extracted. Even though
the 67,6 % of precision achieved using this method has room for improvement,
it has inspired many researchers to further investigate in this direction.

Currently there are a number of papers trying to enhance “distant learning”
in several directions. Some researchers target the heuristics that are used to
map the relations in the databases to the texts, for example, (Takamatsu et al.
2012) argue that improving matching helps to make data less noisy and therefore
enhances the quality of relation extraction in general.

Yao et al. (2010) propose using an undirected graphical model for relation
extraction which employs “distant learning” but enforces selectional preferences.
Riedel et al. (2010) reports 31 % error reduction compared to (Mintz et al. 2009).
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Another problem that has been addressed is language ambiguity (Yao et al.
2011, 2012). Most methods cluster shallow or syntactic patterns of relation men-
tions, but consider only one possible sense per pattern. However, this assumption
is often violated in reality. Yao et al. (2011) uses generative probabilistic models,
where both entity type constraints within a relation and features on the depen-
dency path between entity mentions are exploited. This research is similar to
DIRT (Lin and Pantel 2001) which explores distributional similarity of depen-
dency paths in order to discover different representations of the same semantic
relation. However, Yao et al. (2011) employ another approach and apply LDA
(Blei et al. 2003) with a slight modification: observations are relation tuples and
not words. So as a result of this modification instead of representing semantically
related words, the topic latent variable represents a relation type. The authors
combine three models: Rel-LDA, Rel-LDA1 and Type-LDA. In the third model
the authors split the features of a tuple into relation level features and entity
level features. Relation level features include the dependency path, trigger, lexi-
cal and POS features; entity level features include the entity mention itself and
its named entity tag. These models output clustering of observed relation tuples
and their associated textual expressions. The evaluation shows that the use of
these resulting clusters helps to improve distant learning and results in 12 %
better performance.

Distant learning and other types of relation extraction are, as we have already
seen, based on several assumptions. Another assumption that is often used in
this field is that a pair of entities can have only one relation. However, if we
examine the following examples – “Steve Jobs founded Apple” and “Steve Jobs
is CEO of Apple” – we can see that this assumption is rather restrictive.

Hoffmann et al. (2011) identified this problem with previous RE systems
and try to address this issue by employing Multi-Instance Multi-label (MIML)
approach. They employ distant learning with Multi-Instance learning with over-
lapping relations (where two same instances may be in two different relations).
The resulting system MultiR achieves competitive or higher precision over all
ranges of recall.

Surdeanu et al. (2012) tackle the same problem. They identify two main
problems of distant learning: (1) some training examples obtained through this
heuristic are not valid (they report 31 %), (2) the same pair of entities can have
several relations. Therefore they try to improve distant learning by taking into
account Multi-instance Multi-label settings and using Bayesian framework (they
call their system MIML-RE) which can capture dependencies between labels and
learn in the presence of incorrect and incomplete labels.

When using “distant supervision” in its original version we are limited by
the schema imposed by the database that is used for mapping. Yao et al. (2013)
suggest several ways how it can be overcome. They suggest using raw texts in
addition to distant supervision, therefore relations in the text and pre-existing
structured databases can be employed together. Riedel et al. (2013) address this
problem by using matrix factorisation and collaborative filtering. Previously,
matrix factorisation was employed by Nickel et al. (2012) in order to predict
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new relations (triples) in terms of YAGO2. All relations between entities are
presented as a matrix where there is an indication whether there is a relation or
not. Riedel et al. (2013) use three models: (1) latent feature model, which is a
generalised PCA (Collins et al. 2001); (2) neighbourhood model, neighbour based
approach (Koren 2008); (3) entity model, which learns a latent entity represen-
tation from data. The authors also present a combined model that incorporates
all three models with various weights. In order to overcome the lack of negative
examples, they employ the technique of implicit feedback (Rendle et al. 2009),
where observed true facts are given higher scores than unobserved (true or false)
facts. The authors report competitive results of evaluation and also mention
computational efficiency of their methods which is an important aspect for such
systems. They also discuss the fact that this approach is not merely a tool for
information extraction and that the same technique can be used for integrating
databases with different schemata.

7 Joint Prediction

The joint modelling of several levels of Information extraction is also explored
by several research papers. In their position paper Mccallum and Jensen (2003)
propose to use “unified, relational, undirected graphical models for informa-
tion extraction and data mining”. This common inference procedure can help
to improve all the stages, so that each component is able to make up for the
weaknesses of the other and therefore improve the performance of both.

Finkel et al. (2006) explore the idea of joint modeling as well. They present
a novel architecture, which models pipelines as Bayesian networks. Each low
level task corresponds to a variable in the network, and then an approximate
inference is performed to find the best labelling. This approach is tested on two
tasks: semantic role labelling and recognizing textual entailment.

Roth and Yih (2007) employ the same idea when they combine two stages on
Information Extraction: named entity recognition and relation extraction. How-
ever, Singh et al. (2013) go even further and include coreference resolution as
well. So they propose a single, joint graphical model that represents the various
dependencies between the tasks (entity tagging, relation extraction, and corefer-
ence). Their joint modelling approach helps to avoid cascading errors. The joint
model obtains 12 % error reduction on tagging over the isolated models.

8 Conclusions

This paper introduced a field of Information Extraction and provided more
details about recent developments in its subfield, Relation Extraction. We have
presented the main approaches to this task and also outlined some challenges. All
the methods described above have advantages and disadvantages and the choice
depends greatly on the task in mind and the accuracy needed. Relation extrac-
tion has a lot of uses in NLP and can be beneficial for: semantic search, machine
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reading, question answering, knowledge harvesting, paraphrasing, building the-
sauri etc. (Nakashole et al. 2012b, 2013).

The field appears to be becoming more and more interdisciplinary and meth-
ods from data mining and recommendation systems are currently used to assist
in the task of relation extraction (Cergani and Miettinen 2013; Riedel et al.
2013; Nakashole et al. 2012a). Also modeling all stages of Information Extrac-
tion as a single task is another recent trend in the field (Mccallum and Jensen
2003; Finkel et al. 2006; Roth and Yih 2007; Singh et al. 2013). The research
in this area reports significant improvement in all tasks when they are modeled
jointly, it also helps to avoid error propagation which is a frequent problem in
the pipeline approach.

Research in terms of relation extraction has still room for improvement, how-
ever, it targets a very difficult problem where language ambiguity is a significant
obstacle. The majority of research in the field is done for English language,
therefore targeting other languages and exploring further multilingual informa-
tion extraction and possibility of aligning resources in various languages can be
the future direction of Relation Extraction.
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Abstract. Probabilistic topic modeling of text collections is a powerful
tool for statistical text analysis. In this tutorial we introduce a novel
non-Bayesian approach, called Additive Regularization of Topic Models.
ARTM is free of redundant probabilistic assumptions and provides a
simple inference for many combined and multi-objective topic models.
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1 Introduction

Topic modeling is a rapidly developing branch of statistical text analysis [1].
Topic model uncovers a hidden thematic structure of the text collection and finds
a highly compressed representation of each document by a set of its topics. From
the statistical point of view, each topic is a set of words or phrases that frequently
co-occur in many documents. The topical representation of a document captures
the most important information about its semantics and therefore is useful for
many applications including information retrieval, classification, categorization,
summarization and segmentation of texts.

Hundreds of specialized topic models have been developed recently to meet
various requirements coming from applications. For example, some of the models
are capable to discover how topics evolve through time, how they are connected
to each other, how they form topic hierarchies. Other models take into account
additional information such as authors, sources, categories, citations or links
between documents, or other kinds of document labels [2]. They can also be used
to reveal the semantics of non-textual objects connected to the documents such
as images, named entities or document users. Some of the models are focused on
making topics more stable, sparse, robust, and better interpretable by humans.
Linguistically motivated models benefit from syntactic considerations, grouping
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words into n-grams, finding collocations or constituent phrases. More ideas and
applications of topic modeling can be found in the survey [3].

A probabilistic topic model defines each topic by a multinomial distribution
over words, and then describes each document with a multinomial distribution
over topics. Most recent models are based on a mainstream topic model LDA,
Latent Dirichlet Allocation [4]. LDA is a two-level Bayesian generative model,
which assumes that topic distributions over words and document distributions
over topics are generated from prior Dirichlet distributions. This assumption
facilitates Bayesian inference due to the fact that the Dirichlet distribution is
a conjugate to the multinomial one. However, the Dirichlet distribution has no
convincing linguistic motivations and conflicts with two natural assumptions of
sparsity: (1) most of the topics have zero probability in a document, and (2) most
of the words have zero probability in a topic. The attempts to provide sparsity
preserving Dirichlet prior lead to overcomplicated models [5–9]. Finally, Bayesian
inference complicates the combination of many requirements into a single multi-
objective topic model. The evolutionary algorithms recently proposed in [10]
seem to be computationally infeasible for large text collections.

In this tutorial we present a survey of popular topic models in terms of a novel
non-Bayesian approach — Additive Regularization of Topic Models (ARTM) [11],
which removes the above limitations, simplifies theory without loss of generality,
and reduces barriers to entry into topic modeling research field.

The motivations and essentials of ARTM may be briefly stated as follows.
Learning of a topic model from a text collection is an ill-posed inverse problem
of stochastic matrix factorization. Generally it has an infinite set of solutions.
To choose a better solution we add a weighted sum of problem-oriented regular-
ization penalty terms to the log-likelihood. Then the model inference in ARTM
can be performed by a simple differentiation of the regularizers over model para-
meters. We show that many models, which previously required a complicated
inference, can be obtained “in one line” within ARTM. The weights in a linear
combination of regularizers can be adopted during the iterative process. Our
experiments demonstrate that ARTM can combine regularizers that improve
many criteria at once almost without a loss of the likelihood.

2 Topic Models PLSA and LDA

In this section we describe Probabilistic Latent Sematic Analysis (PLSA) model,
which was historically a predecessor of LDA. PLSA is a more convenient start-
ing point for ARTM because it does not have regularizers at all. We provide
the Expectation-Maximization (EM) algorithm with an elementary explanation,
then describe an experiment on the model data that shows the instability of both
PLSA and LDA models. The non-uniqueness and the instability of the solution
does motivate a problem-oriented additive regularization.

Model assumptions. Let D denote a set (collection) of texts and W denote a
set (vocabulary) of all words from these texts. Note that vocabulary may con-
tain keyphrases as well, but we will not distinguish them from single words.
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Each document d ∈ D is a sequence of nd words (w1, . . . , wnd
) from the vocab-

ulary W . Each word might appear multiple times in the same document.
Assume that each word occurrence in each document refers to some latent

topic from a finite set of topics T . Text collection is considered to be a sample of
triples (wi, di, ti), i = 1, . . . , n drawn independently from a discrete distribution
p(w, d, t) over a finite probability space W × D × T . Words w and documents d
are observable variables, while topics t are latent (hidden) variables.

Following the “bag of words” model, we represent each document by a subset
of words d ⊂ W and the corresponding integers ndw, which count how many
times the word w appears in the document d.

Conditional independence is an assumption that each topic generates words
regardless of the document: p(w | t) = p(w | d, t). According to the law of total
probability and the assumption of conditional independence

p(w | d) =
∑

t∈T

p(t | d)p(w | t). (1)

The probabilistic model (1) describes how the collection D is generated from
the known distributions p(t | d) and p(w | t). Learning a topic model is an inverse
problem: to find distributions p(t | d) and p(w | t) given a collection D.

Stochastic matrix factorization. Our problem is equivalent to finding an approx-
imate representation of observable data matrix

F =
(
fwd

)
W×D

, fwd = p̂(w | d) = ndw/nd,

as a product F ≈ ΦΘ of two unknown matrices — the matrix Φ of word proba-
bilities for the topics and the matrix Θ of topic probabilities for the documents:

Φ = (φwt)W×T , φwt = p(w | t), φt = (φwt)w∈W ;
Θ = (θtd)T×D, θtd = p(t | d), θd = (θtd)t∈T .

Matrices F , Φ and Θ are stochastic, that is, their columns fd, φt, θd are non-
negative and normalized representing discrete distributions. Usually the number
of topics |T | is much smaller than both |D| and |W |.
Likelihood maximization. In probabilistic latent semantic analysis (PLSA) [12]
the topic model (1) is learned by the log-likelihood maximization:

ln
n∏

i=1

p(di, wi) =
∑

d∈D

∑

w∈d

ndw ln p(w | d) +
∑

d∈D

nd ln p(d) → max,

which results in a constrained maximization problem:

L(Φ,Θ) =
∑

d∈D

∑

w∈d

ndw ln
∑

t∈T

φwtθtd → max
Φ,Θ

; (2)

∑

w∈W

φwt =1, φwt ≥ 0;
∑

t∈T

θtd = 1, θtd ≥ 0. (3)
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Algorithm 2.1. The rational EM-algorithm for PLSA.
Input: document collection D, number of topics |T |, initialized Φ, Θ;
Output: Φ, Θ;

1 repeat
2 zeroize nwt, ndt, nt, nd for all d ∈ D, w ∈ W , t ∈ T ;
3 for all d ∈ D, w ∈ d
4 Z: =

∑
t∈T φwtθtd;

5 for all t ∈ T : φwtθtd > 0
6 increase nwt, ndt, nt, nd by δ = ndwφwtθtd/Z;

7 φwt: = nwt/nt for all w ∈ W, t ∈ T ;
8 θtd: = ndt/nd for all d ∈ D, t ∈ T ;

9 until Φ and Θ converge;

EM-algorithm. The problem (2), (3) can be solved by an iterative EM-algorithm.
First, the columns of the matrices Φ and Θ are initialized with random distrib-
utions. Then two steps (E-step and M-step) are repeated in a loop.

At the E-step the probability distributions for the latent topics p(t | d,w) are
estimated for each word w in each document d using the Bayes’ rule. Auxiliary
variables ndwt are introduced to estimate how many times the word w appears
in the document d with relation to the topic t:

ndwt = ndwp(t | d,w), p(t | d,w) =
φwtθtd∑

s∈T φwsθsd
. (4)

At the M-step summation of ndwt values over d, w, t provides empirical
estimates for the unknown conditional probabilities:

φwt =
nwt

nt
, nwt =

∑
d∈D

ndwt, nt =
∑

w∈W

nwt,

θtd =
ndt

nd
, ndt =

∑
w∈d

ndwt, nd =
∑
t∈T

ndt,

which can be rewritten in a shorter notation using the proportionality sign ∝:

φwt ∝ nwt, θtd ∝ ndt. (5)

Equations (4), (5) define a necessary condition for a local optimum of the
problem (2), (3). In the next section we will prove this for a more general case.

The system of Eqs. (4), (5) can be solved by various numerical methods. The
simple iteration method leads to a family of EM-like algorithms, which may
differ in implementation details. For example, Algorithm 2.1 avoids storing the
three-dimensional array ndwt by incorporating the E-step inside the M-step.

Latent Dirichlet Allocation. In LDA parameters Φ,Θ are constrained to avoid
overfitting [4]. LDA assumes that the columns of the matrices Φ and Θ are
drawn from the Dirichlet distributions with positive vectors of hyperparameters
β = (βw)w∈W and α = (αt)t∈T respectively.
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Fig. 1. Errors in restoring the matrices Φ, Θ and ΦΘ over hyperparameter α (β = 0.1).

Learning algorithms for LDA generally fall into two categories — sampling-
based algorithms [13] or variational algorithms [14]. They can be considered
also as EM-like algorithms with modified M-step [15]. The following is the most
simple and frequently used modification:

φwt ∝ nwt + βw, θtd ∝ ndt + αt. (6)

This modification has the effect of smoothing, since it increases small probabil-
ities and decreases large probabilities.

The non-uniqueness problem. The likelihood (2) depends on the product ΦΘ, not
on separate matrices Φ and Θ. Therefore, for any linear transformation S such
that matrices Φ′ = ΦS and Θ′ = S−1Θ are stochastic, their product Φ′Θ′ = ΦΘ
gives the same value of the likelihood. The transformation S depends on a ran-
dom initialization of the EM-algorithm. Thus, learning a topic model is an ill-
posed problem whose solution is not unique and hence is not stable.

The following experiment on the model data verifies the ability of PLSA
and LDA to restore true matrixes Φ,Θ. The collection was generated with the
size parameters |W | = 1000, |D| = 500, |T | = 30. The lengths of the documents
nd ∈ [100, 600] were chosen randomly. Columns of the matrices Φ,Θ were drawn
from the symmetric Dirichlet distributions with parameters β, α respectively.
The differences between the restored distributions p̂(i | j) and the model ones
p(i | j) were measured by the average Hellinger distance both for the matrices
Φ,Θ and for their product:

DΦ = H(Φ̂, Φ); DΘ = H(Θ̂, Θ); DΦΘ = H(Φ̂Θ̂, ΦΘ);

H(p̂, p) =
1
m

m∑

j=1

(
1
2

n∑

i=1

(√
p̂(i | j) −

√
p(i | j)

)2
) 1

2

.
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Both PLSA and LDA restore Φ and Θ much worse than their product, Fig. 1.
The error are less for sparse original matrices Φ,Θ. LDA did not perform well
even when the same α, β are used for both generating and restoring stages.

This experiment shows that the Dirichlet regularization can not ensure a sta-
ble solution. Stronger regularizer or combination of regularizers should be used.

Also we conclude that PLSA model being free of any regularizers is the most
convenient starting point for multi-objective problem-oriented regularization.

3 Additive Regularization for Topic Models

In this section we introduce the additive regularization framework and prove a
general equation for a regularized M-step in the EM-algorithm.

Consider r objectives Ri(Φ,Θ), i = 1, . . . , r, called regularizers, which have to
be maximized together with the likelihood (2). According to a standard scalar-
ization approach to the multi-objective optimization we maximize a linear combi-
nation of the objectives L and Ri with nonnegative regularization coefficients τi:

R(Φ,Θ) =
r∑

i=1

τiRi(Φ,Θ), L(Φ,Θ) + R(Φ,Θ) → max
Φ,Θ

. (7)

Topic t is called overregularized if nwt + φwt
∂R

∂φwt
≤ 0 for all words w ∈ W .

Document d is called overregularized if ndt + θtd
∂R

∂θtd
≤ 0 for all topics t ∈ T .

Theorem 1. If the function R(Φ,Θ) is continuously differentiable and (Φ,Θ) is
the local minimum of the problem (7), (3), then for any topic t and any document
d that are not overregularized the system of equations holds:

ndwt = ndw
φwtθtd∑

s∈T φwsθsd
; (8)

φwt ∝
(

nwt + φwt
∂R

∂φwt

)

+

; nwt =
∑

d∈D

ndwt; (9)

θtd ∝
(

ndt + θtd
∂R

∂θtd

)

+

; ndt =
∑

w∈d

ndwt; (10)

where (z)+ = max{z, 0}.
Note 1. Equation (9) gives φt = 0 for overregularized topics t. Equation (10)
gives θd = 0 for overregularized documents d. Overregularization is an important
mechanism, which helps to exclude insignificant topics and documents out of
the topic model. Regularizers that encourage topic exclusions may be used to
optimize the number of topics. A document may be excluded if it is too short or
does not contain topical words.

Note 2. The system of Eqs. (8)–(10) defines a regularized EM-algorithm. It keeps
E-step from (4) and redefines M-step by regularized Eqs. (9), (10). If R(Φ,Θ) = 0
then the regularized topic model is reduced to the usual PLSA.
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Proof. For the local minimum (Φ,Θ) of the problem (7), (3) the KKT conditions
(see Appendix A) can be written as follows:

∑

d

ndw
θtd

p(w | d)
+

∂R

∂φwt
= λt − λwt; λwt ≥ 0; λwtφwt = 0.

Let us multiply both sides of the first equation by φwt, reveal the auxiliary
variable ndwt from (8) in the left-hand side and sum it over d:

φwtλt =
∑

d

ndw
φwtθtd

p(w | d)
+ φwt

∂R

∂φwt
= nwt + φwt

∂R

∂φwt
.

An assumption that λt ≤ 0 contradicts the condition that topic t is not
overregularized. Then λt > 0, φwt ≥ 0, the left-hand side is nonnegative, thus
the right-hand side is nonnegative too, consequently,

φwtλt =
(

nwt + φwt
∂R

∂φwt

)

+

. (11)

Let us sum both sides of this equation over all w ∈ W :

λt =
∑

w∈W

(
nwt + φwt

∂R

∂φwt

)

+

. (12)

Finally, we obtain (9) by expressing φwt from (11) and (12).
Equations for θtd can be derived analogously thus finalizing the proof.

The EM-algorithm for learning regularized topic models can be implemented
by easy modification of any EM-like algorithm at hand. In Algorithm 2.1 only
steps 7 and 8 are to be modified according to Eqs. (9) and (10).

4 A Survey of Regularizers for Topic Models

In this section we revisit some of the well known topic models and show that
ARTM significantly simplifies their inference and modifications. We propose an
alternative interpretation of LDA as a regularizer that minimizes KL-divergence
with a fixed distribution. Then we revisit topic models for sparsing domain-
specific topics, smoothing background (common lexis) topics, semi-supervised
learning, number of topics optimization, topics decorrelation, topic coherence
maximization, documents linking, and document classification. We also consider
the problem of combining regularizers and introduce the notion of regularization
trajectory.

Smoothing regularization and LDA. Let us minimize the KL-divergence (see
AppendixB) between the distributions φt and a fixed distribution β = (βw)w∈W ,
and the KL-divergence between θd and a fixed distribution α = (αt)t∈T :

∑

t∈T

KLw(βw‖φwt) → min
Φ

,
∑

d∈D

KLt(αt‖θtd) → min
Θ

.
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After summing these criteria with coefficients β0, α0 and removing constants
we have the regularizer

R(Φ,Θ) = β0

∑

t∈T

∑

w∈W

βw ln φwt + α0

∑

d∈D

∑

t∈T

αt ln θtd → max .

The regularized M-step (9) and (10) gives us two equations

φwt ∝ nwt + β0βw, θtd ∝ ndt + α0αt,

which are exactly the same as the M-step (6) in LDA model with hyperparameter
vectors β = β0(βw)w∈W and α = α0(αt)t∈T of the Dirichlet distributions.

The non-Bayesian interpretation of the smoothing regularization in terms of
KL-divergence is simple and natural. Moreover, it avoids complicated inference
techniques such as Variational Bayes or Gibbs Sampling.

Sparsing regularization. The opposite regularization strategy is to maximize KL-
divergence between φt, θd and fixed distributions β, α:

R(Φ,Θ) = −β0

∑

t∈T

∑

w∈W

βw ln φwt − α0

∑

d∈D

∑

t∈T

αt ln θtd → max .

For example, to find a sparse distributions φwt with lower entropy we may choose
the uniform distribution βw = 1

|W | , which is known to have the largest entropy.
The regularized M-step (9) and (10) gives equations that differ from the

smoothing equations only in the sign of the parameters β, α:

φwt ∝ (
nwt − β0βw

)
+
, θtd ∝ (

ndt − α0αt

)
+
.

The idea of entropy-based sparsing was originally proposed in the dynamic
PLSA for video processing tasks [16] to produce sparse distributions of topics
over time. The Dirichlet prior conflicts with sparsing assumption, which leads to
sophisticated sparse LDA models [5–9]. Simple and natural sparsing is possible
only by abandoning the Dirichlet prior assumption.

Combining smoothing and sparsing. In modeling a multidisciplinary text collec-
tion topics should contain domain-specific words and be free of common lexis
words. To learn such a model we suggest to split the set of topics T into two
subsets: sparse domain-specific topics S and smoothed background topics B.
Background topics should be close to a fixed distribution over words βw and
should appear in all documents. The model with background topics B is an
extension of robust models [17,18], which used a single background distribution.

Semi-supervised learning. Additional training data can further improve quality
and interpretability of a topic model. Assume that we have a prior knowledge,
stating that each document d from a subset D0 ⊆ D is associated with a subset of
topics Td ⊂ T . Analogically, assume that each topic t ∈ T0 contains a subset
of words Wt ⊂ W . Consider a regularizer that maximizes the total probability of
topics in Td and the total probability of words in Wt:

R(Φ,Θ) = β0

∑

t∈T0

∑

w∈Wt

φwt + α0

∑

d∈D0

∑

t∈Td

θtd → max .
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The regularized M-step (9) and (10) gives yet another sort of smoothing:

φwt ∝ nwt + β0φwt, t ∈ T0, w ∈ Wt; θtd ∝ ndt + α0θtd, d ∈ D0, t ∈ Td.

Sparsing regularization of topic probabilities for the words p(t | d,w) is motivated
by a natural assumption that each word in a text is usually related to one topic.
To meet this requirement we use the entropy-based sparsing and maximize the
average KL-divergence between p(t | d,w) and uniform distribution over topics:

∑

d,w

ndw KL
(

1
|T |

∥∥ p(t | d,w)
) → min

Φ,Θ
;

R(Φ,Θ) =
τ

|T |
∑

d,w

ndw

∑

t∈T

ln
∑

s∈T φwsθsd

φwtθtd
→ max .

The regularized M-step (9) and (10) gives

φwt ∝ (
nwt + τ

(
nwt − 1

|T |nw

))
+
, θtd ∝ (

ndt + τ
(
ndt − 1

|T |nd

))
+
.

These equations mean that φwt decreases (and may eventually turn to zero)
if the word w occurs in the topic t less frequently than in the average over all
topics. Analogously, θtd decreases (and may also turn to zero) if the topic t occurs
in the document d less frequently than in the average over all topics.

Elimination of insignificant topics can be done by entropy-based sparsing of the
global distribution over topics p(t) =

∑
d p(d)θtd. To do this we maximize the

KL-divergence between p(t) and the uniform distribution over topics:

R(Θ) = τ
∑

t∈T

ln
∑

d∈D

p(d)θtd → max .

The regularized M-step (10) gives

θtd ∝
(
ndt − τ

nd

nt
θtd

)

+
.

This regularizer works as a row sparser for the matrix Θ because of nt counter
in the denominator. If nt is small then the big values are subtracted from all
elements ndt of the t-th row of the matrix Θ. If all elements of a row will be
set to zero then the corresponding topic t could never be used, i.e. it will be
eliminated from the model. We can decrease the current number of active topics
gradually during EM-iterations by increasing a coefficient τ until some of the
quality measures will not deteriorate.

Note that this approach to the number of topics optimization is much sim-
pler than the state-of-the-art Bayesian techniques such as Hierarchical Dirichlet
Process [19] and Chinese Restaurant Process [20].
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Covariance regularization for topics. Reducing the overlapping between the
topic-word distributions is known to make the learned topics more interpretable
[21]. A regularizer that minimizes covariance between vectors φt,

R(Φ) = −τ
∑

t∈T

∑

s∈T\t

∑

w∈W

φwtφws → max,

leads to the following equation of the M-step:

φwt ∝
(
nwt − τφwt

∑

s∈T\t

φws

)

+
.

That is, for each word w the highest probabilities φwt will increase from
iteration to iteration, while small probabilities will decrease, and may eventually
turn into zeros. Therefore, this regularizer also stimulates sparsity. Besides, it has
another useful property, which is to group stop-words into separate topics [21].

Covariance regularization for documents. Sometimes we possess an information
that some documents are likely to share similar topics. For example, they may
fall into the same category or one document may have a reference or a link to
the other. Making use of this information in terms of the regularizer, we get:

R(Θ) = τ
∑

d,c

ndc

∑

t∈T

θtdθtc → max,

where ndc is the weight of the link between documents d and c. A similar LDA-JS
model is described in [22], which is based on the minimization of Jensen–Shannon
divergence between θd and θc, rather than on the covariance maximization.

According to (10), the equation for θtd in the M-step turns into

θtd ∝ ndt + τθtd

∑

c∈D

ndcθtc.

Thus the iterative process adjusts probabilities θtd so that they become closer
to θtc for all documents c, connected with d.

Coherence maximization. A topic is called coherent if the most frequent words
from this topic typically appear nearby in the documents (either in the training
collection, or in some external corpus like Wikipedia). An average topic coherence
is known to be a good measure of interpretability of a topic model [23].

Consider a regularizer, which augments probabilities of coherent words [24]:

R(Φ) = τ
∑

t∈T

ln
∑

u,v∈W

Cuvφutφvt → max,

where Cuv = Nuv

[
PMI(u, v) > 0

]
is the co-occurrence estimate of word pairs

(u, v) ∈ W 2, pointwise mutual information PMI(u, v) = ln |D|Nuv

NuNv
is defined

through document frequencies: Nuv is the number of documents that contain
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both words u, v in a sliding window of ten words, Nu is the number of docu-
ments that contain at least one occurrence of the word u.

Note that there is no common approach to the coherence optimization in
the literature. Another coherence optimizer was proposed in [25] for LDA model
and Gibbs Sampling algorithm with more complicated motivations through a
generalized Polya urn model and a more complex heuristic estimate for Cwv.
Again, this regularizer can be much easier reformulated in terms of ARTM.

The classification regularizer. Let C be a finite set of classes. Suppose each docu-
ment d is labeled by a subset of classes Cd ⊂ C. The task is to infer a relationship
between classes and topics, improve a topic model by using labels information,
and to learn a decision rule to classify new documents. Common discrimina-
tive approaches such as SVM or Logistic Regression usually give unsatisfactory
results on large text collections with a big number of unbalanced and interde-
pendent classes. Probabilistic topic models can benefit in this situation [2].

Recent research papers provide various examples of document labeling.
Classes may refer to text categories [2,26], authors [27], time periods [16,28],
cited documents [22], cited authors [29], users of documents [30]. Many special-
ized models has been developed for these and other cases, more information can
be found in surveys [2,3]. All these models fall into a small number of types that
can be easily expressed in terms of ARTM. Below we consider one of the most
general topic model for document classification.

Let us expand the probability space to the set D × W × T × C and assume
that each word w in each document d is not only related to a topic t ∈ T , but
also to a class c ∈ C. To classify documents we model a distribution p(c | d)
over classes for each document d. As in the Dependency LDA topic model [2],
we assume that p(c | d) is expressed in terms of distributions p(c | t) = ψct and
p(t | d) = θtd in a way, similar to the basic topic model (1):

p(c | d) =
∑

t∈T

ψctθtd,

where Ψ = (ψct)C×T is a new model parameters matrix. Our regularizer mini-
mize KL-divergence between the probability model of classification p(c | d) and
the empirical frequency mdc = nd

[c∈Cd]
|Cd| of classes in the documents:

R(Ψ,Θ) = τ
∑

d∈D

∑

c∈C

mdc ln
∑

t∈T

ψctθtd → max .

The problem is still solved via EM-like algorithms. In addition to (4), the
E-step estimates conditional probabilities p(t | d, c) and auxiliary variables mdct:

mdct = mdcp(t | d, c), p(t | d, c) =
ψctθtd∑

s∈T ψcsθsd
.

In the M-step φwt are estimated from (5), the estimates for ψct are analogous
to φwt, the estimates for θtd accumulate counters of words and classes within
the documents:
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ψct ∝ mct, mct =
∑

d∈D

mdct; θtd ∝ ndt + τmdt, mdt =
∑

c∈C

mdct.

Additional regularizers for Ψ can be used to control sparsity.
Label regularization improves classification for multi-label classification prob-

lems with unbalanced classes [2] by minimizing KL-divergence between the model
distribution p(c) over classes and the empirical frequencies of classes p̂c observed
in the training data:

R(Ψ) = τ
∑

c∈C

p̂c ln p(c) → max; p(c) =
∑

t∈T

ψctp(t), p(t) =
nt

n
.

The formula for the M-step is therefore as follows:

ψct ∝ mct + τ p̂c
ψctnt∑

s∈T ψcsns
.

Regularization trajectory.A linear combination of multiple regularizers Ri depends
on regularization coefficients τi, which require a special handling in practice.
A similar problem is efficiently solved in ElasticNet algorithm, which combines
L1 and L2-regularizers for regression and classification tasks [31]. In topic mod-
eling there are far more various regularizers and they can influence each other in
a non-trivial way. Our experiments show that some regularizers may worsen the
convergence if they are activated too early or too abruptly. Therefore our recom-
mendation is to choose the regularization trajectory experimentally.

5 Quality Measures for Topic Models

The accuracy of a topic model p(w | d) on the collection D is commonly evaluated
in terms of perplexity closely related to the likelihood

P(D, p) = exp
(
− 1

n
L(Φ,Θ)

)
= exp

(
− 1

n

∑

d∈D

∑

w∈d

ndw ln p(w | d)
)

.

The hold-out perplexity P(D′, pD) of the model pD trained on the collection
D is evaluated on the test set of documents D′, which does not overlap with D.
In our experiments we split the collection randomly so that |D| : |D′| = 10 : 1.
Each testing document d is further randomly split into two halves: the first one
is used to estimate parameters θd, and the second one is used in the perplexity
evaluation. The words in the second halves that did not appear in D are ignored.
Parameters φt are estimated from the training set.

The sparsity of a model is measured by the percent of zero elements in
matrices Φ and Θ. For the models that separate domain-specific topics S and
background topics B we estimate sparsity over domain-specific topics S only.

The high ratio of background words over document collection

BackgroundRatio =
1
n

∑

d∈D

∑

w∈d

∑

t∈B

p(t | d,w)



Tutorial on Probabilistic Topic Modeling 41

may indicate the model degradation as a result of excessive sparsing or topics
elimination and can be used as a stopping criterion for sparsing.

The interpretability of a topic model is evaluated indirectly by coherence,
which is known to correlate well with human interpretability [23,25,32]. The
coherence of a topic is defined as the pointwise mutual information averaged
over all pairs of words within the k most probable words of the topic t:

PMIt =
2

k(k − 1)

k−1∑

i=1

k∑

j=i

PMI(wi, wj)

where wi is the i-th word in the list of φwt, w ∈ W , sorted in descending order.
Coherence of a topic model is defined as average PMIt over all domain-specific
topics t ∈ S. In most papers the value k is fixed to 10. Due to a particular impor-
tance of the topic coherence we have also examined two additional measures: the
coherence for k = 100, and the coherence for the topic kernels.

We define the kernel of each topic as a set of words that distinguish this topic
from other topics: Wt = {w : p(t |w) > δ}. In our experiments we set δ = 0.25.
We suggest that well interpretable topic must have a reasonable kernel size |Wt|
about 20–200 words and a high values of topic purity and contrast :

Purityt =
∑

w∈Wt

p(w | t); Contrastt =
1

|Wt|
∑

w∈Wt

p(t |w).

We define the corresponding measures of the overall topic model (kernel size,
purity and contrast) by averaging over all domain-specific topics t ∈ S.

6 Experiments with Combining Regularizers

We are going to demonstrate ARTM approach in practice by combining reg-
ularizers for sparsing, smoothing, topics decorrelation, and number of topics
optimization. Our objective is to build a highly sparse topic model with a bet-
ter interpretability of topics, and at the same time to extract stop-words and
common lexis words. Thus, we aim to improve several quality measures with no
significant loss of the likelihood or perplexity.

Text collection. In our experiments we use the NIPS dataset, which contains
|D| = 1566 English articles from the Neural Information Processing Systems
conference. The length of the collection in words is n ≈ 2.3 ·106. The vocabulary
size is |W | ≈ 1.3 · 104. The testing set has |D′| = 174 documents.

In the preparation step we used BOW toolkit [33] to perform changing to
low-case, punctuation elimination, and stop-words removal.

In all the experiments the number of iterations was set to 100, and the number
of topics was set to |T | = 100 with |B| = 10 background topics.

Experimental results. Figures 2–3 present quality measures of the topic model as
a function of the iteration step. In each figure we compare two models, PLSA
being shown with grey lines and ARTM with black lines.
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Fig. 2. Comparing PLSA (grey) vs.
ARTM with sparsing, smoothing, and
decorrelation (black).

Fig. 3. Comparing PLSA (grey) vs. ARTM
with sparsing, smoothing, and decorrela-
tion and topics elimination (black).

Quality measures are shown in four charts, stack on top of each other in one
column with synchronized horizontal axes. Top chart: perplexity on the left-hand
axis, and sparsity of matrices Φ,Θ on the right-hand axis. Second chart: number
of topics on the left-hand axis, and ratio of background words on the right-hand
axis. Third chart: kernel size on the left-hand axis, and contrast and purity on
the right-hand axis. Bottom chart: kernel coherence on the left-hand axis, and
top10 and top100 coherence on the right-hand axis.

ARTM allows to use regularizers in any combination. Therefore, we explore
how various combinations of regularizer influence different quality measures.

PLSA and LDA have performed similarly by all measures: perplexity is about
1900; sparsity is 0 %; kernel size is 80–100 words; purity is 12 %; contrast is 43 %;
coherence top10: 0.07, top100: 0.12, kernel: 0.9.
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In ARTM we augment the regularization coefficient for sparsing gradually
from the 10-th iteration. An earlier or a more abrupt sparsing may lead to
perplexity deterioration. The gradual sparsing results in a highly sparse Φ matrix
(98 % of zeros) and Θ matrix (85 % of zeros), while the perplexity becomes
slightly worse. We smooth the background topics from the first iteration using
the uniform distribution βw = 1/|W | and parameters α = 0.8, β = 0.1. Using a
non-uniform distribution βw = nw/n yields similar results.

The decorrelation regularizer works well if activated from the very begin-
ning. It does not change the perplexity significantly, and improves purity and
coherence. Contrast and kernel size remain the same. However, the sparsity of Φ
stays at 40 %, which apparently is not good enough, and Θ does not get sparse
at all. The combination of sparsing, smoothing and decorrelation provides the
best results, shown in Fig. 2. Notice that in all experiments kernel coherence is
considerably higher than top10 and top100 coherence.

The sparsing regularizer for insignificant topics elimination turned out to be
in conflict with decorrelation. Therefore we apply decorrelation at even itera-
tions, and topics elimination at odd iterations. In our experiments the removal
of topics begins to deteriorate the model perplexity when the number of topics
becomes less than 60, Fig. 3.

7 Conclusions

This tutorial gives a brief survey of topic models from a new non-Bayesian view-
point which we call ARTM — Additive Regularization of Topic Models. ARTM
makes topic models easy to design, easy to infer, and easy to explain. Many
topic models are based on stochastic matrix factorization — an ill-posed inverse
problem whose solution is non-unique and instable. The goal of regularization
is to reduce a potentially infinite set of solutions, and to select a better one,
which satisfies our additional requirements. These requirements can be formal-
ized through a maximization of a weighted sum of regularizers, differentiable
with respect to the parameters of the model. The EM-algorithm with a modified
M-step can be used to solve the optimization problem. Our interpretation of
the EM-algorithm is also nonprobabilistic. We consider the EM-algorithm as a
simple iteration method for solving a system of equations that defines a neces-
sary conditions of the local optimum. Problems of a numerical convergence and
regularization trajectories are left beyond the scope of this paper.
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Research grants 14-07-00847, 14-07-00908. We thank Alexander Frey for his help and
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A The Karush–Kuhn–Tucker (KKT) Conditions

Consider the following nonlinear optimization problem:

f(x) → max
x

; gi(x) ≥ 0, i = 1, . . . , m; hj(x) = 0, j = 1, . . . , k.
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Suppose that the objective function f : Rn → R and the constraint functions
gi : Rn → R and hj : Rn → R are continuously differentiable at a point x∗. If x∗

is a local maximum that satisfies some regularity conditions (which are always
true if gi and hj are linear functions), then there exist constants μi, i = 1, . . . , m
and λj , j = 1, . . . , k, called KKT multipliers, such that

∂

∂x

(
f(x) +

m∑

i=1

μigi(x) +
k∑

j=1

λjgj(x)
)

= 0; (stationarity)

gi(x) ≥ 0;hj(x) = 0; (primal feasibility)
μi ≥ 0; (dual feasibility)
μigi(x) = 0. (complementary slackness)

B The Kullback–Leibler Divergence

The Kullback–Leibler divergence or relative entropy is a non-symmetric measure
of the difference between probability distributions P = (pi)n

i=1 and Q = (qi)n
i=1:

KL(P‖Q) ≡ KLi(pi‖qi) =
n∑

i=1

pi ln
pi

qi
.

From the informational point of view, KL(P‖Q) is a measure of the informa-
tion lost when Q is used to approximate P . KL-divergence measures the expected
number of extra bits required to code samples from P when using a code based
on Q, rather than using a code based on P . Typically P represents the empirical
distribution of data, Q represents a model or approximation of P .

The KL-divergence is always non-negative.
KL(P‖Q) = 0 if and only if P = Q.
The KL-divergence minimization is equivalent to the likelihood maximization

of a model distribution Q(α) over parameter vector α:

KL(P‖Q(α)) =
n∑

i=1

pi ln
pi

qi(α)
→ min

α
⇐⇒

n∑

i=1

pi ln qi(α) → max
α

.
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Abstract. This article describes trends of open data development and a new
discipline, which was formed largely due to the fact that the data have become
available and open on the Internet. The authors provide a brief overview of the
main directions in the development of open data and data journalism: educa-
tional projects, interaction with the community of developers using data man-
agement platforms, development of business community on open data basis. The
article also discusses Russian educational projects dealing with open data and
data journalism.

Keywords: Open data � Open government data � Data journalism � Open
educational resources � Data expeditions � Open government

1 Introduction

There are two main features of the approach to the publication of data on the Internet in
the form of open data. First, data should be freely available on the Internet, without
publisher’s control; second, this data must be in a reusable form. For this reason, open
data should be accompanied by appropriate open licenses. It should be also submitted
online in a machine-readable format. It should be machine-readable formats that allow
implementing automatic processing and creating a variety of useful services based on
open data.

Data journalism is one of really powerful directions within this movement [1].
The availability of data and the opportunity to create data-driven products provide a
serious advantage for the informational agencies, which is specially vital now when
their monopoly on information distribution is starting to crush as a consequence of
the growing popularity of social networks. Moreover, the very fact of using data in
media reporting is usually more explicit and visible to the audience than in many
other data based products. This makes a huge contribution to the promotion of the
open data movement.
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2 Open Data for Education, Developers Community
and Online Services

Open data have become an important tool in the development of new forms of inter-
action between government and civil society.

However, there is no particular value in open data, when it is not used by anyone.
Open data becomes important only if there is a community of skilled users around them.
One of the key components of this community is business, which comes as a stimulus
for the creation of new technologies based on the new approach to open publishing data
on the Internet. It is the business prospects that produced necessary conditions for the
active development of data driven startups in the overseas countries, which was also
encouraged by a considerable amount of governmental support at early stages of
development. After all, the government is also interested in the promotion of the open
data concept, because it allows for the development of new ways of dealing with civil
society. This implies involving citizens in active cooperation with the government, as
well as the growing transparency and accountability on the part of the authorities [2].

The practice of funding startups is widely spread in the US and UK, the two
frontrunners in the area of open government and open data. This trend became even
more explicit in the late 2013 and early 2014 when the federal open data portals of the
US and UK changed their designs to be friendlier to their target audience of open data
users. Now, there is a need for good business models of data based initiatives, as well
as show cases of working and profitable projects in order to make the developers’
community more motivated and the businesses more interested. It is necessary for
theoretical speculations to be backed up by practical implementations, which demon-
strate the prospects of using open data in analytical research and program products.

In the United States, Open Data 500 Project [3] is represented, among all, by a
considerable list of startups based on open data. In the United Kingdom, The Open
Data Institute has also launched a special program to support open data startups [4].
Also, steps are taken to provide the conditions for open data users to share their
feedback, in order to improve the quality of the data sets that are being published. For
instance, the UK federal open data portal has forums where users can discuss which
directions still need more data openness, as well as the quality of the data sets that have
been already published, the details of how they are published and processed, and the
methods and tools for their use, etc. The portal also has blogs by the portal developers
team, representatives of governmental agencies, as well as companies dealing with
open data and conducting analytical research. There is also a section discussing linked
open data at the portal. It provides some basic information on the topic and has a
special sequence of posts tagged ‘Linked Data’ [5, 6]. Finally, there is a separate
section on geodata, in particular the European INSPIRE Directive (Infrastructure for
Spatial Information in the European Union).

In order to make working with data sets easier, developers of federal, as well as
local, data portals use CKAN (The Comprehensive Knowledge Archive Network) data-
publishing platform. The numerous examples include official open data portals of the
UK, the US, Canada, Australia, Brazil, Spain, Slovakia, Romania, Norway, Austria,
Sweden, the Netherlands, Italy, Germany, Iceland, Argentina, France, Switzerland, etc.
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CKAN owes its popularity to its open-source code provided with the option of paid
support by Open Knowledge Foundation.

During 2013, the popularity of CKAN was growing rapidly, as many governmental
portals switched to this platform from Socrata or self-developed platforms.

Although some are still using alternative platforms, such as Socrata, Microsoft, or
Koema, CKAN has already started conquering the globe. Moreover, Microsoft has
provided options for CKAN deployment in its cloud (Windows Azure platform [7]).

The more portals are built using CKAN, the more comfortable it becomes for users,
because it is always easier to deal with a service with a familiar interface.

It is also important that CKAN’s API has single documentation [8], which means
that the access to open data sets is universal and, consequently, easy to use for software
developers.

In a number of states, governments went even further and openly published the
source code of their services and applications, as well as documentation at GitHub [9].

Another direction, in which the open data community is developing, is educational.
Apparently, it is impossible to promote the use of open data without explaining what
open data is, why it is important and how to work with it.

To this end, activist communities and official institutions in different countries come
up with special courses aimed at teaching the basics of working with open data. The
educational direction is developed, among all, by The Open Data Institute, Open
Knowledge Foundation, Knight Foundation, and Sunlight Foundation. The UN has also
been interested in the promotion of the new approach. For instance, FAO UN launched a
series of webinars on linked open data in late 2012 [10], and in addition to it the concept
of Linked Open Data was presented in Russian as well [11]. Not long time ago, The UN
launched its own online course on open data processing [12]. World Bank is also
engaged in educational activities in the field of open data [13]. In September 2013
School of Open Data, organized by NGO Infoculture, was launched in Russia [14].

In some countries, a lot of efforts are aimed specifically at forming communities of
software developers. These activities may include holding hackathons and organizing
civil activists (The Code for America Brigades [15]), as well as launching contests for
developers of open data applications. An important event in this respect is the yearly
worldwide hackathon on the Open Data Day under the auspices of Open Knowledge
Foundation. It should be noted that in 2014, it was the first time Russia has participated
in this international event [16].

There are a lot of news subscriptions that can be used to regularly receive updates
on recent open data developments. This format is actively employed by Open
Knowledge Foundation, Code for America project [17], Citizens for Open Access to
Civic Information and Data project [18], Map and GIS Services at the University of
Toronto [19]). Special Twitter hashtags are also often used for spreading news across
the community. These tags are helpful when it comes to clustering particular topics.

One more aspect of development of the open data community is building free and
often online-based tools and services for data processing. An outstanding example of
such products is OpenRefine, a handy tool for working with raw data. It allows
cleaning datasets using different clustering methods, the method of deduplication,
sorting, filtering, regular expressions and a programming language GREL (General
Refine Expression Language).
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It is also necessary to mention such popular tools as Google spreadsheets, Quandl
[20], Raw [21], R programming language, numerous free online services for data
visualization, and so on.

3 Data and Journalism

Data journalism is a specific direction in the Open Data movement, as it appears to hold
an intermediary position between the data based businesses and socially explicit use of
data. Like any other business at least partially based on data analysis, data journalism
fits in certain profit-making business models. On the other hand, like the projects in the
area of education and civil activism, it is at liberty to demonstrate the underlying
mechanisms that lead to the resulting product. Moreover, unlike many spheres, in
which statistics and data analysis have traditionally played a huge role (like finance or
business analysis), data journalism has developed in the area traditionally associated
with humanities. Although there was some amount of work with databases and num-
bers, still until recently there simply has not been enough material available to make it a
separate profession A similar process of adapting digital techniques to traditionally
non-digital spheres is now underway in many more disciplines and arts, such as literary
criticism [22]. The specific of data journalism is that, unlike scholarly research, it is
addressed to a vast general public audience, which potentially makes it a significant
tool for promotion of open data by presenting examples of their application.

The meaning of the term data journalism seems to be generally clear, while when it
comes to the details, it turns out that its application is actually defined very vaguely
[23]. Even though there are numerous attempts of reflection, there is still no common
understanding of what exactly it means. There are though several terms, sometimes
with overlapping meanings, which are aimed to reflect certain subdirections of this
trend. Here are some of them. Data driven journalism [24] is normally about producing
a digital story which relies heavily on big data sets shown through the lens of inter-
active visualization. Database journalism [25], in its turn, is first and foremost about
creating data sets and databases, which could be further used by data driven journalism.
There is also computational journalism [26] that applies computational techniques and
the elements of machine/statistical learning to creating a data driven story. A very loose
term analytic journalism [27] might also be used in the relation to data journalism as it
is sometimes based on data analysis and results in a story describing the conclusions
and findings.

The obvious tendency is that more and more processes in many areas, journalism
included, are becoming automated. For instance, in the recent years, there have been
quite a number of examples of applying the techniques for generating human-readable
texts based on data analysis to creating media articles. Several developers, including
Narrative Science [28] and Automated Insights [29] have been successfully producing
such tools for several years now. They may be rather expensive and not too popular
among the media for now, especially if we look at the global scope, but still they are
already in use there is a chance that they will become more available and therefore
more powerful in the future, both in terms of the resulting product and the skills
required from journalists.
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That was a somewhat extreme example of digitalization applied to the traditionally
human-generated content. But there are also much more common practices that have
been already adopted by many leading media. Data based reporting is now becoming
one of the necessary parts of a media genre system, while big newspapers create
interactive visualizations or at least static infographics aimed at providing their audi-
ence with a helpful tool of exploring datasets and extracting relevant information (for
examples, Kathimerini [30], New York Times [31], The Guardian [32]).

Again, the popularity of such methods seems to be different across the world at the
moment. Many media companies still hesitate to invest in developing specialized data
units within their staff, because hiring ready-made specialists or training the existing
ones seems too expensive. Still, as the world trend to using data (including big data) in
journalism is becoming stronger and more and more people are trained in working with
data at least on the basic level, there is a growing need for publishers to consider the
introduction of new methods. It is becoming the matter not only of fashion, but of
efficiency and competitiveness as well.

In this respect, the Russian media represents an instructive example. The open data
movement in the country became widely discussed only after the government resolved
to start opening official data in 2013. Before that openness was mostly discussed by
activists, but remained somewhat abstract and unnecessary for the majority. However,
now that the data are being published, this subject evokes much broader discussion and
more individuals and companies seek to make some practical use of it. Media are no
exception. There are more and more examples of quality data based stories and visu-
alizations produced by the Russian media companies (for examples, RIA Novosti [33,
34], Lenta.ru [35]).

So the process towards developing, exploring and adopting data based techniques
by the media is underway. In order to be competitive, media have no choice but to
become more proficient in this area. This, in turn, requires certain conditions,
including: the availability of quality data, the developed tools for extracting data, the
skilled specialists that can work with data and produce clear and informative data based
stories, as well as visualizations. To a certain degree, it can be achieved just by the
efforts of data enthusiasts who enjoy learning new techniques on their own and then
apply them to their job. But this is by no means enough, unless the publishers realize
the need for direct investment in this particular section.

4 Data Journalism: Educational Initiatives

Again, broadly speaking, there are some reasons to suggest that the environment
necessary for making use of open data will develop naturally on its own. But it is a
complex phenomenon, which is moved by a combination of top-down and bottom-up
initiatives. The more people have some experience in working with data, the better they
can understand the meaning and the quality of data driven stories provided by the
media. The more competent the audience is, the stronger is the stimulus for the media
to try hard to produce a good product. On the other hand, the less journalists are scared
of learning something technical (which is a rather common fear today), the better
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chances they have to take interest in using data. These are two examples of what might
create a healthy environment, in which the media managers would elaborate their
strategies.

Speaking of the environment, one of the key factors here is broadly available,
ideally open educational initiative by individual activists, not-for-profits, governments,
etc. These provide not just information about what new trends exist, but also allow
acquiring the basic skills, overcoming fears and understanding the meaning of what is
going on. For some it may remain the only source of this kind of knowledge; others
may take a more profound interest and continue learning to reach more advanced
levels. All in all, educational activity in this area seems vital to maintain a healthy
society.

Such initiatives have been introduced all over the world, both on national and
international levels. In Russia, one of such early educational projects is DataDriven-
Journalism.RU, an open resource created by a tiny team of enthusiasts in April 2013.
Inspired by such internationally renowned examples as Open Knowledge foundation’s
School of Data [36] and Peer-to-Peer University [37], it aspires to provide a Russian-
language learning opportunity. The resource as it is has a blog that discusses the
relevant subjects and storage of tutorials and how-tos, both translated and original, that
can be used at any time by anyone. It is also used as a central platform for so-called
data-expeditions, interactive peer-learning projects aimed at developing skills of data
processing and exploring certain topics. These expeditions take place online and are
free of charge, so anyone who is interested can join [38]. This is an example of a
bottom-up initiative that struggles to contribute to a well-balanced development of a
data-driven environment.

5 Conclusion

Open Data concept is a step forward in the transformation of the Web of Documents to
the Web of Data. They allow building on the basis of its new services, to conduct
analytical research and empower investigative journalism, and because of this Open
Data provide some freedom of information for the understanding of the processes.
Open Data give new opportunities for cooperation between the government, citizens
and businesses, while transforming the information environment of the Internet.
In order to translate these powerful new opportunities into life, organizations (and
individuals) in various countries come up with Open Educational Resources intro-
ducing the skills necessary to work with open data. Thus, new approaches and tech-
nologies become available to a wide range of stakeholders, and the information actually
leads to democratization of the society and the transition to the real information society.
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Abstract. The problem of automatic detection of the moving forklift truck in
video data is explored. This task is formulated in terms of computer vision
approach as a moving object detection in noisy environment. It is shown that the
state-of-the-art local descriptors (SURF, SIFT, FAST, ORB) are not character-
ized with satisfactory detection quality if the camera resolution is low, the
lighting is changed dramatically and shadows are observed. In this paper we
propose to use a simple mathematical morphological algorithm to detect
the presence of a cargo on the forklift truck. Its first step is the estimation of the
movement direction and the front part of the truck by using the updating motion
history image. The second step is the application of Canny contour detection and
binary morphological operations in front of the moving object to estimate simple
geometric features of empty forklift. The algorithm is implemented with the
OpenCV library. Our experimental study shows that the best results are achieved
if the difference of the width of bounding rectangles is used as a feature.
Namely, the detection accuracy is 78.7 % (compare with 40 % achieved by the
best local descriptor), while the average frame processing time is only 5 ms
(compare with 35 ms for the fastest descriptor).

Keywords: Object detection � Video-based recognition � Noisy environment �
Motion history image � SURF � Binary morphology � Canny operator � Forklift
truck detection

1 Introduction

The relevance of the object detection task is caused by the rapid growth of the visual
information flow and the need for its qualitative, rapid and complete processing [1, 2].
The presented paper is focused on a specific object detection task given by the ISS
company [3], namely, the detection of a cargo on a moving forklift truck. It serves for
automatic control of industrial production lines and is a typical example of the machine
vision problem. By using the input video data, the real-time system should detect the
forklift truck, estimate its direction, check if it contains a cargo and write the gathered
information into a file for further processing.

The universal conventional solution of object detection task is implemented in such
algorithms as SIFT (Scale-Invariant Feature Transform) or SURF (Speeded-Up Robust
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Features) [4–6]. They should be applied for textured objects and are based on the
keypoints detection and local descriptor extraction and comparison. However, these
algorithms are highly dependent on the quality of the analyzed image and the similarity
of training and test observations [2, 5]. Therefore, they show high error rate if the input
data are observed in noisy environment (various pose, color of light sources, light
flashing, objects partial occlusion, etc.). Unfortunately, the presence of such noise is
typical in our machine vision problem.

The goal of our research is to reduce the impact of the noise (variable lighting,
shadows, etc.) on the object detection accuracy if the video of the moving object is
available [7] by using the mathematical morphological operations [8, 9]. In such case
the moving object’s silhouette may be obtained with the conventional Motion History
Image (MHI) method [10]. Next, on the basis of this information about object’s ori-
entation, it is possible to compute its geometric features (width, height, are, etc.) with
the mathematical morphological operations [1, 11] and, hence, estimate several attri-
butes of analyzed object.

The rest of the paper is organized as follows: in Sect. 2, we formulate the task of the
cargo detection in the moving forklift truck. In Sect. 3, we conduct an experimental
study of the implemented methods and compare our results with the conventional local
descriptors (SURF, SIFT, ORB, FAST). In Sect. 4, we present the findings and give
concluding comments.

2 Materials and Methods

Let there be a set of L� 1 grayscale images Xl; l ¼ 1; L which defines particular object
classes. Here l is the number of reference pattern in the database. The task is to assign
an incoming video frame sequence XðtÞf g; t ¼ 1; T holding the image of an object to
one of such classes and to detect the bounding rectangle of the moving object. Here t is
the frame number; T is the number of frames. This is a typical example of a video-based
object detection [7]. We assume the video data that was gathered from the recorders

Fig. 1. The forklift truck with the empty fork
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with low resolution and has different types of noise (Gaussian, Shot, Quantization, etc.)
[1, 2]. One of such practically important tasks is to detect the moving forklift truck and
determine its type: is it empty (Fig. 1) or carries the cargo (Fig. 2) [3, 12].

Such a task is usually solved by detecting the keypoints (Fig. 3) and comparison of
the modern local descriptors (SURF, SIFT) [4, 5]. However, this approach highly
depends on the quality of the input video due to its textural basis. Therefore, a little
interference can significantly worsen the detection accuracy. To test this approach we
have implemented the algorithm that uses the mentioned method of moving object
detection (Algorithm 1).

Fig. 2. The forklift truck with the cargo

Fig. 3. The image of the detecting object (empty lift) with marked SURF keypoints
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Algorithm 1. The local feature detection and comparison based method.

Data: Video frames { } TttX ,1,)( = , empty lift image trnX

Parameter: threshold of good matches 0M , matched frames threshold 1M
Result: True if an empty lift is presented, False otherwise

1. Detects key points and starts the calculation of the model image of the empty lift 

trnX

2. Initialize the number of matched frames 0=matchN , number of frames with 

moving object 0=fN

3. For each frame Tt ,1=
3.1. If the frame contains the movement, then

3.1.1. 1: += fNfN

3.1.2. Detects key points and calculate the descriptors of the query frame )(tX
3.1.3. Compare descriptors of )(tX and empty lift image trnX to form good 

matches
3.1.4. If number of matches exceeds threshold 0M , then

3.1.4.1. 1: += matchNmatchN .

4. If 1/ MfNmatchN > , then return True

5. else return False

To improve the detection quality in noisy environment, we took into account the
peculiarities of our task and develop the less universal, but the more accurate algorithm.
The algorithm (Algorithm 2) consists of two main parts: the detection of the moving
object with the MHI [10] and then determination its key-aspects with mathematical

Fig. 4. The noised difference between two consequent frames
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morphological operations. Note, that for the Algorithm 1, the task for motion detection
is not critical because it can be extracted from the affine transform matrix taken from
RANSAC [1, 4]. It takes the consecutive frame X(t), compares it with the previous one
Xbg by the MHI (Fig. 4) and gets the bounding rectangle of the moving object [8, 9], in
which the contour detection operations are performed with the Canny operator [13]
(Fig. 5). After that the bounding rectangles are built for large contours in the front of
the moving object (obtained by MHI), among which the pair of rectangles is selected.
They are considered as the bounding rectangles of an empty lift (Fig. 6).

Fig. 5. The source frame with the forklift truck after contour detection with the Canny operator

Fig. 6. The frame with the forklift truck after proposed processing with detected empty forklift
(marked by black rectangles)
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Algorithm 2. The mathematical morphological algorithm of empty forklift truck detection.

Data: Video frames { } TttX ,1,)( =
Parameters: Validation criterion of the bounding region of the empty lift rectangles 
Result: True if an empty lift is presented, False otherwise

1. Consider the first frame as the background image )1(XbgX =

2. For each frame Tt ,2=
2.1. Background subtraction bgXtXcurX −= )(

2.2. Filter curX to remove small noise

2.3. Apply the adaptive threshold to convert curX into greyscale image gX and 

filter it to remove the rest noise
2.4. Update MHI with the image gX

2.5. Detect the contour of moving silhouette and construct its bounding box
2.6. If the bounding box’s area exceeds certain threshold (0.5 for our task), then

2.6.1. Determine the movement direction by calculating the offset of similar 
rectangle in the previous frame with detected motion;

2.6.2. Perform edges detection with the Canny operator and look for the contours in 
the motion area

2.6.3. Perform the morphological closure operation with a rectangular element
2.6.4. For each contour which corresponds to a certain size range, calculate the 

minimum bounding rectangle and select rectangles according to the direction 
of motion: if the motion is horizontal, the width of the rectangle must be 
strictly greater than its height (based on the horizontal position of the lift). 

2.6.5. Filter these rectangles by validation criteria. A pair of parallel rectangles 
witch satisfies the criteria is recognized as the empty lift

2.7. )(: tXbgX =

3. The object is considered to be found in the video and the algorithm returns True if 
presents at least 1 frame

These algorithm allows to significantly improve the detection accuracy and com-
putational speed. The next section tries to experimentally support this statement.

3 Experimental Results and Discussion

In the experimental study the ISS dataset of 22 video files (resolution 1280 × 720) with
the moving forklift truck (Figs. 1, 2) was used [12]. The camera is located strictly
perpendicular to the floor plane on which the forklift truck drives. Each video frame
was scaled in 4 times to improve the performance of feature detection algorithms in
order to get the real-time results. Video length varies from 15 to 25 s; the average frame
rate is 35 frames per second. There is a forklift truck in every video that moves to a
certain direction with or without the cargo. The forklift truck is the biggest moving
object in the videos. There are also two types of forklift truck: a track with empty
pitchforks (Fig. 1) and one with a single tip for a cargo (Fig. 2).
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Both algorithms were implemented with OpenCV library [14]. In the first part of an
experiment, we test the performance of the local descriptors (Algorithm 1). We use four
different detecting and comparing methods types (SURF, SIFT, ORB, FAST) from
the point of detection accuracy and frame processing time. Their parameters are the
threshold of good matches, the resolution of the video and the image of a detected
object and the first and second nearest neighbor distance ratio (DR). The parameters
values of each method type are different. The source resolution of a tested video
(1280 × 720) was resized to 800 × 465 to get the real-time detection results. The
resolution of the training object is equal to 303 × 205 (Fig. 2). The tested threshold
value is taken from a range {16, 20, 25} for SURF, {15, 17, 19} for SIFT, {35, 36, 40}
for ORB and {20, 24, 30} for FAST. Several values of DR were tested (0.5, 0.6, 0.7
and 0.8), and the best quality was achieved for DR equal to 0.7. Other parameters of
these baseline methods are set to their default values in OpenCV library as they showed
the best accuracy in our experiments. All the algorithms testing results (including
experimentally founded values of the optimal parameters) are presented in Table 1.

The number of true detections is quite low even with the optimal threshold values.
This is primarily because the empty lifts in the selected video are not distinguished
from the background (as they both have almost the same color saturation). Therefore,
40 % detection accuracy in parallel with high frame processing time is clearly insuf-
ficient to trust the results of the algorithm.

In the second part of the experimental study, we test the implementation of our
morphological detection Algorithm 2. All of its parameters were tested from the point
of efficiency and algorithm’s performance affect during a series of tests. To estimate an
optimal preprocessing filtration type, we considered the following filters: the box filter,
normalized box filter, median blur and Gaussian blur [1, 2]. After selection of an
appropriate filtration type, it was tested with several conventional sizes (1, 2, …, 9) of
the filter convolution matrix (mask or kernel). The minimum size of the moving region
was selected from the values of 0.5 and 0.3 of the frame because the forklift truck
considered being the largest moving object in the video. To eliminate the gaps in
contours, the morphological closure was performed (with rectangular element of 3 rows
and 3 columns). These optimal values were detected after a series of tests: the pre-
processing filtration type is a median blur, the filtration strength is equal to 5 (blur
kernel size), the minimum size of the moving region is equal to 0.5.

The criteria of validation of the bounding rectangles were examined from the point
of their detection accuracy: minimum height of the bounding rectangle; minimum

Table 1. Local feature detection algorithm quality

SURF SIFT ORB FAST

Best good matches’ threshold M0 25 19 40 30
Best matched frames threshold M1, % 1 2 20 5
Accuracy, % 41.8 41.1 35.5 44.5
Processing time, ms 75.1 188.8 35.5 44.5
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width of the bounding rectangle; maximum difference of sizes; maximum difference in
the rectangles areas; maximum distance between the rectangles; maximum relative
distance between the location of the upper left corners of the rectangles. We attempted
to decrease its quantity by tracing their effect on detection percentage. The results are
shown on Table 2.

As one can notice from this table, all the criteria except rectangles’ areas difference
have a serious effect on detection accuracy. The best accuracy (78.7 %) is obtained for
the combination of four last criteria. The average processing time of one frame is
appeared to be very fast: 5 ms. Such results are much better than provided by textural
algorithms in the both accuracy and time sides.

4 Conclusion and Future Work

In this paper we proposed the moving forklift truck (Figs. 1, 2) detection method, which
provides 38 % higher detection accuracy and much better (almost real-time [15])
computational complexity (5 ms per frame) than traditional local descriptors in a real-
world noisy video dataset [12]. As a matter of fact, the state-of-the-art textured-based
detectors [2, 3] are characterized with the following key issues: (1) high dependence on
the variations of the light conditions; and (2) low computing efficiency if descriptors are
calculated for each video frame and the complex background contains thousands of
potential keypoints. Both issues are resolved in the proposed morphological algorithm
(Algorithm 2). The various lighting is processed with the Canny edge detector [13] and
further binary morphological operations to reduce the random noise. The performance is
improved by the usage of only primitive image processing operations without need for
keypoints detection and descriptor computation in the whole video frame.

The major disadvantage of our approach is the usage of task-specific information
(data about geometric sizes of the analyzed object, knowledge of absence in the scene
of other objects with the same size, etc.). Thus, our method is not as universal as SIFT
or SURF [4, 5]. The algorithm cannot be applied with the same geometric features
(Table 2) to detect various vehicles without additional features and rules.

Acknowledgements. Andrey Savchenko is supported by RSF (Russian Science Foundation)
grant 14-41-00039.

Table 2. Dependency of object detection quality on validation criteria

Validation
criterion

Minimum
height and
width

Difference in
rectangles
areas

Maximum
relative
distance

Height
limit

Maximum
width
difference

Accuracy, % 21.2 21.2 58.4 72.7 78.7
Processing
time, ms

4.8 4.9 4.9 5.1 5.2
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Abstract. This paper presents a web service for input of ancient Russian
manuscript into electronic form. Researchers, historians and musicians can
process musical manuscripts written in Znamenny Notation via this input sys-
tem. In order to represent semiographic chants, we used a special font-face,
which was developed during the project “Computer Semiography”. Our
objective was to study features of ancient Russian musical chants and create a
system for editing and playing of these chants.

Keywords: Musical information technologies � Znamenny Notation � Semi-
ography � Ancient musical manuscripts � Representation of chants � Song pat-
terns � Decoding semiotic systems

1 Introduction

Thousands of ancient manuscripts containing musical notation are among the monu-
ments of the Russian culture. Most of them have been written using special musical
notation systems. Znamenny Chant has been the oldest type of Russian liturgical
singing since the XI century. This notion was received from the general naming used
for “Znamena” or “znamia” (distinctive mark, flag, banner), due to its particular type of
musical notation (also sometimes called “Kryuk”, hook, or bend). This system of
musical notation takes its beginning from the early Byzantine non-linear notation also
called Neume Notation. Neumes and Znamena are the precursors of modern-day
musical symbols.

Semiography is a system of symbolic notation. In Russian scientific tradition,
semiography also refers to the direction of research of ancient musical notations, like
Znamenny Chants [1, 2]. During the past 10 years, we conducted extensive research
and contributed novel developments in this direction based on methods of computa-
tional linguistics and semiotics [3–7]. Our project, “Computer Semiography” [8], seeks
to provide – as nearly as possible – a lossless data representation of Znamenny Chant
manuscripts. We anticipate that such representation will be useful to musicologists in
Russia and around the world for sharing and analysis of ancient chant manuscripts.
Additionally, we foresee that such sharing could very well take place primarily over the
Internet in the form of a web-based scientific information system; that is to say, a
database with special services for editing and analyzing Znamenny Chants.
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2 Features of Ancient Russian Musical Chants

The writing system of Znamenny Chants differ from the more familiar and current use
of a 5-line staff (i.e. linear notation). There is no strong correspondence between the
pitch of each sign and the duration of each note when playing or notating a melody.
Therefore, transferring melodies from Znamenny manuscripts to that of a modern-day
five-line notation is a very complex task. Difficulties associated with decoding zna-
menny symbols exist in the fact that znamenny letters do not adhere to conventional
notation, wherein melodies are expressed by specific semiographic signs, as opposed to
something else [9].

Semiographic signs possess a complex structure of main symbols and additional
elements which aid a singer. Main symbols usually have a large black hook or a black
stroke, several smaller black “points” and “commas”, and lines near the hook or
crossing through it. Additional elements – “cinnabar flag” (red color) and “ink tag”
(black color) – show the pitch range of sounds and the character of its melody (Fig. 2).

Some semiographic signs may represent one, two or several notes, and some even a
whole melody of more than 10 notes with a complicated rhythmic structure. The
Znamenny Chant system has 12 pitches which are shared across four vocal ranges. Ink
tags indicate only vocal ranges, while the cinnabar flags symbolize the highest pitch in
a sequence of notes corresponding to the sign. Some cinnabar flags also indicate the
nature for the notation’s execution (referred to as indicatory flag).

There are several types of semiographic manuscripts, which have different
structures:

• Ordinary Chants (Fig. 1).
• Semiographic alphabet (primer) – provides verbal descriptions of the semiographic

signs, or matches with one or more notes (Figs. 3 and 4).
• Collections of song patterns (“popevkas”) – different parts of a chant (stanza),

which have sequences of semiographic signs that need to be translated according to
special rules (Fig. 5). These patterns often have unique names and textual
instructions.

Fig. 1. Example of a Znamenny Chant. Fig. 2. Structure of a semiographic sign.
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• Double noticed chants – manuscripts (Fig. 6) which are given in direct corre-
spondence with Linear and Znamenny Notation, and from which you can extract
some knowledge regarding the translation of song patterns and semiographic signs
in context, including and depending on the words with which they were matched.

3 Methods for the Visualization of Znamenny Chants

Currently, a few other projects and websites share electronic versions of Znamenny
Chants with internet users. One of the biggest internet resources in this field is the
“Fund for Znamenny Chants”.1 This project was opened in 2003, and so far, it has
managed to enter more than 10 thousand chants into Znamenny and linear notations.
Developers of this project decided to convert each manuscript into separate chants.

Fig. 3. Semiographic alphabet (primer) with
linear notation.

Fig. 6. Fragment of a double noticed chant
(“dvoznamennik”).

Fig. 4. Semiographic alphabet (primer) with
text descriptions.

Fig. 5. Fragment of a collection of song
patterns (“popevkas”).

1 “Fund for Znamenny Chants”, http://znamen.ru/.
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This allows users to choose certain chants before viewing them; however, books cannot
be viewed in their entirety by browsing from one page to the next. Additionally, chants
are visualized without binding to its primary source (i.e. its scanned version).

Primary sources – more than 3,000 ancient manuscripts – are stored in state
libraries, but access is restricted and only possible after obtaining a special permit. And
copying a manuscript is complicated, as you have to get special permission and are
only allowed to copy individual pages; not the entire manuscript. So though you are
able to see how Znamenny Chants look and find information on the topic, getting
access to any particular source is almost impossible for most people.

Furthermore, viewing is not the only problem. Most important is the research of
manuscripts. Working with a picture or a highly fragmented book is uncomfortable
because it’s difficult to find information. For example, the implementation of statistical
analysis takes time, as this work is quite monotonous and requires concentration. Using
computers, however, does facilitate this task. There are two main abilities to represent
Znamenny Chants on the Internet:

• Scan ancient manuscripts and place them on a website in graphic formats.
• Input chants in symbolic form and store them in a database with special services for

viewing, searching and analyzing.

The former method is the easiest way, because it is only necessary to organize the
storage of images in a specific location (e.g. a graphic database or a folder on a
computer) and load them out for display to the user. There are many ready-made
solutions for this, so it isn’t very difficult. But this method has one main disadvantage:
the inability to search through chants, as you can only look directly at pages. Addi-
tionally, more detailed queries would require special indexing.

The latter method requires developing special fonts or even software, and using
them to enter chants into a text document or database. This method – unlike the former
– allows the ability to search within a chant, itself; consequently, various researches
could be performed.

Furthermore, the second variant takes up less space, as compared to the first. As an
example, 70 pages of a book in picture format (e.g. *.bmp) could take up to
260–300 Mb, while the same page typed in a text editor might require only 2.5–3 Mb.
On the other hand, a lot of effort must go into the development of fonts and to input the
chants into a database. Further, it would require checking and proofreading entered
chants, as people make a lot of mistakes when typing. The second method could also be
accomplished in two different ways: local editing of chants using well-known software
(e.g. Microsoft Word) or using special software (e.g. local or web service-based).

During this project, we tried and compared both of these variants; for which the
results are represented in our publications and on the website for this project.2 The result
of our experiment: we have provided a special web service with dynamically-loadable
chants and the possibility to play melodies. Users can view, edit, and play songs online.
This web service is currently in development; however, initial results can already be

2 Project, “Computer Semiography”, http://it-claim.ru/semio.
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viewed and tested. The data of this service is used in a statistical machine translation
system developed during the project, called “Computer Semiography” [3–5, 7].

4 Chant Input Technology Based on a Text Processor

At the beginning of this project, we developed a special true-type font (“Andrew
Semio”) to import Znamenny Chants via Microsoft Word, along with the use of the
“Irmologion” font set [10] for inputting the lyrics. Our Znamenny font went through
several stages of improvements, ranging from experimental design to the study of an
ergonomic component for this font. As a result, similar semiographic signs are located
on the same letter, but can be changed with a different font style (e.g. normal, bold, and
italic).

Chant input technology is shown in Fig. 7. Time expenses were for the first part
(“Oktoikh”) of the “Circle of Ancient Church Znamenny Chants” [11]. The scope of
this book was 115 pages. The first step of this technology was to scan the raw chants.
Processing a single page took about 2.5 min, with a total of 5 h to process an entire
book. Importing one page of a chant takes about an hour. After importing a chant,
checking for errors takes an additional 45 min. The end result is a book typeset in MS
Word tables. Then the tables can be presented online and analyzed.

As a comparison, Fig. 8 shows an example of a left page from “Circle of Ancient
Church Znamenny Chants” and on the right, the same page typed by using specially
designed fonts. It can be observed how it is necessary to develop a font containing all
ornaments, as well as a font for the title input at the first level and a font to enter the
initial letters. This is necessary in order minimize the task, as well as to differentiate
between the original and the electronic versions.

Fig. 7. Input technology for Znamenny Chants.
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5 Web Services for Chant Input and Its Representation

5.1 Font Representation

There are two ways to ensure font availability. The first method would be to install the
necessary fonts on a user’s computer. This method is simple, but those users having
additional fonts installed on their computer may be unable to perform such an instal-
lation or do it incorrectly.

The second method is an automatic replacement of server-side images and text
output to a screen. There are several ready-made solutions; PCDTR (PHP + CSS
Dynamic Text Replacement) [13], FLIR (Facelift Image Replacement) [18], sIFR
(Scalable Inman Flash Replacement) [19]. This is a more sophisticated way; slower
perhaps, but the advantage is that the user does not need to take any additional
measures.

In our project for converting chants to images, we implemented it by using a
specially developed technology, “PCDTR” [13]. It’s a JavaScript-free version of the
Dynamic Text Replacement method, originally created by Stewart Rosenberger [14].
It allows a user to take a standard HTML web page and dynamically create images to
replace and enhance page headings using only PHP and CSS. These scripts have been
adapted to this problem and can successfully be used as a replacement technique.

The development of fonts and the use of them for visualization purposes would
allow conducting various research projects; and in the future, this may help towards
decoding Znamenny Chants. Therefore, after a stage for the correction of entered

Fig. 8. Scanned and typed versions of a Znamenny Chant.
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chants, it will be necessary to have the most authentic data; ideally, faultless input and a
minimum difference from the original document. For this purpose, it is necessary not
only to improve the fonts, but also the technology. We offer the following options:

• MS Word templates.
• OCR software (Optical Character Recognition) [12].
• Other third-party programs.

5.2 Coding Semiographic Signs

The structure of ancient musical manuscripts significantly affects the coding methods
data structure, coding methods and features of editing and representation services.

The first variant for storing Znamenny Chants was developed through the use of an
XML format. Each sign is encoded using special attributes, utilizing the form shown in
Fig. 9:

Because this is unreadable, it was recoded as an original hymn using a special
conversion table (Fig. 10).

As a result, we obtained a sequence of identifiers which could be applied to the
translation rules in linear notation. First, the longest rules are applied, and then the
shorter ones. Finally, rules from the alphabet are applied, so as not to replace semio-
graphic signs. Thus, from the original chant notation, signs are recoded into linear
notation. To play back the chant’s two codes which were generated, music and time
codes are stored in a separate file and read by a Flash application.

5.3 Editing and Playing Chants

A user can review a chant, compare it with its translated linear notation version and
conduct visual analysis, as well as analysis by listening to its melody. Also, the user
can edit the alphabet and reconvert a chant (Figs. 11 and 12).

The user selects from a list and clicks on the chant “Send” button. Afterwards, the
screen displays a Znamenny Chant notation. When you click on “Transcode”, the chant
is converted from a semiographic notation into a linear one. The result is then shown on
the screen and its melody code is generated. After displaying the original and translated

Fig. 9. Fragment of an XML file.
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chants, the matching strings are stored, which is convenient for later comparison.
In order to listen to the resulting melody, the user must click on the “Play” button.

On the left part of the screen, there is a block of links to the basic data. After
clicking on a link, the user is provided with a view of the alphabets and the initial chant
which was created.

A user can review a chant, compare it with its translated linear notation version, and
conduct visual analysis, as well as analysis by listening to its melody. The user can also
edit the alphabet and reconvert the chant. A screenshot of the application is shown in
Fig. 13. On the left part of the screen, there is a block of links to basic data. Clicking on
a link, the user is provided a view of the alphabets, as well as the initial chant which
was created.

Despite the fact that a developed music editor can encode songs from Znamenny
into linear notation, a system of replacement rules still hasn’t been worked out; namely,
an alphabet translation. The current version of the alphabet is a test version built on the
alphabet of a double noticed chant, (“dvoznamennik”) “Tikhon – Macarius”, and is not
yet complete. In order to develop a high quality alphabet, studies should be undertaken
with other double noticed chant manuscripts and collections of songs patterns
(“popevkas”). Additionally, manuscripts are needed to be submitted in electronic form
and entered into a database; whereby, the need for a special editor for this purpose
would still be necessary.

The goal of our project’s development is not only to obtain a system of transfer
rules, but also to obtain new knowledge about deciphering chants. Applying these new

Fig. 11. Example of a code identifier match-
ing notes.

Fig. 10. Fragment of the coding table

Fig. 12. Scheme of a chant conversion.

Editing and Representation of the Ancient Russian Semiographic Chants on the Web 73



rules to a manuscript, one can make a conclusion about the completeness of the rules
and new laws and then acquire other important information.

While developing this service, the usability was also taken into account. Even
though the Internet is widespread, it is not always available. And though the storage
and viewing of manuscripts in MS Word is more convenient for viewing and listing,
MS Word does not allow the processing of chants. Therefore, it is important to provide
interaction both in offline and online operating modes (Fig. 14). The user can type a
manuscript in Word, and by pressing a button, send this material to a database. To the
contrary, utilizing a database by means of a web application, it is then necessary to
unload pages in MS Word.

Fig. 13. Screenshot of a web service for playing Znamenny Chants.

Fig. 14. Scheme of interaction for offline and online modes.
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5.4 Service for Inputting Znamenny Chants into a Database

For inputting chants into a database, a special program was developed. First, the user
selects a manuscript book that he is going to import, then a particular page is opened.
For convenience, a page of manuscript is shown on the screen as an image during the
chant’s input process [15].

To input a particular semiographic sign (“znamia”), users are asked to select a
group to which the sign matches, and then a particular “znamia”. Division into groups
is conditional: semiographic signs are grouped by similarity to their outline. The
program is allocated a total of 212 banners that are divided into 6 groups; each of which
has one or more subgroups. The maximum number of subgroups is 7.

By means of this application, a registered user can not only input chants, but also a
dictionary containing translation rules, which can then be used further in the musical
editor. During the input of a chant, the user has to choose a separate znamia and specify
a syllable which corresponds to it (Fig. 15). And should a dictionary be used/applied,
the user would need to choose one or even several banners and specify to what notes
they correspond (Fig. 16).

6 Conclusion

Our developed system is among the first in the field of Semiography and Znamenny
Chants; as such, with the exception of Russia, there are no other like-systems with
which to make a comparison. In other words, to the best of our knowledge, our system
has no analogies. However, issues of visualization and the processing of ancient
manuscripts on the web are relevant to other domains [16, 17].

Fig. 15. Scheme example of the
application for inputting chants.

Fig. 16. Scheme example of the application for
inputting a translation dictionary.
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We developed and compared several methods for the representation of ancient
Russian musical manuscripts and took into consideration features of chants, as well as
creation of a web service for inputting Znamenny Chants. This permits the input of
chants into a database and performs a faster statistical analysis of different types of
manuscripts.

As a result, the database contains 29,376 records from “Circle of Ancient Church
Znamenny Chant”, 234 records of the appendix for “Circle of Ancient Church Zna-
menny Chants”, 10,897 records of double noticed chants (dvoyeznamennik) and
16,914 records of the manuscript with a collection of song patterns (popevkas).

In order to listen to a resulting melody, a new web service has been developed. Any
registered user can create their own semiographic alphabet with rules for decoding
znamenny signs (hooks) and their sequences (patterns).
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Abstract. This study considers the problem of automatic trend detection in
document collections related to several specific domains. The suggested trend
detection algorithm is based on the domain-specific trend model. The algorithm
was evaluated on documents from shipbuilding and power engineering domains.
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1 Introduction

In this study we consider the problem of automatic trend detection in document col-
lections, each related to a specific domain. We use sets of so called “query keywords”
(QKWs) compiled by experts and assume that these collocations denote “trends” that
are located closely to some QKWs in the text.

Generally, the problem is the follows. Given several document collections, each
describes a particular domain at some time span, and lists of QKWs, we need to
provide the sorted list of keywords and collocations, which may correspond to some
trend observed in the domain at this point of time. Every collection has two labels: the
domain (e.g., “shipbuilding”) and the aspect (e.g., “technology”, “business”). Every
resulting list of keywords characterizes only one particular domain, regardless of the
“aspects”.

The paper is organized as follows. Section 2 provides a very brief survey of the
approaches to trend detection problem. In Sects. 3 and 4 we introduce the idea of our
method as well as some technical details. Then we describe a simple application of
our model. Section 5 concludes the article.

2 Approaches to Trend Detection

2.1 Topic Models

One of the most popular approaches to trend detection in text collections is based on
adding a time component to topic models (which are usually probabilistic). A trend is
considered as a topic that changes in time. The topic model of text collection identifies
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the topics which the document is related to and which words (terms) form each topic.
The number of topics is the major parameter of the model and commonly is unknown.
Therefore, the topic model is the result of joint clustering of texts and terms over topic
clusters.

The paper [4] proposes the latent Dirichlet allocation (LDA) model, which is
considered to be the state-of-the-art in topic modeling. LDA eliminates all weak spots
of other models by using Bayesian regularization, which is an assumption that
parameter vectors are generated by conjugate prior distribution. The work [5] proposes
more general approach ‒ a robust model, which exploits individual and common
features of documents in collections.

The substitution of Dirichlet distribution for stochastic Dirichlet process allows us
to take into account the evolution aspect within a text collection. It should be noticed
that the main assumptions for topic model do not change. Some specific realizations of
topic models could be found in [6–8].

Here are some disadvantages of topic models in application to trend detection
problem:

1. “Bag of words” model doesn’t allow us to use the structure of document;
2. Considering trend as a set of terms with probabilities of belonging to some topic

conflicts with the intuitive definition of trend as a collocation;
3. The necessity of preliminary model tuning and setting the number of topics.

2.2 Keyword Tagging

Another trend analysis approach, which is used partially in our research, is based on
keywords and collocations tagging. For each period of time keywords or collocations
are picked out for expert examination and for further time-dependent analysis. The task
is to find an intersection (full or partial) and to plot the trend evolution based on the
word rank in the lists at the specific points of time. An interesting application of this
approach is given in [9].

2.3 Structural and Genre-Specific Approaches

A good example of this group of methods can be found in [6]. The authors present an
approach based on patent structure that uses probabilistic apparatus similar to topic
models. In terms of this method a trend is defined as a sequence of technologies. The
technology consists of three components: a problem, the solution of the problem
(a method, an algorithm or an approach) and a time tag. Different components of
technology are searched in different parts of the patent.

An obvious flaw of this group of methods is their binding to a specific field, but it is
partially compensated for by the efficiency of these methods.
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3 Algorithm for Domain-Specific Trend Detection in Text
Collections

3.1 Domain-Specific Trend Model

The trend model considered in this work is based on the following main assumptions:

1. The trend is the only one collocation. The length of this collocation does not exceed
3 words.

2. We consider collocation as a “trend” (“technological trend”) if it meets following
conditions:

(a) it is specific for the domain;
(b) it is relevant to the documents from the given domain;
(c) it is located close to the query keywords given by experts for this domain.

Within this paradigm, extracting collocations in text collections at some fixed
moment of time allows us to build the list of potential trends. The picture of trend
evolution could be obtained by using time-specific analysis of the results for every
time span. However, in this study we do not use the time axis. Adding evolution in time
feature is the subject of our following research.

3.2 Scheme of the Algorithm

1. Text preparation.

(a) Removing noise symbols (not in [12–102] range of UTF-8 table), e-mails,
hyperlinks.

(b) Removing stop words (the list of stop words is taken from Python NLTK [3]).
(c) Processing stemming (the Porter algorithm [1] implemented in Python NLTK).

2. Extracting the set of query keywords Q = {q1, …, qn}.

(a) Finding all the QKWs in the text, storing their positions and the number of
occurrences;

(b) Calculating the weight of each document via a simple formula:

weightðdÞ ¼ # w 2 Qjw 2 df g
# w 2 df g

Weight is the fraction of query words in the document d.

3. “Meaningful” collocation extraction.
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(a) Extracting all bi- and trigrams from all documents using likelihood-ratio
measure;

(b) Withdrawing uninformative ones.

4. Twofold collocation ranking (described below).
5. Intersection of contrasting collections (described below).
6. (Optional) Reverse stemming. This step is added for making expert analysis more

comfortable.

(a) Gathering all unigrams, bi- and tri-grams into the initial set S.
(b) For each stem finding the most frequent element s in the set S that contains this

stem.

3.3 Collocation Ranking

In our study we introduce a twofold ranking method. The first part concerns the relative
frequency of each collocation in a single document vs. cumulative frequency in all the
documents in all collections. Bi- and tri-grams are ranked separately. This approach
exploits a well-known tf*idf formula [2]:

wtfidf ðtiÞ ¼
# ti 2 dj
� �

P
k # d 2 D; D � Ckjti 2 df g

We sort the list of terms by this value in descending order and take top n elements
from the sorted list (we empirically set n = 60), after that we assign the rank = n to the
first element in the list, the rank = n−1 to the second element and so on. Then we
calculate the cumulative rank through the whole collection of documents simply
summing the values of ranks in every document. This value is used further in the
formula for resulting ranking. Next we rank the term using the procedure that was
already mentioned: the closer terms stay to query words, the better they are. Again for
each document the distance measure is calculated in the following way;

distance tið Þ ¼
X

q2Q dist q;tið Þ� cjf g

weight qð Þ
dist q; tið Þa

0

@

1

A � # qi 2 Qf g
# qi 2 Q q 2 djf g

� �

Intuitively, this metric describes how the particular term is close to QKWs within a
specified (by parameter c) window of words. Here dist (q, ti) is the number of words
between query word q and term ti; c = max(dist(q, ti)) is the predefined value (for
evaluation we chose empirically c = 30); α ∈ [1,2] is a parameter defined by an expert.
In the second multiplier the numerator stands for the number of QKWs within the span
defined by parameter c and the denominator determines the number of QKWs in the
current document. If the term ti occurs several times in a document, the mean value of
distance(ti) should be taken. The next step is sorting the list of terms by distance(t),
taking top-n elements and assigning ranks to them in descending order. The rank of
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each term in the whole collection is the sum of ranks in every document multiplied by
the document weight:

Rdistance tið Þ ¼
X

d2D
weight dð Þ � distance tið Þ

After calculating different sets of ranks, the last step is taking their linear
combination:

R ¼ 1� bð Þ � Rtfidf þ b � Rdistance; b 2 0; 1½ �

3.4 Intersection of Contrasting Collections

So far, we have ranked lists of terms for each collection. The last step depends on a
particular dataset. For evaluation we used two domains and two aspects which gives us
four collections: power engineering (business (BP) and technology (TP)) and ship-
building (business (BS) and technology (TS) aspects). Collections from one domain
may be exploited as a contrast to another and serve for additional ranking and/or
cleaning the list of terms.

So, the final lists of terms for two domains are constructed as follows:

Termspower engineering ¼ ðTP [ BPÞ ððTS [ BSÞ [ ðTS [ TPÞ [ ðBS [ BPÞÞ

Termsshipbuilding ¼ ðTS [ BSÞ ððTP [ BPÞ [ ðTS [ TPÞ [ ðBS [ BPÞÞ

After that we make a list of top-n terms from each of the sorted lists of the final
result. Despite the fact that using collections from contrasting domains is an essential
part of our approach, we certainly shouldn’t stick neither to the pair of domains
(shipbuilding and power engineering) nor to the number of domains.

3.5 Implementation of the Algorithm

The proposed method was implemented in Python.1 The application has the log-file
fixing all the steps and the special ini-file where all settings and parameters could be
changed. The input data for the application consists of text files and query words. The
output data includes text files containing lists of ranked collocations.

4 Evaluation

As it was mentioned above, we used four collections of texts in English for testing the
method. Each collection contains about 500 documents; an average document includes

1 The code, instructions and results can be found on https://bitbucket.org/ilnurgadelshin/trends.
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450 words. It is known that texts on energy are more genre-specific and more unified.
The algorithm ran for increasing values of the final list: 50, 100, 150, 200. For each
value we applied different parameters alpha and beta (Table 1).

The results of each run were evaluated by experts. Besides the trends, junk phrases
were found, i.e. phrases that could be detected as not-trend by an average person:
idioms, phrases on common topics, etc. The study showed that changing the parameter
alpha has a little effect on the final result and leads only to a slight reordering of items.
Decreasing the beta parameter to 0.5 impairs the results ‒ it increases the amount of
junk phrases and reduces the number of potential trends.

Firstly we see the increasing speed of precision reduction while increasing the
length of final lists. Therefore the achieved ranking is rather good and the approxi-
mation of the recall value is high enough. Secondly, the precision itself is quite low,
and that means we should improve our model. Thirdly, there is a huge difference
between absolute results for two domains because of the collection quality. Fourthly,
the quality of collection is very important, so the precision depends strongly on the
collection. Some interesting trends for shipbuilding domain are propulsion system,
tunnel thrusters, for power engineering: wind farm, fossil fuels, and renewable energy
sources.2

5 Conclusions

The proposed method is applicable to other languages as well, although the language-
specific tools, such as a tokenizer or a stemmer, should be replaced with those of the
corresponding language. The result depends on the input, namely, genre homogeneity,
topic versatility, query keywords set and weights etc. Our future work includes the
exploitation of time series analysis that would help us to extract trends in the primordial
meaning of this word. We also plan numerous modifications and elaboration of the
existing algorithm, including preliminary clustering and developing special techniques
for working with the dynamics of terms occurrence.

Table 1. Evaluation results for several best combinations of alpha and beta

Top-N Junk, % Potential trends, %
Ships Power Ships Power

50 52 10 12 48
100 52 11 10 29
150 50 15.3 8 22
200 49 17.5 7 21

2 The full lists of the found trends could be found on https://bitbucket.org/ilnurgadelshin/trends.
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Abstract. The paper analyses formal relations (“friendship”) among the
Facebook users and studies their interrelation with informal relations (“com-
menting”). We define general characteristics of the network, give a definition to
strong friendship links. Then we analyze strength of Facebook friendship links,
study connectivity between a user’s friends, and give an answer to the question
how users who have something in common are connected with each other. In
conclusion, we consider interrelation between friendship and commenting links.

Keywords: Social network � Formal and informal relations � Strong and weak
ties

1 Introduction

Although certain social and network research was held as early as in 1930s [4], the term
“social network” was introduced by sociologist James Barnes in 1954 [3]. Today a
social network is interpreted, first, as a social structure comprising a set of nodes
(individuals) and a set of relation links (friendship, communication etc.) defined on the
first set and, second, as Internet implementation of this social structure.

Links among nodes can be interpreted differently, i.e. in fact, we can speak about of
different social networks with the same set of nodes. In particular, links may be strong
(e.g., regular correspondence) and weak (e.g., message exchange once a year) [5, 6],
formal and informal. Formal links presuppose one-time fixation, while informal ones
are supposed to be confirmed repeatedly.

The paper thoroughly considers formal “friendship” links and partly on informal
“commenting” links – both in strong and weak variants. Based on the empirical data
analyses an answer to the following question is being searched for: whether informal
links are conditioned by formal ones (or whether formal friendship link exist by
themselves and user communication is executed through other channels). The answer
to this question seems to be important to solve various problems, for instance, to
predict the existence of formal/informal links among users of a social network or to
study the information propagation through social network links (our motivation).
Unfortunately, studies on this issue have not been found (let alone studies on Russian
social networks).

The structure of the paper is follows. In Sect. 1, we study friendships network: we
consider general characteristics, analyze strength of Facebook friendship links, then
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study the connectivity of the user friends and give the answer to the question how
somehow similar users are connected with each other. The Sect. 2 considers the issues
of formal links conditionality by informal ones and vice versa.

Anonymized dataset on Russian-speaking Facebook segment is provided for
research by Digital Society Laboratory LLC1. According to our collaborator at Digital
Society Laboratory, the dataset was collected using the API of Facebook. Commenting
ties were considered from June 2012 till June 2013, friendship relations were regarded
within September 2013.

2 Friendships Network

2.1 Basic Characteristics of the Friendships Network

Let us draw friendship network basic characteristics. The number of Russian speaking
Facebook segment users makes 3.3 million (3,279,156), the number of friendship ties
among them is equal to 77.6 million (77,639,757), a user has 47 friends on the average.

The distribution of friends number is similar to power law (alpha = 2.24): 20 % of
users have not more than 3 friends, 80 % of users have not more than 45 friends.

One largest connected component (about 3.1 million users) prevails in the distri-
bution of friendship network connected components; isolates (components consisting
of a single user) are most widely spread (about 197 000 users), the number of other
components does not exceed 2 dozens of users and is found considerably less often.

2.2 Friendship Weak and Strong Relations

Let us define friendship strong link. If users happen to have a common friend,
friendship link between the users is called a strong one (nonrandom). Then friendship
link strength of a user will be defined as a share of friends having at least one common
friend with u (|•| means cardinality of a set):

wsf uð Þ ¼
P

v2friendsðuÞ I
sf u; vð Þ.

friendsðuÞj j0

where Isf u; vð Þ ¼ 1; if there is a strong friendship link between u and v
0; otherwise

�
:

In general, it should be noted that the more friends a user has, the stronger (less
random) friendship links he possesses (they are proved by common friends).

2.3 Links Between Friends of a User

Do friends of a certain user have friendly relations? To answer this question we use two
metrics: (a) connectivity of the user’s friends; (b) the number of connected components
in the set of the user’s friends.

1 www.digsolab.com
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Connectivity of the user’s friends u is calculated as follows: cd uð Þ ¼ 2�ef
dðd�1Þ ; where ef

is a number of links among the user’s friends u, and d is the number of friends of the
user u. Measure cd uð Þ takes the value of 0 if the friends are not somehow linked
between each other, and takes the value of 1 if each friend is linked with each friend.

It is typical for a user to have 10 % friendship links between his friends from their
maximal possible number. In general, for the friendship network friends connectivity of
users has the value of 0.2.

The number of connected components in the set of a user’s friends. On the other
hand, the link of the user’s friends u; cwc uð Þ can be calculated singling out the con-
nected components in the network of the user’s friends.

Figure 1 shows that as the number of friends in the user’s neighborhood is
increasing, the isolates and the largest components are dominating. However, the
percentage of the isolates is higher. But. Will these ratios be observed if we take into
account the size of the components (the number of users in the component)?

Fig. 1. Percentage of connected components of a given size for users with a given number of
friends (the size of the component is the number of users in the component).

Fig. 2. Percentage of the users in the connected components of a given size for users with a
given number of friends.
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Figure 2 shows that the total number of users in the largest components consid-
erably exceeds the total number of users in the isolates.

A question arises, how many components of this or that type go to a user? In the
network, the following dynamics of the number of the largest connected components is
observed: as the number of the friends increases, at first the number of the largest
components increases reaching its peak (one largest component per user on the aver-
age), and then it decreases up to zero, it is replaced by the next largest component (next
size component).

Consequently, we can say that in the user’s friends network there is one largest
connected component, which includes a greater part of his friends (Fig. 2). Percentage
ratios between components of different size can be seen in Fig. 1.

2.4 Friendship of Similar Users

The concept of homophily was introduced into sociology by Paul Lazarsfeld and
Robert Merton [1]. It means that if two individuals are similar (they have common
characteristics, e.g., age, sex, profession or attitudes), then they are more likely to be
connected (e.g., friendship) than if their characteristics differ. The contrary is also true
to fact: if two individuals have a link, then they are more likely to possess similar
characteristics.

General formulation of the question on homophily is as follows: “What charac-
teristics define homophily in this or that situation?” In case of social network: “What
users’ characteristics explain the existence of links among them?”

To answer the question if similar users have friendly relations we consider the
number of their friends as a characteristic of users’ similarity. To make a more precise
estimate of the fact that users have friendly relations with similar users there may
be used assortativity mixing [2], that takes values from a line segment [−1, 1] (1 – are
friends with similar ones, −1 – are friends with dissimilar ones):

r ¼ 1
r2q

X

jk

jkðejk � qjqkÞ;

where ejk is a probability that randomly selected graph edge is incident to j + 1 and
k + 1 degree vertices, qj (qk) is a probability that for a randomly selected edge the

degree of vertices incident to it is equal to j + 1 (k + 1), and r2q ¼
P

k k
2qk� ðPk kqkÞ2:

For friendships network of Russian-speaking Facebook segment the assortativity
index r = 0.267, i.e. homophily is observed but to a relatively low extent. For comparison
[2]: for company managers network it is 0.276, while for the Internet it is −0.189.

3 Interdependence of Formal and Informal Relations

In this section we consider interdependence of friendship and commenting in Face-
book. We regard commenting link as strong at that if it is proved 9 months a year
(i.e. at least one comment each month during 9 months).
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We introduce the following event notation: F means that two randomly selected
users are friends, C means that there is a link of commenting between two randomly
selected users, SF means that two randomly selected users are “strong” friends, SC
means that there is a “strong” link of commenting between two randomly selected
users.

To define to what extent informal links (commenting links) are conditioned by
formal ones (friendship links) we calculate the following probabilities:

• P Cð Þ ¼ Ecj j
Vj j�ð Vj j�1Þ=2 ¼ 1:3 � 10�6 and P SCð Þ ¼ Escj j

Vj j�ð Vj j�1Þ=2 ¼ 6:6 � 10�9 – proba-

bilities that there is a link of commenting between two randomly selected users;

• P C jFð Þ ¼ P C;Fð Þ
P Fð Þ ¼ Ef\Ecj j

Efj j ¼ 0,041 and P SC jFð Þ ¼ P SC;Fð Þ
P Fð Þ ¼ Ef\Escj j

Efj j ¼ 0,0003

– probabilities that two users are connected by a commenting relation if there is a
friendship link between them;

• P C jSFð Þ ¼ P C;SFð Þ
P SFð Þ ¼ Esf\Ecj j

Esfj j ¼ 0,165 and P SC jSFð Þ ¼ P SC;SFð Þ
P SFð Þ ¼ Esf\Escj j

Esfj j ¼ 0,0013

– probabilities that two users are connected by a commenting relation if there is a
nonrandom (strong) friendship link between them.

The probabilities increase, consequently, friendship links are significant for com-
menting (strong commenting including). A strong friendship link increases com-
menting probability by more than 4 times as compared to an “ordinary” friendship link
(in particular it indicates the significance of strong friendship links consideration).

To define to what extent formal links (friendship links) are conditioned by informal
ones (commenting links) we calculate the following probabilities:

• P Fð Þ ¼ Efj j
Vj j�ð Vj j�1Þ=2 ¼ 1:4 � 10�5 and P SFð Þ ¼ Esfj j

Vj j�ð Vj j�1Þ=2 ¼ 3:4 � 10�6 – proba-

bilities that there is a link of friendship between two randomly selected users;

• P F jCð Þ ¼ P C;Fð Þ
P Cð Þ ¼ Ef\Ecj j

Ecj j ¼ 0:45 and P SF jCð Þ ¼ P SF;Cð Þ
P Cð Þ ¼ Esf\Ecj j

Ecj j ¼ 0:42 – prob-

abilities that two users are connected by a friendship relation if there is a com-
menting link between them;

• P F jSCð Þ ¼ P F;SCð Þ
P SCð Þ ¼ Ef\Escj j

Escj j ¼ 0:68 and P SF jSCð Þ ¼ P SC;SFð Þ
P SCð Þ ¼ Esf\Escj j

Escj j ¼ 0:67

– probabilities that two users are connected by a friendship relation if there is a
strong commenting link between them.

The probabilities increase, consequently, existence of commenting links indicate
friendship (increases its probability). A strong commenting link increases friendship
probability by more than 1.5 times as compared to an “ordinary” commenting.

On the whole, the following conclusions can be made:

• commenting links are found considerably more seldom than friendship links;
• if one user comments another one (“ordinary” commenting link), then in half cases

they are friends;
• if one user comments another one (strong commenting link), then in two of three

cases they are friends;
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• if users are friends, the only in one case of 25 there is a commenting link between
them;

• if users are friends and they have a common friend, then in one case of six there is a
commenting link between them.

Thus, it is not enough to take into account friendship links to study information
propagation in the network through commenting.

4 Conclusion

The paper has regarded the network of formal links of Facebook users. General
characteristics of the network were defined, a definition to strong friendship links was
given, there was analyzed friendship links strength of Facebook users, there was
studied the connectivity of user’s friends (e.g. in general a bigger part of the user’s
friends appeared to be in one component, and the other friends turned out to be isolated
from other friends), there was found a dependence between the number of friends of the
user and of his friends, there was considered interdependence of friendship links and
commenting links. The obtained results are planned to be applied in future to modeling
of behavior of social network users.
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Abstract. In an effort to make reading more accessible, an automated read-
ability formula can help students to retrieve appropriate material for their lan-
guage level. This study attempts to discover and analyze a set of possible
features that can be used for single-sentence readability prediction in Russian.
We test the influence of syntactic features on predictability of structural com-
plexity. The readability of sentences from SynTagRus corpus was marked up
manually and used for evaluation.

Keywords: Natural language processing � Text readability prediction � Single-
sentence readability � Syntactic links

1 Introduction

One of integral parts of language teaching is reading, which gives some technical
difficulties for professors and students. These difficulties are mainly connected with
searching and understanding texts of a concrete level of difficulty (corresponding to a
student’s knowledge). At the moment there are several research projects that focus on
the obtainment of text with the readability level needed for the education purposes.
First approach is to classify texts with respect to its level and to retrieve the text needed.
Second approach is to take any text and simplify it to the target readability.

This paper describes the part of a project which aim is to develop a system with a
simplified functionality. It should be a system of text adaptation to a target level in
Russian language as a foreign language (RFL). In the framework of project realization
of the automatic simplification of texts in accordance with the language level, we were
solving the identification problem of the source and the resulting levels of difficulty of
the sentences or texts. Further step will be their lexical and syntactic simplification. In
this study we give the results of application of a number of models that identify the
level of difficulty of the text or single-sentences using different statistical parameters.

In Sect. 2 Related work we presented an overview of the work of the researchers
involved in the subject classification of the texts on the basis of complexity of reading
in Russian, English and French. In Sect. 3 Text readability prediction there are
classical models and a model developed specially for the Russian language were
adapted to our resources and was tested on texts of several levels of difficulty. Section 4
Sentence classification describes the results obtained by applying the formula of
Flesch-Kincaid and Dale-Chall to identify the lexical and structural complexity of the
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Russian sentences. In Sect. 5, Sentence classification with syntactic features we give
one of the variants of the model for the effective identification of readability of Russian
sentences with the use of syntactic features. In Sect. 6 Conclusion there are general
conclusions on the executed experiments and plans for further work and improvement
of the models considered.

2 Related Work

The first studies on text complexity started in the 20’s of the past century. This field of
research was mainly developed in the field of work relating to the English language,
but over the last decade a number of works related to other languages were worried out,
that testifies to the fact, that the research relating to automatic identification of the
complexity of the text is still highly relevant.

The complexity of reading can be represented as a function that finds a corre-
spondence to a certain level of complexity of the predefined text with a variety of
variables, extracted from the text. Traditionally variables allocated for the character-
ization of these texts are divided into two groups – lexical parameters and syntactic
parameters. In one of the most common formula – the formula of Flesch-Kincaid [1, 2]
the complexity of the text is represented as a linear function of the average number of
syllables per word and the average length of the sentence.

A formula of Dale and Hall [3] also defines a syntax difficulty of the text as the
average length of the sentence, but for lexical metric it uses the percentage of words not
from list of 3000 Easy Words, which is based on familiarity of words. This means that
all the words in the list are familiar to US children in the 4th grade.

With the growth of computing power there appeared an opportunity to build more
complex models. Model of Collins-Thompson and Callan (2005) [4] uses frequency of
words unigrams (a dictionary is specified for each level of the language) and features
that some words are most possible for prediction a certain level of complexity of the
text. Schwarm and Ostendorf [5] use more complex syntax parameters - the average
height of trees parsing, the number of nominal and verbal groups, the average number
of non terminal nodes and so on.

Automatic identification of a reading difficulty in Russian language is also
researched in a number of works. Oborneva (2006) in her work [6] adapts the formula
of Flesch and Flesch-Kincaid for the Russian language by means of adjustment
coefficients: she compares the average length of syllables in English and Russian words
and percentage of multi-syllable words in dictionaries for these languages. It is also
worth noting the study of Krioni, Nickin and Philippova who define the complexity of
educational texts in Russian language highlighting a number of more complex
parameters of assessed texts: connectivity, structure, integrity, functional and semantic
type, information, abstractness of the text presentation and complexity of linguistic
structures [7].

Due to the large amount of research dedicated to readability assessment, we have
highlighted only the most eminent works. Nevertheless all of them identify the diffi-
culty of reading of the whole text. Our goal is to determine the efficiency of the
developed techniques in relation to the texts in general and sentences in particular in
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Russian language as well as checking our own developed model to determine the
difficulty of sentence reading.

3 Text Readability Prediction

First task was to perform the prototyping of Russian text retrieval with needed read-
ability. The main goal of this process was to find which kind of variables and classi-
fication algorithm would allow us to obtain the highest indicators of precision and
recall of readability prediction. There was conducted a series of experiments on the
training of different classification algorithms. We experimented with the following
algorithms:

• naive Bayes;
• k-nearest neighbors;
• classification tree;
• random forests;
• SVM.

Evaluation was performed with the help of cross validation on the test part of our
collection. We extract features from a collection consists of 219 texts divided into four
groups. Levels distribution is following: A1 (elementary – 52), A2 (basic) – 57, B1
(first) – 60, C2 (difficult) – 50 according to levels described in Common European
Framework of Reference for Languages (CEFR) [8]. The first three groups include
texts, created specially for second language learners of Russian, with respect to their
level of language knowledge on the basis of news articles.1 Fourth group (difficult)
consists of original news for native readers. We extract 25 variables from texts pro-
posed in the previous works:

1. Average number of words in the sentence of the text.
2. Average length of one word in a sentence.
3. Text length in letters.
4. Text length in words.
5. Average sentence length in syllables.
6. Average length of words in syllables.
7. Percentage of words with number of syllables more or equal to N. We define N as

each value from 3 to 6.
8. Average sentence length in letters.
9. Average length of words in letters.

10. Percentage of words with number of letters more or equal to N. We define N as
each value from 5 to 13.

11. The percentage of words in a sentence, not included in the active vocabulary of A1
level.

12. The percentage of words in a sentence, not included in the active vocabulary of A2
level.

1 http://texts.cie.ru

Single-Sentence Readability Prediction in Russian 93

http://texts.cie.ru


13. The percentage of words in a sentence, not included in the active vocabulary of B1
level.

14. The occurrence in the sentence of concrete parts of speech.

We mark seventeen parts of speech in the texts according to the list of grams in the
OpenCorpora [9]: noun (NOUN), full form of an adjective (ADJF), short form of an
adjective (ADJS), comparative (COMP), personal form of the verb (VERB), infinitive
form of the verb (INFN), full participle (PRTF), short participle (PRTS), gerund (GRND),
numeral (NUMR), adverb (ADVB), noun-pronoun (NPRO), predicative (PRED), prep-
osition (PREP), conjunction (CONJ), a particle (PRCL), interjection (INTJ). We were
interested in occurrence of parts of speech as proposed by Francois, 2009 [10].

We did not use some variables described in paper [11] due to adaptation to our
texts. We did not use variable connected with paragraph because our texts are very
short. Texts do not have syntactic markup that is why the concept of a phrase was not
used either.

First experiment was a binary classification of readability: A1 versus C2, A2 versus
C2, B1 versus C2. With the help of Classification Tree, SVM and Logistic Regression
algorithms the accuracy we got was really high, it was almost equal to 1.

Second experiment for texts classification of four levels got lower accuracy. An
example of accuracy of text retrieval with B1 level of readability is shown in Table 1.

kNN is a K nearest neighborhood method. Results received during the second
experiment are worse than the first experiment with only two levels. Due to the fact that
results of the Classification Tree method reached 99 %, we can say that the obtained
results meet the needs.

To analyze the effect of each variable for the texts discrimination into 4 levels we
ranked it by information gain ratio [12] (Table 2).

The first three variables have the highest information gain ratio; they are lexical
ones. We can say that they are most important variables for discrimination.

4 Sentence Classification

Next task was to make a prototype of an algorithm to retrieve difficult sentences for
further simplification. This algorithm is based on a sentence classification with respect
to its readability. For results evaluation we use subcorpus of Russian national Corpus

Table 1. Results of texts retrieval with B1 readability level.

Method Classification accuracy F-measure Precision Recall

SVM 0.8092 0.7965 0.8491 0.75
Classification Tree 0.9905 0.9916 1 0.9833
kNN 0.8131 0.7333 0.7333 0.7333
Random Forest 0.9818 0.9667 0.9667 0.9667
Naive Bayes 0.8726 0.7890 0.8776 0.7167
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(RNC) – corpus SunTagRus [13] that has morphological and syntactic metadata.
We manually tagged 3500 sentences from this subcorpus to mark their structural level
of perception complexity. We found out that level B1 suits the majority of our students.
So, we created a binary sentence markup, which is (1) B1 or lower than B1 and (2)
Higher than B1.

Lexical difficulty markup was made on the basis of active vocabulary of three
levels: A1, A2 and B1. The most complete vocabulary list (B1) includes 2500 words.
So, we defined sentences having more than 33 % active vocabulary words as lexically
difficult ones.

Thus, we have two kinds of markup: structural complexity and lexical difficulty.
As an intersection of its lexical and structural level of difficulty we obtained markup of
a total level of difficulty.

Dale-Chall model was developed to define the difficulty of text with the help of
linear function of flowing variables: average sentence length (number of words divided
by number of sentences) and rear words in the text.

When we use these variables for single sentence readability prediction we need to
adapt them as following: sentence length rather than average sentence length, per-
centage of words not in the active vocabulary with respect to sentence length (number
of words in the sentence not in the vocabulary divided by total number of words in the
sentence) instead of rear words percentage. In our case, we don’t need to use dictionary
of the Russian language with the frequency of words occurrence because we have a
definite list of words that are contained in active vocabulary.

These two variables were automatically extracted for each sentence in our corpus.
We predict readability for single sentence using different methods of machine learning
as shown in Sect. 3. Evaluation was performed with the help of cross validation on the
test part of corpus.

Table 2. Texts variables ranked by information gain ratio (top 10).

Variable name Information gain
ratio

The percentage of words in a sentence, are not included in the active
vocabulary of A1 level

0.105141

The percentage of words in a sentence, are not included in the active
vocabulary of A2 level

0.105141

The percentage of words in a sentence, are not included in the active
vocabulary of B1 level

0.084211

Percentage of words with 8 letters or more 0.040098
Percentage of words with 9 letters or more 0.038431
Percentage of words with 7 letters or more 0.036923
Average sentence length in syllables 0.034359
The average length of one word in a text 0.034359
Percentage of words with 10 letters or more 0.033689
Percentage of words with 5 syllable and more 0.033193
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To evaluate the influence of each variables first we try to predict difficulty by using
variables separately, next we predict it using both variables. It is easy to see that even in
the case of prediction with the help of sentence length we can obtain good results. But
if we need to classify to more than two numbers of levels, accuracy will decrease.
Precision of difficult sentence retrieval is lower than simple sentence retrieval.

Accuracy of readability prediction on the basis of both variables is much higher.
The second variable - percentage of words not in the active vocabulary cut off many
difficult short sentences. It is effect to the precision of difficult sentence retrieval. The
results are presented in Table 3.

We have opposite situation in this case. Precision of difficult sentence retrieval is
higher than simple sentence retrieval. We can conclude that even using only these two
variables we can effectively predict sentence readability.

Flesch-Kincaid model grade level formula was also used to determine readability.
The formula utilized in the software is [(0.39 × ASL) + (11.8 × ASW) − 15.59], where
ASL is the average sentence length (number of words divided by number of sentences)
and ASW is the average syllables per word (number of syllables divided by number of
words). To apply this formula to the problem of estimating the difficulty of the single
sentence we can save ASW in its original form and instead of ASL use sentence length
(number of words).

If we come to analyze how the lexical difficulty is predicted with the help of the
average syllables per word (ASW) it is easy to notice that ASW exert to classification
accuracy of difficult sentences and not exert to simple one. The reason is that Russian
language is characterised by the presence of many long words (with many syllables),
which are simple ones because they are created by combining short words. This is the
help of two variables (ASL and ASW) we get results that are shown in Table 4.

Total accuracy for only two variables is relatively high but the recall of simple
sentences retrieval is quite low. Active vocabulary in the first certified level of Russian
language could not be exactly determined using the average syllables per word.

Table 3. Results of readability prediction using variables: sentence length and percentage of
words not in the active vocabulary.

Method Classification
accuracy

F-measure
(difficult/
simple)

Precision Recall

Naive Bayes 0.8846 0.9242/0.7581 0.9378/0.7246 0.9110/0.7950
Logistic
regression

0.8745 0.9212/0.6921 0.8945/0.7833 0.9495/0.6199

kNN 0.8941 0.9299/0.7840 0.9519/0.7318 0.9089/0.8441
Random Forest 0.8840 0.9208/0.7837 0.9747/0.6808 0.8725/0.9233
Classification
Tree

0.8955 0.9308/0.7866 0.9527/0.7347 0.9099/0.8465
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5 Sentence Classification Using Syntactic Structure

We use deeper sentence features, which potentially can improve accuracy of readability
prediction – syntactic relations of words. Our experiment was carried out on the basis
of SynTagRus corpus, which has morphological and syntactic metadata. We decide to
use syntactical features of a sentence as a basis of classification algorithm because this
approach shows better results on the preliminary stage whether morphology features or
n-gramms. In this case on the basis of syntactical features classification tasks look as
follows. The sentences are tagged with morphological metadata using OpenCorpora
[9]. On the basis of morphological marks we generate syntactical links. Its syntactical
links help us to predict single sentence readability.

SynTagRus includes about 60 types of syntactic links grouped as it proposed in
RNC. We try to predict sentence readability with the help of two data representation.
First we use all 60 types of syntactic links. We get following experimental results
shown in Table 5.

Then we use aggregated links to 4 groups as it proposed in RNC. Classification
accuracy using aggregated variables was lower. On the basis of obtained experimental
results it was concluded that we should use all types of links without aggregation. The
best precision and recall showed SVM algorithm.

Table 4. Results of difficult/simple sentence retrieval from text using ASL and ASW.

Method Classification
accuracy

F-measure
(difficult/simple)

Precision
(difficult/
simple)

Recall
(difficult/
simple)

Naive Bayes 0.7967 0.8794/0.3550 0.8119/0.6386 0.9590/0.2458
Logistic
regression

0.7945 0.8770/0.3761 0.8156/0.6086 0.9484/0.2722

kNN 0.7746 0.8640/0.3434 0.8093/0.5094 0.9265/0.2590
Random
Forest

0.7910 0.8788/0.2431 0.7961/0.6910 0.9806/0.1475

Classification
Tree

0.7801 0.8669/0.3673 0.8140/0.5318 0.9272/0.2806

Table 5. Classification using 60 types of links.

Method Classification
accuracy

F-measure Precision Recall

Naive Bayes 0.7570 0.7459 0.7813 0.7136
Logistic regression 0.7112 0.7077 0.7160 0.6995
kNN 0.7286 0.7146 0.7531 0.6798
Random Forest 0.7582 0.7472 0.7822 0.7153
Classification Tree 0.7047 0.6414 0.8158 0.5284
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It is obvious to assume that syntactic variables can predict structural difficulties better.
Thus we used the same approach as it was with other previous models, perform exper-
iment with structural and lexical difficulty separately. Results are presented in Table 6.

We can conclude that syntactic variables allow predicting structural difficulties
more efficiently than simple variables. Next we use all kind of variables (syntactic and
lexical) to predict total difficulty of sentence. As a lexical variable we use percentage of
words not from active vocabulary of the corresponding level (Table 7).

Last approach gives more stable results and may be used to increase the number of
classes of sentence complexity (Table 8).

Table 6. Results of structural difficulties prediction using only syntactic variables.

Method Classification
accuracy

F-measure
(difficult/
simple)

Precision Recall

Naive Bayes 0.8085 0.8021/0.8144 0.8244/0.7942 0.7810/0.8356

kNN 0.7681 0.7128/0.8055 0.9271/0.6965 0.5790/0.9550
Classification Tree 0.8180 0.8056/0.8289 0.8589/0.7860 0.7585/0.8768
SVM 0.7956 0.8010/0.7900 0.8972/0.8173 0.9174/0.7645

Random Forest 0.8374 0.8307/0.8436 0.8610/0.8170 0.8271/0.8719

Table 7. Results of total readability prediction using all kinds of variables and syntactic links.

Method Classification
accuracy

F-measure
(difficult/
simple)

Precision Recall

Naive Bayes 0.8191 0.8906/0.4767 0.8354/0.6975 0.9537/0.3621

kNN 0.8224 0.8893/0.5501 0.8571/0.6493 0.9241/0.4772
Random Forest 0.9443 0.9640/0.8768 0.9620/0.8832 0.9661/0.8705
Classification Tree 0.9364 0.9584/0.8648 0.9679/0.8380 0.9491/0.8933

SVM 0.8633 0.9125/0.6875 0.9679/0.7165 0.9491/0.6607

Table 8. Results of total readability prediction using all kinds of variables and syntactic links.

Variable name Information gain
ratio

The percentage of words in a sentence, are not included in the active vocabulary of
B1 level

0.318

Sentence length in letters 0.122
Percentage of words with 3 syllable and more 0.119
Sentence length in syllables 0.118

Sentence length in words 0.098
Syntactic predicative link 0.095

Average words length in syllables 0.092
The average length of one word in a text 0.092
Percentage of words with 7 letters or more 0.069

Percentage of words with 5 letters or more 0.069
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6 Conclusion

Classical models and models developed specially for Russian language were adapted to
news texts retrieval. These models give good results. We managed to develop a precise
classification system of news texts in Russian with respect to their readability.

Accuracy of four levels classification was lower. Due to the fact that obtained
results of the Classification Tree and Random Forest methods reached 99–98 %, we can
say that they met our needs.

We adapted traditional classification techniques with statistical features like Flesch-
Kincaid and Dale-Chall to identify lexical and structural complexity of Russian
sentences. These techniques were tested on set of sentences where readability was
manually marked as binary classification.

Finally, we found one of the variants of the model for the effective identification of
readability of Russian sentences with the use of syntactic links. We found that syntactic
features can predict structural complexity. Total set of features with statistical, lexical
and syntactical ones can predict sentence readability with 0.9661 amount of recall
using Random Forest algorithm. Most important features for this classification are
lexical ones.

Acknowledgment. This study comprises research findings from the «Adaptation of texts from
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1 Introduction

Nowadays one of the most promising way of therapy optimization, especially in
pediatric haematology, is conforming a therapy to various subgroups of patients
which are described by patients’ physiological features. Usually, the number of
possible subgroup descriptions is large, and often physicians are able to chose
subgroups for analysis relying just on their experience and observations. There-
fore, in statistical terms any subgroup analysis which is aimed at showing the
superiority in efficiency of one treatment strategy over one or several others
seems doubtful as a rule. In the present paper the approach of finding subgroups
with significantly different or equivalent response to two treatment strategies
is proposed. Obtained hypotheses can underlie subgroup analysis with better
choice of subgroups.

The analysis is carried out for the database on children with acute lym-
phoblastic leukemia (ALL) [1] who underwent a course of one of two types of
induction therapy. The first step consists in finding the largest set of pairs of
similar patients who took different drugs with the help of the Gale-Shapley algo-
rithm [2–4] for computing optimal stable matching. This algorithm is based on
the concept of physiological “similarity” between two patients; therefore, the def-
inition of “distance” between two patients is introduced. After that the derived
matching is examined for the existence of the classes in which treatment strat-
egy strongly affects or does not affect treatment response. At the second step
c© Springer International Publishing Switzerland 2014
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we attempt to describe extracted classes by applying decision trees with various
parameters [5,6]. It appears that decision trees are not able to describe every
class on the whole. However, some subgroups of patients for whom one drug is
more appropriate than another one can be selected from the results of classi-
fication. Moreover, decision trees allow us to formulate hypotheses about com-
parison of therapy efficiencies in subgroups in form suitable for haematologists.
And finally, results are approved or disapproved by classical medical statistical
methods.

The rest of the paper is organized as follows. In Sect. 2 the dataset is described.
In Sect. 3 the steps of proposed approach are presented in detail. In Sect. 4 the
application to the initial dataset and its results are shown. Section 5 concludes
the paper.

2 Dataset

The dataset consists of 1946 patients up to 19 years old of age with newly diag-
nosed acute lymphoblastic leukaemia (ALL). This dataset is stored as a database
containing the following data fields: sex (male or female), age (in years), initial
white blood count (per nl) (WBC), immuno-phaenotype (8 types), CNS status (3
types), palpable liver size (in cm), palpable spleen size (in cm), mediastinum sta-
tus (3 types), date of allocation to treatment, last status report (alive, no infor-
mation, death), date of the latest follow up visit, treatment strategy (2 types).

The analysis was based on the comparison of the efficiency of two treatment
strategies: under DEXA 6 mg/m2/d and MePRED 60 mg/m2/d [1], which we
call S1 and S2. To find relations between initial characteristics and survival rate
all physiological features presented above were chosen: sex, age, initial WBC,
immuno-phaenotype, CNS, palpable liver size, palpable spleen size, mediastinum
status. To evaluate the therapy efficiency overall survival [7] was calculated with
death as the event. Survival time was calculated from diagnosing until the date of
last status report. If the value of one patient’s characteristic was not determined,
this patient was not included in analysis. Consequently, we obtained data on
1535 appropriate patients: 939 of them were assigned S1, and 596 of them were
assigned S2.

3 Proposed Approach

Our procedure is intended to find subgroups where differences between two com-
peting treatment strategies are noticeable or do not exist. The input data consist
of two sets of patients corresponding to the strategies. All patients are described
by several initial features each could be either numerical or categorical. The num-
ber of features can be reduced applying selection feature techniques, or relying
on expert views. In the current research we were provided with information on 8
features which are the most influential in haematologists’ sight, therefore feature
selection techniques were not required. Nevertheless it can surprisingly appear
that unprovided features affect intensively the survival time. So, as for medical
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data, we believe that results of feature selection and expert views should be
combined. Let us now move on to the steps of the proposed procedure.

3.1 Patient Distance

First of all, the procedure suggests defining distance between two patients (the
inverse concept to “physiological similarity”). If all physiological features are
numerical, it is possible to use one of the classical distance measures [8–10].
However, there are likely several categorical features in patient descriptions.
Therefore it is required to modify classical definitions of the distance. It is con-
sidered that there is no sense to measure distance between two patients that
cannot be compared. For this purpose it is necessary to give a definition of
“comparability” of two patients.

Definition 1. Two patients are comparable if the values of all their categorical
physiological features coincide. If they differ in just one categorical feature, they
are incomparable. So, if all initial features of patients are numerical, any two
patients are comparable.

Before computing distance between comparable patients, numerical features need
to be normalized to make all feature impacts equivalent. Therefore all of them
are centered by subtracting the mean value and then scaled by dividing by
the range of values [11]. So, the distance between two comparable patients is
computed based on the normalized values of their numerical features.

3.2 Pairs of Similar Patients

The distances between all pairs of patients where the first one is from the first set
and the other one is from the second set are computed. To find pairs of similar
patients the deferred acceptance procedure [2–4] is applied for two sets of patients
who underwent different courses of treatment. This algorithm was developed to
solve the marriage problem, i.e. the problem of finding stable matching. It is
applicable to two sets of instances which are often referred to as men and women.
Every man ranks women and every woman ranks men in accordance with their
preferences. Thereupon each man proposes to his favourite woman, and each
woman rejects all but her favourite, who becomes her marriage nominee. The
rejected men propose to their next choices, and each woman chooses her favourite
among the new proposers and the nominee rejecting all the rest, and so on. As
soon as no men are rejected or they have no more choices each woman accepts
her nominee. Eventually, we get the pairs consisting of one man and one woman.
In other words, every pair includes two instances from different sets. The result
of the algorithm application is stable, and optimal if preferences are complete.
In case of one-to-one matching completeness also accounts for uniqueness of the
provided matching. Before applying this algorithm to medical data definitions
of preference and completeness should be given.
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Definition 2. Patient p prefers patient q1 to patient q2 if the distance between
p and q1 is less than the distance between p and q2. Patient p is indifferent
between patients q1 and q2 if the distances between p and q1 and between p and
q2 are equal.

Definition 3. Preferences are complete if for every x, y from one set and for
every z from the other one, z prefers x to y, or y to x, or it is indifferent between
them.

Some patients may be incomparable w.r.t preference. However, it results from
the definition of comparability that all patients can be partitioned into subsets
where all patients are comparable with each other. Consequently, in these subsets
patients preferences are complete, and the result of the deferred acceptance pro-
cedure application to every such subset is unique, stable and optimal [4], which
means that the constructed matching is unique, stable and optimal in total.

3.3 Separation into Classes in Terms of Efficiency (Overall Survival)

Using the matching and patients? survival times we can determine classes of
patients with quite clear or without any dissimilarities in survival time under
treatment strategies. The simplest approach is to visualize the matching in any
way and attempt to mark boundaries of such classes. Therefore, it is proposed
to consider the coordinate plane where X-axis is survival time under the first
curing strategy and Y-axis is survival time under the second one. Every pair
in the matching is associated with a point on the plane. The first coordinate
of the point is the survival time of the patient who has received the first kind
of treatment, and the second one is the survival time of the patient who has
received the other one.

All points (pairs of patients) are partitioned into several classes according to
sensitivity to treatment strategies (e.g., survival time under treatment strategy
1 is superior to that under treatment strategy 2, survival time under treat-
ment strategy 2 is superior to treatment strategy 1, short survival time under
both treatment strategies, and long survival time under both of them). Further
manipulations are carried out on data about individual patients.

3.4 Hypotheses Generation and Verification

It is insufficient to separate patients into classes in which survival times under dif-
ferent strategies differ or do not differ. It is more essential to obtain descriptions
of these classes, so the classification problem arises. In the case of comparing
treatment strategy efficiencies decision trees with various parameters [5,6] seem
appropriate because, in general, the accuracy of the other well-known methods is
lower on the initial data. Moreover, the form of hypotheses generated by decision
trees is comprehensible for physicians. So, in our computer experiments we used
information gain, information gain ratio and Gini index as attribute selection
criteria [12,13]. Also, minimum number of instances in leaves, maximal allowable
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tree depth and sufficient percent of majority class for nonspliting were varied.
The approach evaluation was conducted by means of 10-fold cross-validation.

Decision trees output data are descriptions of classes in terms of characteris-
tics of the patients belonging to these classes. Those descriptions may be trans-
formed into hypotheses about the existence or the absence of the difference in
treatment strategy efficiencies. To show how it works, assume that any descrip-
tion of the class with the superiority of the first treatment strategy has been
received. This assumption can be transformed into the following hypothesis: for
the patients who fall under obtained description overall survival under the first
strategy is higher than that under the second one. This sort of hypotheses are
put forward on the basis of the most evident subgroups output by decision trees.

All formed hypotheses are tested by classical medical statistical tools. The
first of them is Kaplan-Meier survival curves [14–16] which estimate sample sur-
vival rate functions for censored data. The second one is log-rank test [16,17],
a nonparametric hypothesis test to compare the survival distribution of two
samples with no-difference null hypothesis and standard normally distributed
statistics. In contrast to log-rank, the equivalence test [18–20] is applied to con-
firm that survival rates of two samples do not differ, and usually used if log-rank
null hypothesis has not been rejected. Also for each hypothesis false negative
error (type II error) is computed [21]. It is important to mention that hypothe-
ses are tested on the set of patients that consists not only of those who have
been included in classification, but also of those who have not been matched
with anybody or have not been labeled with any class mark. If a hypothesis is
confirmed by the tests and false negative error is not very large, then it can be
analysed by physicians in further random trials. The necessity of new trials is
specified by the worldwide statistical principles of clinical trials. According to
the notes of European Medicines Agency [22], any clinical trials may have two
aspects: confirmatory and exploratory ones. For the first of them the hypothe-
ses are pre-defined, and are tested when the trial is complete, while the second
aspect allows of the data dependent choice of hypotheses, and the ability of
changes in response to accumulating results. Obviously, the proposed procedure
is intended for the exploratory aspect of trials, therefore its results “cannot be
the basis of the formal proof of efficacy” [22]. However, the exploratory investi-
gations can serve “for suggesting further hypotheses for later research” [22]. The
last statement clearly explains the main purpose of the proposed approach.

4 Analysis and Results

According to the proposed approach it is necessary to distinguish between numer-
ical and categorical physiological features. The initial dataset contains four
numerical features: age, initial WBC, palpable liver size, palpable spleen size;
and four categorical features: sex, immuno-phaenotype, CNS, mediastinum sta-
tus. The second ones determine the comparability of patients. However, immuno-
phaenotype has two levels of categorization: B- or T-ALL (nominal values), and
each of these types has four ordinal subcategories. Therefore, the condition of
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Table 1. Numerical values of immuno-phaenotype.

B −1

pre-B −0.75

common-B −0.5

pre-pre-B −0.25

early-T 0.25

intermediate-T 0.5

mature-T 0.75

hybrid 1

comparability was weakened for this feature. Thus, two patients were compara-
ble if both of them had B- or T-ALL and values of all other categorical features
coincided.

To take into account the second level of immuno-phaenotype categorization,
its values were transformed into numerical values according to Table 1.

So, for child-ALL data distance was computed using normalized values of
numerical characteristics and numerical values of immuno-phaenotype. As it is
mentioned before, any standard definition of distance can be chosen. Therefore,
Manhattan [8,9], Euclidean [8,9], Minkowski [8,10] with factor 3, Minkowski
with factor 100 and Chebyshev [8] distances were used in computer experiments.
We found out that there was no meaningful difference between these measures,
so for further analysis and method specification Euclidean distance was used.

After that the deferred acceptance procedure was applied, the scatter plot
of the derived matching is shown in Fig. 1. There were about 5 most evident
isolated classes of points (Fig. 2). As for classes 1 and 2 survival time under
both strategies was not long. However, it was slightly longer under S1 in class
1 and slightly longer under S2 in class 2. We can also say that for class 3 the
survival time under S1 was longer than under S2 and vice versa for class 4.
The survival time for class 5 was long under both strategies. We attempted
formalizing boundaries in the way shown in Fig. 3. It is important to mention
that the 4-years boundary was not selected randomly. There are about 4 years
between the latest diagnosing date and the latest last status report date. In other
words, if survival time of any patient was shorter than 4 years this patient was
certainly dead or escaped from the observation. For the sake of clear separation
of the classes the points between dashed lines were excluded from the analysis.

By applying decision trees to all presented partitions we obtained several
hypotheses, one of the most reliable hypothesis is presented below.

The hypothesis is “MePRED is more efficient than DEXA for patients who
are equal to or more than 6.6 years old, with palpable spleen size not smaller
than 3.5 cm, and pre-pre- or pre-B immuno-phaenotype”. There were 39 patients
of that kind for classification and 47 such patients at all. This subgroup is not
numerous, but, at first, Kaplan-Meier curves (Fig. 4) seem to confirm the hypoth-
esis. The value of log-rang statistics is equal to 2.12 which allows one to reject
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Fig. 1. Scatter plot of all matching pairs.

Fig. 2. Scatter plot of all matching pairs with outlined classes.

the hypothesis about no difference at confidence level of 0.95. The false negative
error amounts to 0.31. This is quite good, so, we can propose this hypothesis to
test in further clinical random confirmatory trials.
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Fig. 3. Scatter plot of all pairs with partition into 5 classes.

Fig. 4. Kaplan-Meier curves for the case of 6.6 years old and older patients with pal-
pable spleen size not smaller than 3.5 cm and pre-pre- or pre-B immuno-phaenotype.
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5 Conclusion

In this paper we introduced a novel approach to solving the problem of determin-
ing relevant subgroups of patients for therapy optimization. Getting the dataset
of patients described by their physiological characteristics, dates of diagnosing
and last status report, the procedure constructs the optimal stable matching
between patients who took different drugs and attempted to describe subgroups
in which the efficiency of these drugs are different or approximately equal. In
further studies other learning techniques will be used, in particular, those based
on closed descriptions [23–25].

The proposed procedure can also be applied in other studies of subgroup
analysis. Moreover, all parts of the procedure are flexible to changes and can
be adapted to other practical problems of subgroup analysis. The main idea of
this work consists in proposing the order in which data analysis techniques can
be applied, and how they can influence any therapy optimization. Hopefully, the
obtained hypotheses will be successfully used in Russian ALL-treatment studies.
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Abstract. In this paper we study formal indicators of connectivity for a
city community of researchers in Informatics and Cybernetics. The analy-
sis is based on data available at the Scientific Electronic Library portal
http://eLibrary.ru. Starting from the co-authorship relation we construct
connectivity graph for research institutions for all major Russian cities
and suggest using size of the 2-core component to measure the connec-
tivity of the local communities.
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1 Introduction

1.1 Role of Collaboration in Creative Cities and Islands
of Innovation

As it is stated in [1] “the creative city became the new hot topic among urban pol-
icymakers, planners, and economists, especially in North America and Western
Europe”. Needless to say that initiative of Russian government to build Skolkovo
Innovation Center also follows that trend. It is stressed out in [1] that among
other factors creative cities have always been associated with free exchange of
scientific ideas, which naturally raises the task of developing measurable indica-
tors of that parameter. Monograph on intelligent cities [2] mentions science and
technology parks as one of five category of island of innovation and lists collab-
oration between universities and businesses as the first factor of the productive
environment. So it becomes quite important to develop methods and tools for
measuring the collaboration level as according to Lord Kelvin “If you cannot
measure it, you cannot improve it.”

1.2 How to Measure a City

In [3] fifteen indicators divided in five categories were selected to design index sys-
tem of innovative city. Although the index system list contains several measures
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 111–120, 2014.
DOI: 10.1007/978-3-319-12580-0 11
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of the local R&D community such as “Personal quantity engaged in R&D per
million labor forces”, “The proportion of R&D fund to GDP”, “R&D personal
full-time equivalent” and others, none of the indicators evaluates the collabora-
tion level in the considered city.

The task of local communities ranking is quite similar to the well known
problem of university ranking, see [10] and [11] for a detailed study on the sub-
ject. Another project which is closely related to our research is Map of Russian
Science, which is currently in trial operation phase, see [13] and [14] for more.

Our general approach to the study of urban professional communities was
described in [4]. It was based on mathematical model of a community as a
dynamic socio-semantic network described in [6], see also [9]. A more detailed
overview of works on scientific collaboration could be found in [7] and [8]. Some
other factors of professional online communities are studied in [5].

1.3 Maturity Measures of Professional Community

In [4] an approach was proposed for assessing an urban professional IT com-
munity maturity level. It is based on measuring two sets of parameters that
characterize the level of competence and the density of the network of contacts.
With such approach, the formal model is described in terms of combination of
social and semantic networks. The study also provides results of the pilot testing
of the proposed approach for assessment of several city-wide IT-communities in
central Russia.

The proposed rating of a professional community provides a system approach
to assessing the current status of professional communities. However, this app-
roach (in its current form) has a certain limited scope of applicability. First of
all, a more definitive list of parameters and their weight needs to be elaborated,
specifically to account for financial performance and social/demographic data
of a region, information on registered legal entities, etc. In addition, a system
of scoring by experts should be replaced with the one automatical, based on
social/demographic and other data to minimize the human subjectivity factor.

According to [4] the key factors defining professional IT communities matu-
rity level are competences and contacts. The both factors can be decomposed
into four components. To these two groups of factors we add the third com-
ponent, activity bonus, including positive factors that don’t fit in the previous
ones. Total 100 points:

1. Competencies (max – 40 points)
(a) Development of IT education – 10 points
(b) Development of IT industry – 10 points
(c) Development of Business Education – 10 points
(d) Research in Computer Science – 10 points

2. Contacts (max – 40 points)
(a) Regular IT conferences and workshops – 10 points
(b) Web communities, blogs and forums targeted at IT audience – 10 points
(c) Groups in Social networks – 10 points
(d) Focused IT Media – 10 points
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3. Activity bonus – (max 20 points)

In this paper we assume that the academic community maturity level index
can be either decomposed into the level of competence and the density of the
network of contacts.

1.4 Goal of This Paper

As it was mentioned before, in the original study the scoring was performed
by the group of independent experts. In this paper we suggest an automated
procedure based on publicly available data on publications to measure the con-
nectivity level of Russian major cities research computer science communities.
We take into account both absolute number of scientific publications and links
with the other scientific centers, which are determined as the number of co-
authored papers.

2 The Dataset

Our analysis is based on data available at http://elibrary.ru, which is the largest
Russian scientific portal, aggregating works on science, technology, medicine,
and education. It contains over 18 million of articles and publications from more
than 3200 Russian journals, see [12].

2.1 The Search Criteria

We restricted the focus of our study to Russian cities with population over 1
million citizens [15] and less than 5 to exclude cities-multimillionaires widely
differing from the cities we consider in this paper by its size and structure.

The search configuration was the following.

1. Start with the extended search form.
2. Put the city name into the search field. The Russian cities-millionaires we

studied are Novosibirsk, Yekaterinburg, N. Novgorod, Kazan, Samara, Omsk,
Chelyabinsk, Rostov-on-Don, Ufa, Volgograd, Krasnoyarsk, Perm, and
Voronezh.

3. Indicate that the search should run through the authors affiliations, tick on
all types of publications.

4. Restrict the scientific area to Cybernetics (28.00.00) or Informatics (20.00.00).
5. Switch on the morphology trigger.
6. Specify the publication years, 2011 till 2013.

Having followed these instructions we downloaded 26 collections (13 cities,
2 scientific areas) with more than half a hundred articles in each. The exact
number of articles on Cybernetics and Informatics published in the last 3 years
according to the Electronic Library portal is provided in Fig. 1.

http://elibrary.ru
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Fig. 1. Rating of major Russian cities (without Moscow) with respect to the number
of 2011–2013 publications in Informatics and Cybernetics according to data from the
Electronic Library portal http://eLibrary.ru

3 Research Organizations Connectivity Graph

Each paper from the data set contains information about the authors and their
affiliations. At first, we extracted the list of the institutions from the considered
city, whose members have published at least one research paper since 2011. As
it was mentioned before, in this paper we restrict our attention to IT related
areas, namely, Informatics and Cybernetics.

These institutions are the nodes of the research organizations connectivity
graph for a city. Two institutions are connected if there is at least one paper in
the data set which is co-authored by people from these institution.

Some of the papers may be co-authored by researchers from the different
cities. So, to make the picture complete we also show connections to the other
cities institutions on the graph. See the graph for Novosibirsk in Fig. 2.

To make the picture less noisy we remove isolated nodes and pairs. Also we
stress out all the edges of the core part with bold lines. The resulting graph for
Novosibirsk is given in Fig. 3.

The formal definitions follow.
We say that two different organizations v1 and v2 collaborate if there is at least

one paper in the dataset co-authored by employees from the both v1, v2 (and
maybe some other organizations). Then, the research organizations connectivity
graph G = (V,R) for a given city has the following parameters.

– V is a set of nodes. Each node denotes an organization. V consists of the
following two disjoint parts:

http://eLibrary.ru
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Fig. 2. Research organizations connectivity in Novosibirsk

Fig. 3. Refined graph for Novosibirsk

• Vin comprises all organizations from the considered city such that there
exists at least one paper in the dataset, which is authored or co-authored
by someone working at this organization;

• Vout denotes all organizations outside the city, which collaborate with some
organizations in Vin.

– R is irreflexive symmetric binary relation on V which links different collabo-
rating organizations. So, ∀v¬R(v, v) and ∀u, v(R(u, v) → R(v, u)).

4 Analysis

For each considered city all the nodes in Vin are naturally classified into the
following six groups:

– L0 is the subset of isolated nodes.
– L1 denotes isolated nodes with external links.
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– L2 stands for isolated pairs, i. e. pairs of collaborating institutions from the
considered city, that may have some connectors from the other cities, but
cannot have more connectors from the considered one.

– L3 stands for dangling nodes belonging to a larger connected component.
– L4 includes nodes on dangling paths.
– L5 nodes from the graph 2-core.

The detailed definitions of the layers are given below.

Isolated Nodes, L0. It turned out that each city has quite a big number of
organizations with no connections at all (Fig. 4).

L0 = {v ∈ Vin | ∀w¬R(v, w)} (1)

Isolated Nodes with External Links, L1. This group consists of institu-
tions, which are not connected with other organizations in the city, but have
collaborators in some other city (Fig. 5).

L1 = {v ∈ Vin | ∃w ∈ VoutR(v, w) ∧ ∀u ∈ Vin¬R(v, u)} (2)

Nodes in Collaborating Pairs, L2. A collaborating pair consists of two
connected institutions with no links to other organizations in the city.

L2 =
⋃

{v1, v2 ∈ Vin | R(v1, v2)∧∀u ∈ Vin\{v1, v2}(¬R(v1, u)∧¬R(v2, u))} (3)

Dangling Nodes at Bigger Connected Components, L3. Organizations
linked to a larger connected component that consists of more than 2 nodes.

L3 = {v ∈ Vin | ∃!w ∈ Vin(R(v, w) ∧ ∃u(u �= v ∧ R(w, u)))} (4)

Nodes on Dangling Paths, L4 and the Graph 2-Core, L5. L4 stands for
organizations linked to a connected component via one single path. This class
includes nodes which have more than 1 neighbor (so they are not in L3), but
does not belong to graph 2-core, which is L5.

Finally, L5 is the graph 2-core, the maximal subgraph with minimum degree
at least 2. This group includes all groups of several collaborating institutions
with two or more collaborators each. (Sometimes 2-core is defined as a maximal
connected subgraph where every node has at least two neighbours, the connec-
tivity is not required here.) In general the connectivity analysis would require
computing n-core for n > 2, yet for the given dataset these are empty for most
of the cities.

L4 = max{U ⊆ Vin | ∀u ∈ U∃v, w ∈ U(v �= w ∧ R(u, v) ∧ R(u,w))} (5)

And then

L5 = {v ∈ (Vin\L5) | ∃u,w(u �= w ∧ R(v, u) ∧ R(v, w))} (6)
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grubniretakeYhzenoroV

L5 L4 L3 L2 L1 L0

12 0 3 0 1 5
L5 L4 L3 L2 L1 L0

6 0 2 2 3 16

nazaKmreP

L5 L4 L3 L2 L1 L0

6 0 3 0 1 9
L5 L4 L3 L2 L1 L0

0 3 8 2 0 8

ksrayonsarKksmO

L5 L4 L3 L2 L1 L0

0 4 4 0 3 2
L5 L4 L3 L2 L1 L0

7 0 3 0 1 4

Fig. 4. Core part of the connectivity graphs for major Russian cities. Part 1. (Nodes
from L0, L1, L2 are not displayed.)
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Nizhniy Novgorod Chelyabinsk

L5 L4 L3 L2 L1 L0

3 0 5 2 0 7
L5 L4 L3 L2 L1 L0

0 2 4 0 2 5

Rostov-on-Don Samara

L5 L4 L3 L2 L1 L0

3 1 3 0 3 13
L5 L4 L3 L2 L1 L0

10 1 4 2 1 9

Ufa Volgograd

L5 L4 L3 L2 L1 L0

0 3 7 2 5 7
L5 L4 L3 L2 L1 L0

0 0 0 6 1 7

Fig. 5. Core part of the connectivity graphs for major Russian cities. Part 2. (Nodes
from L0, L1, L2 are not displayed.)

5 The Final Rating of Russian Cities-Millionaires
Research Communities with Respect to Their Levels
of Connectivity

The level of connectivity is one of the key points of measuring the community
maturity level.
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Fig. 6. The final rating of cities with respect to the connectivity of the research com-
munity based on the co-authorship relation for papers in Cybernetics and Informatics
during 2011–2013

In this paper we suggest a formal procedure that helps computing the con-
nectivity graph G for any research community, split its vertexes into several
connectivity levels L0, . . . , L5 defined above. So, each city gets the following
vector of the normalized connectivity characteristics:

l = (l5, l4, l3, l2, l1, l0), where li =
|Li|
|Vin| and

5∑

i=0

li = 1. (7)

According to the connectivity graphs we build the final rating of Russian
cities based on lexicographical order of the vectors of normalized connectivity
characteristics. See Fig. 6.

6 Conclusion

The idea of measuring urban communities was discussed in many papers and
has shown its ambiguity, see e.g. [16]. Understanding the structure of urban
communities considered in this paper brings us closer to finding the key phases
in the development of urban communities and to the understanding of phase
transitions.

Although our study at this stage aims at identifying explicit phases of devel-
opment of urban communities, we believe that the observed characteristics of
urban communities allow us to make a step towards building a descriptive sys-
tem and individual classification of the urban communities.
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Abstract. We propose a method for generating standard type linear
barcodes from facial images. Our method uses the difference in gradients
of image brightness. It involves averaging the gradients into a limited
number of intervals, quantization of the results into decimal digits from
0 to 9, and table conversion into the final barcode. The proposed solution
is computationally low-cost and does not require the use of any special-
ized image processing software for generating facial barcodes in mobile
systems. Results of tests conducted on the Face94 database show that
the proposed method offers a new solution for use in real-world practice.
The generated barcodes are stable against changes of scale, pose and
mirroring of facial images, as well as changes of facial expressions and
shadows on faces from local lighting.

Keywords: Facial images · Brightness gradients · Barcodes · Mobile
systems

1 Introduction

The idea of using standard barcodes for personal identification was first sug-
gested in a 1999 patent [1]. It was assumed that personal identification would be
performed at the moment a customer made an electronic payment in real time,
and that the unique barcode, printed on the customer’s hand or body, would be
read by means of a special device. However, further real-word implementations
of personal identification using barcodes were not developed in spite of the wide
use of biometric identification methods. Nevertheless, barcodes are often worn
today as fashionable tattoos [2]. Barcodes on the human body do not carry any
biometric characteristics relating to the individual, but could be used for per-
sonal identification if they can be generated in real time, directly from a person’s
face or voice.

c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 121–127, 2014.
DOI: 10.1007/978-3-319-12580-0 12
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Assuming that such an identification procedure exists in principle, the solu-
tion may be to encode people’s faces or voices [3,4] in the form of barcodes,
without any permanent mark being affixed to the body. Such barcodes can be
used in biometric, access control (AC) and video surveillance systems, content-
based video retrieval systems, etc. However, there are some challenges to gener-
ating facial barcodes. One of them is variability (variations in lighting, pose and
expression, etc.) in real-world facial images. Solving the problem would simplify
personal identification and improve the performance and reliability of related
recognition systems.

In this paper, we propose an approach for presenting facial images in the
form of linear EAN-8, EAN-13 or UPS barcodes [5].

2 Brief Overview of Existing Approaches

Ten years after the patent [1] was published, the authors of [6] noted that facial
identity was largely conveyed by horizontal image structure, such as eyebrows,
eyes and lips lines. They demonstrated that this information could be succes-
sively represented as a set of binary strips or as a so-called biological barcode.
Furthermore, they explored some invariant features of a person’s facial biological
barcode. However, as noted in [6] and in further publications by these authors,
an algorithm for generating such barcodes is not defined. Instead, the authors
note that facial images translated into thick, straight black and white bars will
never provide an exact representation of a person’s face [7].

Five years later, the most serious practical research on the problem of facial
representation in the form of barcodes was published [8]. The authors proposed
an algorithm for barcode generation based on searching for specific (key) points
on the face, descriptions of local features, and creation of a two-dimensional
color barcode. However, the algorithm is unlikely to be integrated in mobile
smartphone and tablet systems in the near future due to its use of SIFT (Scale
Invariant Feature Transform) and SURF (Speeded Up Robust Features) proce-
dures for generating 2D barcodes.

The concept of a biological barcode uses an algorithm that compares two
facial images, as presented in [9]. The idea of the algorithm is explained in Fig. 1.
First, it calculates the brightness gradients between two specularly located bands
that slide synchronously down a facial image from top to bottom, as shown in
Fig. 1(a). Second, the differences between the current and mean values of the
gradients are calculated and encoded. The values of the differences equal to
and below zero are encoded as “0”, and those above zero are encoded as “1”,
generating a binary code that represents a facial image similar to a biological
barcode [6]. Figure 1(b) shows the current values of the gradients and their mean
value; (c) shows the biological barcodes for each source image. The disadvantage
of this approach is its inability to generate the same binary code for facial images
of the same person when the facial images differ slightly. These differences could
be insignificant but visible to the eye, such as variations in lighting, scale, facial
pose and expression, etc. In order to solve this problem, we propose developing
the ideas in [9, p. 240] for representing human faces in the form of standard
linear barcodes.
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Fig. 1. Biological barcode using binary code generation

3 An Algorithm for Generating Facial Barcodes

In general the facial barcode generation system consists of four main components:
1 – image preprocessor; 2 – feature extractor; 3 – feature coder; 4 – barcode
generator.

Block 1 solves two problems. First, it analyzes the source image parameters,
including the size, color and deviation from the horizontal line of the eyes. Sec-
ond, it determines the rotation of the image plane depending on the results of
the first analysis, adjusts the image size and corrects for brightness. Solutions
for these two tasks can be found in [9]. Feature extraction is implemented in
block 2 using the difference of image brightness gradients. Block 3 performs fea-
ture coding, which is the most important task. Feature coding encodes facial
features using the necessary number of decimal digits. The differences between
brightness gradients are first averaged into a limited number of intervals, and
then the results are quantized into decimal digits from 0 to 9. The task of block
4 is simply table conversion of the results of block 3. Barcode generation also
includes checksum computation for the decimal code created in block 3, and
the conversion of this code into a binary matrix that graphically represents the
source facial image as a barcode. Our approach makes it possible to generate
linear barcodes from facial images in EAN-8 format. It can also used to generate
linear barcodes in EAN-13 and UPS formats [5].

4 Generating of Facial Barcodes Based on Differences
of Gradients

Feature extraction from the original image is based on calculating the difference
between brightness gradients in two mirror-located windows. The windows are
H ≥ 1 pixels high and have the width of the original image. They slide synchro-
nously from top to bottom across the facial image with a step of S ≥ 1. At each
step t we calculate the distance d(t) between the sub-images in the windows.



124 G. Kukharev et al.

These distances are the required differences of gradients. The sliding starts at
the “hair/forehead” boundary, and ends at the lower border of the nose.

The principle behind the calculation of the difference between gradients and
the sliding window coding is illustrated in Fig. 2. Here (a) is the image the
with initial and final location of the two rectangular windows; U is the upper
window, D is the lower window, H is the window height (b) shows the curve
representing the distance values d(t) between the corresponding fragments of the
images “covered by the windows” versus the number of steps t = 1, 2, ..., T .

Let the original image have the size of M ×N = 112×92 pixels. Assume that
the initial window height is H = 10. Let us transform the image into an EAN-8
barcode. In total we have T = L · mod sliding steps, where L is the code length
and mod is the interval of smoothing. For the purpose of generating a barcode
in EAN-8 format, the parameter L = 7. The parameter mod � 8, in general, is
chosen from the condition:

T = L · mod ≤ M − H. (1)

The value of T should fall approximately on the lower border of the nose
area (or, in some cases, between the nose and lips). This will exclude the lower
part of the face and thus eliminate the influence of emotion on the stability of
barcode generation. Otherwise it is necessary to increase the size of the source
image in block 1 until condition (1) is met.

Now we define the distance d(t) between the windows:

d(t) = ‖U(t) − D(t)‖,∀t = 1, 2, .., T. (2)

Results of (2) are shown in Fig. 3(a) and they are normalized in block 3:

d(t) = d(t)/max(d),∀t = 1, 2, .., T. (3)

These values are averaged over the time interval of mod, then quantized into
decimal digits from 0 to 9 by means of the scale factor scale:

d̄(l) = f{scale[
mod∑

j=1

d(mod(l − 1) + j)]/mod},∀l = 1, 2, .., T, (4)

where f(.) is the nearest integer value; scale is the scale factor 9 < scale < 10.
The result (4) is shown in Fig. 3(b). This result is transferred from block

3 to block 4 where the final 8-digit barcode is generated. The 8th digit is the
checksum for the first 7 digits from block 4. The lower part of Fig. 3(b) shows
an example of the final barcode.

5 Experiments

The proposed method for generating facial barcodes was tested on images from
the Face 94 database [10]. The first 100 classes with 11 images in each class
were used to generate EAN-8 barcodes. We used 112×92 pixel images in GRAY
format.
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Fig. 2. Calculation of the difference
between gradients and sliding window
coding

Fig. 3. Normalizing and coding
processes

5.1 Test 1

We generated barcodes for the images without any preprocessing and with the
following coding parameters: H = 23; S = 1; T = 56; L = 7; mod = 8;
scale = 9.5.

In Test 1, about 70 % of the barcodes generated for faces of the same class
matched. An example from Test 1 is shown in Fig. 4. The middle column shows
the barcodes derived from facial images of the same class and the phase correla-
tion between the corresponding distance vectors (we an almost 100 % similarity).
We experimented with barcode generation for facial images with different facial
expressions, changes in the eyes (open or closed), mirror reflections of the orig-
inal image, variations in scale, pose, as well as with shadows on facial images
from local lighting. Our results clearly demonstrate that the barcode remains
stable in all these cases.

Fig. 4. Results of generating facial barcodes based on the gradient method
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5.2 Test 2

The purpose of Test 2 was to test the stability of barcode generation against
changes in the brightness of test images. Test 2 used the same parameters as
Test 1. However, in contrast to Test 1, the brightness of the test images varied
from 140 % to 60 % relative to the brightness of the original images in Face94
database. The results of Test 2 are shown in Table 1. It may be noted that when
brightness changes by ±20% relative to the initial brightness, the result is stable.
However, when brightness changes by ±40% relative to the initial brightness,
the number of matching barcodes generated decreases by almost 50 %.

Table 1. Results of the Test 2

6 Conclusion

This paper deals with the problem of generating linear EAN-8 barcodes from
facial images. We discussed the history of the problem and the known approaches.
The proposed method of generating standard type linear barcodes from facial
images is based on using the difference of image brightness gradients. It involves
averaging the gradients into a limited number of intervals, quantization of the
results into decimal digits from 0 to 9, and table conversion into the final barcode.
The proposed solution is computationally low-cost and does not require the use of
specialized image processing software, which makes it possible to generate facial
barcodes in mobile systems. Test results showed that the proposed method is a
new solution for use in real-world practice. It ensures the stability of generated
barcodes for the mirror reflection of the original image, as well as in cases of
scale, pose and facial expression variations and shadows on facial images from
local lighting. Furthermore, the method generates standard barcodes directly
from the facial images, and thus contains information about a person’s face.

Acknowledgments. This work was partially financially supported by the Govern-
ment of the Russian Federation, Grant 074-U01.
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Abstract. A new efficient fingerprint identification algorithm combin-
ing a modification of the Delaunay triangulation minutiae-based hashing
technique for a model dataset, the Maltonian cylinder coding fingerprint
matching method, and MAP-classifier learning procedure is proposed.
Numerical experiments prove the robustness of the algorithm w.r.t. small
perturbations of minutiae data and the sufficiently high level of nat-
ural noising for query fingerprints. Also, performance analysis results
with comparison to state-of-the-art ‘Suprema’ identification algorithm
are presented.

Keywords: Fingerprint identification · Delaunay triangulation · Cylin-
der codes · Pattern recognitions

1 Introduction

For the last decades, the research and development activity in the area of
automatic biometric verification and identification systems is steady increasing.
A variety of biometric technologies have been proposed. Among them are finger-
prints, face, iris, and speech recognition algorithms. Each technology has its own
strength and shortcomings. The main criteria used for the comparative analy-
sis of several biometric technologies are universality, uniqueness (authenticity),
collectability, permanence etc.

The fingerprint biometric technology (also known as dactyloscopy) appears
to be the oldest and the most popular due to its several attractable properties,
among them are high personality and stability of fingerprint images. For a given
finger and a given person, fingerprint is just a digital gray-scale image obtained
from an optical scanner and containing a picture of papillary lines (‘ridges’ and
‘valleys’). Thus, fingerprint verification and identification are special machine
learning problems involving the development of specialized image processing,
segmentation, and analysis algorithms.

It seems that the verification problem has been investigated in details, whereas
the identification problem remains a great challenge for researchers and develop-
ers. Along with performance, scalability becomes one of the first-priority issues
in the development of fingerprint methods.
c© Springer International Publishing Switzerland 2014
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Although, there are known several fingerprint verification systems, which
examine raw fingerprint images using the correlation analysis techniques only,
usually [1] the verification/identification stage is preceded by some feature extrac-
tion one.

Among other feature extraction methods, the minutiae-based technique is
most popular. From the geometrical viewpoint, a minutia is an irregularity point
on a fingerprint image (where termination, bifurcation, or crossover of papillary
lines are observed). The collection of such points on the image plane is called
a fingerprint template. Many different types of modern fingerprint analysis algo-
rithms [1–3] are based on such templates.

Unfortunately, a regular fingerprint image typically contains several dozens
of minutiae and the analysis of all their combinations appears to be computa-
tionally expensive. Several geometric techniques are developed [2] to reduce this
combinatorial complexity, and the the triangulation-based indexing algorithm
for the minutiae set is known as the most promising.

In the paper, a new fingerprint identification algorithm based on the Delau-
nay minutiae triangulation, special type of coding, and MAP-learning classifier
is presented. The main contribution is an original feature-space construction
technique based on partial invariants against some known image transformation
group. Performance of the proposed algorithm is compared with performance of
well-known proprietary ‘Suprema’ algorithm [4], which is supposed to be state-
of-the-art [5].

2 Problem Statement and Related Works

2.1 Verification and Identification Problems

The are two main problems associated with biometric data: verification and iden-
tification. Verification is an one-to-one (matching) problem. The goal is to answer
the question Whether this person is who he (or she) claims to be? Every verifi-
cation system implies two stages: enrollment and query. When a system enrolls
a person for the first time, in addition to the fingerprint images, some auxiliary
data (e.g. name, photo, passport or driver’s license id, etc.) are captured as well.
When a person returns, he (or she) should present these complementary data
along with the new fingerprint; the system just validates them. The verification
problem is well-known. Therefore, the main goal of any research in this field, is
to improve the performance of the algorithms in the following directions: finger-
print image enhancement and machine learning procedures based on detected
minutiae.

Image enhancement algorithms are designed to improve the overall qual-
ity of fingerprints, thereby simplifying further minutiae detection procedures.
The modern approach to fingerprint image enhancement is based on the gen-
eral scheme proposed in famous paper [6] and is followed by many researchers
[7–10]. According to this scheme, before the analysis, a fingerprint is segmented
into regions of three types: well-defined, where ridges and valleys are clearly
separable and minutiae can be easily detected; recoverable corrupted, where
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ridge-valley texture is corrupted but can be interpolated with a sufficiently
high accuracy on the basis of neighboring areas; and unrecoverable corrupted
regions. The goal is to improve the quality of recoverable regions and remove
all unrecoverables. The enhancement procedure consists of the following stages:
preprocessing (normalization, sharpening etc.), orientation field estimation, fre-
quency image constructing, region mask building, and adaptive filtering (using
several Gabor-like local filters).

Most modern matching algorithms [1] are centered on the geometrical align-
ment between previously detected minutiae (from query and model fingerprints)
and constructing geometric (partial) invariants with respect to a given plane
transformation group.

On the other hand, biometric identification systems answer the question Who
is this person? The required answer should depend solely on the fingerprint
image presented. At first glance, this problem can be reduced to the appropriate
sequence of the verification problems. Indeed, at the enrollment stage, a hypo-
thetic identification system can just memorize fingerprint data obtained from
known people constructing so-called model database, and, at the query stage, it
can search this database for most similar entries to the fingerprint in question,
using some matching algorithm as a subroutine. But, this simple scheme has
several shortcomings, and its poor scalability seems to be the most important.

2.2 A Structure of Identification System

From conceptual point of view, any automated fingerprint identification system
(AFIS) consists of two main subsystems. First of them (we call it offline) is
used at the enrollment stage, when a model database is constructed. The second
subsystem identifies of query fingerprints on the basis of this database.

2.3 Geometric Indexing

To give a short description of the first subsystem, it is convenient to use the
well-known black box model. By virtue of any standard minutiae extraction algo-
rithm1, an offline subsystem maps the initial model fingerprint set

I = {Ij : j = 1, . . . , N}
into a family of finite subsets of Z

3
+ (cube of the set of nonnegative integer

numbers). Actually, any model image Ij ∈ I is mapped to the subset

T (Ij) = {(xi, yi, wi) ∈ Z
3
+ : i = 1, . . . , Nj}

that is called a template (see Fig. 1). For any triple, xi and yi coordinates define
a geometric location of the i-th minutia detected on the image plane, and wi is
equal to the confidence level of this detection. So, in the beginning of the first
stage, we have the set B = {Tj = T (Ij)} of templates of the initial images (which

1 We use the open-source algorithm provided by NBIS [14].
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Fig. 1. Fingerprint template based on minutiae extraction

is called a model database). Further, to each pair (Tj , q) we assign a minutiae
subset Tj,q = {(xi, yi, wi) ∈ Tj : wi ≥ q} ⊂ Tj consisting of minutiae filtered by
their accuracy level. In the sequel, we consider projections of these subsets onto
planes Hq = {(x, y, w) : w = q} which are parallel to the coordinate plane xOy.

On the second (online) stage, the query image I is processed (in general)
by the similar way, and the template T = T (I) is produced, after that the final
identification decision is made by the one-to-one matching T with corresponding
candidates subset BT ⊂ B of the model database. Time complexity of this
procedure (for a fixed template T ) is O(M |BT |), where M is the complexity
of the inner matching algorithm. So, the problem is to construct the reducing
algorithm R, which to any T assigns a subset R(T ) = BT satisfying the following
additional constraints.

1. |R(T )| � N = |B|.
2. Let some confidence level α ∈ (0, 1) be given, and let a fingerprint I producing

the query template T belong to some known person and the model database
contains templates produced by another his (or her) fingerprints. Denote the
subset of these templates by B′

T . Conditional probability PT of the event
B′

T ∩ R(T ) = ∅ should satisfy the inequality PT ≤ α.

Mathematically, this problem is equivalent to the construction problem of
the efficiently computable mostly powerful test statistic of the significance level
α for the null hypothesis ‘known person’. For any query template T , the test
produces a subset Rα(T ) of candidates for the subsequent one-to-one matching
(w.r.t. T ).

There are known several approaches to solve this problem. The approach
based on the preliminary clusterization of the model database by the core type
of the initial fingerprint images [1] seems to be the earliest. According to this
approach, at the online stage, the query template is previously classified on the
basis of its core, after that the search can be narrowed to the corresponding clus-
ter. Unfortunately, the number of known core types is small and the distribution
of the real fingerprints (among them) is far from the uniform one.
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Another approach is based on indexing the model database and is supposed
[2] to be more promising. Indexing procedures improve the classical two-stage
identification scheme at the both stages. At the offline stage, the model database
is indexed using some special hash function. At the online stage, the required
subset R(T ) is constructed from the models with the hash values that are most
similar to ones calculated from the query template T .

During the indexing substage, for any model template, several partial invari-
ants (which are values of the geometrical nature that are almost invariant to
a given transformation group on the plane) are computed and quantized. For
instance, if some numerical features f1, f2, . . . , fk of geometrical shapes of some
kind formed by the fingerprint minutiae are used as partial invariants, then for
any model Ti and for any shape S of interest, the record g1(S), . . . , gk(S), ri is
included into the indexing table. Here gj is the quantized value of the feature fj

and ri is a reference to the model Ti. Thus, any model template Ti is transformed
to some finite subset in the k-dimensional indexing space.

The second, query stage starts with computing the same partial invariants of
the template to be identified. The computed k-dimensional vectors are filtered
using some system of additional constraints, which are control parameters of the
algorithm. Further, the remaining vectors are used for searching in the index
table and estimating the posterior probabilities for the models Ti extracted. The
resulting ordered subset R(T ) is constructed from the most probable models
according to their posterior probabilities.

Performance of indexing algorithms is suggested [2] to estimate by correct
index power (CIP).

Suppose, for any respondent (from a given sample), we have a pair (Ti, T
′
i )

of fingerprints obtained from the same finger. Construct the model database B
from the first elements of each pair, and the test database C from the second
(|B| = |C| = N , by construction). The model Ti ∈ B is said to be correctly
indexed by the algorithm R if Ti ∈ R(T ′

i ). Let Nci(R) be the number of correctly
indexed models, then

CIP (R) =
Nci(R)

N
. (1)

It is clear that CIP (R) is a stochastic variable which depends, along with the
algorithm R in question, on the random choice of the initial sample and the pair
(B,C). Nevertheless, its population value can be estimated statistically on some
representative fingerprint sample. In this paper, the well-known ‘NIST Special
Fingerprint Database 4’ [15] is used for such an estimation.

3 Our Results

We start with the description of our partial invariant data structure.

3.1 Partial Invariants

The system of invariants constructed in this paper generalizes the system pro-
posed in [11] and extended in [12,13]. Our system contains quantities that are
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invariant to the rotation-translation-scaling subgroup of similarity transforma-
tion group (on the plane). For a fixed accuracy level q of detected minutiae, to
any template T , the projection Πq(T ) of the set

Tq = {(xi, yi, wi) ∈ T : wi ≥ q}

onto the plane Hq = {(w, y, w) : w = q} is assigned and the Delaunay tri-
angulation [16] of the set Πq(T ) is constructed. The choice of the Delaunay
triangulation method is due to the following reasons

(a) such a triangulation is unique for any nondegenerate finite set on the plane;
(b) the resulting triangulation consists of O(m) facets, which number is sub-

stantially smaller than the number O(m3) of all possible triangles with the
vertices of the given m-point set;

(c) this triangulation can be constructed efficiently, we use the algorithm [17]
with time-complexity O(m log m);

(d) the topological structure of the resulting triangulation is stable [18] w.r.t.
small perturbations of the initial data.

Suppose, a triangle Δ is a triangulation facet with edges a ≤ b ≤ c. To this
triangle, assign the vector ν(Δ) = [α, β, γ] by the formulas α = b/c, β = a/b, and
γ = cos C (here C is the angle opposite to the side c). This vector is invariant
to any translation, rotation and scaling transform on the plane and satisfies the
following inequalities

1
2

< α ≤ 1, 0 < β ≤ 1, −1 < γ ≤ 1
2
.

Suitable discretized (particularly, to distinguish automatically isomer triangles)
these parameters are used at both stages, offline and online.

3.2 Proposed Algorithm

Indexing Stage

Input.

1. Model database B = {Tj : j = 1, . . . , N}.
2. Minimum accuracy level q for detected minutiae.
3. Maximum index values n1, n2, n3.

Output. Set-valued map h : Z
3
q → 2B×D (index table) defined on integer lattice

[0, . . . , n1] × [0, . . . , n2] × [0, . . . , n3]

as follows: any triple (i, j, k) is assigned to the set of pairs (To,Δt), where Tp is
some model template and the triangle Δt is a facet of the Delaunay triangulation
of Πq(Tp) such that the discretized value of the vector ν(Δ) is equal to (i, j, k).
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Identification (Query) Stage

Input.

1. A query template T and minimum accuracy level q for detected minutiae.
2. Index (hash) table h.
3. Length L of the previously constructed hypothesis sample.
4. Threshold values η1, and η2.
5. Discretization parameters σ, n1, n2 . . . for similarity transformations.

Output. A triple (Tp, Pp, Sp), where Tp is extracted model (identification hypoth-
esis), Pp ≥ η2 is posterior probability of its matching with T , and Sp is affine
similarity transform assigning T to Tp. If there is no model satisfying Pp ≥ η2,
then the query template T is rejected.

Scheme. The algorithm consists of two substages: pre-sampling of L most likely
(to the query template) models and the final recognition.

1. Pre-sampling substage
(a) Similar to the considerations above, to any triangulation facet Δt of the

projection Πq(T ) (for the query template T ), an appropriate index cell
(it, jt, kt) and the set h(it, jt, kt) are assigned.

(b) For any triangle δv ∈ h(it, jt, kt), an appropriate similarity transforma-
tion Stv (mapping the vertices of Δt into corresponding vertices of δv) is
computed. The scaling parameter λtv, the cosine cos ϕtv of the rotation
angle, and the translation vector btv are discretized and the correspond-
ing model template Tv is added as an entry to the secondary index table
along with its score. To compute this score we use the angles αi and βi

of papillary lines (w.r.t. cores of the initial fingerprints) at vertices of the
both triangles Δt and δv previously corrected by the angle of their mutual
rotation. The resulting score

Vv =
3∏

i=1

e−(ϕ(αi,βi))
2/σ2

,

where ϕ(α, β) = min{α − β mod 2π, β − α mod 2π}.
(c) Top L (according to gathered cumulative scores) hypotheses are extracted

and ordered by decreasing of their scores (Fig. 2). If first two scores satisfy
the condition V1/V2 > η1, then the query template is accepted and is
assigned to the first hypothesis. Otherwise the algorithm passes to the
second substage.

2. Recognition substage
(a) Let T1, . . . , TL be hypotheses extracted at the previous step. For each pair

(T, Ti), we apply the matching algorithm [19] and compute its matching
score Mi. Thus, we obtain the finite sequence

L = ((Vi,Mi) : i = 1, . . . , L).
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Fig. 2. Query fingerprint S1678 and the most valuable hypothesis F1678

(b) The sequence L is considered as an input to the previously learned MAP
classifier, which searches for the hypothesis T ∗ being a maximizer of the
estimated posterior matching probability η∗. Further, if η∗ ≥ η1, then
the query template T is accepted and is assigned to the hypothesis T ∗;
otherwise it is rejected.

3.3 Learning and Testing

Training (tuning control parameters) and testing of the algorithm were made
on the well-known NIST-4 Special Fingerprint Database, the respectable
testing source for modern fingerprint verification/identification heuristics. By
structure, this dataset consists of 2 K fingerprint pairs, for each of them both
images (denoted by ‘fD1D2D3D4’ and ‘sD1D2D3D4’ for some positive integer
D1D2D3D4) are obtained twice from the same finger.

We use this dataset for solving the following additional problems.

1. Proving the stability of the proposed indexing scheme w.r.t. small perturba-
tions of the initial data, such as addition (deletion) of minutiae and modifi-
cations of their geometrical locations.

2. Discretization parameters tuning for primal and secondary indexing tables.

According to statistical reasons, the accuracy level for detected minutiae is
fixed to q = 64. In both problems, the subset the initial dataset consisting of
1923 (96 %) (f-image, s-image) pairs, where f-image produces a template with at
least 50 minutiae, is chosen.

Proving the Stability. This kind of testing proceeds on the special synthetic
dataset obtained from the mentioned above NIST-4 database. According to the
well-known “white noise” model, to any f-image from the initial dataset, several
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Fig. 3. CIP-index for σ = 3 and r = 1.5

perturbed models are assigned. For each perturbed model, the geometrical loca-
tions of the minutiae are modified by the rule x′

i = xi + ξi, y′
i = yi +ηi, where ξi

and ηi are i.i.d. N(0, σ2) random variables. For an additional parameter r ∈ [1, 2],
a minutiae (x′

i, y
′
i, wi) is included to perturbed template iif ξ2i +η2

i ≤ r2σ2. Thus,
to any initial model template a 20-element perturbed sample is assigned.

Further, at the indexing stage, the initial templates are used as models
and each perturbed template is identified by the algorithm proposed. Obtained
numerical data confirm the known theoretically proved [18] stability result. Par-
ticularly, for σ = 1 and r ∈ [1.5, 2] (from 33 % to 13 % of excluded minutiae
in average), 100 % perturbed templates are classified correctly within L = 1.
Increasing σ leads to increasing of the L-value, as expected. But the stability
of the entire algorithm remains high. For instance, for σ = 3 and r = 1.5, the
CIP-value for L = 1 is 77 %, and for L = 10 (0.5 % of the initial database), the
more then 89 % (Fig. 3).

3.4 Tuning and Final Testing

For training (parameter tuning) a subset of 430 (21%) fingerprint pairs is used,
where f-image possesses at least 100 minutiae of accuracy level 64, while the
complement of this subset (to the entire dataset) is taken as a test sample. At
the training stage, the parameters are tuned by several local search heuristics.
The optimal values of parameters are 8× 8× 8 for the primal index table (hash)
and 17 × 17 × 17 × 47 for the secondary (Fig. 4). To learn the MAP-classifier,
the well-known k-fold cross-validation heuristic was applied.

To estimate the overall performance of the proposed algorithm, we conduct
a comparative numerical experiment on the real fingerprint dataset provided by
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Fig. 4. CIP-analysis of several local search heuristics

Prosoft Ltd. [20]. The performance results measured for ‘Suprema’ algorithm
(on the same dataset) are taken as a baseline (Table 1). Following the well-
known approach [1] to the comparative performance evaluation of identification
algorithms, for each quality level q of query fingerprint images, parameters of
both algorithms are tuned so that they have the same level of False Accept Rate
(FAR). Further, the value of False Reject Rate (FRR) is used as an assessment
of the algorithm’s performance (for a given q).

Table 1. Comparative analysis of the proposed (the first line) and Suprema (the
second) algorithms w.r.t. the quality level q of model and query fingerprints

q > 0 % q > 60 % q > 70 % q > 80 % q > 90 %

FAR FRR (%) FAR FRR (%) FAR FRR (%) FAR FRR (%) FAR FRR (%)

0,00 35,41 0,00 33,10 0,00 27,02 0,00 18,52 0,00 11,48

35,80 30,70 26,08 22,40 18,72

0,06 33,30 0,19 30,85 0,14 26,03 0,10 18,11 0,26 10,97

32,75 28,47 25,33 20,321 16,97

0,17 32,35 0,25 30,17 0,21 25,82 0,21 17,90 0,77 10,46

30,20 27,69 24,53 18,47 15,54

0,35 31,76 0,43 29,80 0,28 25,32 0,31 17,49 1,02 10,20

28,32 26,12 23,17 16,99 14,92

0,41 31,18 0,56 29,42 0,50 24,54 0,41 17,28

26,13 25,37 22,76 16,12

0,94 30,12 0,99 27,31 0,64 23,97 1,03 16,36

25,02 24,23 20,98 15,39
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4 Discussion

A comprehensive comparative analysis of several known indexing techniques for
fingerprint identification problem is presented in [2]. The algorithm with 85 %
CIP value for L = 0.1N is recognized the optimal among them. The index-
ing scheme used in this algorithm is based on considering all possible triangles
with vertexes in minutiae locations, and time-complexity of its online stage is
O(Nm3). Our method has CIP value of 82 ± 5% for the same L, while its time-
complexity is O(Nm log m) thanks to the Delaunay triangulation technique.

As shown in Table 1 for poor quality fingerprints, the identification perfor-
mance of the algorithm ‘Suprema’ exceeds the performance of the proposed
algorithm. At the same time, the proposed algorithm is essentially better when
identifying fingerprints of good quality.

5 Conclusions

A new fingerprint identification algorithm combining the Delaunay triangula-
tion indexing, cylinder minutiae coding, and MAP-learning is presented. By the
numerical evaluation it is proved that performance of the proposed algorithm
is similar to ‘Suprema’ algorithm, which is recognized as state-of-the-art in the
fingerprint identification. ‘Suprema’ exceeds the proposed algorithm on finger-
prints of low-level quality. Therefore, it seems possible that integration of the
proposed algorithm with the more advanced image enhancement techniques can
improve its overall performance.
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Abstract. This article presents an approach to the automatic generation of open
cloze exercises that are based on real-life English texts. The exercise format is
similar to the open cloze test used in Cambridge certificate exams (FCE, CAE,
CPE). Two experiments were conducted to evaluate the usefulness on the
machine-generated exercises and compare them with authentic Cambridge tests.
The experiments showed that the generation method used was quite effective.
With some customization, the presented method can be applied to generating
similar exercises based on texts written in other languages.

Keywords: Exercise generation � Open cloze � Language exercises �
Computer-assisted language learning (CALL) � English as a foreign language
(EFL)

1 Introduction

Vocabulary and grammar exercises are widely used in teaching English as a foreign
language (TEFL), but creating them manually is time-consuming and expensive. In
response to this, many methods for the automated generation of language exercises
have been proposed in the past two decades. These solutions rely on various NLP tools
and techniques and can produce different types of exercises.

This paper presents an effective approach to the generation of text-based open cloze
exercises similar to those used in Cambridge certificate exams (FCE, CAE and CPE).
The method used is simple and does not rely on any sophisticated NLP tools, yet it is
powerful enough to generate realistic and useful exercises. In fact, as shown in the
evaluation section of this paper, experienced EFL instructors find it somewhat difficult
to tell the difference between exercises generated with the help of the method presented
here and authentic Cambridge tests.

In the most general sense, the cloze is a test of language ability or reading com-
prehension, which is created by removing certain words from a text. The gaps are to be
filled in with appropriate words. In the open cloze, the test-taker is to guess the suitable
words from the context, without seeing any multiple choice options. It may therefore
be a challenging task, requiring a deep understanding of language structure [1, 2].
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DOI: 10.1007/978-3-319-12580-0_14



Although the open cloze may be of different varieties [2], the approach presented in
this paper is aimed at the generation of exercises1 emulating the open cloze test used
in Cambridge certificate exams (FCE, CAE and CPE). In this test, “[t]he focus of the
gapped words is either grammatical, such as articles, auxiliaries, prepositions, pro-
nouns, verb tenses and forms; or lexicogrammatical, such as phrasal verbs, linkers and
words within fixed phrases” [1].

The reasons for choosing the Cambridge open cloze as the target exercise type are
the following:

1. Cambridge certificate exams are well-established and highly regarded, and they
tend to emphasize a close relationship between teaching and testing [3]. Open cloze
exercises are a useful stimulus in integrated reading, writing and vocabulary
instruction [2].

2. This exercise type largely focuses on using function words in English, an analytic
language. These may be difficult for learners to master and often require extensive
practice. This is especially true for learners whose mother tongue (L1) differs from
English in its structure. For example, Russian learners typically struggle with
English prepositions, auxiliary verbs and articles, which either work very differently
or are not altogether found in their L1. The open cloze may therefore be a helpful
tool for practicing the use of function words.

The method discussed in this paper is part of a larger system developed by the author,
called ELEM (English Language Exercise Maker), which is aimed at generating
English vocabulary and grammar exercises of various types based on real-life texts.
Being able to use arbitrary texts (e.g. news articles, blog entries, film reviews etc.) for
generating exercises gives the user a lot of freedom in choosing interesting and relevant
material. Research has shown that learners’ motivation can be improved by tailoring
texts to their interests [4].

This paper is structured as follows. Section 2 discusses related work. Section 3
describes the method of generating open cloze exercises used in ELEM. Section 4
reports on an evaluation of the exercises generated. Section 5 concludes and outlines
future work.

2 Related Work

Some recent research has been conducted with a view to facilitating exercise creation.
Among the more general solutions are multi-domain exercise or test generation sys-
tems, e.g. [5–7], as well as authoring tools, e.g. Hot Potatoes,2 MaxAuthor3 and others.

There are also several systems that are designed for generating exercises of one or
more specific types to aid learners of the supported language(s). Exercise types include

1 Or tests, depending on whether they are used for practice or assessment; for simplicity, they will be
referred to as exercises.

2 http://hotpot.uvic.ca/
3 http://cali.arizona.edu/docs/wmaxa/
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reading comprehension questions [8], morphological transformation [9–13] error cor-
rection [10], finding related words [14], shuffle questions (putting words in the right
order to form a correct sentence, adding appropriate inflections and/or function words)
[15], translation [16], grammatical or lexico-grammatical open cloze (fill-in-the-blank
without multiple choice) [12, 13, 15], and, probably the most common, multiple choice
questions or cloze tests [10, 13, 17–20]. All these are language exercises, unlike, for
example, open cloze tests checking students’ factual knowledge [21].

As mentioned before, this article will focus on a specific exercise type, the open
cloze that tests the learner’s language proficiency. The majority of the solutions listed
above concentrate on other exercise types, with the exception of KillerFiller, an
exercise-building tool that is part of the VISL project4 [12], the gap-filling activity
maker in the VIEW project5 [13], and GramEx [15]. It is important to outline the
principal differences between these systems and the method presented in this paper.

KillerFiller supports multiple languages including English. It extracts sentences
from annotated corpora, replacing words of a given part of speech with blanks that the
user has to fill in. At the time of writing, five word classes are available: verbs,
adjectives, prepositions, adverbs and nouns. Open cloze exercises are only generated if
the user chooses prepositions; in all other cases the lemma of the target word is given
next to the blank, in which case the focus of the task is on morphological transfor-
mation. When prepositions are chosen as the target word class, they are simply
removed from the sentence and replaced with gaps. Often, there is arguably not enough
context for guessing correctly.

VIEW is an ICALL tool for enhancing authentic web pages in English and some
other languages. It uses a blend of state-of-the-art NLP techniques: tokenization,
lemmatization, morphological analysis, part-of-speech tagging, chunking, and parsing.
VIEW can transform authentic web pages into language exercises. One of the sup-
ported exercise types is a fill-in-the-blank activity, where the user first selects the
language phenomenon to practice (e.g. articles, determiners, gerunds vs. infinitives
etc.). After providing a URL, the user proceeds to the enhanced version of the web
page, where he/she is to fill the blanks made by VIEW. The system removes some of
the words representing the target language phenomenon that are found on the page. The
resulting activity is effectively an open cloze if the user has chosen one of the fol-
lowing: articles, determiners, phrasal verbs or prepositions.

GramEx is a framework for generating grammar exercises in French that are sen-
tence-based. Unlike in KillerFiller, however, the sentences are not extracted from a
corpus, but generated automatically in a strictly controlled way. Like in the two sys-
tems discussed above, the user first specifies the target word category or a more specific
language phenomenon such as ‘adjectives that precede the noun’. Open cloze exercises
are generated if either prepositions or articles are selected. The resulting sentences are
very simple, e.g. “She loves small armadillos.” This may be seen as an advantage for

4 Visual Interactive Syntax Learning, http://beta.visl.sdu.dk/.
5 Visual Input Enhancement of the Web (http://sifnos.sfs.uni-tuebingen.de/VIEW/), an extension of
WERTi, or Working with English Real Texts interactively (http://sifnos.sfs.uni-tuebingen.de/
WERTi/).
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elementary or pre-intermediate learners of French; on the other hand, higher-level
learners might find the exercises too repetitive and not challenging enough.

The approach presented in this article is different in that:

1. It is developed specifically for English, and is quite language-specific. However,
similar principles may be applied to the generation of this type of open cloze
exercises in other languages.

2. The proposed method targets a specific exam format, and may thus be helpful in
preparation for taking FCE, CAE or CPE. For many learners, the open cloze may be
one of the more challenging tasks in these exams.

3. The input for the exercises is plain text files. Thus, the difficulty level of the exercise
does not depend solely on the system settings (e.g. how many gaps to make or
which words to remove), but also on the complexity/readability of the source text.
Tools like Lexile [22] can be used to evaluate texts before generating exercises.

4. The proposed exercises are focused on words of various parts of speech, not only
prepositions or determiners. Among other word classes used are conjunctions,
pronouns, auxiliary and modal verbs, adverbs and particles. Furthermore, these
word classes are not practiced in isolation from one another, but rather in one
combined activity. This makes the task more challenging because of the larger
number of gap-filling options available to the learner.

5. Although the proposed method is quite effective in generating open cloze exercises,
it does not require sophisticated NLP tools such as annotated corpora (VISL), a tree
adjoining grammar, syntactic and morpho-syntactic lexicons (GramEx), or even
morphological analysis and part-of-speech tagging (VIEW). Therefore, it should be
relatively easy to apply the method to other languages. Moreover, some NLP tools
may simply not be readily available for some languages, although this is obviously
not the case with English.

There is also a web-based cloze generator6 that is somewhat similar to the proposed
solution. It accepts arbitrary English texts as input and produces open cloze tests.
However, much like in KillerFiller, VIEW and GramEx, it removes all words of the
part of speech specified by the user, and the gaps may be very close to each other, e.g.
with prepositions: Michael Hussey picked it ____ ____ ____ ____ and swept that ____
the gap (up from outside off; into). Although the method itself is similar (using a
hardcoded list to replace certain words in the text with gaps) the resulting exercises are
very different from Cambridge open cloze tests in that:

• There is always only one target word category per task;
• The same word forms can be removed from the text multiple times;
• Gaps can be too close to each other, which sometimes makes it hard, if not

impossible, to restore the words.

To sum up, the presented method differs from most existing work in that it effi-
ciently generates open cloze exercises emulating those used in Cambridge certificate

6 http://l.georges.online.fr/tools/cloze.html
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exams, even though it does not rely on advanced NLP tools. The next section will
describe the proposed method in more detail.

3 Generation of Open Cloze Exercises

In the target type of exercise, there is a text of about 200–220 words with a certain
number of gaps7 placed at irregular intervals. Each gap is to be filled in with a single
word. Consider the following example: “It is not unusual for objects only about a metre
or _____ away to become unrecognizable”. The blank in this sentence can be filled in
with so, less or two. In the exam, it is enough for the candidate to give just one correct
answer [1].

An empirical study of 29 FCE, CAE and CPE open cloze tests (408 gaps total) was
carried out to determine what words can be removed. According to the answer keys,
198 unique word forms were accepted as correct fillers of the gaps. While a more
complete list could be compiled from a larger sample of tests, the one obtained seemed
representative enough. Most words on the list were function words. In fact, although
forms of content words comprised about 40 % of the list, they were only used in 8 % of
the gaps. This means that, roughly, in every nine out of ten cases, the test taker was to
make a decision about which function word to use.

Given the dominance of function words in the chosen exercise type, it seemed
possible to use a very straightforward approach to generation. It relies on a predefined
set of specific word forms, rather than all words belonging to a particular class (such as
prepositions) or words used in certain high-frequency combinations (collocation-based
approaches). It is presumed that the target word forms can be ‘safely’ removed from
almost any sentence in a given text. However, enough context should be provided so
that the user would be able to fill in the gap with the missing word or other suitable
words. Two research questions were raised:

1. Is it possible to automatically generate useful Cambridge-like open cloze exercises
from English texts by relying on a static list of target word forms?

2. How similar would the resulting exercises be to open cloze tests used in Cambridge
certificate exams?

Clearly, a robust list of target word forms becomes crucial for this approach. These
are some key characteristics of the list:

– It should be large enough to ensure sufficient variety and difficulty of the generated
exercises.

– The list should mostly contain function words: articles, prepositions, conjunctions,
pronouns, particles and auxiliaries. A handful of modal verb forms can be confi-
dently used too, provided these forms have no high-frequency homonyms in the
English language. This is important because no part-of-speech disambiguation is
used in the presented approach. For example, ‘can’ is not a very good candidate,

7 12 gaps in the FCE cloze and 15 in both CAE and CPE.
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because there is a rather high-frequency homonymous noun in English. ‘Could’, on
the other hand, is perfectly suitable.

– The list should not contain any nouns, adjectives or verbs (except for some forms of
‘be’, ‘do’ and ‘have’ and the already mentioned modal verb forms). A limited
number of adverbs can be used, especially those that are known to be frequently
misused by many learners of English.

After several months of extensive testing with EFL students at various levels of
proficiency in English, 81 word forms (mainly content words) were removed and 29
(mainly function words) added to the list of 198 unique word forms obtained from the
empirical study. The main criteria were word frequency, part of speech and ‘restor-
ability’. The resulting 146 forms are listed below:

a about above after again against ago all although am an and another any anybody anyone
anything anywhere apart are around as at away back be because been before behind being
below besides between but by could despite did do does doing done down during each either
enough every everybody everyone everything few for from had hardly has have having how
however if in into is it its itself just least less many more most much never no nobody none nor
not nothing of off on one only onto or other others ought out over rather regardless same
scarcely should since so some somebody someone something somewhere such than that the then
there therefore these this those though through throughout till to too under until up was were
what whatever when where whereas whether which while whilst who whose why will with
within without would yet

The words on this list are known to cause learners significant difficulty, though in
varying degrees. At the same time, these word forms are restorable if removed from
most sentences. Thus, they can be used to make interesting and relevant gaps, i.e. ones
that are neither too obvious nor too ambiguous.

The list is heterogeneous enough to provide for sufficient variety, and has mostly
high-frequency words, which means that virtually any text can be used as input for
exercise generation. For example, in the previous 29-word sentence thirteen of the
words can potentially be removed, although, naturally, not at the same time:

(1) The list (2) is heterogeneous (3) enough (4) to provide (5) for sufficient variety, (6) and (7)
has mostly high-frequency words, (8) which means (9) that virtually (10) any text can (11) be
used (12) as input (13) for exercise generation.

Replacing any word of the thirteen with a gap, provided there is enough context, would
result in an arguably useful open cloze question.

The exercise generation script was written in Python. It works as follows: the
source text is normalized and tokenized. All words in the text that are on the above list
are marked. Words of at least two characters and written in all capital letters are
skipped to filter out abbreviations. A number of marked words are removed from the
text at random. Note that each unique word form on the above list has an equal chance
to be chosen and can only be used once per text. This is done to ensure that highest-
frequency words such as articles do not dominate the exercise. Also, this is important
for emulating Cambridge tests, where all gapped words in a single cloze tend to be
different.

The removed words are replaced with blanks. The number of words to remove is
specified at the beginning of generation. The minimum distance between the gaps is
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three words, irrespective of punctuation. Thus each gap has a minimum context of at
least six words, which was thought to be sufficient to restore the word in most cases.

Somewhat counterintuitively, this simple and straightforward approach to the
generation of open cloze exercises yielded good results. The evaluation methods used
and results achieved are described in the next section.

4 Evaluation

Exercises generated with the proposed method were extensively used by language
instructors with students at different levels. It was noticed that such exercises can
accommodate any proficiency level, from beginner to advanced. This is largely due to
the fact that the difficulty of the given exercise depends crucially on the complexity
of the input text.

The final version of the solution was evaluated more formally. Two experiments
were conducted to test the quality of the generated exercises and answer the research
questions. The participants were expert teachers of English, all non-native speakers.

4.1 First Experiment

The aim of the first experiment was to evaluate the usefulness of individual gaps.
A random sample of ten article extracts was taken from cnn.com and guardian.com.
The size of each extract was about 300 words. These texts had not been previously used
for exercise generation. One open cloze exercise with 12 gaps was generated from each
of the sample texts using the method described in Sect. 3. The exercises were not post-
edited or modified in any way.

Two expert EFL instructors with a background in preparing language students for
taking Cambridge certificate exams were asked to assess the gaps in the exercises (the
answer key was also provided). The instructors were to answer two questions about
each of the 120 gaps:

1. Can the removed word be restored from the context?
2. Is the gap useful for teaching intermediate learners any relevant aspects of English

grammar or collocation?

Table 1. Expert evaluation of the generated open cloze exercises

Restorable gaps Useful gaps
n % n %

Expert 1 118 98 % 110 92 %
Expert 2 118 98 % 104 87 %
Agreement 118 98 % 106 88 %
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Discussion. As can be seen from Table 1, the experts considered almost all of the
removed words to be restorable from the context. As for the usefulness of the gaps,
the results were predictably worse, but still rather good – about 90 %. The experts
commented that most of the gaps considered ‘not useful’ seemed too obvious for the
target proficiency level.

It seems that for the type of exercise under consideration, there might be an inverse
relationship between the frequency of the removed word and the difficulty of the gap.
However, further investigation might be necessary to confirm this. In any case, better
results could probably be achieved by using multiple lists of removable word forms
tailored to different target proficiency levels. Lists targeting lower level students should
contain higher frequency word forms, and vice versa.

4.2 Second Experiment

The second experiment was aimed at comparing the generated exercises and actual
Cambridge tests. Two open cloze tests from the CAE examinations in 2008 were
randomly selected; these had not been previously used for compiling the list of target
words. The original texts were restored by filling the gaps back in with the help of the
answer keys. When two or more answers for the same gap were given in the key,
the first alternative was always chosen. Open cloze exercises with 15 gaps (the same
number as in the original tests) were automatically generated from the restored texts.
Only one exercise variant was generated for each of the texts. As in the previous
experiment, the exercises were not post-edited.

The two machine-generated and two original activities were given to two groups of
EFL instructors (17 and 16 people). All instructors received identical forms with two
pairs of exercises based on the two source texts. No answer keys were provided;
however, most of the gaps could be easily filled in by comparing the exercises, as the
majority of the gaps did not overlap.8 The experts were told that in each pair of
activities, one was machine-generated and one was an actual Cambridge test. The text
formatting was identical, including the numbering of the gaps.9 The experts were
instructed to answer the same set of questions for both pairs. First, they were asked to
identify the machine-generated exercise, if possible. If they felt they could do it, they
were to give their answer and mark their confidence level on a scale of 0 (not sure) to 3
(very certain). Optionally, the experts were asked to specify the criteria they used to
identify the machine-generated exercise.

There was no time limit for answering the questions. With the first group of 17
experts, the experiment was conducted in a university classroom. The longest it took
for the experts in this group to give their answers was about 45 min. With the second
group of 16 experts, the experiment was carried out by email. The results of the
experiment are presented in Tables 2 and 3.

8 In the first pair, 5 out of 15 gaps coincided (33 %); in the second, 2 out of 15 (13 %).
9 In the CAE exam, the numbering of the open cloze gaps starts from 13.
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Discussion. The results of the experiment show that the machine-generated exercises
look quite similar to the authentic Cambridge tests. Granted, this does not imply that
they are similarly useful, but it is interesting that experienced EFL instructors had
considerable difficulty in differentiating between the two. Indeed, only one of the
participants chose the highest confidence level for his answer (which was correct). As
can be seen from Table 3, although over 60 % of the answers were correct, the
instructors were not absolutely certain about their choices. Only 15 of the 66 answers
were given with a confidence of 2 or higher. Remarkably, only 13 of the 33 participants
were able to correctly identify both of the machine-generated exercises, and only three
of them were ‘almost sure’ of both of their answers (confidence level 2); the other ten
were less confident.

Table 2. Telling the difference between automatically generated exercises and authentic tests
(individual answers)

Expert group 1 Expert group 2 
n Answ.1a Confid.1 Answ.2 Confid.2 n Answ.1 Confid.1 Answ.2 Confid.2 

1 R 2 R n/a 1 R 3 R 1 
2 R 1 W 1 2 R 2 R 2 
3 n/a n/a R 1 3 W 1 R 1 
4 R 1 R 1 4 R 1 R 1 
5 R 1 W 1 5 R 2 R 2 
6 n/a 0 R 1 6 W 1 R 1 
7 R 1 R 1 7 R 2 W 1 
8 R n/a W n/a 8 W 1 W 2 
9 W 2 R 2 9 R 1 R 1 
10 R 2 R 2 10 R 2 W 1 
11 R 2 R 1 11 R 1 R 1 
12 n/a n/a n/a n/a 12 R 1 n/a n/a 
13 W n/a W 1 13 R 1 R 1 
14 W 2 R 2 14 R 1 n/a n/a 
15 n/a 0 n/a 0 15 R 2 W 2 
16 W 1 R 1 16 R 1 R 2 
17 W 1 n/a n/a 

a R and W stand for identifying the machine-generated exercise correctly and incorrectly,
respectively.

Table 3. Telling the difference between automatically generated exercises and authentic tests
(aggregated results)

Correct
answers

Incorrect
answers

No
answer

Correct,
confid. > = 2

Both
correct

Both correct,
confid. > = 2

n 41/66 16/66 9/66 15/66 13/33 3/33
% 62 % 24 % 14 % 23 % 39 % 9 %
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As for the optional question about the criteria used, it was answered by the experts
in 46 out of the 57 cases (81 %) when one of the two activities was marked as machine-
generated. However, no single criterion was consistently used for correct identification.
Although the criteria used for giving 18 out of 41 correct answers (44 %) were related
to the usefulness of the exercises, the same or very similar criteria were sometimes
applied when making incorrect choices (6 out of 16, or 38 %). Both this fact and the
low confidence levels seem to indicate that the machine-generated open cloze exercises
do not look obviously less useful than the authentic ones. Admittedly, it might be
necessary to perform further experiments with more exercise pairs to confirm this.

5 Conclusion and Future Work

In this paper, a simple method for generating open cloze exercises was presented. The
exercises are text-based and are intended to emulate the open cloze tests used in
Cambridge certificate exams (FCE, CAE and CPE). The machine-generated open cloze
exercises are used in the ELEM system together with other types of language exercises
focused on error correction, word formation, using verb forms etc.

The presented method relies on a list of carefully selected word forms that seem to
be restorable from most contexts. Although the method does not use any sophisticated
NLP tools, it seems sufficiently reliable and efficient at generating exercises of the
target type, based on the evaluation described in the previous section. Presumably,
the method can be used for other languages, although it might yield better results for
analytic languages.

The solution described in this paper could benefit from added functionality such as
checking the user’s answers automatically – not simply by comparing them to the
words removed from the source text, but rather by tapping into word co-occurrence
data from corpora. This would make it possible to check if the word given as the
answer could actually be appropriate for the context even though a different word was
originally used in the source text.

Another way to continue this work could be experimenting with high-frequency
content words that form numerous collocations (some examples are: ‘get’, ‘come’,
‘time’, etc.). Occasionally using some content words might possibly make machine-
generated exercises more similar to authentic Cambridge open cloze tests. Also, it
might be productive to use several different word lists to generate exercises of varying
difficulty.
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Abstract. The cornerstone of retail banking risk management is the
estimation of the expected losses when granting a loan to the borrower.
The expected losses are determined by three parameters. The first is
the probability of default (PD) of the borrower. The methods of PD
estimation were studied in detail by previous authors, and the most
common method is credit scorecard development. The second parameter
is exposure at default (EAD). Except for revolving loans, it is known
in advance, it is the current balance (principal amount plus accrued
interests) of the loan. Finally, there is a third parameter that defines the
expected losses. This is the so-called loss given default (LGD) which is in
effect the share of EAD, which is irretrievably lost in the event of default.
This paper discusses several econometric techniques which allow one to
obtain estimates of the LGD parameter.

Keywords: LGD · Survival analysis · Kaplan-Meier estimator · Cox
regression · Beta-regression · Recovery rate

1 Introduction

Banks and financial institutions are taking credit risks in order to make profit.
Despite the rigorous risk management strategies banks face considerable portion
of defaulting borrowers. When the arrears occur it is necessary to carry out
activities aimed to recover the significant part of the defaulted loan.

In order to build a system of effective bad debt collection banks have to
discriminate among the debtors and detect the groups of those who tend to
return the bigger part of the overdue amount and those who will likely give
no repay at all. The problem of finding such groups is reduced to identification
of significant factors influencing recoveries. Having determined which kind of
borrowers pose the greatest risk of no recovery, and (what is more difficult)
having obtained quantitative estimates of this risk, banking analysts are able to
advise on the collection department resources allocation. If expected recovery
rate is too low then bad debts can be sold to third parties. The problem is
particularly relevant at the stage of the so-called late recovery (hard collection),
when the bank is not limited to auto-dialing systems and instant messaging, but
is forced to assign call-centers staff for direct communication with customers,
c© Springer International Publishing Switzerland 2014
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employees for personal contact with the client. In addition, the bank always
faces a dilemma: to continue the collection process internally or to give it to out-
sourcing. If the bank assesses the likelihood of repayment of arrears for some
pool of customers as relatively high, then it is reasonable not to conclude agency
agreements with collectors, because the commission for services of debt collection
can reach more than 30 %. The research of overdue debts can be carried out in
two directions: (1) assess the likelihood of the transition from delinquent state
to healthy state, (2) evaluate the expected amount of income as a percentage of
arrears (recovery rate).

2 Methods Discussion

Traditional and, apparently, the most common way to solve the first problem
is to build a scorecard (collection scoring). Like in the case of PD estimation
(application, behavioral scoring) the scorecard assesses the likelihood of loan full
repayment. The only difference here is target variable definition. The techniques
remain the same: those are relevant variables selection, variables transformation
(e.g. WOE transformation) maximizing the specified criteria, and, finally, binary
logit model calibration. Two important and significant limitations of the method
should be mentioned. First, in order to build and validate the model there must
be the evidence that an event has occurred or not (in this case, the return from
the delinquent status). Therefore analyst must have a dataset containing a sam-
ple of closed loans (full repayment took place) and a sample of written-off loans
(loan did not return to a healthy state). Meanwhile the active loans with current
delinquent status fall out of the sample, since the event of recovery (as well as
no-recovery) are not yet determined. This case is highly undesirable, as soon
as excluded observations also carry information. Such situation applies to the
known problem of right-censored data. In other words, the logit model is not
designed to work with censored data. This limitation is less painful for large
banks, because the history of the portfolio has more than enough observations.
But for small and medium-sized banks which find themselves in process of grow-
ing its loan portfolio, when the maximum age of the loans reaches only 12–18
months, reduction in the sample size is impossible. Processing the censored data
in this case is an inevitable necessity.

Second, collection-scoring answers the question, how likely this loan is going
to return from the state of delinquency. However it does not aim to answer
when it is going to recover. Therefore, time aspect remains out of focus. Indeed,
scoring can answer the question, whether there will be a return within a specified
period of time (usually 12 months), but at what point the transition takes place is
unknown. So, collection-scoring does not assess the density distribution function
of the moments of recoveries. In this paper, we use survival models (or time-
to-event models) as a tool to analyze the repayment of arrears. This branch
of statistics was developed in the second half of the XX century. The milestone
works are the work of Edward Kaplan and Paul Meier (1958, [1]), Weibull Vallodi
(1961, [2]), and David Cox (1972, [3]). Survival analysis is used primarily in the
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medical and sociological research. For example, one can verify the effect of certain
therapy when patients are divided into those who receive treatment and those
who receive placebo. In sociology this tool is used to investigate what factors
influence the duration of staying unemployed. The duration of life is understood
as time spent in the unemployed state, and “death” is defined as getting the
job [4]. However, in credit risk management survival analysis techniques are also
applicable. First of all, this is alternative way to estimate PD, when the lifetime
is treated as duration of a loan without overdue (or without overdue more than
X days), while the “death” refers to falling into default (Lyn C. Thomas et al.
[5]). We can find other applications of survival analysis that are not connected
with credit insolvency. In Stepanova et al. [8] they consider the fact of the loan
early repayment. This phenomena is less painful for banks in comparison with
default but still not desirable. Our approach is close to Jiri Witzany et al. [9].
However, we do not equate the LGD parameter with the survival function of
the loan. We would rather consider survival function as a way to assess the
proportion of the defaulted loans which are not fully recovered up to the point
in time. LGD modeling is also used within small and medium enterprise (SME)
segment. The relevant work is Sudheer Chava et al. [10] where LGD is estimated
using survival analysis techniques. In contrast, we focus on retail segment loans,
and the set of predictive variables is primarily socio-demographic characteristics
of the borrower.

3 Concepts of Survival Analysis Models

Suppose we have a sample of n objects, each is defined as a random variable,
i.e. lifespan: T1, T2, ..., Tn. The object is called right-censored, if its real lifespan
is yet not known. For example, the object has been living for 2 years, and the
researcher does not know how long it will live more. So, the observed lifespan is
less of equal to the real lifespan. Thus, due to the right censoring, the researcher
does not observe real lifespans T1, T2, ..., Tn, instead he observes the minimum
of the real life and observed (Xi,Di), i = 1, 2, ..., n:

Xi = min(Ti, Ci) (1)

where Ci is a real lifespan

Di =
{

0 the subject is censored, i.e. Ci < Ti

1 otherwise (2)

But we are interested in characteristics of the initial series distribution.
Namely, f(t) is a lifetime density function, F (t) is a lifetime distribution function,
S(t) = 1−F (t) is a survival function, h(t) is a hazard function. Survival function
answers the question about the probability of lifetime greater than t. i.e.:

S(t) = Pr(T ≥ t) (3)
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Hazard function (force of mortality, or the failure rate in engineering) is by
definition:

h(t) = lim
dt→0

Pr(t ≤ T < t + dt|T ≥ t)
dt

(4)

where T is duration of life, in our case, this is time spent in the delinquency
state. It is assumed that the fact of censoring does not depend on the lifetime
and performance of any subject. This is a realistic assumption, since censored
subjects are in the banking collection are active loans. Under this assumption
one can show how lifetime functions are related:

h(t) =
f(t)
S(t)

(5)

In its turn, the survival function can be expressed in terms of the hazard
function:

S(t) = exp− ∫ t
0 h(s)ds (6)

Survival analysis models are aimed to obtain estimates of the last two
functions.

4 Description of Data and Analysis

In our case, the object of the study is the delinquency higher than 30 days. The
loan is considered to be in a state of delinquency until the borrower repays
(a) the overdue principal amount, (b) overdue interests, (c) penalty for each day
of delay in installments. Under the lifetime of the subject we mean duration
of the delinquent status. Under the “death” of the subject we will understand
full recovery, i.e. loan returning from delinquent to healthy status. It is still a
question about the interdependency between consequent delinquencies within
a single loan. For example, it is possible that if the loan falls into arrears for
the third time, then it is highly unlikely to get any recovery. In this paper, this
dependence is not modeled. Thus, if the loan had several cases of delinquency,
their durations were considered to be independent random variables. In this
paper we consider the auto-loan portfolio of one of the top-20 Russian banks. The
loans were issued within 2010–2012 years. Due to the non-disclosure agreement
the details are confidential. The sample consists of 1370 cases of delinquency.
So, written-off, closed and still active loans are all presented within the dataset.
If the delinquent loan is active then the observation is right-censored. Analysis
of repayment of arrears was conducted within the software package STATA1.
Despite the SAS high prevalence in the banking sector, the choice was made
in favor of the package STATA due to availability of datamarts (no need to
manipulate the data), as well as easier syntax of the STATA package2.

1 Seminar on time-to-event analysis is available at http://www.ats.ucla.edu/stat/
stata/seminars/stata survival/.

2 The similar seminar but within SAS framework can be found at http://www.ats.
ucla.edu/stat/sas/seminars/sas survival/.

http://www.ats.ucla.edu/stat/stata/seminars/stata_survival/
http://www.ats.ucla.edu/stat/stata/seminars/stata_survival/
http://www.ats.ucla.edu/stat/sas/seminars/sas_survival/
http://www.ats.ucla.edu/stat/sas/seminars/sas_survival/
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The variables that were significantly affecting the repayment of arrears, are
given in the appendix [Table 2].

The first thing to do before going on to multivariate regressions is to check
the relationship between the delinquency duration and variables separately. Non-
parametric survival function estimation (Kaplan-Meier estimator) suits well for
this task. The evaluation does not require any assumptions about the distribu-
tion function of the delinquency duration. The estimator assesses the probability
that the duration of the installment delay exceeds t days:

Ŝ(t) =
∏

ti≤t

ni − di

ni
(7)

where ti is a moment in time at which the full recoveries were observed, ni -
number of loans, which preserve the delinquent status at time ti less censored
observations at this point, and di - the number of loans, returned into a healthy
state at time ti. Kaplan-Meier estimates can be constructed within different
groups, by maturity, loan amount, and other characteristics of the borrower.
Survival functions graphs can be found in appendix [Figs. 2, 3 and 4]:

Long flat tail of survival function shows that after being one year in the state
of delinquency the probability of returning to a healthy state is almost zero.
Further, note that the probability of exit from the delinquency state is 5–6%
lower for men than for women. The same effect is observed for unmarried versus
married borrowers. Parallelism of survival curves show the proportionality of risk
that allows one to build multiple regression model in which the effects will be
evaluated simultaneously. For this we use the semiparametric Cox model. Cox
regression estimates the hazard function, suggesting that it depends on factors
as follows:

h(t|X) = h0(t) expXβ (8)

where h0(t) is an arbitrary function (baseline hazard), X are factors and β is
the vector of coefficients. The model is semi-parametric, since there is a function
that is not a priori given, but on the other hand still there are parameters to be
estimated. After evaluation of the extended model some insignificant variables
were excluded, and eventually the model took the following form (Fig. 1):

The coefficients in column Haz.Ratio show how many times the hazard func-
tion will increase when the regressor in its turn increases by one. Since many
variables (such as education, type of loan, sex) are discrete, the coefficients indi-
cate how the hazard functions differ between the groups. So, if the loan is of
the third type, at any point in time “risk” of exiting the delinquency state is
up to 2.53 times higher compared to the first type of loan. If the borrower has
more than one child, the “risk” to leave the state of delinquency increases in 1.14
times. The difference between the borrower with higher education and complete
secondary is 1.3 times. Alternative way of lifetime estimation is presented by the
parametric methods. The most popular is the use of the lognormal distribution
function, as well as the Weibull distribution. Parameters distributions are esti-
mated within likelihood maximization method. For brevity, we give a report on
a model constructed for the lognormal distribution:
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Fig. 1. Cox regression model output in STATA

The distribution of the delinquency duration is defined as follows:

ln T ∼ N(Xβ, σ) (9)

Coefficient sign shows the direction of delinquency duration change, due to
the change in corresponding factor per unit. Coefficients themselves can be used
to construct the probability of loan remaining in delinquency state in the next
predetermined time interval:

Pr(T > t0 + δt|T > t0) =
N(Xβ

σ − 1
σ ln t0 + δt)

N(Xβ
σ − 1

σ ln t0)
(10)

t0 is time (in days) since loan has fallen into delinquency. Using this formula,
for instance, one can calculate the probability of remaining in a delinquent state
within the next 30 days for specific borrowers.

5 Recovery Rate Estimation

To solve the second problem, set at the beginning of the work, namely recov-
ery rate estimation, we will use the beta-regression (Silvia et al. [6]). However,
there is a sufficient restriction of the beta regression: censored data cannot be
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processed. The density function of the random variable having a beta distribu-
tion is defined as follows:

f(z, β, γ) =
Γ (β + γ)

Γ (β) + Γ (γ)
zβ−1(1 − z)γ−1 (11)

And in case of regressors:

f(z, β, γ,X) =
Γ (Xβ + Xγ)

Γ (Xβ) + Γ (Xγ)
zXβ−1(1 − z)Xγ−1 (12)

In this formula β and γ are now coefficient vectors. The distribution is used
in the analysis of a continuous variable strictly limited by 0 and 1. Since the
problem of estimating the probability of full recovery from delinquent to healthy
state was considered in the first part, we will focus on those loans, which showed
only partial recovery. Its distribution is bimodal around zero and unity: that
means that in most cases the debtor either completely pays back, or nothing at
all (Table 1).

Table 1. Beta regression output in STATA

The report shows that in our sample, there are 531 observations with recovery
rate strictly within the limits of zero and one. If full and zero recovery cases are
added then the sample makes a total of 900 observations. It is less than 1370
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delinquency cases in the original sample because beta regression does not handle
censored data. When estimating the parameters of these observations have to be
ruled out. Only significant variables were left in the regression model. Coefficients
are used to build up the distribution of recovery rate (rr), conditional on the
characteristics of the loan:

Pr(rr ≤ z|X) =
∫ z

0

f(s, β̂, γ̂,X)ds (13)

From this the expected recovery rate for the loan can be determined as:

E(rr|X) =
∫ 1

0

sf(s, β̂, γ̂,X)ds =
Xβ̂

X(β̂ + γ̂)
(14)

For example, one can analyze the differences in the context of the loan types.
Indeed the first type loans pose a greater risk of low recovery, rather than the
third [Table 3]:

6 Conclusion

We provided the analysis of bad debts in terms of the temporal structure of
recoveries. The probabilities of full repayment can be assessed within different
groups of borrowers with the help of non-parametric methods such as Kaplan-
Meier estimators. They not only help to avoid any assumptions about the density
functions but also visualize the result in a comprehensive way. More detailed
interconnections between repayments and borrowers characteristics are revealed
by Cox proportional hazards model. Finally, the loans which showed only partial
recovery were analyzed with beta regression. The described techniques allow one
to discriminate bad debtors into groups with high versus low recovery rates. This
provides the instrument for efficient debt collection process, when bank focuses
primarily on the defaulted borrowers who are likely to pay back. Meanwhile,
the portfolio of bad loans with low expected recovery rate can be sold to third
parties and collection agencies. In our further research we would like to analyze
factors that determine recoveries using concept-based learning [7].

Acknowledgments. Author would like to express his gratitude to Ivan Medvedev,
Head of Retail Risks at RN Bank (former RCI Banque representative office) for being
a guide in the world of banking risk management.
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Appendix

Table 2. Variables influencing the recovery rate

Variable Block Description Possible

values

Transcript

Age Borrower Age N In full years

sex enc Sex 1 Male

0 Female

marital status enc Marital Status 1 Single/Married

0 Other

education enc Education 1 (B) Complete secondary

education

2 (C) Incomplete higher

3 (D) Higher

4 (E) Two or more higher

5 (F) Academic degree

num depend Number of

dependents

N

is estate enc Availability of real

estate owned

1 Yes

0 No

company type enc The employer Type of company 0 Without state

participation

1 With public

participation

company age Age of N

company count staff Number of

employees

N

credit sum Loan Amount of credit N In the rub

credit period Term N In months

perc sum Principal debt /

original loan

amount

0 to 1

Type Specific loan

classification

adopted in the

bank

1 Not associated with

the loan price

parameters

2

3

Table 3. Differences in recovery rate between two types of loan

Client X Client Y

age 25 25

credit period 24 24

perc sum 20 % 20 %

Type 1 3

Expected rr 22.6% 44.4%
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Fig. 2. Survival function within groups by education

Fig. 3. Survival function within groups by sex
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Fig. 4. Survival function within groups by loan amount
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Abstract. A method for conceptual maps construction is presented and
applied to Business domains. A conceptual map is a graph, where nodes
stand for domain specific concepts and edges connect associated con-
cepts. The conceptual map reveals and visualises logical associations
between concepts, which exist in the collection of texts, used to con-
struct the conceptual map. Preliminary work on conceptual map analysis
is suggested.

Keywords: Conceptual map · Text analysis · Annotated suffix tree ·
Text visualization

1 Introduction

Computational methods for text analysis are one of the main tasks of modern
computer science. Logical associations between key phrases is one of the most effi-
cient methods for solving these tasks. We construct logical associations according
to their cooccurrence frequencies in the text collection. We use a method, devel-
oped in the “Method of text analysis and visualization” research group under
guidance of prof. B. Mirkin (grant 13-05-0047 of Academic Fund Program). This
method outputs a graph of relations between key phrases. Such a graph is a sort
of conceptual graphs introduced in [1]. A conceptual graph is a directed graph,
where every node is labeled with a concept presented by a key phrase. The edges
of the conceptual express logical associations. In our case, the edge from node
A to node B shows that the concept A most likely implies the concept B. Let us
address such kind of graphs as conceptual maps.

Given the collection of texts, we can construct a conceptual map. This map
will represent relations in this collection [2,3]. Conceptual maps in a number of
domains:

– exploration tool of student essays and tests [4];
– text representation model used in categorisation task [5];
– text visualisation tool [6].

c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 163–168, 2014.
DOI: 10.1007/978-3-319-12580-0 16
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Our conceptual maps have general purpose: they show concepts and logi-
cal associations between them and can be considered as a visualisation of text
collection. By now we limit our experiments only to case of one-to-one logical
associations, since:

– even this oversimplified case gives enough material for examination and inter-
pretation;

– this case is easier for visualisation.

Below the method for conceptual maps construction and several problems in
work are presented.

2 Method for Conceptual Map Construction

A conceptual map is built for the twofold dataset. It consists of the list of key
phrases and the text collection, taken from the same domain. We consider only
those key phrases that are formulated by a human expert. Existing unsupervised
methods of multiword key phrase extraction give rather poor results. Super-
vised methods require some efforts and are not the point of this research [7,8].
Key phrases represent concepts, which are important for a specific domain. The
method is based on the procedure of scoring “key phrase to text” relevance. In
this work we use the annotated suffix tree (AST) scoring to compute key phrase
to text relevance in the same fashion as it is presented in [9]. The main construc-
tion is the “key phrase to text” table, organised as in Table 1. The strings are
key phrases, the columns are texts and the relevance values are put in the cells.
If the relevance value is lower than the given threshold, we suppose the text is
not about this particular key phase. Otherwise, if the relevance is higher than
the given threshold we decide that the content of the text corresponds to the key
phrase. Usually we set up the relevance threshold at the level of 0.2, which makes
up around a third part of the maximum experimental AST relevance value.

Table 1. The template key phrase-to-text table

Text1 Text2 ... Textm

Keyphrase1

Keyphrase2

...

Keyphrasen

Given the relevance threshold we define the set of texts, which are relevant
for every key phrase. Let us denote key phrases as ki, i = 1 : n, and let F (ki)
be the set of texts, relevant to the key phrase ki. Let us consider that the key



Conceptual Maps: Construction Over a Text Collection and Analysis 165

phrase ki implies the key phrase kj , if the number of object which belong both
to F (kj) and F (ki) makes out a significant part of i F (kj):

|F (kj) ∩ F (ki)|
|F (kj)| > r

where r is a confidence threshold and belongs to the (0.5, 1] interval.
Thus we get the structure of logical associations between key phrases and

draw the conceptual map, where nodes are key phrases and edges are logic
associations. Our method reminds of the associative rules framework. However
there are important distinctions between them. Associative rules are discovered
in the whole dataset and require two types of thresholds, confidence and support.
Since we search for connections between pre-defined key phrases, there is no need
in the support threshold.

3 Conceptual Maps of Business Domain

The input dataset consists of:

1. The collection of Russian Wikipedia articles, which belong to Business cate-
gory

2. The set of key phrases, describing current business situation in Russia (for
more details, see [9]) (in Russian)

Wikipedia as theSource of InputData. The Internet encyclopedia Wikipedia
is one of the most popular sources of textual data in applied researches. Wikipedia
is being constantly improved, updated and corrected from mistakes and is covered
by free content licenses. These facts make Wikipedia so much in demand. We devel-
oped a utility that resolves some issues, that everyone faces when extracting data
from Wikipedia, such as cycles in the category tree or little semantic connection of
subcategories to parental categories. The utility works interactively and extracts
the fragments of the Wikipedia category tree. A user enters a starting category.
Than the utility lists all subcategories of this category. It checks whether there
is an already traversed subcategory. If so, this subcategory is excluded from the
list. The user selects necessary categories and the utility traverses them. It stops
working when no subcategory is selected. The utility outputs the category tree and
preprocessed articles from traversed categories.

Wikipedia-Based Conceptual Map “Business”. Firstly we decided to map
every key phrase to a Wikipedia category, but latter we discovered that some
key phrases are too precise and there are not enough articles. So we rested
content with 6686 articles, collected from the “Business” category. We set up
the relevance threshold at 0.1, since the average relevance value was lower than
0.2 and lowered the confidence threshold to 0.7. Such low relevance values were
achieved because of the length of the key phrases that do not occur in Wikipedia
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Fig. 1. The conceptual map of “Business” domain

articles. The resulting conceptual map is presented on the Fig. 1. The Figure is
achieved by means of D3 library [10].

This conceptual map is a bipartite graph of five connected components. It
has 21 nodes. Let us take a look on some of connected components.

Component A. Announcement of IPO requires of any kind of costs, including
R&D costs. Automating manufacturing is not possible without R&D and
makes R&D costs unavoidable.

Component B. Making cost control more effective requires increasing con-
trol over the whole firm or revision of business development plan; both of
these possibilities are not possible without disclosure of financial statements
errors.

Component C. The first level node, “change of the extent of the ownership
concentration” generalises 5 concepts of second level. Perhaps to change of
the extent of the ownership concentration one should take some of these five
actions.

Component D. This component presents a tautologism: “change of CEO” and
“new CEO”.

Component E. This part of conceptual map shows possible consequence of
change of the legal organisational form.

On thewhole, the conceptualmapmightbe interpreted as “action-consequence”
or “goal-action” binary relation. It shows, what consequence entail some action,
what actions should be taken to achieve certain goals. For example, the action
“introduction of automated manufacturing” is followed by the consequence
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“announcement of R&D costs” or “more effective cost control” is the action, “dis-
closure of FS errors” is the consequence. Let us recall that the conceptual map
presents the personal views of Wikipedia users, which are sometimes contradictive
and discordant.

Newspaper-BasedConceptualMap“Business”. Let us compare the “Busi-
ness” conceptual mapped, constructed over the set of Wikipedia articles (Fig. 1),
to another “Business” conceptual map (Fig. 2) of the same key phrases, constructed
over the set of news messages from business newspapers.

Fig. 2. The second conceptual map of “Business” domain

The structure of both conceptual maps looks similar: they do not have cycles
and both are almost bipartite graphs. However, no chains coincide. The newspa-
per conceptual map has one connected component, only 12 nodes. The Wikipedia
conceptual map is more disjoint: it has 5 connected components, comprises 21
nodes. There are more nodes of the upper level in the newspaper conceptual map,
and more nodes of the lower level in the Wikipedia conceptual map. We suppose,
that the maps should be interpreted in different ways: the logical associations in
the newspaper-based conceptual map mean “source-target” relations, while the
logical associations in the Wikipedia-bases conceptual map stand for “action-
consequence” or “goal-action” relations. The conceptual map constructed over
the Wikipedia articles is more of informative kind as the Wikipedia itself. The
conceptual map constructed over the Wikipedia presents the real life picture. To
sum up, we have two conceptual maps that comprise the same set of concepts,
but are constructed over different text collections. Despite of having some visual
similarities they have complete different meaning. It means that conceptual map
is indeed a method for analysing the content of the text collection.
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4 Conclusion

In whole, construction and analysis of conceptual maps seems to be an interesting
idea, to which more attention should be paid. A conceptual map visualises not
only key phrases, but also relations of key phrases inside a huge amount of
texts. The subjects of further development are: automatising of setting both
relevance and confidence thresholds and considering “one to many”, “many to
one”, “many to many” types of association. The way the conceptual map can be
properly interpreted is also an issue to face. To interpret the conceptual map we
need to: (a) adopt several methods for analysing complex graphs; (b) develop a
method for comparing conceptual maps; (c) choose a method for automated key
phrase generation.
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Abstract. This paper describes a method that detects gender of a per-
son by his/her full name. While some approaches were proposed for Eng-
lish language, little has been done so far for Russian. We fill this gap and
present a large-scale experiment on a dataset of 100,000 Russian full
names from Facebook. Our method is based on three types of features
(word endings, character n-grams and dictionary of names) combined
within a linear supervised model. Experiments show that the proposed
simple and computationally efficient approach yields excellent results
achieving accuracy up to 96 %.

Keywords: Gender detection · Short text classification

1 Introduction

The Web is full of user-generated content: a plethora of platforms and technolo-
gies let a user create comments, posts and other types of textual messages. Most
of the time, some information about author of a given text is available. In its
simplest form, an author is represented with a name string, being either a real
name or an alias. While some platforms, such as Facebook and Google+, let the
user indicate gender, age and other information, others, such as Twitter or Web
forums do not. Furthermore, in most of the platforms, only a name string is
required, while other fields, such as gender, can be left unspecified. This is why
often only two things can be used to describe a user: her name string and her
texts.

However, in many cases it is desirable to know more about an author of
a given piece of user-generated content. For instance, in the Internet market-
ing information about gender and age helps to improve targeting of advertise-
ments [1]. In cyber security, user profiling can help track down Internet predators
and assist in investigations of crimes [2]. In information retrieval, sociodemo-
graphic attributes can help customize user search experience and provide more
relevant results [3,4].

All these factors motivate the need for systems that infer gender, age and
other latent sociodemographic attributes of a user. In this paper, we investigate
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 169–182, 2014.
DOI: 10.1007/978-3-319-12580-0 17
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one particular task in this research direction – gender detection. In particular,
we focus on gender recognition of Russian full names. The goal of our method
is to guess gender of a person by her name. Such a technology can be of use
when a true user name is known, but gender was not specified, e.g. for analysis
of Twitter users.

There have been some attempts to propose a method for automatic gender
recognition (see Sect. 2). Major limitations of the prior researches are following:
(i) most of the studies focus on gender recognition using text written by a person,
neglecting full name of a user; (ii) most of the prior works deal with English
language, neglecting particularities of other languages, such as Russian. Indeed,
most researchers have focused on gender detection by text [2,5–10] with some
exceptions, such as [11]. Accuracy of the state-of-the-art approaches in this field
is about 80–90 %. However, in practical tasks higher accuracy is desirable. We
show that one can recognize gender of a person with accuracy higher than 95 %
if a full name is available (it is normally the case in social networks and blogs).

Our work fills the gaps mentioned above, as we study gender recognition
methods for Russian language based on full name of a person. The main contri-
butions of this paper are as follows. First, we show that for Russian language,
the problem is not very difficult. Even a simplest statistical model yields accu-
racy of 85 %. Second, we propose a more sophisticated, yet simple and efficient,
method that is able to recognize gender of a Russian name with accuracy and
precision up to 96 %.

It is possible that some Russian Internet companies, such as Yandex1 and
Mail.ru2 already developed technologies similar to ours [12]. However, to the best
of our knowledge, we are the first to openly describe details of such technology
for the Russian language. A live demo of our method is freely available online3.

2 Related Work

Gender of a text author is often known. This makes it easy to build a training
corpus of articles, blogs or posts labeled with gender tags. Provided that the
gender detection technology has immediate applications ranging from marketing
to cyber-security, no wonder many researchers tried to build supervised models
predicting gender by text.

Koppel et al. [5] describe an approach that identifies gender of an author
of a written document. In this experiment a genre-labeled subset of the BNC
corpus4 was used. The proposed method relies on combination of lexical and
syntactic features and yields accuracy of roughly 80 %. The best performance
in this experiment was achieved by a linear model based on function words and
parts-of-speech n-grams.
1 http://www.yandex.com/
2 http://www.mail.ru/
3 http://research.digsolab.com/gender
4 http://www.natcorp.ox.ac.uk/

http://www.yandex.com/
http://www.mail.ru/
http://research.digsolab.com/gender
http://www.natcorp.ox.ac.uk/
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Goswami et al. [6] describe a gender detection experiment with 9,660 gender-
labeled blog posts from the blogger.com platform. Features used in this
experiment include slang words statistics, sentence length and other stylometric
parameters. The proposed model yields accuracy of 89.3 %.

Mukherjee and Liu [13] propose two novel approaches to gender classification.
The first is based on variable length POS sequences, while the second relies on
automatic feature selection. The authors report increase in accuracy due to these
features from 79.6 % to 88.6 % on a collection of 3,100 gender-labeled blogs from
the blogger.com.

Peersman et al. [2] describe a method for short text classification by gender.
The authors deal with a gender-balanced corpus of messages coming from the
Dutch social network Netlog. The proposed technique relies on an SVM classi-
fier [14] with features based on word/character unigrams, bigrams and trigrams.
The best accuracy score of 88,8 % in this experiment was achieved with a model
based on 50,000 most informative word unigrams selected with χ2 test.

Daniel and Zelenkov [12] performed a statistical analysis of the spoken sub-
corpus of the Russian National Corpus5. It appeared that in public communica-
tion there is a statistically significant difference between the speech of men and
women (men talk more), while the same difference is absent in private commu-
nication. The article also mentions a gender recognition system for written texts
with accuracy “about 90 %” trained on the same corpus.

It is worth mentioning that age and gender prediction have much in common.
First, often researchers tackle two these problems in the same study [2,6,7].
Second, the state-of-the-art techniques for age and gender prediction are fairly
similar. In their simplest form these methods are based on supervised linear
models trained on character and/or lexical unigrams. Nguyen et al. [8] also points
out an interaction between age and gender variables. Furthermore, the authors
study impact of gender on quality of age prediction. For instance, it was found
that age prediction works better for females.

Ciot et al. [9] were among the first to present an experiment on non-English
data. The authors tackled the gender recognition problem of French, Japanese,
Indonesian and Turkish texts. This study revealed that (i) the methods working
well in English yield good results as well for French, Turkish and Indonesian;
(ii) baseline methods provide poor results for Japanese; (iii) language-specific
features can boost accuracy of the baseline approach.

The work of Burger et al. [11] is arguably the one most similar to our research.
The authors proposed a model based on features extracted both from texts writ-
ten by a person and his full name. The study is based on a dataset of 184 thou-
sand Twitter users speaking more than 13 languages. However, Russian-speaking
users were not studied in this experiment. Similarly to other researchers, Burger
et al. used supervised models trained on character and word n-grams. Their
model based on full names achieved an accuracy of 89 %, while the model based
on all text fields of Twitter profile provided an accuracy of 92 %.
5 http://www.ruscorpora.ru/en/

http://www.blogger.com
http://www.blogger.com
http://www.ruscorpora.ru/en/
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Thus, recently gender detection technology received a significant attention in
the literature. Some further related experiments include Rao et al. [10], Rangel
and Rosso [7], Al Zamal et al. [15] and Lui et al. [16].

3 Dataset

We performed our experiments on a dataset of 100,000 names of Facebook users
with publicly available profiles. Each such name string contains first and last
name of a user or whatever information the user inserted into this field instead.
Each name string has a gender label: male or female. We did not consider users
with unknown gender. The dataset was collected with the Facebook API6 from
publicly available profiles of Russian-speaking users. The dataset contains both
names written in Cyrillic and Latin alphabets, e.g. “Alexander Ivanov” and its
Cyrillic equivalent .

Figure 1 lists the most frequent names and surnames in the dataset. Here and
below we present transliterated versions of Cyrillic characters. In our experiment,
we considered the first token of a name string as a given name and the second one
as a surname. It is clear from the table that in Russian language: (i) information
about gender is encoded in the endings; (ii) there is a gender agreement. For
instance, “Alexandr Ivanov” is a man’s name, “Alexandra Ivanova” is a woman’s
name, and “Alexandr Ivanova” is an ungrammatical name.

While our dataset represents a significant number of common Russian names,
some rare names are under-represented. For instance, the female name “Oksana
Kim”, is a relatively rare, but a perfectly valid female name. Yet, it is not present
in our dataset (see Fig. 1). However, there are 745 people with the first name
“Oksana” and 70 persons with the last name “Kim”.

In order to assess difficulty of the gender recognition task, we analyzed
endings of first and last names in a sample of 10,000 objects. In this context,
an ending is a substring composed of last two characters of a first/last name.
According to this experiment, 72 % of first names and 68 % of surnames have
typical male/female ending. Here a typical male/female ending is an ending that
splits males from females with an error less than 5 % (see Table 1). It appears
that gender of more than 50 % given names from our sample can be robustly
detected with 8 endings. Furthermore, gender of more than 50 % second names
can be recognized with only 5 endings (see Table 1). These observations suggest
that a simple symbolic ending-based method cannot robustly classify about 30 %
of names. This motivates the need for a more sophisticated statistical approach.

4 Gender Detection Method

The gender detection method takes as input a string representing a name of a
person and outputs a gender (male or female). A name string is usually extracted
from a user profile. Thus, we tackle the problem as a binary classification task.
6 https://developers.facebook.com/tools/explorer

https://developers.facebook.com/tools/explorer
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Fig. 1. Name-surname co-occurrences: rows and columns are sorted by frequency.

A label with unknown gender can be obtained by means of the reject option
[17, p.42]. Below we describe features and the model used in our gender recogni-
tion approach. This section is concluded with a description of a simple rule-based
baseline.

4.1 Features

In our experiments, we used three types of features based respectively on endings,
character n-grams and a dictionary of male/female names and surnames.

Word Endings. As we already mentioned above, Russian language, unlike
English, has a gender agreement. Thus, the same name or surname often has
different endings for a male and a female:

– males: Alexander Yaroskavski, Oleg Arbuzov
– females: Alexandra Yaroskavskaya, Nayaliya Arbuzova

Thus, some Russian surnames are transliterated differently for males and females
(see above). However, other surnames are spelled in the same way for both
genders, e.g. “Sidorenko”, “Moroz” or “Bondar”.

The two most common one-character endings of female names/surnames are
“a” and “ya” (“�” in Cyrillic). We use four features that indicate on female
gender in Russian language: (1) first name ends with “a”, (2) first name ends
with “�”, (3) last name ends with “a”, (4) last name ends with “�”.
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Table 1. Most discriminative and frequent two character endings of Russian names.

Character n-grams. These features rely on character unigrams, bigrams or
trigrams extracted from the name strings. We represent a name with k its most
frequent n-grams. The extraction is done with help of the NLTK module [18].

Most frequent trigrams are listed below (here “ ” denotes a beginning or an
end of a name string): a , va , v , na, ova, A, ov , ina, kov, nov, Al, n ,
a ,o , V, ndr, Ale, iya, ei, lek, eks, ko , nko, rin, An, enk, C, na , “ii ”, E,
eva, N, M, san, ksa, I, ev , in , and, len, O, va , rov, Na. Note that the most
frequent trigrams are not necessarily the most discriminative, e.g. “ko ” is a
common surname ending for both males and females.

Dictionaries of First and Last Names. This type of features is based on
dictionaries of first and last names. Each entry of a dictionary contains a first/last
name and a probability that it belongs to the male gender:

P (c = male|w) =
nw
male∑

c∈{male,female} nw
c

,

where nw
male is a number of male profiles with the first/last name w in the

dictionary. We use two dictionary-based features: (1) probability that first name
is of male gender P (c = male|firstname), (2) probability that the last name is
of male gender P (c = male|lastname).

We used 90,000 name strings to build the two dictionaries. The training
set used in our experiments does not contain any of these 90,000 samples. In
order to remove noisy entries, we deleted all names and surnames that occurred
only once. The full dictionary of first names contained 3,427 entries, while the
dictionary of last names contained 11,411 entries. We used several versions of
these full dictionaries in our study. Each version included top γ % most frequent
given names and surnames.
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4.2 Model

In all our experiments we used L2-regularized Logistic Regression model [19]
as it generally yields reasonable results for the NLP-related problems [20].
Let yi ∈ {−1,+1} be a gender label and x = (x1, . . . , xn) be a set of features
representing a name string. The logistic regression combines features in a linear
combination with weights w. This weight vector is obtained by minimizing the
following unconstrained optimization problem [21]:

min
w

∑

i

log(1 + e−yiw
Txi) +

1
C

||w||2

We use the scikit-learn module in this experiment7. This implementation
relies on the Dual Coordinate Descent Method for training of the model [22].
Default meta-parameters of the model were used. The model uses nearly no reg-
ularization – the inverse of the regularization strength C was set to 100,000.
Optimization of the meta-parameters, such as C, or using more sophisticated
models, such as SVM [14] can lead to significant improvements in results. How-
ever, in this paper we focus on a comparison of different features used withing
the framework of one model.

The model w can be applied to perform classification of a name string rep-
resented with a feature vector x as follows:

P (y = 1|x) =
1

1 + e−wTx
.

4.3 Rule-Based Baseline

There exist several available spelling dictionaries of Russian male and female
first names, such as:

– a reference dictionary of personal names8;
– a dictionary of personal names of Russian language by F. L. Ageenko9;
– category “Names” of Russian Wiktionary10;
– Russian spelling dictionary of Wikisource11.

These dictionaries can be used to classify full names by gender. We compiled
a dictionary of 1,428 Russian first names labeled with gender from Wiktionary
and Wikisource12. This dictionary has no names assigned to both male and
female categories. The dictionary was used to implement a rule-based baseline
that works as follows. First, an input name string is transformed into a set of
7 http://scikit-learn.org/
8 http://imena-list.ru/
9 http://www.gramota.ru/slovari/info/ag/

10 http://ru.wiktionary.org/wiki/
11 http://ru.wikisource.org/wiki/
12 Available at http://panchenko.me/gender/wiki-gender-dict.csv.

http://scikit-learn.org/
http://imena-list.ru/
http://www.gramota.ru/slovari/info/ag/
http://ru.wiktionary.org/wiki/
http://ru.wikisource.org/wiki/
http://panchenko.me/gender/wiki-gender-dict.csv
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Table 2. Results of the experiments on the training set of 10,000 names (10-fold cross-
validation). Here endings – 4 Russian female endings, trigrams – 1000 most frequent
3-grams, dictionary – name/surname dictionary with γ = 80 % top entries. This table
presents precision, recall and F-measure of the female class.

Model Accuracy Precision Recall F-measure

rule-based baseline 0,638 0,995 0,633 0,774

endings 0,850 ± 0,002 0,921 ± 0,003 0,784 ± 0,004 0,847 ± 0,002

3-grams 0,944 ± 0,003 0,948 ± 0,003 0,946 ± 0,003 0,947 ± 0,003

dicts 0,956 ± 0,002 0,992 ± 0,001 0,925 ± 0,003 0,957 ± 0,002

endings+3-grams 0,946 ± 0,003 0,950 ± 0,002 0,947 ± 0,004 0,949 ± 0,003

3-grams+dicts 0,956 ± 0,003 0,960 ± 0,003 0,957 ± 0,004 0,959 ± 0,003

endings+3-grams+dicts 0,957 ± 0,003 0,961 ± 0,003 0,959 ± 0,004 0,960 ± 0,002

tokens t. Let df be a set of female first names and dm be a set of male first
names. Second, gender c is assigned to a full name with the following rule:

c =

⎧
⎪⎨

⎪⎩

male, if (t ∩ dm �= ∅) and (t ∩ df = ∅),
female, if (t ∩ dm = ∅) and (t ∩ df �= ∅),
unknown, else.

Thus, a person with a female first name will be considered as a female, while
a person with an unknown first name will have no gender label.

5 Results and Discussion

In this section, we present results of the experiments with the gender classifi-
cation approaches described above. We start with the results of the rule-based
baseline. Next, we proceed to statistical models based on one type of features:
endings, character trigrams and dictionary. Finally, we present results of the
statistical models that rely on several kinds of features at the same time.

Table 2 presents main results of our experiments in terms of the standard
performance metrics calculated on a sample of 10,000 name strings. Among
these 10,000 names we found 127 (1.27 %) duplicate names. Figure 2 illustrates
how size of the training set affects accuracy.

5.1 Rule-Based Baseline

As one can see, the rule-based classifier is very precise. It achieves precision of
0.995. However recall of this method is only 0.663. This is due to a large number
of unclassified examples: the dictionary used by this classifier does not list many
first names common on Facebook.
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Fig. 2. Learning curves of single and combined models. Accuracy was estimated on
separate sample of 10,000 names.

5.2 Word Endings

As to the statistical classifiers, even the simplest model that relies on two female
endings “a” and “ya” (“�”) yields reasonable results, achieving accuracy up to
0.850. However, while precision of such a naive model is relatively high (0.921),
its recall is only 0.784. Therefore, a significant fraction of female names do not
follow simple ending-based rules. Naturally, performance of the ending-based
model improves a little as training set grows (see Fig. 2). A hundred of examples
is sufficient for training.

5.3 Character n-grams

In these experiments we focus on trigrams, as according to our results they
worked better than bigrams and unigrams. Table 2 and Fig. 2 present perfor-
mance of the models based on 1,000 most frequent trigrams. Character trigrams
significantly outperform word endings if a training set is larger than 30 samples.
Furthermore, unlike the ending-based model, the trigram-based model improves
as the training set grows reaching accuracy of 0.944 on a dataset of 10,000
samples.

Figure 3 plots accuracy of the 3-grams model function of the number of most
frequent trigrams used. In our further experiments (the combined models e.g.
3-grams+dicts) we used a model based on top 1000 trigrams as a good trade-off
between computational complexity and accuracy.

5.4 Dictionary of First and Last Names

The model dicts that relies on a dictionaries of given names and surnames
yields very competitive results (accuracy up to 0.956). Furthermore, this model
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Fig. 3. Accuracy of the model 3-grams function of the number of features used k.

provides the best precision among all statistical models (0.992). However, its
recall is significantly lower than that of trigrams and combined models. As one
may expect, only several dozens of training examples are enough to train this
model (see Fig. 2). Further increase of the training set naturally does not improve
accuracy as (i) it has only two features; (ii) the dictionaries are extracted from
an independent part of data, not from the training set.

Figure 4 plots accuracy of the dicts model function of the dictionary size γ.
The maximal accuracy is achieved if the full dictionary is used (γ = 100%). How-
ever, in our experiments we used γ = 80% of the dictionaries (2,741 first names
and 9,128 last names) as the difference between the two respective dictionary-
based models is minimal. In fact, even if one would use only γ = 60% of the
dictionaries (2,056 first names and 6,846 last names) one will get nearly the same
results.

5.5 Combined Models

We experimented with three combined models: endings+3-grams, 3-grams+dicts
and endings+3-grams+dicts. Combination of trigrams with word endings yields
nearly the same performance as the model based on trigrams only. Indeed, the
two female endings “a” and “ya” (“�”) are present among frequent trigrams,
such as “a ”, “va ”, “na ”, “ya ”, “aya ”, or “iya ”.

On the other hand, the model that relies on both dictionary and trigrams
outperforms both trigram- and dictionary-based models, reaching accuracy of
0.956 due to increase in recall. However, precision of this combined model is
significantly lower than that of the single dictionary-based model (0.960 versus
0.992). This is so as an n-gram model can capture noisy sequences or estimate
poorly weights of some n-grams due to sparsity of the training data.
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Fig. 4. Accuracy of the dicts model function of the fraction of dictionaries used γ.

Finally, the model endings+3-grams+dicts that makes use of all three types
of features shows slightly higher performance than 3-grams+dicts. However, this
difference is not statistically significant. As we already discussed above, trigrams
model well word endings. Table 3 lists some errors produced by our best model
endings+3-grams+dicts on test and train sets. Train set error is very small
(about 0.3 %), while test set error is bigger (about 4 %). There are several types
of errors:

– Inconsistent annotation, such as “Anna Kryukova (male)” or “Boris
Krolchansky (female)”.

– Name string is neither male nor female, but rather a name of a group, e.g.
“Wikom Tools”, “Kazakh University of Humanities” or “Privat Bank”.

– Name string represents a foreign name, e.g. “Abdulloh Ibn Abdulloh”, “Brooke
Alisson”, “Ulpetay Niyetbay” or “Yola Dolson”. Our model was not trained
to deal with such names.

– Meaningless or partially anonymized names, e.g. “Crazzy Ma”, “Un Petit
Diable”, “Vv Tt”, “Vio La Tor” or “Muu Muu”. Additional information is
required to derive gender of such users.

– People with rare names or surnames, e.g. “Guldjan Reyzova”, “Yagun
Zumpelich” or “Akob Saakan”. These are people with common names and
surnames in other countries, such as Georgia, Kazakhstan, Azerbaijan or
Tajikistan. In our dataset, people from these countries are under-represented.

– Full names that can denote both males and females, e.g. “Jenya
Chekulenko”, “Jenya Sergienko”, “Sasha Sidorenko” or “Sasha Radchenko”.
Additional information is required to infer gender of such people.

– Misclassifications of common names, e.g. “Ilya Nasorshin”, “Oleg Dubovik”
or “Elena Antropova”.
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Table 3. Examples of train and test set errors of the model endings+3-grams+dicts.
Here Cyrillic characters were transliterated into English in the standard way.

Train set errors True class Test set errors True class

Name Name

1 Lea Shraiber female Ilya Nadorshin male

2 Profanum Vulgus female Rustem Saledinov male

3 Anna Kryukova male Erkin Bahlamet male

4 Gin Amaya male Gocha Lapachi male

5 Gertrud Gallet female Muttaqiyyah Abdulvahhab female

6 Dolores Laughter female Yola Dolson female

7 Di Nolik male Heiran Gasanova female

8 Jlija Hotieca female Hadji Murad male

9 Gic Globmedic female Jenya Chekulenko female

10 Ulpetay Niyetbay female Tury.Ru Domodedovskaya Metro Office male

11 Olga Shoff male Elmira Nabizade female

12 Phil Golosoun male Niko Liparteliani male

13 Tsitsino Shurgaya female Oleg Grin’ male

14 Anna Grobov female Santi Zarovneva female

15 Linguini Incident female Misha Badali male

16 Toma Oganesyan female Che Serega male

17 Swon Swetik female Petr Kiyashko male

18 Adel Simon female Sandugash Botabaeva female

19 Ant Kam- male Jenya Sergienko female

20 Xristi Xitrozver female Abdulloh Ibn Abdulloh female

21 Anii Reznookova female Naikaita Laitvainenko male

22 Aurelia Grishko male Fil Kalnitskiy male

23 Alex Bu female Helen Hovel’ female

24 Karen Karine female Valery Kotelnikov male

25 Russian Spain female Max Od male

26 Lucy Walter male Jean Kvartshelia male

27 Aysah Ahmed female Adjedo Trupachuli female

28 Kiti Iz female Ainur Serikova female

29 Cutejilian Juka female Privat Bank female

30 Azer Dunja male No Limit female

6 Conclusion

We presented several simple and computationally efficient models for gender
detection by a full name of a person. The methods yields excellent results on a
dataset Russian-speaking Facebook users, achieving accuracy up to 96 %. In our
further research, we plan to complement the developed approach by a gender
detection method based on texts written by a person, as a full name is not



Detecting Gender by a Full Name: Experiments with the Russian Language 181

always available or can give no clue about gender. For instance, the name “Sasha
Sidorenko” can refer to both a male and a female.
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Abstract. In the present work we consider the problem of narrow-
domain clustering of short texts, such as academic abstracts. Our main
objective is to check whether it is possible to improve the quality of k-
means algorithm expanding the feature space by adding a dictionary of
word groups that were selected from texts on the basis of a fixed set of
patterns. Also, we check the possibility to increase the quality of clus-
tering by mapping the feature spaces to a semantic space with a lower
dimensionality using Latent Semantic Indexing (LSI). The results allow
us to assume that the aforementioned modifications are feasible in practi-
cal terms as compared to the use of k-means in the feature space defined
only by the main dictionary of the corpus.

Keywords: Clustering · Short texts · Narrow domain texts · LSI ·
Linguistic patterns

1 Introduction

The task of short-text processing is important due to the increase of Internet
content, such as news summaries, abstracts, forum messages, social networks,
twitter etc. Clustering allows to obtain a structured representation of collections
with automatic grouping of topically close documents.

We are interested in clustering academic papers. The solution to this task is
required for structured representation of data within scientific domains, e.g. in
academic search engines [1–4].

Abstracts are accessed from e-libraries. Many of these libraries usually pro-
vide free access to abstracts, while full papers require subscription or a payment.

c© Springer International Publishing Switzerland 2014
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However, abstracts are brief summaries of the contents and are deemed sufficient
for clustering academic papers with adequate results [5].

The task of clustering abstracts is closely related to a number of problems,
e.g., the task of identifying whether short texts and processed texts may belong to
the same topic, which requires the use of an approach to narrow-domain short
text clustering [6–10]. One of the main problems with this type of clustering
is high data sparseness [8]. If the documents come from the same source it
is probable that all of them are topically close. In this case there may be a
significant overlap of common words, which complicates the clustering task even
more [8]. The corpus for testing and analysis of algorithm performance includes
a set of collections that are widely used in the field (CICling, SEPLN-CICling,
EasyAbstracts) [5–10]. Experiments implemented within the framework of the
present work are also based on these collections.

K-means has been chosen for testing. In the related work, k-means is con-
sidered the base or one of the base algorithms for comparison [6,7]. We have
not found any papers describing the attempts to improve the quality of k-means
performance in narrow-domain short-text clustering, researchers tend to use the
base version. In [6,7] it was shown that considering document clustering as an
optimization problem ensures high performance. These algorithms yield better
results as compared to the base version of k-means. In [12] the advantage of
combining LSI with the optimization algorithm is presented, which shows the
benefit from the use of LSI in short text clustering (together with algorithms
based on particle swarm optimization [6]). We study how to increase the per-
formance of k-means by applying LSI and also by extending the feature space
with word groups. The word groups extraction uses linguistic patterns (e.g.,
NN NN, NN NN NN, JJ NN, NNS NN, NN NNS, JJ NN NN, etc., where NN
denotes Noun, singular o mass, NNS - Noun, plural, JJ - Adjective; examples
of extracted phrases: cluster algorithm, binary vector, maximum entropy model
method, etc. that were built on the basis of collections labeled for key phrase
extraction tasks.

2 Objectives and Data

2.1 Research Tasks

For the purposes of the present study several tasks were formulated. Firstly,
we check whether it is possible to improve the quality of narrow-domain short-
text clustering using k-means together with LSI [12]. Secondly, we check the
possibility to increase the quality of k-means algorithm performance by using
patterns. Thirdly, whether it is possible to improve the clustering quality through
the application of both patterns and LSI.

2.2 Testing Dataset

The test set was formed from three collections1 that are often used for testing
narrow-domain short text clustering algorithms. All of them are sets of abstracts
1 http://sites.google.com/site/merrecalde/resources

http://sites.google.com/site/merrecalde/resources
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divided between four clusters by the expert. For each collection the “gold stan-
dard” or the best variant of grouping is known. Each collection includes 48
documents. CICling 2002 is considered one of the most difficult collections for
clustering [6–8].

2.3 Pattern Extraction

For the purposes of pattern extraction we employed one of the most widely used
collections in the field of keyword extraction - SemEval 2010, which was used
in the competition of algorithms for keyword extraction TREC 2010 [13]. The
collection includes documents and keywords defined by the expert characteriz-
ing each document. We used 23 patterns based on the most frequent keywords
determined by the expert. We relied on the assumption that, in this way, we
will be able to select patterns that are specific to the keywords in texts and also
word sequences that reflect textual semantics. We assumed that the use of such
sequences would increase clustering quality.

2.4 Clustering

Data Pre-processing. Word stems were used for text representation during
clustering. Stemming was performed with Porter Stemmer2. Stop-words were
removed using a standard list. PoS tags were assigned to each word for the
pattern-based extraction of phrases using the Stanford PoS tagger.3 Clustering
Algorithm. K-means algorithm was chosen for testing in the present work. Each
document is represented as a vector in the feature space defined by the main
dictionary or within the feature space formed by the extended dictionary, which
includes word groups extracted using patterns. The word order was taken into
account during the retrieval of word groups. Upon the extraction each word
group was transformed into another group (a set of words). The calculation of
term/word group weight was performed using TF-IDF, the distance was mea-
sured by the cosine similarity between feature vectors. The number of clusters
was the same as in the gold standard, which means that there were 4 clusters
in each case. LSI maps the feature space to a semantic space of a lower dimen-
sionality using singular value decomposition of the text-attributes matrix. As
a result, each document has a vector representation in the semantic space. To
perform LSI we need to indicate the dimensionality of the space where the data
are mapped.
2 http://tartarus.org/martin/PorterStemmer/
3 http://nlp.stanford.edu/software/tagger.shtml

http://tartarus.org/martin/PorterStemmer/
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2.5 Evaluation

Clustering quality evaluation was performed in a classic way using the combined
information on Precision and Recall of the resulting clusters [14,15]:

F =
∑

i

Gi

|D| max
j

F1ij , where F1ij = 2 × PrecisionijRecallij
Precisionij + Recallij

,

P recisionij =
|Gi

⋂
Cj |

|Gi| , Recallij =
|Gi

⋂
Cj |

|Cj |
G = {Gi}i=1,m - clusters generated by the algorithm, C = {Cj}j=1,n - clusters
identified by the experts, D - number of documents in the collection.

3 Experiments and Results

In the course of the experiments two feature space settings were compared: the
first was based on the main dictionary of the collection (main dict.) and the
second - on the combination of the main dictionary and that of word groups
obtained through pattern-based extraction from texts (ext.dict.). For each of
the variants we compared the performance of k-means before and after applying
the LSI. For each experiment there were 500 iterations on the basis of which the
best (max), the worst (min) and the average (avg) results were selected. The
results are presented in the Table 1. The values of semantic space dimensionality
(“num”) that yield the best results are shown.

The analysis of Table 1 allows us to put forward the following assumptions.
Firstly, in case of deploying k-means algorithm based on the extended dic-
tionary, no improvement (or a small one) in clustering quality is observed.

Table 1. K-means performance before and after applying LSI (“num” stands for
semantic space dimensionality value; “main. dict.” indicates all cases where the feature
space defined by the main dictionary of the collection was used; “ext. dict.” indicates
cases where an extended feature space was applied)

CICling SEPLN-CICling EasyAbstracts

avg min max avg min max avg min max

with LSI

Main dict. 0.48 0.35 0.65 0.58 0.36 0.79 0.58 0.36 0.81

Ext. dict 0.49 0.35 0.66 0.57 0.35 0.81 0.59 0.35 0.86

with LSI

Main dict. 0.53 0.48 0.56 0.75 0.58 0.84 0.51 0.42 0.60

Num (main dict.) 6 3 6

Ext. dict. 0.49 0.42 0.53 0.74 0.53 0.80 0.49 0.43 0.61

Num (Ext. dict.) 7 4 12
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Fig. 1. Dependency of k-means performance on the dimensionality of the semantic
space created using LSI (CICling and SEPLN-CICling)

The application of LSI to this feature space does not produce better results
than when we use the main dictionary alone. It turns out that in case word
groups are extracted using patterns, the results contain much noise (common
phrases, such as “experiment results”).

Secondly, if the feature space is not expanded with word groups, its map-
ping to the semantic space with the optimal dimensionality value may lead to
some increase in clustering quality. In order to check the feasibility of search-
ing the necessary dimensionality value we modeled the dynamics of conditional
dependency between the quality of k-means performance and the dimensionality
value.

Figure 1 presents the dependency of the average quality of k-means clustering,
according to the results of 500 iterations, on the dimensionality of the semantic
space created using LSI (for CICling and SEPLN-CICling). Notation: LSI, if
the feature space is based on the main dictionary alone; LSI+P, if the dictionary
of word groups is added. According to the diagrams, applying LSI representa-
tion, the best result on the narrow-domain short texts can be obtained if the
dimensionality of the resulting semantic space is less than 10 (num< 10). Also,
the diagrams show that when applying LSI most results are in the range from
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0.40 to 0.50 (F). For CICling collection the maximum value of this range causes
only insignificant increase in quality value obtained before using LSI. The real
effectiveness of LSI application can be observed only for pre-defined values of
space dimensionality (CICling - 6, SEPLN-CICling - 3). If these values cannot
be identified a priori, the use of LSI is not feasible.

4 Conclusion

The present paper considers the problem of clustering narrow-domain short texts
such as abstracts to academic papers. The purpose is to check the possibility
of improving k-means performance on such collections using a feature space
expanded with the dictionary of pattern-extracted word groups. In addition,
we examined the possibility to increase clustering quality by applying LSI to
project the feature spaces onto a semantic space of lower dimensionality. The
results allow us to assume that the indicated modifications cannot be deemed
feasible in practical terms (except when the optimal dimensionality value can be
determined) as compared to the use of the simple k-means algorithm and the
feature space defined by the main dictionary of the corpus.
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ment of Russian Federation, Grant 074-U01.
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Montoyo, A., Muńoz, R., Métais, E. (eds.) NLDB 2005. LNCS, vol. 3513, pp. 275–
285. Springer, Heidelberg (2005)

6. Cagnina, L., Errecalde, M., Ingaramo, D., Rosso, P.: A discrete particle swarm
optimizer for clustering short text corpora. In: BIOMA08, p. 93103 (2008)

7. Errecalde, M., Ingaramo, D., Rosso, P.: ITSA: an effective iterative method for
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Abstract. The question about possibilities to use Twitter users’ moods to
increase accuracy of stock price movement prediction draws attention of many
researchers. In this paper we examine the possibility of analyzing Twitter users’
mood to improve accuracy of predictions for Gold and Silver stock market
prices. We used a lexicon-based approach to categorize the mood of users
expressed in Twitter posts and to analyze 755 million tweets downloaded from
February 13, 2013 to September 29, 2013. As forecasting technique, we select
Support Vector Machines (SVM), which have shown the best performance.
Results of SVM application to prediction the stock market prices for Gold and
Silver are discussed.

Keywords: Prediction � Gold � Silver � Twitter �Mood � Psychological states �
Support vector machines � Behavioral finance

1 Introduction

Moods, emotions and psychological states of people in situations of uncertainty can
influence decision making [1–3]. Stock market prices are usually associated with a high
level of uncertainty and a trader’s decision can demonstrate a wide set of human
cognitive biases and influence of emotional factors. For example, Hirshleifer and
Shumway, presuming that sunshine can affect mood, found sunshine to be strongly
correlated with stock returns [4].

Over the last years, machine learning and natural language processing have pro-
vided tools to use social networks as sources of information. News can be parsed to
predict stock price movements. A reaction of the stock market in particular Twitter
posts demonstrates that this technique is widely used in common trading practice [5, 6].
Also, the development of linguistic technologies allows a sentiment analysis of Twitter
posts to be performed to retrieve moods and psychological states of people. In their
pioneer work Bollen and his colleagues reported that analyzing the text content of daily
Twitter feeds helped increase the accuracy of DJIA predictions up to 87.6 % [7]. In our
preliminary studies we used this approach to DJIA and S&P500 and found out that
additional information from Twitter could increase prediction accuracy [8]. Although,
works in this area could not provide enough evidence that analysis based on mood and
psychological states can provide more reliable and stable information than a news-
relied approach that is more sensitive to fake or misleading messages. For example,
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first Hedge Fund founded by pioneers in Twitter Sentiment Analysis – Derwent Capital
Markets’ Absolute Return fund failed to demonstrate efficacy and now trying to offer
its social media indicators to day traders [9].

In order to receive more information we attempt to test ability of sentiment analysis
to predict stock prices. Followed suggestion of the practitioners dealing with different
stock market indices we apply Twitter data to the prediction of Gold and Silver stock
prices.

Assuming that gold prices can be more influenced by human emotions and psy-
chological states, we expect our data to provide higher accuracy in prediction of gold.
Being more related to industry and production by their nature, silver prices are less
dependent on moods and emotions. Prediction accuracy for silver prices, therefore,
would remain the same even if Twitter information were added.

1.1 Social Mood, Emotions and Decision Making Under Uncertainty

Mood, emotions and decision making are closely connected. In psychological exper-
iments modeling decisions Johnson and Tversky report that psychological states
invoked by reading stories can affect the evaluation of risk level [10]. Good moods lead
individuals to make more optimistic choices and, vice versa, bad moods lead to pes-
simistic choices [2, 11, 12]. Good moods and bad moods influence decision making
process by invoking the different heuristics, for example individuals in good mood are
more likely to eliminate alternatives that did not meet a criterion on an important
dimension, that lead to increasing efficiency [13].

The previous section illustrates that an individual’s mood affects the decision
making process. However, we should not forget that other people play a big role in
decision making and shape individual opinions and beliefs. Nofsinger expresses the
idea that the general level of optimism/pessimism in society can be connected with
economic activity [14]. Nofsinger also supposes that the stock market itself can be a
direct measure of social mood [14]. Following Nofsinger, we will regard the economy
not as a physical system, but as a complex system of human interactions, in which
moods and irrationalities can play a significant role. This point can be supported by
observing the informational cascades phenomenon in the stock market [15].

Regarding the stock market and Twitter as two possible measures of social mood,
we can assume their correlation and the possibility of using analyses of moods
expressed in tweets to increase prediction accuracy for stock market indicators.

2 Methodology

In our research, we use the simple algorithm based on calculation of amount of words
from the set of dictionaries (for each emotional category we have the set of words) [8].
The developed twitter sentiment algorithm provides information on a category of
emotions a tweet falls within (one or several, we presume that tweets can be multi-
modal). For example, tweet: “so happy that brooklyn got into the team.” contain one
word “happy” from “Happy” category of our dictionary and this increase the amount of
words counted in this category.
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Although, proposed approach was really simple and did not took into account
possible ambiguity, the F-measure for all the categories was higher than 63 %, we can
conclude that it demonstrated a sufficient level of accuracy [16]. The achieved level of
classification accuracy helped us obtain a fast and reliable algorithm for sentiment
analysis based on the lexicon approach [8].

2.1 Machine Learning in Stock Market Price Forecasts

To test our main hypothesis, we used the Support Vector Machine and Neural Net-
works to classify days by shifts in stock market indices and use the created model for
prediction. The Support Vector Machine and Neural Networks were chosen as most
common techniques with the best performance in the field.

In order to answer the question “Does sentiment analysis of tweets provide any
additional information?”, we used the machine learning techniques on three datasets.
The first dataset characterized the stock market over three previous days and was
termed the basic set (Basic). The second set was created by adding to the basic set a
normalized number of tweets with the words “Worry”, “Hope”, “Fear” (Basic&WHF).
The third set was formed by adding a normalized number of tweets from each of 8
categories of the following emotions: “happy”, “loving”, “calm”, “energetic”, “fearful”,
“angry”, “tired”, and “sad” (Basic&8EMO). We expect that the comparison between
prediction accuracies based on our three learning sets will be different. According to
our hypothesis about additional information available in Twitter, we expect the first set
to provide the lowest accuracy level, the second set to provide a somewhat higher
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accuracy, while the highest prediction accuracy will be achieved by using the Basi-
c&8EMO dataset.

In their work, Bollen and his co-authors found better predictions based on data of
four previous days, and adding data about more days led to an overtraining model [7].
To test these findings, we trained the Support Vector Machine and Neural Networks on
data from Twitter with different time lags (from one to seven days).

2.2 Data Description

By making use of Twitter API we managed to download more than 700 million tweets
over the period from 13/02/2013 to 29/09/2013 (we downloaded an average of 3,483,642
tweets per day). All the tweets were sorted by day, analyzed automatically according to
data counts of the words “Worry”, “Hope”, “Fear” (WHF dataset) and assigned by the
developed sentiment analyzer counting tweets in the following categories: “happy”,
“loving”, “calm”, “energetic”, “fearful”, “angry”, “tired”, and “sad” (8EMO dataset).

For the Gold and Silver stock market prices data (GCG4, SIH4) we used the In-
vestorPoint website (http://www.investorpoint.com), which provides opening and
closing historical prices as well as the volume for any given trading day. To apply the
machine learning techniques, we divided the days into two groups by adding a variable
growth. Variable growth equals to 1, when the opening price was lower than the price at
close or equals 0, when the opening price was higher than or equal to the price at close.
As a result, the Basic dataset consisted of 16 columns (variables: growth, Open-1 day,
Close-1 day, Min-1 day, Max-1 day, Volume-1 day, Open-2 day, Close-2 day, Min-2 day,
Max-2 day, Volume-2 day; Open-3 day, Close-3 day, Min-3 day, Max-3 day, Volume-3 day).

The first column provided information about the index shift (1 or 0), then presented
the opening price, closing price, maximum price, minimum price and volume for three
previous days. The Basic&WHF dataset was created by adding columns about fre-
quencies of the words “worry”, “hope” and “fear” for the previous day (one day – three
columns) or for several days (3 × number of days). For example, the Basic&WHF
dataset for the previous 7 days consisted of 37 columns (16 + 3 × 7). While the
Basic&8EMO dataset is formed in the same way, the three columns with word fre-
quencies are replaced by 8 columns with frequencies of the words from the developed
dictionary of emotional states. For example, the Basic&8EMO set with data from the
sentiment analysis of the previous 7 days is composed of 72 columns (16 + 8 × 7).

Thewhole period from13/02/2013 to 29/09/2013was divided into sets with data of 120
days. The period of 120 days was chosen to enable the use of 105 days for training and 15
days for prediction. Within that period we ran a minimum of 5 experiments with the dataset
containing information with a lag from one to seven days (75 predictions) and a maximum
of 10 experiments (150 predictions), depending on the availability of stock market data.

3 Analysis

3.1 Gold Prices Stock Market Prediction

First we tried to find the baseline accuracy and applied Neural Networks and Support
Vector Machine trained only on the Basic DJIA data with time lags from one to seven
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days (Table 1). The best accuracy was demonstrated by the Support Vector Machine
with a time lag of two days (70 %). That level of accuracy became baseline for our
analysis. The Support Vector Machine provided better performance and we used this
technique for further analysis.

The next Support Vector Machine was trained on extended datasets with Twitter
information (Table 2). The accuracies presented in Table 2 show that extended datasets
lead to model overtraining and impair prediction accuracy in comparison with 70 %
gained with just historical data applied.

These results reject our hypothesis that Twitter data could be used to increase
prediction accuracy for Gold stock market prices.

3.2 Silver Prices Stock Market Prediction

To establish the baseline accuracy, we ran Neural Networks and the Support Vector
Machine on historical data (Table 3). The results showed that the Support Vector
Machine provided a better accuracy (72.50 %) than Neural Networks (69.33 %). The
best performance was observed on data with a 6 days lag.

The added Twitter information failed to improve prediction accuracy (Table 4). The
best performance achieved by adding counts of the words “worry”, “hope”, and “fear”
was 71.65 %, which is lower than 72.50 % obtained using just historical information.

Analysis of correlations. As we found in the previous section, the application of
machine learning techniques failed to increase forecast accuracy, but keeping in mind
our main idea of the stock market and Twitter expressing social mood, we decided to

Table 1. Prediction of growth or fall for Gold prices. Accuracy of the Support Vector Machines
and Neural Networks trained on the Basic dataset

Lag in days 1 2 3 4 5 6 7

SVM 69.52 % 70.00 % 67.62 % 66.67 % 69.33 % 64.67 % 60.67 %

Neural Net 52.38 % 54.00 % 57.14 % 54.29 % 66.00 % 62.67 % 56.67 %
Days for
prediction

150 150 150 150 150 150 150

Table 2. Prediction of growth or fall for Gold prices. Accuracy of the Support Vector Machines
and Neural Networks trained on the Basic dataset

Dataset Number of previous days included in dataset

1 2 3 4 5 6 7

Basic&WHF 37.14 % 40.00 % 43.81 % 43.81 % 48.00 % 55.33 % 64.67 %
Basic&8EMO 42.86 % 37.33 % 40.95 % 42.86 % 44.00 % 46.67 % 55.33 %
Number of
experiments

7 10 7 7 10 10 10

Number of
days for
prediction

105 150 105 105 150 150 150
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analyze the correlation between the normalized amount of tweets in each category and
silver and gold prices for in the stock market (Table 5). According to our data format,
we took one file with 120 days without a time lag. The results were surprising: Open
Price appeared to be in a highly positive correlation with almost all the emotional scales
from Twitter, but it was more closely correlated with Max Price and Min Price. We can
see the same results for Gold and Silver stock market prices on all 8 files with 120 days
intervals.

It is evident that the prices for this period are so highly correlated that addition of
information from Twitter will not provide more information. However, the average

Table 3. Prediction of growth or fall for Silver prices. Accuracy of the Support Vector Machines
and Neural Networks trained on the Basic dataset

Lag in days 1 2 3 4 5 6 7

SVM 61.33 % 33.33 % 58.33 % 42.67 % 61.11 % 72.50 % 37.78 %

Neural Net 69.33 % 55.00 % 55.00 % 46.67 % 62.22 % 53.33 % 41.11 %
Number of
days for
prediction

75 75 75 75 75 75 75

Table 4. Stock market prices for Silver prediction Accuracy of the Support Vector Machine
versus the training dataset

Dataset Number of previous days included in dataset
1 day 2 days 3 days 4 days 5 days 6 days 7 days

Basic&WHF 41.33 % 42.22 % 48.33 % 45.33 % 50.00 % 71.67 % 42.22 %
Basic&8EMO 42.67 % 42.22 % 58.33 % 44.00 % 44.44 % 69.17 % 43.33 %
Number of
experiments

5 6 4 5 6 8 6

Number of
days for
prediction

75 90 60 75 90 120 90

Table 5. Pearson’s correlation of Gold and Silver Open Prices and others variables presented in
the dataset (120 days, 19.02.2013–18.09.2013).

Variables presented in dataset Basic&8EMO Silver Gold

Max price 0.995** 0.997**

Min price 0.996** 0.994**

Close price −0.553** −0.365**

Happy 0.265* 0.405**

Loving 0.452** 0.413**

Calm 0.204* 0.262*
Energetic 0.655** 0.650**

Fearful 0.019 0.062
Angry 0.574** 0.561**

Tired 0.778** 0.752**

* Correlation is significant at the 0.01 level, ** Correlation is significant at the 0.05 level
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correlation between stock prices and emotions (with categories rTired = 0.778 and
rEnergetic = 0.655) expressed in Twitter supports the social mood idea.

4 Discussion

The application of Twitter data to stock market prediction looks like an attempt to use a
magic crystal ball or unrelated data. However, analyzing the possibility of improving
prediction accuracy for stock market indices (DJIA, S&P500 and NASDAQ), we found
that Twitter sentiment analysis data could significantly improve forecasting for the
S&P500 index. Addition of Twitter information allows us to increase accuracy from
57 % (baseline) to 70 % (SVM trained on Basic&8EMO data). We discovered this
effect by running 17 experiments within 15 days for predictions, 255 days in total.

Although this study lacks the same results, we did not achieve any significantly
higher accuracy for both Silver and Gold stock market prices. We think this can be
explained by the high level of prediction provided by the baseline data of 70 % (Gold)
and 72.50 % (Silver). Addition of Twitter information may result in overfitted models
and will not provide a better accuracy.

Comparison of the results obtained on two datasets with added Twitter data showed
that the technique trained on Basic&WHF performed no worse than that trained on
Basic&8EMO. We observe the same results in our work devoted to analysis of stock
market indices. There are two possible explanations: first, Basic&8EMO provided
more data that led to model overtraining; the second explanation is connected with the
need to further improve sentiment analysis of tweets. Enhanced accuracy of sentiment
analysis may deliver better results Potential areas of improvement may be introducing
the weight of words, for example, the word “fear” should be heavier in tweet analysis
than, for example, “coward”.

5 Conclusions

In our research we planned to test the hypothesis that sentiment analysis of Twitter data
could provide additional information that may improve the prediction accuracy for
Gold and Silver prices, as stock market traders usually regard them as a more mood
dependent. We developed a server application to download, store and analyze tweets.
Over a period from 13/02/2013 to 29/09/2013, we downloaded 755,000,101 tweets.
Comparison of SVM application on historical data and data from Twitter showed that
at this market our sentiment analysis could not improve accuracy of forecast. The
obtained results suggest that our hypothesis cannot be confirmed. Addition of Twitter
information failed to help us make a more accurate forecast. However, we found this
set of stock market prices to be highly auto correlated, which may provide the basis for
a successful trading strategy. In our further research we plan to enhance accuracy by
improving dictionaries and introducing word weights, thoroughly check the reliability
and validity of our dictionaries’ algorithm continue data collection, and implement
machine learning techniques to predict the amount of change for chosen stock market
indices.
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Abstract. Anisotropic diffusion is used widely in image processing for
edge preserving filtering and image smoothing tasks. One of the impor-
tant class of such model is by Perona and Malik (PM) who used a gra-
dient based diffusion to drive smoothing along edges and not across it.
The contrast parameter used in the PM method needs to be carefully
chosen to obtain optimal denoising results. Here we consider a local his-
togram based cumulative distribution approach for selecting this para-
meter in a data adaptive way so as to avoid manual tuning. We use
spatial smoothing based diffusion coefficient along with adaptive con-
trast parameter estimation for obtaining better edge maps. Moreover,
experimental results indicate that this adaptive scheme performs well
for a variety of noisy images and comparison results indicate we obtain
better peak signal to noise ratio and structural similarity scores with
respect to fixed constant parameter values.

Keywords: Image restoration · Anisotropic diffusion · Contrast
parameter · Local histogram · Denoising

1 Introduction

Image restoration is one of the classical problems in digital image processing. It
has been studied for the last five decades and recent advancements in imaging
technologies have made the task of automatically removing noise one of the para-
mount research problems. Variational and partial differential equation (PDE)
based schemes are getting popular due to their edgwe preserving denoising and
selective smoothing of images [1].

Perona and Malik [2] (PM for short) initiated the anisotropic diffusion PDE
model, which is a second order time-dependent parabolic equation for computing
edges and scale space of images. Despite its success in image denoising and edge
detection the PM PDE is known to create blocky or staircasing artifacts, [3].
Moreover, the diffusion PDEs involve parameters which needs to be tuned to
obtain optimal denoising results. To mitigate this various proposals has been
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 198–206, 2014.
DOI: 10.1007/978-3-319-12580-0 20
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made over the last few years, for example, inverse gradient [3], hybrid edge detec-
tors [4,5] and other ad-hoc modifications.

In this paper, we study an adaptive version of the well-known Perona and
Malik PDE by utilizing local histograms information in a dynamic manner. One
of the main ingredient for successful denoising result is the contrast parameter
which appears in the nonlinear diffusion coefficient. Instead of fixing the contrast
parameter manually which can lead to variable results such as excessive blurring
or no denoising, we use the local histogram to drive the diffusion. To avoid ill-
posedness we make use of the spatial regularization approach of Catte et al. [6].
We provide preliminary experimental results on a variety of noisy test images to
show that the proposed method performs better than the traditional PDE based
schemes. Compared with manually fixing the contrast parameter and Canny edge
detector based suggestion made in [2] our adaptive local histogram approach
obtained superior results as well.

The rest of the paper is organized as follows. Section 2 gives the proposed
adaptive diffusion based denoising PDE model. Section 3 provides experimental
results on various images corrupted by Gaussian noise supporting our proposed
approach. Finally, Sect. 4 concludes the paper.

2 Adaptive Diffusion Scheme

2.1 Perona-Malik PDE

Perona and Malik [2] studied the following (continuous setting) PDE for image
restoration,

∂u(x, t)
∂t

= ∇ ·
(
g(|∇u(x, t)|2)∇u(x, t)

)
− μ (u(x, t) − u0(x)) (1)

where u0 : Ω ⊂ R
2 → R is the given input (noisy) image, x = (x1, x2) ∈ Ω pixel

co-ordinates on the image domain Ω, ∇ = (∂x1 , ∂x2) is the gradient operator,
μ ≥ 0 fidelity parameter, wand g(·) is the diffusion coefficient which tunes the
amount of smoothing according to the gradient magnitude. Here the artificial
temporal variable “t” provides a series of images {u(x, t)}∞

t=0 which creates a
nonlinear scale-space starting with the given initial noisy image u(x, 0) = u0(x).
In the discretized version of the PDE (1) the time variable “t” is equivalent to
the number of iterations and higher number of iterations induce longer time
diffusion thereby obtaining smoother results. If g ≡ 1 then we see that the
PDE in Eq. (1) is the Heat (diffusion) equation which is known obtain smoother
solutions. In their seminar work [2], Perona and Malik advocate decreasing dif-
fusion coefficients so as to reduce the amount of smoothing in regions where the
gradients are high (which indicate the possibility of edge pixels) and keep the
smoothing of Heat equation in regions where the gradients were low (which are
flat/homogenous regions). For example the two decreasing functions,



200 V.B. Surya Prasath and R. Delhibabu

g1(|∇u(x, t)|2) =
1

1 + |∇u(x, t)|2/K2
, (2)

g2(|∇u(x, t)|2) = exp
(
−|∇u(x, t)|2/K2

)
, (3)

are prime examples which are used effectively as proposed in the original work
of [2]. Here K > 0 is a tunable parameter (the so-called contrast parameter) and
is crucial in obtaining edge preserving restorations. We can see that the PM
PDE (1) defines two conflicting regimes of diffusion flows on a given image u0 as
the time progresses [7]:

– Forward diffusion: Inside the regions where the magnitude of the gradient of
u(x, t) is weak, i.e., |∇u(x, t)| < K, the Eq. (1) is the Heat equation which is
known to give very smoothing result.

– Backward diffusion: Near the edges where the magnitude of the gradient u(x, t)
is large, i.e., |∇u(x, t)| ≥ K, the Eq. (1) resorts to inverse Heat equation which
is known to sharpen the edges.

Thus, we see that the contrast parameter K > 0 is very important in obtain-
ing meaningful restoration results and is traditionally fixed by tuning manually
according to the domain of the images. The PM PDE Eq. (1) along with either
one of the diffusion coefficients given in Eqs. (2) and (3) promotes combined
forward-backward diffusion flow. Due to this forward-backward flow combina-
tion the PM PDE is ill posed and various well-posed alternatives have been con-
sidered before [4,6,8,9]. One of the basic model to avoid ill-posedness is to make
use spatial smoothing in gradient computations [6] and is obtained by changing
the diffusion coefficients argument as follows,

g = g(|Gρ � ∇u(x, t)|2) (4)

where Gρ is the 2D Gaussian kernel with ρ the standard deviation,

Gρ = (ρ
√

2π)−1 exp (− |x|2 /2ρ2), (5)

and � denotes the 2D convolution operation.

2.2 Adaptive Contrast Parameter

Local histogram are widely utilized in various image processing problems [10]. It
is based on local information around a pixel as they are computed from patches
and thus can lead to better differentiation of multi-scale features present in dig-
ital images. For a given discrete gray-scale image u : Ω ⊂ N

2 → [0, 255], let
Wx,r be the local neighborhood region centered at a pixel x ∈ Ω with radius r.
We compute the local histogram of the pixel x ∈ Ω and its corresponding cumu-
lative distribution function (CDF),

P t
x(y) =

|{z ∈ Wx,r ∩ Ω |u(z, t) = y}|
Wx,r ∩ Ω

, (6)

F t
x(y) =

|{z ∈ Wx,r ∩ Ω |u(z, t) ≤ y}|
Wx,r ∩ Ω

(7)
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Fig. 1. Adaptive contrast parameter (rescaled to [0, 1] for visualization purpose) for
some standard gray-scale test images. For noise-free (top row) and noisy (Gaussian
noise added, σ = 30) (bottom row) images. As can be seen the local histogram based
diffusion function g̃(|Gρ � ∇u(x, t)|2) (with ρ = 5, see Eq. (9)) captures salient edges
even under severe noise.

for 0 ≤ y ≤ 255, respectively. Using the CDF we define an adaptive contrast
parameter ξ(x, t) for each x ∈ Ω at time t > 0,

ξ(u(x, t − 1)) =

∫ 255

0
F t−1

x (y) dy

max
x∈Ω

∫ 255

0
F t−1

x (y) dy
. (8)

We utilize the local histogram based measure at the previous time (t − 1) to
dynamically update the current contrast parameter in the diffusion PDE (1)
with g1(·) in (2),

g̃(|Gρ � ∇u(x, t)|2) =
1

1 + |Gρ � ∇u(x, t)|2 /ξ(u(x, t − 1))2
(9)

Note that this adaptive parameter depends on each pixel and captures the local
statistics around that pixel under consideration, see Fig. 1. Thus, the proposed
adaptive PM PDE scheme is given by,
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂u(x, t)
∂t

= ∇ ·
(
g̃(|Gρ � ∇u(x, t)|2)∇u(x, t)

)
− μ(u(x, t) − u0(x)), x ∈ Ω,

u(x, 0) = u0(x), x ∈ Ω,
∂u

∂n
= 0, x ∈ ∂Ω.

(10)

The wellposedness of the above model can be proved following the arguments
in [6] and will be reported elsewhere. Next, we provide preliminary experimental
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results indicating the validity of our proposed adaptive diffusion model (10) on
noisy standard test images.

3 Experimental Results

3.1 Setup and Parameters

All the images and contrast parameter values are mapped to [0, 1] range in
our experiments. We take the fidelity parameter μ = 0 in our experiments to
concentrate on the effect of the contrast parameter in the diffusion process (1).
The pre-smoothing parameter ρ = 5 in the Gaussian kernel (see Eq. (5)) is
fixed for the high Gaussian noise level σ ≥ 25, and reduced to ρ = 2 for noise
level low-medium 5 ≤ σ ≤ 25. The neighborhood (Wx,r) size in the contrast
parameter estimation is set at r = 3, see Eqs. (6)–(8). The discretized version of
PM PDE in Eq. (10) using explicit Euler finite difference scheme can be written
as follows [11], (with initial u0

i,j = (u0)i,j)

un+1
i,j = un

i,j +
�t

|Ni,j |
∑

(k,l)∈Ni,j

g̃(|Gρ � ∇u|nk,l) · |un
k,l|, (11)

where un+1
i,j is the discrete image at time n + 1, Ni,j is a neighborhood of pixel

(i, j), and �t is the temporal step size which is need to be ≤ 0.25 for stability.
The local histogram computations take 6 seconds per iteration whereas solving
the discrete diffusion PDE (11) for an iteration takes 0.006 for a gray-scale image
of size |Ω| = 256 × 256 pixels. Note that the experiments were performed on a
Mac Pro Laptop with 2.3 GHz Intel Core i7 processor, 8 Gb RAM memory and
MATLAB R2012a is used for the calculations and visualizations. We believe
optimizing and utilizing C/C++ will decrease the computational times further.

3.2 Comparison Results

Perona and Malik in [2] suggest using a Canny edge detector [12] based estimation
for the contrast parameter. Figure 2 provides comparison of the PM PDE (1) with
the diffusion coefficient function g1(·) in (2), for different parameter K values
and adaptive Canny and our local histogram based method for the Cameraman
gray scale 256 × 256 image. We show the original (Fig. 2(a)) and noisy image
(Fig. 2(b)), the high noise level σ = 30 is chosen to test the robustness and I can
be seen by comparing with manually fixed (Fig. 2(c-f)) both the Canny based
(Fig. 2(g)) and our approach (Fig. 2(h)) obtain better restoration results without
noisy speckles. Moreover, our approach obtains the optimal result as against the
Canny based which smooths edges (see chin, mouth regions). This is further
supported by the PSNR values given in the Fig. 2, which indicate we get the
best possible result. The PSNR (given in dB) is given by the following formula
for a gray scale image,
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(a) Original (b) Noisy (18.56)

(c) K = 0.25 (26.45) (d) K = 0.50 (25.67)

(e) K = 0.75 (24.22) (f) K = 1 (23.02)

(g) Canny (26.82) (h) Proposed (27.30)

Fig. 2. Comparison of restoration results for manually tuned contrast parameter K
versus automatic estimations for the PM PDE Eq. (1) with PSNR (dB) value for each
is given in the parentheses. (a) Original image of size 265 × 265 (b) Gaussian noise
(σ = 30) corrupted image (c-f) Manually set fixed K values with diffusion coefficient
in Eq. (2) (g) Canny edge detector based estimation for K and (h) Proposed local
histogram based adaptive diffusion coefficient (9).

PSNR(u) := 20 ∗ log10

(
umax√
MSE

)
dB (12)
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Fig. 3. Mean structural similarity (MSSIM) values for restoring the Cameraman image
using PM PDE Eq. (1) with diffusion coefficient in Eq. (2) for different constant K
values against our adaptive estimation based method.

where MSE = (mn)−1
∑ ∑

(u−uO)2, with uO is the original (noise free) image,
m×n denotes the image size, umax denotes the maximum value, for example in 8-
bit images umax = 255. A difference of 0.5 dB can be identified visually. Though
PSNR provides the amount of signal improvement after restoration under noisy
scenario it does not capture structural similarity between noise-free and restored
results. Mean structural similarity (MSSIM) metric is known to provide a better
measure of restored images [13]. The MSSIM value near one implies the optimal
denoising capability of a scheme. In Fig. 3 we show the restoration results on
noisy Cameraman image corrupted by Gaussian noise of variance elves σ =
5 to 25 with different K values and adaptive estimation methods. As can be
seen we obtain the optimal MSSIM values overall and among other parameter
estimations taking K = 0.50 performs better in higher noise levels and Canny
based method obtains better in low noise levels.

Finally, in Table 1 we show the PSNR and MSSIM results for some of the
well-known standard test images with Gaussian noise σ = 30 for different para-
meter K values and adaptive methods. As can be seen our local histogram based
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Table 1. PSNR (dB)/MSSIM comparison for different standard test images under
noise level σ = 30. Noisy images (18.56/0.3292) were obtained by adding Gaussian
noise of strength σ to original images. Best results are in boldface and second-best
underlined.

Image K value Our

names 0.25 0.50 0.75 1 Proposed

Lena 26.20/0.6722 25.36/0.7456 24.14/0.7022 23.17/0.6674 27.44/0.7860

Barbara 23.86/0.7970 22.58/0.7326 21.91/0.6888 21.66/0.6677 24.34/0.8107

House 28.11/0.7647 27.82/0.8115 26.30/0.7816 24.96/0.7547 29.82/0.8219

Baboon 23.89/0.5480 22.97/0.4224 22.57/0.3859 22.43/0.3741 25.06/0.4646

approach obtains best results in all. This indicates that our method works well
overall and the noise is removed with structure preservation.

4 Conclusion

In this paper we study an adaptive version of the well-known Perona and Malik
anisotropic diffusion for image restoration. By utilizing a local histogram based
pixel-wise estimation as a contrast parameter we obtain effective denoising with-
out manual tuning of parameters. Experimental results on different noisy images
show that the proposed adaptive anisotropic diffusion scheme denoises with-
out excessive smoothing associated with single scalar contrast parameter based
results. Moreover, compared with different contrast parameter values adaptive
version outperforms all with peak signal to noise ratio gain and structural simi-
larity to noise-free on test images.
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Abstract. This paper proposes a feature model different from bag-of-
word models to analyze the sentiment of the text. The main idea of
the method is improving the quality of prediction by combining a rule-
based approach and the standard bag-of-words model. Results of the
experiments with changing the subject, the size of reviews in data are
shown. The hypothesis stating that it is better to use short message with
the length of 1–2 sentences or tweets for calculation Delta TFIDF was
tested.
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1 Introduction

Sentiment analysis is a class of methods of content analysis in computational
linguistics, designed for automated detection of emotive vocabulary in texts and
authors’ attitude to the objects that they referred in the text. The main and the
best results of analysis are based on machine learning methods, such as SVM
[4–6], Naive Bayes classifier (NB) [6], patterns of emotions [1] and different lin-
guistic rules [6,7]. It should be noted that many of the works are based on paper
[2]. That is to say the mathematical model of the text is the so-called bag-
of-words, and the main method of prediction is the machine learning method
(SVM, NB). This idea was developed in a successive work of the above-mentioned
authors [3], by adding the subjectivity analysis of text. In the subsequent years
various attempts to improve their results were made. It is necessary to note
the works, where the elements of the theory of information retrieval were used,
such as term-frequency (TF) and invert document-frequency (IDF) and their
analogue for sentiment analysis Delta TFIDF [4,5].

To increase model quality, one should take into account important lexical
items such as negation, intensifiers, etc. (list of such lexical structures can be
found in [1,2]). The importance of these structures is shown in the following
example: phrase “I love the film” consists almost of the same words as “I don’t
love the film”, but they express opposite emotions. Modern online classifiers
handle such lexical structures in different ways, but unfortunately not always
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correctly. For example Stanford classifier1 makes mistakes when dealing with
the treatment of such phrases as: “I don’t love the film” and “I have not been
disappointed by the film!”, classifying them as positive and negative. The NB
classifier2 gives the same result. Thus, one of the main objectives of the article
is the development of a method for sentiment analysis, which takes into account
different lexical structures.

The next problem, studied in the paper, is choice of a corpus for calculating
Delta TFIDF. There are papers where cross domain models are studied [5,7,8].
It is a good way to examine the flexibility of a model. But the influence of
the reviews size on trained classifier is investigated insufficiently. To emphasize
importance of the problem, consider the following example: “I love Star Wars”.
“Star Wars” has a positive value here. Now consider the following review: “I don’t
like films about scientific fantasy. These films are very casual. But I remember
some exceptions. Star Track is interesting space story. Star wars too. But, unfor-
tunately, major part of space films is cheap fake”. “Star Wars” doesn’t have
negative value, but due to a generally negative review a classifier would learn to
recognize it as negative. It is natural to assume that for the best performance
of a classifier, it should use small reviews. The main goal of the paper is to test
this hypothesis for Delta TFIDF calculation.

Summarizing the main objectives of this paper are

1. To develop a model that would improve the quality of sentiment analysis.
2. To find out whether the subject of the corpus for calculating Delta TFIDF

influences the overall quality of the prediction for designed model.
3. To test the hypothesis that for Delta TFIDF calculation it is better to use

examples of text with a small amount of words.

The paper is organized as follows: in the second section the method of text
analysis is described. Then in the third section the necessary theoretical back-
ground and features used to describe the model are shown. Fourth section is
devoted to the experiments and their analysis. The fifth section is the conclusion.

2 The Method of Text Analysis

We denote corpus for calculating weights of words by CW. For sentiment analysis
of a text we use the following algorithm.

1. For a given corpus CW calculate values of weight for words.
2. Repeat for each document from train sample:

(a) Using a linear classifier and calculated weight for words evaluate subjec-
tivity and emotional values of each sentence of a document separately.

(b) On the basis of the preceding item calculate the features describing the
entire document and add them to train feature matrix.

3. Train Random Forest algorithm [9] and calculate cross validation.
1 http://nlp.stanford.edu/software/classifier.shtml
2 http://text-processing.com/demo/sentiment/

http://nlp.stanford.edu/software/classifier.shtml
http://text-processing.com/demo/sentiment/
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To calculate the weights the author did not use the words with negation
before them. For example, if there was a calculation for the weight of the word
“good”, then phrases like “not good” were ignored (though negations were taken
into account when analyzing the emotionality of the sentences). In order to
reduce the size of the vector space the Porter stemmer was used. In addition,
the text went through another preprocessing procedure, namely the removal of
stop words both from corpora used for calculation, laid to calculate weights, and
a test collection (we removed all negation and intensifier words from the stop
words list3).

Partitioning into sentences allows us to easily process different syntactic con-
structions. Implemented linear classifier considers the following lexical phrases
described in works [1,7]: intensifiers, negations and oppositions. Oppositions in
the English language are expressed using the word “but”. The following approach
was used: if two parts of the sentence opposed by using “but” have different val-
ues, then “but” was ignored. Otherwise, the weight of the opposed sentence part
changed its sign.

In order to control the quality of the Random Forest [9] algorithm 10-fold
cross validation were used: AUC, accuracy, F-measure. The Random Forest in
Weka implementation ran with the following parameters: number of trees – 100,
depth of trees – 10, the rest – by default. The author decided not to use the
popular text analysis algorithm SVM, as the latter has the advantage for the
problems with large number of features, when samples are almost linearly sep-
arable. Here we use only 11 features to describe the entire document sentiment
(see next section), and Random Forest is better than SVM.

3 Feature Text Description

For a text description a set of features is used, each feature is calculated on a set
of emotional and subjective values of the sentences constituting the text. Each of
emotionality or subjectivity values is obtained by applying a linear classifier with
weights Delta TFIDF, calculated on emotional and subjective corpora. There is
another popular statistical measure — semantic orientation, which we do not
use because it was experimentally proved that classifiers based on this measure
perform worse than ones using Delta TFIDF (see [4,5,7]).

3.1 Delta TFIDF Measure

Before describing the method for analyzing the sentences we give a fundamental
formula of the theory of information retrieval adapted for the sentiment analy-
sis. Consider a balanced corpus, where positive documents number |P | equals
negative one |N |, then

Delta TFIDF = Ct,d log2
|N |
Nt

− Ct,d log2
|P |
Pt

= Ct,d log2
Pt

Nt
. (1)

3 http://dev.mysql.com/doc/refman/5.5/en/fulltext-stopwords.html

http://dev.mysql.com/doc/refman/5.5/en/fulltext-stopwords.html
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Here, Ct,d – number of times the word t appears in the document d, Pt and Nt –
number of occurrences of term t in the positive and negative documents. When
the numerator or the denominator equals zero, the logarithm value is undefined.
To avoid this case Laplacian smoothing was used: we assume, that word occurred
1 more time than it actually did. Let denote as Delta IDF the fraction under the
logarithm in (1). Delta IDF does not depend on the document. Consequently, it
can be calculated in advance once for all the words in the corpus.

3.2 Feature Set

To assess emotionality or subjectivity we use a linear classifier f(x)=sign(x,w),
where the vector x is the characteristic vector of a sentence text, with i-th coor-
dinate equals the number of occurrences of the i-th word in the text. Coordinates
of the vector w represent the weight of the words in a text. The weight is calcu-
lated based on Delta IDF. To calculate the subjective/objective weight we use
the corpus in which all the sentences were divided into two classes: subjective
and objective. To calculate emotional weight we use tweets and the reviews from
amazon.com.

As stated in Sect. 3, on the basis of emotional and subjective values of the
sentences, following groups of attributes describing the whole text in general
were calculated:

1. Number of positively, negatively and neutrally classified sentences.
2. Result of the linear classifier for the entire text.
3. Average number of words in positive and negative sentences.

Also, we duplicated these features for subjective sentences (except neutrally
classified sentence number), because account subjectivity improves quality of
sentiment analysis [4,6]. Result of linear classifier was added because addition
new strong features should improve classification quality.

4 Numerical Experiments

To test described in the second section algorithm we used test collection4 by
B. Pang and L. Lee, consisting of 1000 positive and 1000 negative very detailed
English reviews about films.

4.1 Description of the Sets for Calculation Delta IDF

We use 3 corpora for calculation Delta IDF dictionaries. One of these corpora
was the database of reviews from amazon.com5 on various topics (a total of 20
subjects and 250 000 reviews). Every review was rated on a five-point scale.
Neutral reviews (mark 3) were not presented. It was natural to assume that

4 http://www.cs.cornell.edu/people/pabo/movie-review-data/
5 http://www.cs.jhu.edu/∼mdredze/datasets/sentiment/unprocessed.tar.gz

http://www.amazon.com
http://www.amazon.com
http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://www.cs.jhu.edu/~mdredze/datasets/sentiment/unprocessed.tar.gz
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Table 1. Results

AUC Accuracy(%) F-measure(%)

StandartDictionary 0.92 ± 0.006 86.75 ± 0.39 86.67 ± 1.04

ShortDictionary 0.901 ± 0.006 83.55 ± 1.10 82.09 ± 1.01

LongDictionary 0.893 ± 0.008 81.55 ± 0.70 81.38 ± 1.21

TweetDictionary 0.756 ± 0.003 68.85 ± 3.00 68.69 ± 4.00

review with the mark greater or equal to 4 was positively evaluated, and with
the point less than 3 was negatively evaluated. To test the hypothesis that short
texts are the best to use for calculation Delta IDF dictionaries, this collection
was divided into two parts: reviews with the length of more than three sentences
and shorter reviews. Two obtained dictionaries we denote LongDictionary and
ShortDictionary respectively (Table 1).

The second corpus6 represents the database of tweets on various topics. Alto-
gether there were more than 1,500,000 tweets, each of them was assessed as either
positive or negative. Usually, tweets go through different preprocessing steps: cor-
recting typos, bringing the intentional errors (like �coool�) to a special form
and so on. The test set contains almost no emoticons, acronyms and intentional
errors, hence we decided not to make any preprocessing of tweets. We will mark
the obtained dictionary as TweetDictionary.

The subjects of all previous corpora actually have no relation to the one of the
test collection. It is necessary to check the algorithm, with Delta IDF, calculated
on a corpus with the subject close to the test set. This would contribute to either
testing the hypothesis that for the Delta IDF calculation corpora of any subject
can be taken, or checking the quality of the suggested model by comparing with
[4,6]. Therefore, we took random 300 positive and 300 negative reviews from a
test collection and constructed the third corpus. Denote dictionary Delta IDF,
obtained in this corpus, as StandartDictionary.

4.2 Results of the Experiments

Using cross-validation of the model on the test collection of films and described
above four corpora for Delta IDF calculation, the following results were obtained:

First of all, it should be noted that there is a considerable decline in the accu-
racy when TweetDictionary for Delta IDF calculation is used. It could be explained
by the fact: expression of emotions in Twitter comes out with emoticons,
intentional errors, acronyms, slang much more than the classical vocabulary.

Experimental results show that the suggested text model in the article almost
is not inferior in accuracy to [4,6]. Moreover, if we use the entire test collection for
calculating Delta IDF, then the value of accuracy reaches 96, which is higher than
[4,6] and almost the same as [5]. The author believes that the approach in [5]:
6 http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-

09-22/

http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/
http://thinknook.com/twitter-sentiment-analysis-training-corpus-dataset-2012-09-22/
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using the same sample either for cross validation or Delta IDF calculation —
is not quite correct. The right decision is recalculation of Delta IDF weights at
each iteration of cross-validation or using not intersected corpus for designing
dictionary with test collection corpus for Delta IDF calculation.

5 Conclusion

The developed model deals with texts like blogs, reviews from amazon, facebook
etc. It has two-level structure. At the first stage we calculate subjectivity and
emotional values of sentences comprising the text using linear classifier. On the
next stage we classify the text based on obtained statistical features. Model cor-
rectly handles negations, intensifiers, oppositions. It demonstrates high accuracy
on popular test collections.

The experiments showed that the model successfully works for cross-domain
sentiment analysis. The hypothesis “in order to calculate Delta TFIDF it is
better to use short texts” has been tested. Tweet-based dictionary caused consid-
erable decreasing of accuracy. However, short review dictionary from amazon.com
showed better results than the same dictionary based on long reviews.

References

1. Liu, B.: Sentiment Analysis and Subjectivity - Handbook of Natural Language
Processing, 2nd edn. Taylor and Francis Group, Boca (2010)

2. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment classification using
machine learning techniques. In: Proceedings of EMNLP, pp. 79–86 (2002)

3. Pang, B., Lee, L.: A sentimental education: Sentiment analysis using subjectivity
summarization based on minimum cuts. In: Proceedings of the ACL (2004)

4. Martineau, J., Finin, T.: Delta TFIDF: An improved feature space for sentiment
analysis. In: Third AAAI Internatonal Conference on Weblogs and Social Media,
May 2009, San Jose, CA (Preprint) (2009)

5. Paltoglou, G., Thelwall, M.: A study of information retrieval weighting schemes for
sentiment analysis. In: Proceedings of the 48th Annual Meeting of the Association
for Computational Linguistics, pp. 1386–1395. Uppsala, Sweden (2010)

6. Pang, B., Lillian, L.: A sentimental education: sentiment analysis using subjectivity
summarization based on minimum cuts. In: Proceeding ACL ’04 Proceedings of the
42nd Annual Meeting on Association for Computational Linguistics Article No. 271,
USA (2004)

7. Taboada, M., Brooke, J., Tofiloski, M., Voll, K., Stede, M.: Lexicon-based methods
for sentiment analysis. J. Comput. Linguist. 37(2), 267–307 (2011)

8. Peter, D.T.: Thumbs up or thumbs down? Semantic orientation applied to unsuper-
vised classification of reviews. In: Proceedings of the 40th Annual Meeting of the
Association for Computational Linguistics (ACL), Philadelphia, pp. 417–424, July
2002

9. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)

http://www.amazon.com


Image Restoration Algorithm Based
on Regularization and Adaptation

Tatiana Serezhnikova1,2(B)

1 Krasovsky Institute of Mathematics and Mechanics UB RAS, Ekaterinburg, Russia
2 Ural Federal University, Ekaterinburg, Russia

sti@imm.uran.ru

Abstract. We propose to add a special summand (stabilizer) to the
original Tikhonov regularization algorithm; this regularizer includes a
specially adapted function to the solution characteristics for the prob-
lem of image restoration. This approach to approximation of non-smooth
functions based on our new technique for choosing interpolation points.
As a result, the approximate solutions have better accuracy and images
become more deblured. Moreover, it becomes possible to keep small
objects and contours in complex scenes by incorporation of background
knowledge about their location or structure into the regularization
procedure.

Keywords: Image reconstruction · Non-smooth solution · Adaptive
method · Ill-posed problem · Tikhonov regularization · Fredholm integral
equation · Numerical method

1 Introduction

Many important applications in medicine, science, space exploration, precision
engineering, and so on have very stringent quality requirements on image restora-
tion algorithms. In the paper, we consider images as two-dimensional functions
u(x, y) depending on x and y being coordinates on the plane. The value of u is
called the intensity of the image at the point (x, y). If the values of x, y and u
are taken from some finite set of discrete values, then the image is called digital.
Digital image processing has a wide and varied field of applications. Algorithms
for spatial image processing usually are more computationally efficient. Spatial
image processing is described by the equation A(u) = f , where A is an oper-
ator over u in the neighborhood of points, u = u(x, y) is the current image,
f = f(x, y) is the processed image.

The term spatial filtering is often used in the digital image processing. The
main problem of this type of filtering is its sensitivity to noise. Filtering by
Tikhonov regularization, together with a choice of suitable input parameters,
proved its effectiveness, see [1–6].

An intrinsic feature of Tikhonov regularization is smoothing effect, so that
the graph of the approximate function u(x, y) has smoothed breaks and fractures.
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 213–221, 2014.
DOI: 10.1007/978-3-319-12580-0 22
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If filtering methods smooth out breaks and fractures of function graphs, it
may cause bad quality of processed images. Thus an important problem here is
to construct a Tikhonov regularization method in order to improve the approxi-
mation of non-smooth (or even discontinuous) solutions of the operator equation
A(u) = f.

The paper presents our method based on Tikhonov regularization. In our
work we introduce an additional term in the basic Tikhonov regularization. This
additional term is adapted to the characteristics of the reconstructed image, i.e.
it exploits background knowledge. Thus our work provides the new contribution
to the methods of numerical functional minimization.

Looking at the figures in the paper, one can see that our technique allows to
compute the image reconstructions with the adaptation to background knowl-
edge and to obtain debrlured images.

The paper is organized as follows. In Sect. 2 we describe regularization func-
tionals and present the main idea of our technique. In Sect. 3 we describe the
results of our experiments and demonstrate graphs for several model problems.
In Sect. 4 we pay special attention to the more general form of the proposed
regularizer and related experiments. The last section concludes the paper.

2 Mathematical Model for Image Deblurring

We consider the following two-dimensional Fredholm integral equation of the
first kind:

Au ≡
1∫

0

1∫

0

K(x − ξ, y − η)u(x, y)dxdy = f(ξ, η). (1)

In image reconstruction, the estimation of u from observation of f is referred
to as the two-dimensional image deblurring problem ([5], p.64). In optics, u is
called the light source, or object. The kernel function K is known as the point
spread function (PSF), and f is called the blurred image. The image is often
recorded with a device known as a charge-coupled device (CCD) camera.

We are interested in reconstruction methods for complex scenes containing
various important small-size objects and corresponding to non-smooth solutions
of Eq. (1). Using total variation, one can effectively reconstruct functions with
jump discontinuities.

We construct the original method to solve problem (1). Let A : U → F be
a linear operator, where U and F be linear normed spaces. Assume that the
inverse operator A−1 is discontinuous, then the equation Au = f is said to be
ill-posed problem.

Abstract methods with full investigation of the convergence of regularization
algorithms for this problem presented in [3,4].

The foundation of the regularization method is given by

min
{||Ahu − fδ||2L2

+ α (||u||2L2
+ J(u)) : u ∈ U

}
, (2)
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where
J(u) =

∫

D

|∇u| dx, (3)

where ∇u denotes gradient of the smooth unknown function u, (u ∈ W 1
1 (D)),

J(u) is the total variation of the function u on D.
The practical implementation of this method requires minimization of a dis-

cretized version of the functional in (2). A completely discrete model may be
obtained by truncating the region of the integration in (1) to be the union of the
small squares h×h, h = 1./n and then by applying the midpoint quadrature to
(1). So, Eqs. (2) and (3) are reduced to

min
{∑

k,l

h2
[∑

i,j

h2K(yk − ti, yl − sj)u(ti, sj) − fk,l

]2

+α
∑
i,j

h2
{

u2
i,j +

[(
ui,j−ui,j−1

h

)2
+

(
ui,j−ui−1,j

h

)2]1
2
}}

, (4)

Composition of two well-known approaches, the Tikhonov variational repre-
sentations (1)–(4) and the version of the iterative technique, containing addi-
tional parameters βi,j , 0 < βi,j < 1 , see [2,3]:

uk = arg min {Φα
N (u) +

∑

i,j

βi,j (ui,j − uk−1
i,j )2 : u ∈ RN} (5)

is the main contribution of our paper.
Here, N = n2, Φα

N (u) is functional in (5).
We use the iterative subgradient method in order to compute uk defined in (5)

uk, ν+1 = uk, ν − λk
vk, ν

||vk, ν || , ν = 0, 1, 2, . . . , nk , (6)

where Φα,β
N (uk, ν) is the functional in (5), vk, ν ∈ ∂Φα,β

N (uk, ν) and ∂Φ is an
arbitrary subgradient of the functional Φ; {λk} are parameters for the iterative
processes control actions, see details in [3].

3 Numerical Experiments

3.1 Motivation

In the beginning of the work, we used in (5) the constant β, βi,j = β, in every
mesh points of discrete models. One can see in [3] that our technique showed a
good ability to preserve local extreme points and jumps of functions.

Namely, the failure of calculations for the first two-dimensional model moti-
vated us to change the way of {βi,j} selection. In [2] we set

{
βi,j = 10−10 for the points, where utrue = max{utrue};
βi,j = 0, where utrue < max{utrue}.

(7)
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3.2 Comparisons with Total Variation Regularization Solutions
for Image Deblurring Reconstructions

We have compared numerical results obtained for setting a zero parameter β, β ≡
0, and numerical results for adapted {βi,j} in (5). One can see that our numerical
Algorithm (2)–(6) with the parameter β ≡ 0 is a variant of the total variation reg-
ularization technique in two-dimensional case. In order to demonstrate the qual-
itative difference between numerical results obtained for setting β ≡ 0 and for
setting adapted {βi,j}, we present plots of two blurred image reconstructions in
this subsection. It is very interesting to compare performance of these two solution
techniques. An overall cost comparison is difficult to carry out, since it depends
on many factors. Our numerical results let us to produce the visual comparisons
of these two solution techniques for two tests, see Figs. 1, 2, 3, and 4.

In order to compare the results, we present the plot of the true image diagonal
and plots of the corresponding reconstruction diagonals in Fig. 2.

)b()a(

(c)

Fig. 1. The image reconstruction for the first model. (a) Plot shows blurred image.
(b) Plot shows reconstruction from data (a) for adapted {βi,j} (see (8)). (c) Plot
shows the true object in the three-dimensional coordinate system.
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For the model image in Fig. 1(c), the diagonal utrue(x, x) of the true image
is given by

utrue(x, x) =

⎧
⎨

⎩

2.5 × 10−4, 0.391 ≤ x < 0.484,
0.531 ≤ x < 0.625;

0. , otherwise.
(8)

In Fig. 2, we have visual comparisons of two solution reconstructions for
blurred image in Fig. 1(a). One can see that the algorithm with adapted {βi,j}
preserves jumps of the function much better (compare Fig. 2(b) and Fig. 2(a)).

The base configuration for the true model in Fig. 3(a) is taken from [5]. In
Fig. 3(a) the most interesting detail is the white triangle. Figure 4 demonstrates
visual comparisons of two reconstructions for this triangle.

One can see in Fig. 4(b), that due to adapted {βi,j}, the plane triangle recon-
struction is better (compare with Fig. 4(a)).

4 β(x, y) Construction Using Approximate Solutions

We propose addition of the special summand into classic regularizing functionals,
containing regularization parameter α too, see (5).

In this paper, we propose a more general form of the special summand,
which we put in classical regularizing functionals. For the regularizer Iβ , which
we describe, we put Iβ =

∫

Q

β(x, y)[u(x, y) − uk(x, y)]2 dxdy, where

{
β(x, y) = β0 × umax, for (x, y) ∈ Q,
β(x, y) = 0, for (x, y) ∈ Π/Q, where (9)

umax = max{utrue(x, y) , (x, y) ∈ Π = [0, 1]× [0, 1]}, (x, y) ∈ Q ⇔ u(x, y) =
umax.

For the model image in Fig. 6, β0 ≈ 10−5 and the utrue(x, y) is given by

utrue(x, y) =
{

2.5 × 10−4, 0.391 ≤ x, y ≤ 0.610,
0. , otherwise. (10)

In Fig. 5, plots show the third image model. In Fig. 5(a), the small square
points set is the point set Q in (9). If we set ΓQ to be the Q bound, then ΓQ is
the small square bound in (9).

In Fig. 6 plots show the reconstruction of the image in Fig. 5 (a).
Now, using data in Fig. 7, we describe the idea how it is possible to use an

approximation solution ũ(x, y) instead of utrue(x, y) in (9).
The image in Fig. 7 (a) shows the small square reconstruction. This recon-

struction has been calculated for the parameter function β ≡ 0.
Plots in Fig. 7 (b) show projections of two graphs: the first graph (the parallel

line to the coordinate axis) is the projection of the true small square image; the
second graph is the graph of the approximation of image for β ≡ 0. Let ũ0(x, y)
be the approximation of image reconstruction for β ≡ 0. Then, we propose to
use ũ0(x, y) instead of utrue(x, y) in (9).
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(a) (b)

Fig. 2. Plot of the true image diagonal (8) and their reconstructions. (a) Case of β ≡ 0.
(b) Case of {βi,j} given by (7).

(a) (b)

(c)

Fig. 3. Plots show the 128 × 128 simulated satellite in Fig. 3(a), the blurred image in
Fig. 3(b) and the reconstruction image in Fig. 3(c) for adapted {βi,j}.
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(a) (b)

Fig. 4. Plots demonstrate visual comparisons of two reconstructions for the image
model in Fig. 3(a). (a) Plots show the true solution triangle part and the reconstruction
of the triangle part for β ≡ 0; (b) Plots show the true solution triangle part and the
reconstruction of the triangle part for the adapted {βi,j}.

)c()b()a(

Fig. 5. (a) Plot demonstrates the true image; (b) Plot demonstrates the observed
image; (c) Plot demonstrates the image (a) and the image (b) as two-dimensional
functions.

(a) (b)

Fig. 6. (a) Plot shows the reconstructed image for the adapted β(x, y); (b) Plots show
the main true detail (the inside square) and it is reconstruction for the adapted β(x, y).
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(a) (b)

Fig. 7. (a) Plot in Fig. 7 (a) shows the graph of the small square reconstruction for
β ≡ 0; (b) There are projections of two plots: the true small square image and the
small square approximate image for β ≡ 0.

In Fig. 7(b) points of the ũ0(x, y) are located at the 4 × h1-width band, were
h1 is the axis unit. And the umax is located at the same band. So, we can take the
approximation ũmax such that Δ = |ũmax − umax| < 2 × h1, for which Δ ≈ 8%
of umax. Further, we use the numbers {ũmax, ũmax ± 2 × h1, ũmax ± h1} instead
of umax(x, y) and therefore, we obtain the better results.

In case of the ΓQ approximation, we need to approximate the corners of Q.
We can use similar arguments that we have mentioned above but in this case
h2 ≈ 1./128). We can approximate each corner within 7%. Then, we should to
use no more than 3 or 4 good lines for suitable approximations of ΓQ in (9).

5 Conclusions

In this paper, we describe numerical experiments and demonstrate the figures
for models, which are related to the atmospheric optics deblurring problem.

As can be seen from the presented figures, the proposed technique preserves
discontinuity of reconstructed functions better than the original technique due
to adaptations of the function β(x, y). Comparison with the reconstructions for
β(x, y) ≡ 0 show, that the adapted function β(x, y) ensures crucial improvement
of reconstructions quality for non-smooth solutions. Finally we see, that the
reconstructed images are accurate enough and more deblurred.

We propose a more general form for the adapted functions β(x, y) and describe
how to construct adapted functions β(x, y), using the information about the
approximate solutions of the equations A(u) = f.

There is an obvious direction of the future work. We shall try to recon-
struct images which contain several complicated details. The main purpose of
the research remains to improve reconstructions of function jumps and to obtain
more deblured images using background knowledge.
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Abstract. Query expansion improves performance of informational
retrieval stage in question answering pipeline. We state the benefits
of a personalized and autonomous query preprocessing and automate
a semiotic model to achieve such properties. The model operates as a
context-sensitive weighted grammar, along with the algorithm to apply
production rules allowing approximate matching. The semiotic model is
packed into a regression model to predict relevant terms for a query.
ROC-analysis evaluates the regression model and helps to choose the
optimal cutoff level. We compare ranking of terms by regression model
and ranking based on an external informational retrieval system.

Keywords: Semiotic modeling · Cognitive experiments · Grammar ·
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1 Introduction

Question Answering (QA) is a well established task, supported by the specific
tracks of Text REtrieval Conference (TREC). Recently published solutions fol-
low the steps of QA pipeline approach [1]: (a) preprocess a query; (b) acquire
relevant documents/passages to the query (information retrieval, IR); (c) extract
information to get possible answers from relevant documents; (d) rank extracted
answers to choose the best of them.

The QA pipeline finds answers in a collection of unstructured texts, therefore
the IR bounds the performance of the whole QA. Different techniques change a
query to increase the recall of the IR. In this research we focus on the expansion
of the query with the relevant terms within the QA pipeline.

Since the Internet is the most popular way to deliver informational services,
we take into account two trends: personalization of services and widely used
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powerful personal devices to access the web. Currently users share private data
(history of queries, location, messages) with a web-search system to get more
relevant search results. If a query preprocessing operates locally and doesn’t
communicate with an external system, the user may allow to access personal
information. Such local preprocessor should be build without expensive struc-
tured data.

We suggest to build a cognitive semiotic model upon an associative network
and a set of cognitive entities [2]. Psycholinguists of the “Russian Personality”
school described the cognitive model and interviewed people to collect empirical
data. It leads us to the cognitive model of an “average” user.

2 Related Work

State of the art QA systems use different approaches to expand a query: mutual
information technique [1,3,4]; statistical machine translation [5]; relevance feed-
back technique, which extends a query based on the first results from IR [6].
These techniques need a QA corpus or access to an external IR-system to expand
a query. It contradicts the ideas of personalization and autonomy, therefore we
propose to apply the cognitive model to expand a query. Cognitive models are
usually task-specific (transformational grammar of Noam Chomsky [7]) or the
opposite - general frameworks (ACT-R [8], Soar [9]). The chosen cognitive model
accepts a sentence in natural language and outputs a set of terms. The model
agrees with a query expansion task, addresses personalization and autonomy.

3 Data

The associative experiment was conducted using the method of free associa-
tions, where the respondent produces the first association for a given word.
We construct a network from the lemmatized associative dictionary of Russian
[10]. The network contains 63,700 nodes, 394,000 connections in surface form
and 29,290 nodes, 132,456 connections in lemmatized form. An example of raw
associations: (road, far, 28), (road, long, 19), (road, to home, 15), where the
last number - strength of association. The cognitive experiment methodically
copies the game “crossword”, where a respondent guesses a term by descrip-
tion. The question-answer pairs with additional attributes form cognitive entities
(cognems). A cognem has 5 components: Sign, Meaning, Form of meaning,
Function, Domain. Sign stands for a word to be guessed. Form of meaning
defines the structure of a statement in Meaning (definition, metaphor etc.).
Function shows necessity of cognem for day-to-day life. Domain locates the
cognitive entity relative to other cognems of the respondent’s knowledge (litera-
ture, army, instruments etc.) For example: (“accent”, “A way of pronunciation
by a speaker in native language”, “definition”, “necessary”, “language”); (“tree”,
“It has green leaves”, “description”, “necessary”, “forest”).

The original set of 18,300 cognems covers 55 variants of Form of meaning
and 231 variants of Domain. The raw set of cognems contains 11,000 unique
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signs and 31900 terms in Meaning. Lemmatized cognems include 3,974 terms
in Sign and 22,208 terms in Meaning.

4 Building a Query Expansion Preprocessor

The query preprocessor here is a classifier of relevant terms to a query with
the cognitive model inside to provide dependent variables. To construct the
preprocessor, we:

1. construct a context-free grammar G from the associative network and a dic-
tionary of synonyms [11];

2. construct a weighted context-sensitive grammar GExt from G and cognems;
3. generate possible expansion terms by GExt, train regression model, choose

optimal cutoff and evaluate classifier.

4.1 Context-Free Grammar

The elements of the associative network: S - stimulus, R - reaction, SR - stimulus
and reaction, probij - probability of encountering the association from node i
to j in a free associative experiment. The associative network and synonyms
are incorporated into context-free grammar: nodes of associative network and
synonyms form grammar’s symbols. Derivation in G is performed as in Markov
chain: we define probability to get next sentence based on probability of current
sentence and probability of a rule. Associations form rules from a stimulus node
to a reaction node with probability probij . Synonymous pairs form rules with
probij = 1.

G applies rules with the biggest probability to generate sentences from the
query. An applied rule (tk, (tm...tn), probk,m..n) replaces term tk in the query
with terms (tm...tn), generating new sentence Si. Probability to generate Si is a
multiplication of applied rules’ probabilities. For example: Query S0 = (t1, t2, t3)
after applying rules r1 = (t1, t4, prob1,4) and r2 = (t4, t5, prob4,5) will gener-
ate: S1 = (t4, t2, t3) with probability prob1,4; S2 = (t5, t2, t3) with probability
prob1,4 ∗ prob4,5. If same Si could be generated by different sequences of applied
rules, it’s probability aggregates multiplied probabilities for each sequence.

4.2 Context-Sensitive Grammar

For each cognem = (sign,meaning, domains) we make a grammar rule PExt =
(meaning, sign, ∅). meaning and sign parts of a PExt are lemmatized terms of
meaning and sign parts of a cognem with the original order. Rules {PExt} form
conjointly with the G a context-sensitive grammar GExt. We incorporated
Damerau-Levenshtein distance with suffix trees into an automaton in order to
match approximately the meaning part of PExt with the query [12]. The automa-
ton defines inverted cost rInvCost of cognem-based rules {PExt} applied to some
input sentence. rInvCost of context-free rules in GExt equal to probij of G.
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rInvCost replaces probi,j in calculation of generated sentence’s probability. Since
we mixed probability from G with euristic value rInvCost for {PExt}, sentences
generated by GExt have not probability but weight - inverted cost of a sentence
sInvCost.

Sentences generated by GExt contain terms, that are not present in the orig-
inal query. These terms form a set of possible expansion terms expTerms. Each
new term has properties (ti, tInvCosti, tUsagei), where tInvCosti - aggregated
sInvCost of all generated sentences with ti; tUsagei - ratio of query terms, used
in derivation of ti to count of terms in the query.

If GExt runs on “Capital [of the] largest oil-producing country” it trans-
forms the query with the cheapest associative rule (capital → Soviet) to “Soviet
largest oil-producing country”. Triplet (“Soviet”, tInvCost−1

Soviet→capital, 0.25)
joins expTerms. The transformed sentence joins the set for further derivation.
Afterwards GExt applies the cheapest context-sensitive rule to the original query
and marks the original query as processed. At this point we have 1 or more terms
in expTerms and 1 or more sentences to derive from. GExt chooses not processed
sentence with the biggest invCost and runs on it. GExt stops when expTerms
reached predefined size. See results in Table 2.

4.3 Classifier of Relevant Terms

The linear regression model predicts relevance of term ti to query as follows:
Y (ti) = b0 +b1 ∗ tInvCosti +b2 ∗ tUsagei. We train and test it with true positive
pairs (meaning, sign), taken from cognems.

Considering the abbreviations TP (true positive), FN (false negative), TN
(true negative), FP (false positive), the regression model has properties:
(a) Sensitivity Se = TP

TP+FN ∗ 100%; (b) Specificity Sp = TN
TN+FP ∗ 100%;

AUC - area under the ROC-graph’s curve. ROC-analysis uses a graph Se =
F (1 − Sp). AUC positively relates to the quality of the regression model. With
cutoff = argmaxk(Sek+Spk) the regression model classifies derived symbols on
relevance to the query. We could use Domain property of the cognitive entities
to improve the quality of classification [13].

5 Results

Our final grammar GExt contained: 28,000 symbols, 123,000 rules and 3,900
synsets. Symbols inside a synset replace each other with inverted cost 1. Run-
ning the model against the query “[The] Capital of the largest oil-producing
country” produces a list of symbols which contains the correct answer “Moscow”
in position 2 and less relevant symbols “city”,“Russia” in positions (7, 1) (see
Table 2).

State of the art QA systems are built and tested on English corpora. To eval-
uate the impact of the query preprocessor we should compare the performance of
the QA with and without preprocessing, or to check if additional terms improve
the retrieval of documents with a correct answer. Since the cognitive model
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Table 1. AUC evaluated on different test queries

Form of meaning Terms in a query Count AUC of queries tested

Description – 199 0.86

Definition – 196 0.90

– [5–10] 192 0.8

– [1–5] 200 0.87

Table 2. Ranking for query “Capital of the largest oil-producing country”

Symbol tInvCost tUsage DocsCount Frequency DocsCount

found by model (rank) (rank) (< query > + < symbol > (symbol) /Frequency

city (gorod) 2.271 (7) 5/6 (2) 3600 573.4 6.28

Moscow (Moskva) 3.153 (2) 5/6 (2) 3600 633.5 5.68

road (doroga) 2.604 (4) 5/6 (2) 1390 330.1 4.21

big (bol’shoi) 2.374 (5) 5/6 (2) 3640 944.4 3.85

Russia (Rossija) 3.687 (1) 4/6 (3) 3580 952.0 3.76

factory (zavod) 2.348 (6) 5/6 (2) 610 164.0 3.71

alley (alleja) 2.025 (8) 6/6 (1) 56 16.0 3.50

red (krasnij) 2.786 (3) 5/6 (2) 620 240.5 2.58

was not built with English data, the direct comparison has not been done yet.
We use two methods to get insights into its performance: consider model as
a regression model of relevance expansion terms to a query; compare ranking
of expansion terms by the regression model with statistics from IR on a query
< original query + expansion term >.

In the first method we use two sets: 2,500 cognems to train the regression model
(see section Method) and 1,342 cognems to test it. Here cognems are used as pairs
(query, answer). If we train or test the model with a query from some cognem, the
corresponding rule from GExt is switched off. See Table 1 for the estimated AUC
for different subsets of test queries. Values above 0.5 mean the regression model
performs better than random, while values 0.8–0.9 are quite good characteristics.

In the second method we use the hypothesis from the Relevant Feedback
technique: the relevant terms occur in documents with the query more often
than non-relevant ones. The set of top ranked terms should persist for both
rankings: based on IR co-occurrence and on the regression model. For IR the
ranking criteria will be rcoefs,q = docsCount(query∪symbol)

Freqsymbol
: Symbol collocates

with Query inside documents AND Symbol is rare in texts.
We compose a query < original query > AND < symbol suggested by

model > for the search engine Bing.com to acquire docsCount(query ∪ symbol)
(See Table 2). The results ranked by DocsCount/frequency contain relevant
answers in positions (1, 2, 5) which are closer to top spots. Note that the
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completely irrelevant answer “red” goes down in rank and “alley” is not in the
bottom position due to low frequency.

6 Conclusion

Query expansion is often used to improve efficiency of a QA pipeline. We propose
to use a cognitive semiotic model as a query preprocessor to achieve personaliza-
tion and autonomy of expansion. The model is built upon the associative network
and the set of cognitive entities. It operates as a context-sensitive grammar with
approximate matching of a left part of a rule and a query. To suggest expansion
terms for the query, the grammar is packed into a regression model of rele-
vance of the terms to the query. We evaluate efficiency of the regression model
through ROC-analysis and AUC. The model’s top-ranked terms agree with the
co-occurrence statistics from IR.
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President of Russia.
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Abstract. This paper describes approaches to problem-phrase extrac-
tion from user reviews of products. The first step in problem extraction
is to separate sentences with problems from all others. We propose two
methods to problem extraction from such sentences: (i) a straightforward
algorithm that does not split sentence into clauses and (ii) an improved
clause-based algorithm. We claim that both approaches improve the clas-
sification performance compared to machine-learning algorithms.
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1 Introduction

Companies may correct some issues in their products, either services or devices,
using customer feedback. Usually a defective product causes negative reviews.
Such feedback from users allows a company to improve a product or a service
only if the company tracks a particular device and the corresponding problems.

In this paper, we consider the task of extracting problem phrases from user
reviews of products. In general, the task of problem-phrase extraction can be seen
as a particular instance of the text categorization problem, in which only two
classes are possible: the class with problems and the class without any problems.
Example 1 contains a problem phrase. Example 2 does not contain problems.

1. I have been having problems with my printer for a few months as it has been
spitting out pages that only had symbols.

2. I would recommend this printer to everyone who does not print in large
volumes but wants good copies nevertheless.

The task determines whether each sentence contains a problem or not. How-
ever, it is difficult; one class is not completely the opposite to another. In Exam-
ple 3 problem can be implied in the past; problems can occur because of the user
(cf. Example 4). We consider such cases as mentions of implicit1 problems.

3. I have only had one problem with this product, and that was years ago.
1 The formal definition of the problem is difficult to determine.

c© Springer International Publishing Switzerland 2014
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4. I knew I needed to replace my black ink because of a message on my computer,
but I did not remember which one and I could not buy a cartridge.

Some sentences from user reviews are composite. Conjunction words provide the
necessary transition between two ideas in sentences 1–4. Conjunctions help to
understand which of two ideas is more important. In this paper, we compare the
performances of two approaches with machine-learning methods.

The rest of the paper is organized as follows: Sect. 2.1 presents a straightfor-
ward approach to extracting problem phrases; Sect. 2.2 describes an improved
clause-based approach. In Sect. 3 we compare both approaches to each other on a
manually constructed corpus of user reviews. Section 4 describes related work in
the area of problem-phrase extraction or semantic analysis of contrast in natural
language. Finally, Sect. 5 presents our conclusions and possible future extensions
to this work.

2 Two Approaches for Problem-Phrase Extraction

The basic idea of both approaches we developed is to separate sentences with
problems from all others. Obviously, this classification task might be solved by a
number of supervised learning methods that make use of bag-of-words model. We
have run such experiments and compared results to our original dictionary-based
methods which we present in this section.

2.1 Straightforward Approach

The first algorithm evaluates simple conditions to decide whether a sentence
contains a problem or not. The algorithm uses the following dictionaries: Action,
NegativeWord, Negation, and ProblemWord. The Action dictionary contains all
verbs that express some action, because a problem phrase may be presented
as a negation of an action. The Action dictionary contains about 7,990 words.
The NegativeWord dictionary contains a set of negative terms from a sentiment
lexicon collected by Hu and Liu [1] and includes about 4,780 words. The Negation
dictionary contains common negations (e.g. not, n’t, never etc.). Finally, we
include several types of words in the ProblemWord dictionary. The ProblemWord
dictionary contains direct problem indicators (words such as crash, break, reboot),
indirect problem indicators (words such as tech support, sometimes, return) and
“not happening” problem words. The ProblemWord dictionary are manually
created. A set of so-called not-happening problem words is also included in the
Action dictionary. This subset contains specific words, such as resolve, work,
connect. The negation of these words denotes a problem and may guarantee the
problematical character of a sentence. Some words from the Action dictionary
do not fall under this condition. Further, we describe steps of the algorithm.

Step 1. The algorithm looks for verb phrases headed by an action verb with
a negation. If the sentence has an action word from the Action dictionary
and a related word from the Negation dictionary, we extract the root phrase
(S*) from the sentence and mark the sentence as a problem sentence.
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Step 2. The algorithm looks for phrases in the sentence’s syntactic tree2 headed
by a problem word. Then the algorithm looks if a selected phrase also con-
tains a negation. If the sentence has a problem word from the ProblemWord
dictionary without a related word from the Negation dictionary, we extract
the root phrase (S*) from the sentence and mark the sentence as a problem
sentence. We also mark the sentence by a problem label if the sentence con-
tains a “not happening” problem word from the dictionary with a negation.

Step 3. The algorithm determines whether the sentence contains a problem
using the results of step 1 and step 2.

Performance of this approach is discussed in Sect. 3.

2.2 Clause-Based Approach

We claim that most but-conjunctions change the meaning of a sentence. To
illustrate this, we define three types of sentences and show that each sentence
with a but-conjunction has two (opposite) semantic focuses.

Type-A. The first part of the sentence has a positive meaning, and the other
part (after but) describes events that are different than expected.

Type-B. One part of the sentence confirms a problem description, and the other
part (before or after but) denies an unpleasant situation or a problem.

Type-C. All parts of the sentence have similar information about situation. The
but-conjunction is used to add something. All parts of the sentence
have a problem descriptions or none of the parts have problems.

Type-A is illustrated in sentences 5 and 6. The first parts of these examples do
not have any problem, but the other parts belong to a type of “denial of expec-
tation” interpretation [2]. In example 6 the first part “great product” implies
something that the second clause “cd does not work” contradicts. Type-A sen-
tences have problems.

5. I have always been happy with hp products; and I love the new Photosmart
Plus Printer, but I am extremely disappointed with the ink cartridges.

6. Great product, but CD does not work.

Type-B is given in Examples 7 and 8. The first parts of these sentences describe
difficulties, but the second parts of the sentences express positive opinions. In 8
there is a contrast between the problem phrase “Printing is not fast” and the
no-problem clause “that can be used”, which relates to a different meaning in
the sentence. Type-B sentences do not have problems with devices.

7. Admittedly I haven’t had it long,but so far I love it.
8. Printing is not fast, but the variety of paper sizes that can be used for

drawings and technical documents more than makes up for the speed.
2 In the algorithm parsing step we use the Stanford Parser (http://nlp.stanford.edu/

software/lex-parser.shtml).

http://nlp.stanford.edu/software/lex-parser.shtml
http://nlp.stanford.edu/software/lex-parser.shtml
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Type-C is illustrated in 9. These sentences are more easily analyzed. In 9 we
simply recognize that the “printer could not read” and “I could not clear the
message”; these clauses only differ by subject of the phrase and by the verb, not
by semantic meaning. Sentence 9 contains a problem.

9. The only thing I didn’t like was when the printer could not read “print from
an online source”, it let me know, but I could not clear the message without
turning it off and starting it again.

The interpretation of the but-conjunction contains semantic contrast in the
problem-phrase extraction. Our improved approach consists of decomposing
phrase extraction into a combination of simple decisions. In sentences with but,
we detect the problem depending on the clause’s meaning. There is a description
of the improved clause-based algorithm.

Step 1. We define IP, DP, ¬DP, X, N values. The IP and DP represent two
types of problem phrases. IP indicates an indirect problem phrase headed by
one of action verbs with negation. Similarly, DP represents a direct problem
phrase headed by one of problem words, while ¬DP indicates a phrase con-
taining a problem word with a related negation (for this step we use a parsing
method similar to a straightforward approaches steps 1–2). N and X present
a phrase with negative and unknown sentiment respectively (these phrases
do not contain a problem description).

Step 2. This step determines type of each sentence using a rule-based approach.
The following rules cover three types of sentences:
(1) N | X, but IP | DP → PS (Type-A)
(2) IP, but X → ¬PS (Type-B)
(3) IP, but ¬DP → ¬PS (Type-B)
(4) ¬DP, but IP | N → ¬PS (Type-B)
(5) N | X, but N | X → ¬PS (Type-C)
(6) IP | DP, but IP | DP → PS (Type-C)
where PS is the sentence which the approach classifies as a problem sentence,
while ¬PS is the sentence without problems.

Further, we compare the straightforward approach from Sect. 2.1 to the improved
clause-based approach described in Sect. 2.1.

3 Evaluation and Experiments

For our experiments, we collected 1,496 sentences from the HP website.3 To label
the test set, we made use of the Amazon Mechanical Turk (MTurk) service. The
MTurk task was to assign each sentence one of three following labels: (i) “a
problem is indicated in text”, (ii) “a problem is implicit” and (iii) “no problem
in text”. We treat both (i) and (ii) as problem labels. All other sentences were

3 http://reviews.shop.hp.com

http://reviews.shop.hp.com
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Table 1. Distribution of positive and negative labels after four MTurk runs

Subset Positive marks Class label Sentences Sentences with “but”

S0 0 - 562 134

S1 1 - 186 74

S2 2 unknown 145 83

S3 3 + 237 149

S4 4 + 366 201

Table 2. Performance metrics of straightforward and clause-based approaches

Method name TPR FPR P R F1

Straightforward approach (Sect. 2.1) .81 .27 .71 .81 .756

Clause-based approach (Sect. 2.2) .77 .22 .74 .77 .754

added to no-problem class. We carried four separate runs with the same dataset
in each run. We collected number of problem labels for each sentence after four
runs. A total of 145 sentences were assigned two positive and two negative labels,
so we excluded them from the test set. The distribution of labels in the evaluation
corpus is presented in Table 1.

We analyzed number of sentences with but-conjunctions in the dataset.
A total of 41 % of all sentences are composite sentences with but. The dataset we
use in the evaluation contains 1,351 instances: 748 instances belong to the no-
problem class (S3 + S4), and 603 instances belong to the problem class (S0 + S1).
Performance metrics are calculated with this dataset and provided in Table 2.

We also compare our method to four machine learning methods from Weka
toolkit.4 The dataset we use for the classification contains 1,351 instances. Before
applying any algorithm, we convert the data file into the attribute-relation
file format (ARRF). Once data is transformed and loaded into Weka, we use
bag-of-words model for representing sentences as collections of features. The
StringToWordVector filter converts unstructured documents into feature vectors,
keeping the frequency of each word.

First, we performed a tenfold cross validation using support vector machines
(LibSVM scheme in Weka). The SVM classifier is a strong baseline used in
sentiment analysis tasks. The experiment gave a precision of 88 %, a recall of
13 % and an F1 measure of 40 % on the dataset. We use a filter approach for
feature selection to improve machine learning results. The AttributeSelection
filter first orders features by their discriminative capacity (using the information
gain), then removes unnecessary features for definition of a problem class.

We performed a tenfold cross validation on the dataset using the NaiveBayes-
Multinomial, ZeroR, J48, and SMO schemes. We used sequential minimal opti-
mization (SMO) for training a support vector classifier and Multinomial Naive

4 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 3. Comparison of machine learning algorithms and dictionary-based approaches.

J48 NaiveBayes SVM Approach 2.1 Approach 2.2

Accuracy .64 .65 .70 .77 .78*

Precision .61 .64 .66 .71 .74*

Recall .57 .60 .67 .81* .77

F1 measure .59 .62 .67 .76* .75

* indicates that a metric result is statistically better than others in the
same row

Bayes as a version of Naive Bayes for text documents represented by feature vec-
tors. The percentage of correctly labeled instances for each of the four schemes is
as follows: 55.3 % for majority-class baseline (ZeroR), 64.34 % for Decision Trees
(J48), 66.94 % for Näıve Bayes (NaiveBayesMultinomial), 69.55 % for support
vector classifier (SMO). The results of both SVM classifier and Näıve Bayes are
statistically better than the baseline established by ZeroR and J48. The exper-
iment shows that the most effective classifier among these methods is linear. A
comparison of metrics without weighting (for a problem sentences class) is pre-
sented in Table 3. The straightforward approach (Sect 2.1) based on dictionaries
is better than an SVM classifier on the dataset. The clause-based approach is
also better than a machine-learning baseline.

4 Related Work

Problem-phrase extraction from user reviews of products has been mentioned
in other papers. Gupta analyzed several hundred messages from Twitter and
created dictionaries manually. He described several types of syntactic features:
“verb particle” feature, “not-verb” feature, “verb-down” feature, and about 20
single verbs and nouns. Gupta [3] reported that performance of F1 measure was
0.66. In addition, Gupta used all the sentiment features and syntactic features.
The best F1 measure was 0.742. In our approach, we have also used dictio-
naries to compile problem words. Our performance metrics are similar to those
that have been shown in Gupta’s [3,4], despite the difference in datasets and
approaches.

But-conjuction has been widely studied in literature. In [2] Lakoff claims
that but encodes a “denial-of-expectation” meaning between two conjuncts or
“semantic opposition”. In [5] Winter and Rimon assume that words like but,
(al)though, yet, nevertheless are some of the common expressions in English.
There are some strong relations between senses of but. Winter and Rimon devel-
oped an “application for analyzing the semantics and pragmatics of contrastive
conjunctions in natural language”. They showed that the case of but is different
from those of yet, although, nevertheless, even though and other connectives of
contrast. In [5] they introduce an intuitive definition for the connection between
contrast and implication. Winter and Rimon use word implication to capture
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the notion of contrast. In our approach, we first look for words from the dic-
tionaries in both clauses, then assign a label to each clause depending on the
words with certain meanings. Other authors use the clause-based approach to
solve text categorization tasks. In [6] Carreras and Marquez present a clause-
based boosting approach for anti spam e-mail filtering. Their approach consists
of decomposing the clause, splitting the problem into a combination of binary
“simple” decision. They decompose a message in two levels with two chained
decisions. At the first level, all clause candidates get a confidence value. The
second level corresponds to the analysis of results of the first level by confidence
values. Carreras and Marquez use open baskets to identify clauses, while we use
but-conjunctions that introduce dependent clauses in a sentence.

5 Conclusion

In this paper, we propose using the clause-based approach to detect problem
sentences in customer reviews. But-conjunctions in English give different mean-
ings of contrast in different contexts. We decompose each sentence with a but-
conjunction into the clauses, with separate analyses, and use a combination
step to decide whether a sentence contains a problem or not. The clause-based
approach is more effective for improving the precision of the classification; for
high recall we recommend the straightforward dictionary-based approach. Both
approaches perform very good compared to the simple baseline given by super-
vised machine-learning algorithms. In our future work, we plan to extract prob-
lem phrases with related targets for the Russian language. We plan to compare
our approaches with a powerful baseline, based on conditional random fields
(CRF), which have performed well in our previous work [7]. We plan to extend
the dictionaries automatically to improve classification performance.
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comments. This work was partially supported by Russian Ministry of Education and
Science (project number: 3056, “Semantic web technologies and linguistic databases:
annotation, information extraction and retrieval”).

References

1. Liu, B., Hu, M.: Mining and summarizing customer reviews. In: Proceedings of the
Tenth ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining, KDD ’04, New York, NY, USA (2004)

2. Lakoff, R.: If’s, and’s and but’s about conjunction. In: Fillmore, L. (eds.) Studies
in Linguistic Semantics, New York (1971)

3. Gupta, N.: Extracting descriptions of problems with product and service from twit-
ter data. In: Proceedings of the 3rd Workshop on Social Web Search and Mining,
Beijing, China, July 2011



236 V. Ivanov and E. Tutubalina

4. Gupta, N.: Extracting phrases describing problems with products and services from
twitter messages. Technical report, Conference on Intelligent Text Processing and
Computational Linguistics CICling 2013, March 2013

5. Winter, Y., Rimon, M.: Contrast and implication in natural language. J. Semant.
11, 365–406 (1994)

6. Carreras, X., Màrquez, L.: Boosting trees for clause splitting. In: Proceedings of the
CoNLL-2001 Shared Task, Toulouse, France (2001)

7. Gareev, R., Tkachenko, M., Solovyev, V., Simanovsky, A., Ivanov, V.: Introducing
baselines for Russian named entity recognition. In: Gelbukh, A. (ed.) CICLing 2013,
Part I. LNCS, vol. 7816, pp. 329–342. Springer, Heidelberg (2013)



VKF-Method of Hypotheses Generation

Dmitry V. Vinogradov1,2(B)

1 All-Russia Institute for Scientific and Technical Information (VINITI),
Intelligent Information Systems Laboratory, Moscow 125190, Russia

2 Intelligent Robotics Laboratory, Russian State University for Humanities,
Moscow 125993, Russia

vin@viniti.ru

http://isdwiki.rsuh.ru

Abstract. We present an intelligent system for VKF-method based on
a Markov chain approach to generation of hypotheses about causes of
presence/absence of effect under study. The system uses coupling Markov
chains that terminate with probability 1. Since each hypothesis is gener-
ated by an independent run of the Markov chain, the system makes the
induction step in parallel by several threads. After that the abduction
step refines the hypotheses by the CloseByOne operation with train-
ing examples (in several threads too). Then the system predicts pres-
ence/absence of the effect by the analogical reasoning. We test the system
on SPECT dataset from UCI machine learning repository. The accuracy
is 85.56 percent (that exceeds 84.0 percent accuracy of the CLIP3 algo-
rithm developed by the authors of the dataset).

Keywords: Machine learning · Markov chain · Termination with
probability 1 · Formal Concept Analysis · CloseByOne operation

1 Introduction

In 1983 Prof. Victor K. Finn [4] proposed many-valued logics formalization of
inductive methods of John Stuart Mill (JSM-method). These ideas underlie a
large class of intelligent systems of JSM type. JSM-method combines several
cognitive procedures: inductive generation of hypotheses from a training sample,
prediction of properties of test examples using analogy to the training ones,
abductive explanation of properties of training examples [5]. The state of the
art for JSM-method is represented in [6,7].

Initially, JSM community had developed original algorithms for the basic
procedures of JSM-method. Later Prof. Sergei O. Kuznetsov [15] discovered that
Formal Concept Analysis (FCA) [9] corresponds to the generation (“induction”)
step of JSM-method. This relation allows us to use FCA algorithms for JSM-
method. For instance, modern JSM systems use the well-known algorithm of
Norris. Also there is an influence of JSM community on FCA. For example, the
well-known algorithm “Close-by-One” (CbO) was initially introduced by Prof.
Kuznetsov in [14] for JSM-method and later translated in terms of FCA.
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 237–248, 2014.
DOI: 10.1007/978-3-319-12580-0 25
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In our opinion, the main drawback of ‘old-fashioned’ JSM-method is the
computational complexity of JSM algorithms, especially for the induction step.
Prof. Kuznetsov [16] provided theoretical bounds on computational complexities
of various JSM related problems. Kuznetsov and Objedkov [17] presented results
of experimental comparison between various (partially improved by the survey’s
authors) variants of famous deterministic algorithms of FCA.

The development of JSM-method has resulted in intelligent systems that were
applied in various domains such as sociology [8,12], pharmacology, medicine [18],
graphology [10,11], etc. In practice there were situations when a JSM system
generated more than 10,000 formal concepts (JSM similarities) from a context
with about 100 objects. In our opinion the importance of all generated concepts
is doubtful, because when domain experts manually select important JSM causes
they reject majority of generated JSM similarities.

In the paper [19] we introduce the Markov chain approach (see [3], for
instance) to the generation of JSM hypotheses. The paper [20] describes this
approach in FCA terms. Here we extend it to a full-scale machine learning model
called VKF-method. To do this the abduction rule is replaced by the procedure
of abductive refinement of hypotheses with respect to the training examples.

On the basis of VKF-method scheme we create an intelligent system that
corresponds to the simplest JSM strategy. The system uses the coupling Markov
chain to generate random sample of hypotheses. Each run of this chain termi-
nates with probability 1. Since each hypothesis is generated by an independent
run of the Markov chain, the system makes the induction step in parallel by sev-
eral threads. Then the abduction step refines the hypotheses by the CloseByOne
operation with training examples again in several threads. Finally, the system
predicts target class of each test example by the analogy reasoning.

We test the system on the dataset SPECT from machine learning repository
at University California Irvine [1]. The accuracy of prediction of the system
is equal to 85.56 percent (which exceeds 84.0 percent accuracy of the CLIP3
algorithm [13] developed by the authors of the dataset).

2 Background

2.1 Basic Definitions and Facts of FCA

Here we recall some basic definitions and facts of Formal Concept Analysis
(FCA).

A (finite) context is a triple (G,M, I), where G and M are finite sets and
I ⊆ G × M . The elements of G and M are called objects and attributes,
respectively. Conventionally, we write gIm instead of 〈g,m〉 ∈ I to denote that
object g has attribute m.

For A ⊆ G and B ⊆ M , define

A′ = {m ∈ M | for all g ∈ A(gIm)}, (1)
B′ = {g ∈ G | for all m ∈ B(gIm)}; (2)
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so A′ is the set of all attributes common to all objects in A and B′ is the set of
all objects having all attributes in B. The maps (·)′ : A �→ A′ and (·)′ : B �→ B′

are called derivation operators (polars) of the context (G,M, I).
A concept of the context (G,M, I) is a pair (A,B), where A ⊆ G, B ⊆ M ,

A′ = B, and B′ = A. The first component A of the concept (A,B) is called the
extent of the concept, and the second component B is called its intent. The
set of all concepts of the context (G,M, I) is denoted by B(G,M, I).

Let (G,M, I) be a context. For concepts (A1, B1) and (A2, B2) in B(G,M, I)
we write (A1, B1) ≤ (A2, B2), if A1 ⊆ A2. The relation ≤ is a partial order on
B(G,M, I).

A subset A ⊆ G is the extent of some concept if and only if A′′ = A in which
case the unique concept with extent A is (A,A′). Similarly, a subset B ⊆ M is
the intent of some concept if and only if B′′ = B and thus the unique concept
with the intent B is (B′, B).

It is easy to check that A1 ⊆ A2 implies A′
1 ⊇ A′

2 and for concepts (A1, A
′
1)

and (A2, A
′
2) reverse implication is valid too, because A1 = A′′

1 ⊆ A′′
2 = A2.

Hence, for (A1, B1) and (A2, B2) in B(G,M, I)

(A1, B1) ≤ (A2, B2) ⇔ A1 ⊆ A2 ⇔ B2 ⊆ B1. (3)

Let us consider a context (G,M, I). In what follows, let J be an index set.
We assume that Aj ⊆ G and Bj ⊆ M , for all j ∈ J .

Lemma 1. [9] Assume that (G,M, I) is a context and let A ⊆ G, B ⊆ M and
Aj ⊆ G and Bj ⊆ M for all j ∈ J . Then

A ⊆ A′′ and B ⊆ B′′, (4)
A1 ⊆ A2 ⇒ A′

1 ⊇ A′
2 and B1 ⊆ B2 ⇒ B′

1 ⊇ B′
2, (5)

A′ = A′′′ and B′ = B′′′, (6)

(
⋃

j∈J

Aj)′ =
⋂

j∈J

A′
j and (

⋃

j∈J

Bj)′ =
⋂

j∈J

B′
j , (7)

A ⊆ B′ ⇔ A′ ⊇ B. (8)

Proposition 1. [9] Let (G,M, I) be a context. Then (B(G,M, I),≤) is a lattice
with join and meet operators given by

∨

j∈J

(Aj , Bj) = ((
⋃

j∈J

Aj)′′,
⋂

j∈J

Bj), (9)

∧

j∈J

(Aj , Bj) = (
⋂

j∈J

Aj , (
⋃

j∈J

Bj)′′). (10)

Corollary 1. For context (G,M, I) the lattice (B(G,M, I),≤) has (M ′,M) as
the bottom element and (G,G′) as the top element. In other words, for all
(A,B) ∈ B(G,M, I) the following inequalities hold:

(M ′,M) ≤ (A,B) ≤ (G,G′). (11)
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2.2 The “Close-by-One” Operations: Definition and Properties

By means of the infimum and supremum definitions in B(G,M, I) given by
Proposition 1 we can introduce local steps of our Markov chains:

Definition 1. For (A,B) ∈ B(G,M, I), g ∈ G, and m ∈ M define

CbO((A,B), g) = ((A ∪ {g})′′, B ∩ {g}′), (12)
CbO((A,B),m) = (A ∩ {m}′, (B ∪ {m})′′). (13)

so CbO((A,B), g) is equal to (A,B) ∨ ({g}′′, {g}′) and CbO((A,B),m) is equal
to (A,B) ∧ ({m}′, {m}′′).

We call these operations CbO because the first one is used in Close-by-One
(CbO) algorithm to generate all concepts from B(G,M, I), see [14] for details.

Lemma 2. Let (G,M, I) be a context, (A,B) ∈ B(G,M, I), g ∈ G, and m ∈ M .
Then

g ∈ A ⇒ CbO((A,B), g) = (A,B), (14)
m ∈ B ⇒ CbO((A,B),m) = (A,B), (15)

g /∈ A ⇒ (A,B) < CbO((A,B), g), (16)
m /∈ B ⇒ CbO((A,B),m) < (A,B). (17)

Proof. If g /∈ A then A ⊂ A∪{g} ⊆ (A∪{g})′′ by (5). By definition of the order
on concepts this inclusion and (12) imply (16). Implication (17) is proved in the
same way, the rest is obvious.

Lemma 3. Let (G,M, I) be a context, (A1, B1), (A2, B2) ∈ B(G,M, I), g ∈ G,
and m ∈ M . Then

(A1, B1) ≤ (A2, B2) ⇒ CbO((A1, B1), g) ≤ CbO((A2, B2), g), (18)
(A1, B1) ≤ (A2, B2) ⇒ CbO((A1, B1),m) ≤ CbO((A2, B2),m). (19)

Proof. If A1 ⊆ A2 then A1 ∪ {g} ⊆ A2 ∪ {g}. Hence (5) implies (A2 ∪ {g})′ ⊆
(A1 ∪ {g})′. Second part of (5) implies (A1 ∪ {g})′′ ⊆ (A2 ∪ {g})′′. By definition
of the order between concepts this is (18). Implication (19) is proved in the same
way by using (3).

2.3 Example of JSM-Reasoning

We represent JSM-method by its application to a school problem: find sufficient
conditions for a convex quadrangle with symmetries to be circled and (using
these conditions) tell whether a rectangle can be circled. Hence there are two
target classes: positive (there exists a circle around a quadrangle) and negative
(otherwise).

The training sample contains a square, an isosceles trapezoid, a diamond, and
a deltoid (see the rows labels in Table below). The test example is rectangle.
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We represent each quadrangle by the subset of attributes related to its pos-
sible symmetries: “There exists a central symmetry point” (A), “The group of
rotations is trivial” (B), “The group of rotations contains at least two elements”
(C), “There is a diagonal symmetry axis” (D), “There is a non-diagonal sym-
metry axis” (E). See the columns labels in Table below.

quadrangle target A B C D E

square 1 1 0 1 1 1

trapezoid 1 0 1 0 0 1

diamond 0 1 0 1 1 0

deltoid 0 0 1 0 1 0

rectangle ? 1 0 1 0 1

The induction step of JSM-method is a procedure for separately finding all
concepts of the positive part of the training sample and all concepts of the
negative part.

The positive context generates 4 concepts:

extent A B C D E

∅ 1 1 1 1 1

{square} 1 0 1 1 1

{trapezoid} 0 1 0 0 1

{square, trapezoid} 0 0 0 0 1

Then JSM-system tests the counter-example forbidding condition: is
there a negative example that includes a positive concept intent? JSM-system
saves only concepts that do not have any counter-examples. Also there is a lower
bound on the minimal number of examples in concept extents (its parents list).
Usually, this bound is set to 2. Hence the JSM-system saves only the last concept
({square, trapezoid}, {E}) as a JSM-hypothesis.

The abduction step of JSM-method is a procedure, which “explains” all
the training examples by saved JSM-hypotheses.

Since the saved JSM-hypothesis ({square, trapezoid}, {E}) is included {E} ⊆
{A,C,D,E} and {E} ⊆ {B,E} into both positive examples, the system explains
them by this hypothesis.

The analogy step of JSM-method is a procedure to predict the target class
of test examples. Since the saved JSM-hypothesis ({square, trapezoid}, {E}) is
contained {E} ⊆ {A,C,E} in the test example ({rectangle}, {A,C,E}), the
system predicts that there is a circle around rectangle.
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3 Markov Chain Algorithm

Now we describe coupling Markov chain algorithm for random generation of
formal concepts.

Let S be a finite set (state space). A Markov chain is defined by a (sto-
chastic) matrix K(x, y) with ∀x ∈ S∀y ∈ S[K(x, y) ≥ 0] and Σy∈SK(x, y) = 1
for each x ∈ S. Thus each row is a probability measure on S, so K defines a
kind of random walk: from x ∈ S choose y ∈ S with probability K(x, y); from y
choose z ∈ S with probability K(y, z), and so on.

We refer to the sequence of states X0 = x,X1 = y,X2 = z, . . . as a run of
the chain starting at x. From the definitions P (X1 = y | X0 = x) = K(x, y),
P (X2 = z,X1 = y | X0 = x) = K(x, y) · K(y, z).

It implies

P (X2 = z | X0 = x) = Σy∈SK(x, y) · K(y, z) = K2(x, z). (20)

Similarly, the nth power of the matrix K has in x, y entry

Kn(x, y) = P (Xn = y | X0 = x). (21)

Now we represent the coupling Markov chain algorithm, which is the core of
VKF-method.

Data: context (G,M, I), external function CbO( , )
Result: random concept (A,B) ∈ B(G,M, I)
X := G � M ; (A,B) := (M ′,M); (C,D) = (G,G′);
while ((A �= C) ∨ (B �= D)) do

select random element x ∈ X;
(A,B) := CbO((A,B), x); (C,D) := CbO((C,D), x);

end
Algorithm 1. Coupling Markov chain

The intermediate value of quadruple (A,B) ≤ (C,D) at some step t of the
while loop of Algorithm 1 corresponds to Markov chain state Xt. The At, Bt, Ct

and Dt are first, second, third, and fourth components, respectively.
If we compute all the concepts for context (G,M, I), then it is possible to give

the exact matrix representation of our Markov chain. However, an advantage of
this approach is that one does not need to know the transition matrix for the
algorithm to run. Our goal is to select a random sample of concepts without
computing (possibly exponentially large) set B(G,M, I) of all concepts. Why
does the algorithm correspond to a Markov chain? The CbO operation with
respect to some fixed object defines a deterministic function (non-permutation,
in general) from B(G,M, I) into itself. For every row the corresponding matrix
contains a single 1 in some cell and 0’s in other places. So the matrix is a
stochastic one. The similar fact holds for operation CbO with respect to a fixed
attribute.

Because the transition for elements of B(G,M, I) is defined by the random
(uniform) choice of either object or attribute, the transition matrix is the (uni-
formly) weighted sum of the corresponding matrices for every object and every
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attribute. However, the weighted sum of stochastic matrices is a stochastic matrix.
Thus the transition matrix for elements of B(G,M, I) is stochastic one.

Simultaneous application of CbO operation with respect to same either object
or attribute to an ordered pair of elements of B(G,M, I) corresponds to ten-
sor (Kronecker) product of the transition matrix on B(G,M, I) by itself with
respect to the invariant subspace of ordered pairs. The invariance of this sub-
space is proved in Lemma 3. The tensor product of two stochastic matrices is a
stochastic matrix. The restriction of a stochastic matrix on invariant subspace is
a stochastic matrix too. Hence the transition matrix for Algorithm1 is stochastic
one and determines a Markov chain.

Definition 2. A coupling length for context (G,M, I) is defined by

L = min(| G |, | M |). (22)

A choice probability for an object or an attribute in context (G,M, I) is
equal to

p =
1

| G | + | M | . (23)

Lemma 4. If | G |≥| M |, then for every integer r and every initial state
(A,B) ≤ (C,D) (where (A,B), (C,D) ∈ B(G,M, I)) the following holds:

P[Ar+L = Cr+L = A,Br+L = Dr+L = B | Yr = (A,B) ≤ (C,D)] ≥ pL. (24)

If | G |≤| M | then for every integer r and every initial state (A,B) ≤ (C,D)
(where (A,B), (C,D) ∈ B(G,M, I)) the following holds

P[Ar+L = Cr+L = C,Br+L = Dr+L = D | Yr = (A,B) ≤ (C,D)] ≥ pL. (25)

Proof. For coupling to Yr+L = (A,B) ≤ (A,B) one needs to move the upper part
(C,D) ∈ B(G,M, I) of the Markov chain state Yr = (A,B) ≤ (C,D) to (A,B)
when the lower part (A,B) is fixed. To this end the algorithm can enumerate all
elements of B\D in a fixed order and then apply CbO operator to this sequence.
However | B \ D |≤| M |= L. Relation (25) is proved in a similar way. ��
Remark 1. The previous proof produces a very weak lower bound on the prob-
ability of the coupling. We can strengthen this result if we consider all possible
ways from the upper element (C,D) to the lower one (A,B). Then the bound
(| G | + | M |)−|M | is replaced by | M |!/(| G | + | M |)|M |.

Example 1. Let us consider a finite set G with n =| G | elements. The simplest
example of a concepts lattice is B(G,G, �=), where �== {(g,m) ∈ G×G | g �= m}.
The lattice B(G,G, �=) is isomorphic to {A | A ⊆ G} with respect to the set
operations

⋂
and

⋃
. In this example the coupling length is equal to n and the

choice probability is equal to 1/(2n).

Remark 2. Let us compare two lower bounds from lemma 4 and Remark 1 for the
case of B(G,G, �=). Lemma 4 produces (2n)−n and Remark 1 makes n!/(2n)n.
Stirling’s approximation converts the last bound into

√
2πn/(2e)n. The improve-

ment is essential because the last bound is only exponentially small.
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Remark 3. For Example 1 we can improve the bound further to
√

2πn/en. It
needs to consider a possibility of coupling for any concept (E,F ) ∈ B(G,G, �=)
with (A,B) ≤ (E,F ) ≤ (C,D).

Theorem 1. The coupling Markov chain has the probability of coupling (termi-
nation) before n steps with limit 1 as n → ∞.

Proof. Lemma 3 implies that (A(k−1)·L, B(k−1)·L) ≤ (C(k−1)·L,D(k−1)·L). Let
r = (k − 1) · L. Then Lemma 4 implies that P[Ak·L �= Ck·L ∨ Bk·L �= Dk·L|Yr =
(Ar, Br) ≤ (Cr,Dr)] ≤ (1 − pL). After k independent repetitions we have
P[Ak·L �= Ck·L ∨ Bk·L �= Dk·L|Y0 = (M ′,M) ≤ (G,G′)] ≤ (1 − pL)k. How-
ever when k → ∞ we have (1 − pL)k → 0. ��
Remark 4. The case B(G,G, �=) admits a direct computation of the mean time
to couple. The result is O(n · ln n). However there are difficulties to obtain a
similar result for the general case of the concept lattice of an arbitrary context.

4 The Simplest Program for VKF-method

4.1 General Structure of the Simplest Variant of VKF-method

Now we represent the general scheme of the simplest program based on VKF-
method.

At first, the program reads two files with training and test examples, respec-
tively. Each line of these files corresponds to a single example. The first field
(position) of a line represents the target class of the corresponding example. The
next fields (separated by commas) represent binary attributes of the correspond-
ing example. We assume that there are two target classes. There are standard
(from JSM-method’s point of view) extensions of VKF-method on target classes
that form a lower semilattice.

Starting from positive examples of the training sample the program gener-
ates a formal context (G+,M, I). The negative examples form the list G− of
obstacles (counterexamples in JSM terms). The program also creates the list Gτ

of examples to predict the target class from all the test examples.
After that the program apply the coupling Markov chain algorithm to gen-

erate a random formal concept (A,B) ∈ B(G+,M, I). The program saves the
concept (A,B) if there is no obstacle S ∈ G− such that B ⊆ S and | A |≥ 2. This
procedure corresponds to the induction step of JSM-method. We replace a
time-consuming deterministic algorithm (for instance, “Close-by-One”) for gen-
eration of all concepts by the probabilistic one to randomly generate the pre-
scribed number of concepts.

Then the program applies a modification of the abduction step of
JSM-method. Since the program generates only a (possibly small) fraction
of hypotheses, it refines generated hypotheses by applying CloseByOne opera-
tion with respect to all positive examples. Again VKF-program tests absence of
obstacles for new hypotheses (the counter-example forbidding condition
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in JSM terms). If at least one of newly generated hypotheses satisfies this con-
dition the corresponding example is declared to be explained by this hypothesis.
Otherwise the example is unique and the program shows it to a domain expert
to extend the training sample by similar examples.

Finally, the program predicts the target class of the test examples and com-
pares the prediction results with the original target value. This procedure coin-
cides with the the analogy step of JSM-method.

4.2 Implementation Details of the Simplest Program

The simplest variant of VKF-method was implemented as a C++ program
using the boost library. The examples are represented by objects of boost ::
dynamic bitset class from the boost library. They are stored in containers of
std :: vector and std :: list classes of the standard C++ library.

The program uses boost :: random classes for random number generator. It
applies to the Markov chain step.

The multi-threading is implemented by POSIX pthread. There are boost ::
thread classes but the POSIX pthread approach is faster and based on Windows’
API for Microsoft Windows. However the program is platform-independent.

The program is created as a console application. We use open-source C++
IDE Code::Blocks (version 13.12) together with the latest boost library (version
1 56 0). The C++ compiler is GNU C++ toolset (version 4.9.1).

5 Experimental Validation of the Approach

The VKF-method system was applied to SPECT dataset [13] from the machine
learning repository of the University of California in Irvine (UCI) [1]. The train-
ing set contains 40 positive and 40 negative examples. The test sample contains
172 positive and 15 negative examples. Each example is described by 22 initial
binary attributes. This set of attributes was updated by attributes staying for
negations of the initial attributes, so the positive context was a 40 × 44 matrix.

Since each hypothesis is generated through independent run of the coupling
Markov chain algorithm, the VKF-method program used several threads to com-
pute the induction step. On 4 threads CPU (i5-3210M) the maximal CPU’s load
for 4 threads computation attained 90 percent. The abduction step was com-
puted in several threads too. The prediction of the target class of test examples
was carried out in one thread because of lower computational complexity of the
analogy step in comparison to the induction step.

The accuracy of predicting the target class of test examples was 85.56 percent
(151 of 172 positive cases and 9 of 15 negative ones). The authors of SPECT
dataset attained 84.0 percent accuracy [13] by own machine learning system
CLIP3 that computes the cover by means of integer programming [2]. The
authors of the dataset assert that the ensemble of CLIP4 classifiers attained
90.4 percent accuracy. However, the weighted nature of the ensemble approach
is a serious drawback from the viewpoint of domain experts.
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Data: files of training and test samples; the number N of hypotheses to
generate.

Result: number of correctly predicted elements of test sample.
G+ := positive training examples, M := binary attributes; I ⊆ G+ × M is
formal context corresponding to the positive part of training sample;
(Amax, Bmax) := (M ′,M); (Cmin, Dmin) = (G+, G′+);
G− := negative training examples;
Gτ := elements of test sample;
Hyp(G+,M, I,G−) := ∅; i := 0;
while (i < N) do

select random concept (A,B) ∈ B(G+,M, I) by means of the coupling
Markov chain algorithm; hasObstacle := false;
for (g ∈ G−) do

if (B ⊆ g′) then
hasObstacle := true;

end

end
if (hasObstacle = false) then

Hyp(G+,M, I,G−) := Hyp(G+,M, I,G−) ∪ {(A,B)};
i := i + 1;

end

end
for (g+ ∈ G+ and (A,B) ∈ Hyp(G+,M, I,G−)) do

compute (X,Y ) = CbO((A,B), g+);
Explained(g+) := false; hasObstacle := false;
for (g ∈ G−) do

if (Y ⊆ g′) then
hasObstacle := true;

end

end
if (hasObstacle = false) then

Hyp(G+,M, I,G−) := Hyp(G+,M, I,G−) ∪ {(X,Y )};
Explained(g+) := true;

end

end
for (g ∈ Gτ and (A,B) ∈ Hyp(G+,M, I,G−)) do

if (B ⊆ g′) then
PredictPositively(g) := true;

end

end
Algorithm 2. General scheme of VKF-method

6 Conclusions

In this paper we have described the VKF-method system of hypotheses gener-
ation by coupling Markov chain for random generation of concepts of a finite
context. The coupling algorithm terminates with probability 1. We extend the
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abduction step by additional refinement procedure on the basis of CloseByOne
operation.

We validate our approach by predicting target class of test examples of
SPECT dataset from UCI machine learning repository [1]. Accuracy of the sim-
plest model of VKF-method supersedes results of CLIP3 system proposed by
the dataset’s authors [13]. There are more sophisticated models of VKF-method
corresponding to those of JSM-method. The study of these models will be the
matter of further studie.
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Abstract. The paper presents research on the problem of pattern recog-
nition applied to the analysis of basic units of ancient Russian chants.
We take for testing two types of neural networks: Multilayer Percep-
tron (MLP) and Probabilistic Neural Network (PNN). We investigate
main features of the chant units and the properties of the networks to
choose the best structure and algorithm. The results provide an analysis
of accuracy for both approaches used in solving this particular task.

Keywords: Pattern recognition · Neural networks · Semiography

1 Introduction

One of the most important and prominent tasks in the study of ancient Russian
culture is the exploration of melodic content in vocal music manuscripts from
the XII–XVII centuries. The melodies in these books are written using spe-
cial musical structures that evolved in Russia over the centuries. The concept

is understood to mean the conventionally accepted methods of
musical writing and expression of certain musical sounds and how they are
related. Figure 1 shows a fragment of a semiographic chant.

The structure of a chant consists of several parts:

– Flags, or znamyas (semiographic symbols) meaning musical symbols;
– Text matching flags;
– Pometas indicating the duration and amplitude of the music.

During 2000s these chants were gathered in one database, digitalized and a
group of researchers [1–3] performed statistical analysis on these data to reveal
and recover the knowledge which was forgotten or lost.

This paper presents a system that automates the recognition process for
manuscripts of this kind. In particular, during the current stage we were able to
devise a way to classify the basic parts of chants called pometas.

c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 249–254, 2014.
DOI: 10.1007/978-3-319-12580-0 26
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Fig. 1. A semiographic chant

2 Materials and Methods

2.1 Dataset

During the research we considered 7 most common types of pometas (see Table 1).
The initial set contained 429 examples. It was randomly divided into 2 separate
sets: training and test. The training set had 70 % of the examples and the remain-
ing 30 % formed test set.

The table below presents the number of examples of each type in the training
and test sets.

Table 1. A list of pometas

Pometa Training set Test set Usage frequency

“C” 97 28 0.25

“P” 78 24 0.16

“H” 68 24 0.21

“M” 65 20 0.25

“Π” 62 20 0.12

“Γ” 31 10 0.07

“B” 28 9 0.04
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2.2 Feature Selection

Initially, we manually cropped the pometas from chant manuscripts. In the next
step we removed the noise and extra white space from the images. Then we
automatically extracted 10 geometrical features:

– Number of intersections in the horizontal plane, i.e. the number of times a
horizontal line intersected the borders of a pometa. We compared the results
for different number of lines (3, 5 and 7) and found out that 5 lines (see the
figure below) provided better rate of classification.

– Number of intersections in the vertical plane, i.e. the number of times a vertical
line intersected the borders of a pometa. Here we applied the same procedure
as described above and 5 lines proved to provide a better rate of classification
(Fig. 2).

Fig. 2. Extracting geometrical features

Figure 3a presents clusterization of resulting vectors in a 2-dimensional space.

Fig. 3. Clustering results

We applied multidimensional scaling technique [4] to project 10 dimensions
on the 2D plot. The classification would not be reliable due to mixed clusters,
therefore we added extra features to improve the clusterization rate:
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– Number of inclined lines used in the pometa.
– Number of horizontal lines used in the pometa.
– Number of vertical lines used in the pometa.

Figure 3b presents the results of new clusterization. Most of the clusters are
highly separated. Only the clusters for pometas “Π” and “H” are somewhat
mixed together.

Finally, each pometa is described as a vector with 13 dimensions (5 +
5 +3). For example, a vector representation of the pometa “M” might be
xi = (1; 2; 2; 2; 1; 1; 1; 1; 1; 1; 1; 4; 0; 0).

2.3 Classification

During the research we used statistics-based methods of classification. In partic-
ular, we decided to investigate two different neural networks:

– multilayer perceptron;
– probabilistic neural network.

Multilayer Perceptron. Multilayer perceptron consists of three layers: an
input layer, a hidden layer and an output layer. The input layer has 14 units,
or neurons. The neurons correspond to a feature vector and 1 neuron is always
set to 1 and used for regulation. Neurons of the output layer correspond to the
binary code of a class. Each of 7 classes is binary encoded. The length H of
binary code equals to the number of classes. The binary code has (H−1) values
equal to 0 and single value equal to 1, that corresponds to the right classification.
The number of neurons in the hidden layer was set to 15. Figure 4 presents a
typical structure of a perceptron network. For each layer we used the sigmoid
activation function. The learning rate and momentum were set to 0.9 and 0.1,
respectively.

Fig. 4. Multilayer perceptron
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Probabilistic Neural Networks. Probabilistic neural networks (PNN) [5] are
derived from Bayesian networks and kernel Fisher discriminant analysis. PNNs
have input, example, summation and output layers. In the current case the input
layer corresponds to the feature vector and has 13 inputs. The example layer
stores all possible examples of train data. The neurons of the summation layer
are related to the categories (classes). In our case, the number of neurons in
the example and summation layers equal to 294 and 7, respectively. The output
layer has one decision neuron which chooses the most probable answer among
all categories.

Figure 5 presents the structure of the probabilistic network we used to classify
pometas.

Fig. 5. A probabilistic neural network

Error Rate Evaluation. Error of the networks is evaluated as MSE:
Err = 1

2

∑K
k=1(dk − yk)2, where K is the number of examples, dk is a desired

output for kth example, yk is actual output for kth example.

3 Results

During the experiments we got the following percentage of correct answers:
MLPtrain = 0.96, MLPtest = 0.92, PNNtrain = 0.96, PNNtest = 0.93.

ROC curves on the figure below demonstrate that both classifiers experienced
problems with differentiating pometas “Π” and “H”. These pometas are written
somewhat similar and it’s more difficult to differentiate them than others. This
could be predicted from the results of clustering during the feature selection
stage.

According to the data, PNN network had better results and less error. Also,
PNN is easier in usage and it does not need a lot of configuration and properly
set network parameters such as activation functions, momentum and learning
rates, number of iterations in case of perceptron. But we should also mention
that in our study we had very few training examples, for large datasets PNN
needs a lot of memory to store each example (Fig. 6).
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Fig. 6. Efficiency comparison

4 Conclusion

In this article, we investigated the problem of recognition of basic units of ancient
Russian chants. We proposed possible feature set that could be used to train a
classifier. We also compared and evaluated the error rates for 2 different classi-
fication techniques: multilayer perceptron with back-propagation algorithm and
probabilistic neural network. We showed the benefits of the latter model, e.g.
less error rate, less dependency on network settings set. Finally, we proved that
PNNs exhibit better behaviour in pattern recognition tasks with few training
examples.

Acknowledgements. The research is supported by grant 11-04-12025 of Russian
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1 Introduction

The YARN1 (Yet Another RussNet) project was initiated in 2013 and aims at
creating a large open WordNet-like machine-readable thesaurus for the Russian
language using crowdsourcing techniques. The project objectives include creating
the thesaurus, developing free and libré open source software to operate with it,
designing the necessary data schemes and models, writing technical and user
documentation.

Since there is still no open Russian thesaurus of acceptable terms of use,
quality, and size available, the first milestone of the YARN project is the devel-
opment of an online tool for assembling noun synsets based on the content of
the dictionaries in YARN. The purpose of this stage is to create a linguistic
and technical basis for further work, and also to evaluate the convenience of the
project in the crowdsourcing aspect.

This paper is organized as follows. Section 2 focuses on related work in such
areas as thesauri for several Slavic languages and Russian, thesaurus editing
tools, and crowdsourcing approaches for ontologies. Section 3 briefly describes
the philosophy of the YARN project and presents its design and implementation
details. Section 4 analyzes the lessons learned after the pilot user study, which
has been conducted in the Ural Federal University at the end of 2013. Section 5
concludes with final remarks and directions for the future work.
1 http://russianword.net/

c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 257–264, 2014.
DOI: 10.1007/978-3-319-12580-0 27

http://russianword.net/


258 D. Ustalov

2 Related Work

Russian wordnets and thesauri. In fact, there is still no open Russian thesaurus of
acceptable terms of use, quality, and size available for production-grade natural
language processing and information retrieval applications including commercial
ones.

– RussNet was launched in 1999 at the Saint-Petersburg State University [1].
The only publicly available project deliverable is a sample of 300 synsets
constituted by verbs of emotional states2.

– RuThes has been developed at the Moscow State University since 2002 and is
intended to use in information retrieval applications [2]. A light version of this
resource contains 55 000 concepts and is available3 under the CC BY-NC-SA
license.

– RWN was an attempt to translate Princeton WordNet into Russian by a group
of researchers from the Novosibirsk State University [3] in 2003. The resulted
dataset covers approximately 45 % of PWN entities and is freely available4,
but no systematic quality assessments of the obtained data were performed.

– Russian Wordnet was a collaboration of the Saint-Petersburg Transport Uni-
versity and the Russicon company to perform a semi-automatic translation
of Princeton WordNet [4] in 2004. Unfortunately, project deliverables are
unavailable for general public.

– BabelNet is a very large automatically generated multilingual thesaurus [5],
the Russian part of which consists of 1.84M lemmas, 985K synsets, and 2.14M
word senses5. No evaluation of the Russian data has been performed yet; the
resource is released under the CC BY-NC-SA license.

– Russian Wiktionary6 contains more than 158 689 word entries and 56 844 syn-
onym relations as of March, 2012. The Wikokit project allows handling Wik-
tionary data as a relational database [6], but quality of such data is disputed.

Thesauri for Slavic languages. There are several wordnets for Slavic languages
including Czech [7], Polish [8], and Ukrainian [9]. Since Slavic languages are
highly inflectional and have a rich derivation system, in each case a special
attention is paid to accounting for and encoding morphological characteristics.
Thesaurus editing tools. Examples of modern thesauri development tools are
DEBVisDic [10], GernEdiT [11], as well as WordNetLoom [12] (see [12] for a
brief overview of thesauri editing tools). Such ontology editors as protégé7 and
GATE Ontology Editor8 have similar functionality. These tools are designed
for professional lexicographers and are not intended to be used in crowdsourced
projects when many untrained volunteers are involved to perform simple tasks in
2 http://project.phil.spbu.ru/RussNet/
3 http://www.labinform.ru/pub/ruthes/
4 http://wordnet.ru/
5 http://babelnet.org/stats.jsp
6 http://ru.wiktionary.org/ and http://code.google.com/p/wikokit/
7 http://protege.stanford.edu/
8 http://gate.ac.uk/userguide/sec:ontologies:vr

http://project.phil.spbu.ru/RussNet/
http://www.labinform.ru/pub/ruthes/
http://wordnet.ru/
http://babelnet.org/stats.jsp
http://ru.wiktionary.org/
http://code.google.com/p/wikokit/
http://protege.stanford.edu/
http://gate.ac.uk/userguide/sec:ontologies:vr
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Fig. 1. The philosophy of YARN

quite short time. Wiktionary, OmegaWiki and related projects9 are constructed
with assumption that users are professional lexicographers familiar with the wiki
markup.
Crowdsourcing approaches for ontologies. Amazon Mechanical Turk is de facto
crowdsourcing tool for various linguistic resources including wordnets. Exam-
ples include ontological structure extraction from social tagging systems and
engagement of turkers in the evaluation [13], creation of empirically-derived sense
inventory [14], and of a semantic resource for production by solving three simple
lexical substitution tasks [15], etc. Unfortunately, it is impossible to create a
Russian thesaurus using MTurk since there are virtually no turkers from Russia
present on the platform [16]. There are also other approaches available to bring
crowdsourcing to ontologies with examples as modeling IDC-11 in WebProtégé
[17], discovering correspondences between ontologies using CrowdMap [18] and
linked data assessment using TripleCheckMate [19] (see [20] for more details).

3 YARN, A New Hope

The YARN project was initiated in 2013 and aims at creating a large WordNet-
like Russian thesaurus using crowdsourcing (see the proposal paper [21] for more
details). The fundamental difference between YARN and the above mentioned
thesauri is in using the crowdsourcing techniques and previously developed dic-
tionaries in order to create and enhance the thesaurus. YARN presupposes that
(1) the native language of a crowdsourcing participant is Russian, (2) the partic-
ipant has some understanding of lexicography basics, and (3) one has a mentor
who can assist in case of trouble.

The philosophy of YARN is to take “raw” data from the existent dictionaries
with appropriate licenses and let users organize their content into structured
“resulted” data, see Fig. 1. Thus, one’s objective is to refine “raw” synonymic
rows and transform them into “resulted” synsets, which is probably easier and
more convenient in contrast to doing this work manually or without “raw” data.
Such a work is intended to be done using special user interfaces that incorpo-
rate YARN’s “raw” data, display YARN’s “resulted” data, and provides user a
possibility to transform “raw” data into “resulted” data by performing simple
operations.
9 http://ru.wiktionary.org/ and http://www.omegawiki.org/

http://ru.wiktionary.org/
http://www.omegawiki.org/
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Fig. 2. The entity-relationship diagram of the YARN linguistic data (the highlighted
tables are actually views in terms of relational databases)

Initially, YARN’s “raw” data are composed of nouns, definitions, and exam-
ples from the parsed Russian Wiktionary [6] along with the noun lexical entries
and definitions from the parsed Small Academic Dictionary, and noun synonymic
rows from the parsed Abramov’s Dictionary of Synonyms and Similar Expres-
sions. Importing these dictionaries led to 67 962 noun entries having been added
to the database; 21 659 of them being provided with frequencies based on the
Russian National Corpus [22].

The brief structure of the YARN thesaurus is depicted at Fig. 2 excluding
supplementary fields and history tracking tables. The core concept of YARN is a
synset. A synset may contain words. The requirement of providing the word def-
initions, examples and labels makes it impossible to connect a word and a synset
directly. Thus, there exists a supplementary entity named synset word that links
words and their definitions, examples and marks with the correspondent synsets.

From the technical point of view, the software is implemented using the Ruby
on Rails framework and the PostgreSQL relational database with strong use of its
specific features such as array data type, window functions, materialized views,
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Fig. 3. An assignment choice dialog (captions are translated into English for conve-
nience of readers; originally all interface elements are in Russian)

and full-text search. The YARN software exposes a well-documented JSON API
endpoint10 to make possible interaction with it. For instance, the synset assembly
tool11 shown at Fig. 3 is a single page JavaScript application that uses the JSON
API to work with YARN. User authentication is performed through an OAuth
endpoint provided by Facebook.

The YARN editor stores down the data modification history. In optimization
purposes, several changes made by the same author within 12 hours are combined
into a single change. Unfortunately, this prevents estimating the efforts and time
span using only database records. However, it is possible to assign HTTP logs to
synset revision history to achieve the full picture of the user activity. Therefore,
two data sources were used during the user activity analysis: (1) depersonalized
HTTP logs, (2) database records on synset modifications.

4 Pilot User Study and Results

During the recent pilot user study [23] in fall 2013, a group of 45 linguistics
department sophomores and juniors of the Ural Federal University have assem-
bled 970 non-trivial12 synsets varying in quantitative and qualitative aspects.
10 http://nlpub.ru/YARN/API
11 http://russianword.net/editor
12 A synset is called non-trivial if and only if it has more than one word.

http://nlpub.ru/YARN/API
http://russianword.net/editor
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Fig. 4. Linear trend of time spent on sequential edits of non-trivial synsets by top-5
contributors (left) and user activity hours (right)

The participants were asked (1) to choose any interesting word from the avail-
able assignments (Fig. 3), (2) to find out its “raw” synonyms, definitions, and
examples, (3) to create a new synset, if necessary, (4) to fill up the synset with
the necessary words and definitions. On average, the participants spent about
two minutes, and an average non-trivial synset consists of 4 words. The following
problems have been found during the study:

– Quality control. It has become quite complicated to assess the data quality
manually, e.g. spending only 3 min per synset will result in 3×970 = 48.5 hours
of work. It is necessary to incorporate automated quality control mechanisms
similar to [14].

– Overdependence on “raw” data. The study participants have found to believe
that the dictionaries presented at the synset editing tool (Fig. 3) are the ulti-
mate truth and contain no mistakes, noise, missing synonyms or definitions,
etc. Such a behaviour may be avoided by both increasing the amount of the
available “raw” data and introducing a content-based recommender system,
which will assist a participant during his assignment.

– Assignment generation. At the moment of the study, all assignments were
generated by descending order of the Russian National Corpus frequency.
Since users are overdependent on “raw” data it is important to provide words
for which there are as many relevant “raw” data available.

It is interesting that five of the most motivated participants have assembled
the third of all non-trivial synsets (329 synsets). Four out of five most active
participants demonstrate the learning effect as seen at Fig. 4 (left): the time
spent reduces over each consequent synset. The participants were able to use the
YARN synset assembly interface at any time of the day during the experiment.
It is notable that the most of edits were done at the noon (12 a.m.), after supper
(18 p.m.), and at the midnight, as it is seen at Fig. 4 (right).
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5 Conclusion

The results of the conducted pilot user study demonstrate that YARN has a
convenient and well-suited software to perform practical lexicographic work using
crowdsourcing techniques.

The experiment has also showed that current drawbacks are caused either
by weak sides of crowdsourcing, or by the interface shortcomings. Those can
be solved by creating the supervisor-oriented interface, initial user testing on
lexicography basics, publishing the interactive educational resources, etc.

Special attention should be paid at the technical aspects such as improving
the user activity analysis tools and cleaning up the textual data from unsolicited
markup.

The YARN software including the synset assembly tool is open source and
is available on GitHub in a public repository13. The database is also available14

in the XML format under the CC BY-SA license.
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Abstract. This article describes a search engine of websites and men-
tions of Russian companies in the Internet. This system was developed
by SKB Kontur company as a part of the product Kontur-Focus. The
paper describes architecture of the system and Data Mining algorithms
used in it.
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1 Introduction

Checking counterparties is a very important problem of modern business in the
Russian Federation. To solve this problem CJSC SKB Kontur has developed a
web service Kontur-Focus, which contains open databases, such as the Unified
State Register of Legal Entities of the Russian Federation, the Unified State
Register of Private Entrepreneurs of the Russian Federation, the Register of
arbitration cases. It also contains some analytic data about companies and a
search engine that allows users to get information about the companies they
are interested in. However, this data is not often enough to compile a complete
picture of a company. Moreover, the information from such open data sources is
not up-to-date.

A large number of companies have their own websites and pages in open
catalogs of organizations. Besides, it is also possible to find information about
companies on different websites. Companies are interested in revealing current
data or up-to-date information about them on their web pages. By using infor-
mation from the World Wide Web it is often possible to determine a sphere of
company’s activity and to evaluate a company as a counterparty. So, it makes
sense to show users those websites where the company, they are interested in, is
mentioned. To solve this problem, we developed a search engine of mentions of
organisations in the Internet.

In this work we describe architecture of the system and its main components.
Also, much attention is paid to the problem of binding companies with data
about companies from the web pages. This problem has much in common with
Record Linkage problem [1,2] and it is solved using the probabilistic approach.
c© Springer International Publishing Switzerland 2014
D.I. Ignatov et al. (Eds.): AIST 2014, CCIS 436, pp. 265–273, 2014.
DOI: 10.1007/978-3-319-12580-0 28
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2 Problem Statement

The web service is a database of all organizations and private entrepreneurs of the
Russian Federation. For each company a database may comprise of the following
fields: a full name, a short name, outdated names, phones, addresses, full names
of executives and founders, a PSRN (primary state registration number), a TIN
(taxpayer identification number), names and company details of the founders.
For each private entrepreneur only a full name, PSRN and TIN are known. Some
of this data except PSRN and TIN may be missing, distorted or not reflect the
reality.

So, it is necessary to create a binding, i.e. to indicate for each company as
many websites and web pages with company’s mentions as possible. In other
words, the system must build a set of pairs (company, website).

It is important to note that a company may be bound to a huge number of
web pages. So it makes sense to range list of websites according to user’s interest
so that company’s website goes first.

3 Assumptions

At the moment of writing this paper a number of second-level domains in zones
.ru and .su exceeded 6 million domains. Website structures are now vary a lot;
each new website may have a unique structure. So it is necessary to make some
assumptions about structure of websites:

1. A structure of any website is a tree with web pages as vertices;
2. All nodes of each tree are always from single second-level domain;
3. The root is always a web page with an empty URL path;
4. If this URL redirects somewhere else, then there is a node for this URL with

a single child - a web page where the redirect points to;
5. A website may be presented as a graph whose vertices correspond to the

pages, and edges correspond to the links from one page to another. Our tree
coincides to one of the trees constructed by breadth first search (BFS) with
root being a starting vertex.

6. If the company is mentioned on some website, then there is some subtree of
this website that is related to the company. So, if the website is the company’s
website, then the required subtree is an entire tree of the website. If the
company is mentioned in a catalog of organizations, then the required subtree
is the company’s page in that catalog.

4 Overall Architecture

Loading page and its analysis are done by the following scheme (see Fig. 1):
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1. The system downloads web pages from the Internet in a certain order.
2. From each web page the system extracts special elements (features). Each

feature may correspond to name, phone, address, PSRN and TIN of a com-
pany or a private entrepreneur. Also it may correspond to the full names of
people that may be connected with the companies.

3. The system finds the companies-candidates that correspond to some features
from the set of features that was built at the previous step.

4. For each second-level domain trees of web pages from this domain are built.
The system determines in which subtrees which companies are mentioned.

5. When the user sends a query to the web service to get information about an
organization, the system builds an ordered list of sites bound to the organi-
zation and sends it back.

Fig. 1. The system architecture

4.1 Web Pages Downloading

For getting data from the Internet we are using the Apache Nutch service1 [7].
The Apache Tika service is applied for processing all acquired data. Downloading
starts with root pages of second-level domains of first-level domains .ru and .su.
The system downloads and analyzes the web page only if a link to this web page
from downloaded web pages (outlink) exists and at least one of the next two
conditions is true:
1 http://nutch.apache.org/

http://nutch.apache.org/


268 M. Khrushchev

1. The URL of the web page is matched by a template from a defined set of
templates. The set contains such words as “contacts”, “about” and other
words that may correspond to the web pages with details about a company.

2. Description of the outlink (anchor) is matched by a template from a defined
set of templates such as “our contacts”, “about company” and etc.

These rules allow to avoid downloading and analyzing those pages that do
not contain company’s details and mentions.

4.2 Feature Extracting

The next step is extracting features, i.e., elements of pages that correspond to
companies details and full names of people. During this procedure the system
extracts the following types of features:

1. Phones. The system finds elements that are matched by defined templates.
2. Addresses. For extracting and analysing addresses we are using the FIAS

(the Federal Information Address System). Parsing algorithm selects such
substrings, 50 % of which contain words from the FIAS. The parser maps
such substrings to the FIAS.

3. PSRN and TIN. The parser chooses substrings that are matched by defined
templates.

4. Company’s name. The parser selects neighborhood of the key words such
as “JSC”, “CJSC”, “LTD”, their Russian analogs and others. Also, the parser
chooses quotes neighborhood.

5. Full names of people.The system finds elements that are matched by defined
templates. To determine the first names, second names and patronymic the
parser uses statistics that is built using Kontur-Focus data.

Templates mentioned above are quite simple. It is explained by the fact that
at this step it is important to get as many good features as possible. Furthermore,
due to the next steps, the probability of that bad features influencing the final
result is very small.

4.3 Address Parsing

To compare addresses it will be convenient to map them to one system. For this
problem we are using the FIAS. One can represent the FIAS as a tree with such
conditions:

1. The root of the tree is a node that corresponds to the Russian Federation
2. One node is a descendant to another if the first entirely belongs to the second

as a geographic object. So, each address presented in the form of a text may
correspond to some branch of the FIAS tree.
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Let us assume that a branch b of the tree T contains a word w if at least one
of the nodes of b corresponds to the Russian Federation member, the name of
which contains the word w. The word w belongs to a text address addr if addr
contains w as a word of the Russian or English language.

Then assume that the text address addr corresponds to the branch baddr if
the next condition is true:

baddr = argmax
b∈T

∑

w∈b

ComLen(w, addr), (1)

ComLen(w, addr) =
{

1, if w ∈ addr
|w|, if w /∈ addr

, (2)

where |w| is a word length.
Such presentation is convenient to use when comparing the address for equiv-

alence or nesting. However, this model doesn’t take into account the numbers of
houses and offices, because this type of data is not well-presented in the FIAS.
One can find that this model considers the same words from an address only
one time. Because of that some information about an address may be lost. For
example, while parsing “Moscow, Moscow street” we lose information about the
street because the name of the street and the city are the same. Due to the nature
of the Russian language, the number of such addresses is very small because of
the suffixes. However, such addresses may be seen in Kontur-Focus.

4.4 Searching Mentions of Companies on Web Pages

At this stage the system has to find the companies that may be mentioned on
a selected web page by using a set of features from this web page. To achieve
that it will make sense to build some estimation – it will estimate how close the
selected company is to the set of features from this web page. For such a metric
it will be helpful to use the likelihood that a randomly taken company from
Kontur-Focus has the same set of features as our company in this estimation:

Porg(names, addrs, phones, tins, psrns, persons), (3)

where names, addrs, phones, tins, psrns, persons are the features found on the
web page.

It is convenient to assume that probabilities of appearing features of different
types are independent. But it makes sense to consider dependence of the city’s
phone code and the city from the address. These parameters are really depen-
dent. Ignoring this dependence may lead to the errors of the model further on.
So, the likelihood estimation may be defined as follows:

Porg(names, addrs, phones, tins, psrns, persons) =∏
feat∈feats\addrs

Porg(feat)
∏

addr∈addrs

Porg(addr|phones), (4)

where

feats = {names ∨ addrs ∨ phones ∨ tins ∨ psrns ∨ persons} (5)
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Porg(feat) =
{
P (feat), feat ∈ org
1, feat /∈ org

(6)

P (addr|phones) = max
phone∈phones

P (addr)
P (cityaddr)

P (cityaddr ∧ codephone)
P (codephone)

(7)

where we assume that feature feat belongs to the company org if it corresponds
to one of the company’s fields.

For each feature feat the system builds P (feat) by using information about
the amount of fields in the Kontur-Focus that corresponds to feat and informa-
tion about the probability that the feature feat appeared mistakenly.

P (feat) = Pstat(feat)(1 − Perror(feat)) + Perror(feat) (8)

For names of a company probability is calculated from the frequency of
appearing in the database of Kontur-Focus coincident words, bigrams and com-
plete names between company and features.

The Porg function is modelling the probability of the fact that a randomly
taken company from Kontur-Focus has the same set of features as our company.
This function is proportional to the amount of organizations with the same set
of features and it is convenient to use it to estimate reliability of accordance of
a company and the found features. Hence, we can use it to estimate the quality
of binding between a company and a web page.

This method has much in common with Naive Bayes classifier [3,4]. It also
uses information about dependencies and error probabilities.

Searching for a company is made according to the following scheme:

1. For each feature the system finds a list of candidates – the companies with
a field that corresponds to the given feature. Those features, for which too
many companies are found are removed from consideration.

2. For each found company Porg is calculated.
3. A company is removed from consideration if Porg is greater than some thresh-

old. This threshold should not be too strict. We use it to reduce the amount
of considered companies for optimisation purposes but not to select the com-
panies that are mentioned on this page with guaranty. Analysis of other pages
may improve this estimation later.

4.5 Building of Bindings Between Companies and Subtrees
of Websites

For each second-level domain construction of bindings is done using the following
scheme:
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1. On all pages of the selected domain the system builds website trees. Building
is generated by the next principle:
(a) The algorithm orders URL by amount of chars ‘/’ in the path and by

domain level.
(b) On each next step the algorithm selects the page which has not yet been

used. Then it builds the tree with the root in this node by BFS.
2. For each tree the system builds a set of bindings between companies and

subtrees of the website.

For each feature type Feat that may be an address, a phone, a company name,
a PSRN, a TIN or a person name, we declare function P(org,Feat)(N) that equals
to Porg(feats) where feats – features of type Feat that was extracted from the
web page N . Then introduce functions P (org, Feat)(TN ) and P (org)(TN) where
TN is a node corresponding to the web page N :

P(org,Feat)(TN ) = min( min
C∈Children(TN )

(P(org,Feat)(C)), P(org,Feat)(N)) (9)

P(org)(TN ) =
∏

feat∈{addr,phone,name,person,psrn,tin}
P(org,feat)(TN ) (10)

In this approach we consider summary information about features from dif-
ferent pages of a website. For example, if there is a phone number on the web
page “Our contacts” and there is a full name of the general manager on the web
page “Management” then algorithm will use both of these factors while binding.
There is one additional condition: the algorithm binds a company org to a node
TN only if P(org,feat)(N) is small enough for each feature of type feat. In other
words, the algorithm must be “sure” that company org is mentioned on web
page N to build this binding. This condition allows to stop in the root of the
subtree, that is likely to characterize the company.

In addition, it will be convenient to use information outside the tree of the
website while binding. Often, links to a company’s website may be found on a
different website in the context of this organization. In other words, there is a
high probability that a page with a link to a company’s website contains details
of that company or the full names of its managers or founders. We call such
pages inlinks. Inlinks may contain a large amount of useful data, and we also
can use it while binding.

4.6 Ranking of Bindings

When a user sees a list of websites about a company, it is very important to show
him bindings for this company in the right order. So, it is necessary to build a
ranking function to order bindings. Page ranking is a well known problem and
there are many different solutions [5,6] to it. Such methods attempt to predict
popularity of the page to give them higher rank. However, often most interesting
website for the user – the website of the company is less popular than a website
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that contains mentions of that company. So, we try to predict popularity of page
in the context of the company.

The most interesting websites are websites of the companies. Based on this
fact and some other factors we developed a ranking function. This function uses
information about the amount of website pages which are bound to this company,
information about the amount of other companies that are bound to the website
and information about the number of inlinks. The latter helps to identify whether
the given website is the company’s and how often it is mentioned in the context
of the given organization.

5 Evaluation

To check quality of the bindings algorithm, we used a database of the company
2GIS. This database was obtained using 2GIS API with agreement of the service
developers. It was obtained only with the purpose of research.

For each organization 2GIS’ API returns data that contains the address,
name of the company and the company’s website. By using this data we built
2GIS bindings: each company from 2GIS we try to bind to some company from
the Kontur-Focus by name and address. These bindings perform well but the
quantity is not great. If we assume that the bindings built by 2GIS and bindings
built by our algorithms are independent then it will be possible to estimate
the percentage of found correct bindings to all possible correct bindings. The
companies often provide the 2GIS with information about their main website.
So we can use this information to estimate quality of ranking function. The
statistic of comparing bindings:

– Our bindings contain about 65.6 % of the 2GIS bindings;
– Sites from 57.7 % of the 2GIS bindings(88 % of bindings from previous block)

take the first place after ranking.

It will be convenient to assume that the number from the first block is recall
of the system. It is not completely fair, because the goal of our algorithms is to
search mentions of the companies but not only companies’ websites. However, it
is hard even to estimate an amount of all mentions in the Internet. Also, search
of companies’ websites is one of the main tasks of our algorithms.

We will say that a binding is correct if the web page of this binding contains
real mention of the company of the binding. To calculate precision we manually
checked about 500 random bindings that were built by our system. We found
out that 57.6 % of our bindings are correct.

6 Conclusion

In this paper we presented a mechanism for building bindings between companies
from Kontur-Focus and websites from the Internet. Its work was evaluated and
the evaluation results are follows:
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– Recall of the system is about 65.6 % on 2GIS data.
– Precision of the system is about 57.6 %.

This quality was considered sufficient and at the moment the service that
works using these mechanisms has been developed and implemented. The service
is available at the website of Kontur-Focus system.2 In the future, it is planned to
improve bindings quality by analysing publicly available catalogs of organizations
and improving algorithms.
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Abstract. Nowadays, more and more sites incorporate semantic markup
into their pages. This allows search engines to better understand the con-
tent of the webpage. This paper investigates the deployment of semantic
markup in the form of Microdata on Russian video content delivery sites.
We point out commonalities and common problems and link our data set
to DBpedia. General description of quantitative and qualitative features
of semantic markup usage is given, based on large dataset crawled from
Russian Internet segment.

Keywords: Semantic web · Information retrieval · Microdata · RDF

1 Introduction

More than 20 years ago Tim Berners-Lee envisioned the Web which would possess
meaning, a web of data that can be processed by machines. This was seen as a
basis for much better coherence and much more efficient information retrieval
on global scale. However, only recently World Wide Web started showing signs
of wide adoption of these ideas. More and more sites start deploying semantic
markup on their pages.

The present paper aims to describe the deployment of semantic markup in
the form of Microdata1 in one part of Russian segment of the Internet, namely
video content delivery sites and video hosting services. We point main highlights,
quantitative features and common problems, and attempt to link this set of
structured content to other global data storages.

2 Related Work

Research into semantic markup deployment over general Internet started only
recently. Bizer et al. in [1] used web corpus published by Common Crawl foun-
dation to describe how various flavours of Semantic Web are integrated into web
pages globally. Percentage of sites using Microformats, RDFa and Microdata is
given throughout the world, along with most frequent classes and properties.
1 http://www.whatwg.org/specs/web-apps/current-work/multipage/microdata.html
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The authors conclude that semantic markup has found considerable adoption
on the Web.

More particular research about semantic markup deployment on national
level is given in [2]. The paper overviews the use of Semantic Web technologies
in Austrian commercial sites. Interestingly, findings of Loibl in [2] and Bizer
et al. in [1] about the prevalence of microformats or RDFa differ. Bizer et al.
argue that microformats prevail over RDFa over all the Web, while [2] observes
dominance of RDFa. The present paper among other issues addresses this one
in the context of Russian movie sites.

We are not aware of any published academic work analyzing deployment of
semantic markup over Russian Internet in detail.

3 Semantic Markup Deployment in Russian Video
Content Sites

3.1 Source of Data

24 % of web pages in Russian Internet segment carry semantic markup in some
form2. One important type of semantic markup adopters are video content deliv-
ery sites. Generally these resources provide user with the possibility to watch
video content online without downloading it.

User intent which these sites answer is quite popular. Nearly 10 % of daily
40 million queries processed by Mail.ru search engine are of this type: a user
seeking some particular movie or short clip to watch. 23 of top 50 (and 6 of
top 10) sites most frequently appearing on search engine results page are video
hosting services.

Close to 50 % of top Russian video content delivery sites deployed semantic
markup. Accordingly, both major Russian commercial search engines (Yandex
and Mail.ru) routinely use semantic meta data inside these sites’ pages to better
process their content.

Our research was performed within Mail.ru search engine and we studied the
copy of Russian Internet made by Mail.ru crawler. Among others, it regularly
downloads the content of several most popular sites distributing video content
and employing semantic markup. Popularity is judged by the frequency of the site
appearing in search results and its click rank. The list is as follows: actorpedia.net,
amazingcinema.ru, baskino.com, bigcinema.tv, gos-kino.ru, ivi.ru, kinopoisk.ru,
kiniska.com, kinoestet.ru, kinomatrix.com, kinoprosmotr.net, kinostok.tv, mego-
go.net, multiki-online.net, mult-online.ru, newstube.ru, ovideo.ru, ruseriali.com,
rutube.ru, smotri.com, youtube.com, zerx.ru

Altogether this makes for approximately 100 million URLs (the exact number
increases with each crawling session). The majority of URLs naturally come from
youtube.com (about 83 million pages), and its Russian analogues rutube.ru (2.2
million pages) and smotri.com (about 1.2 million pages). All possible semantic-
markup is extracted from the pages of these sites and used as structured data to
2 Yandex estimation, http://tech.yandex.ru/events/yagosti/wsd-msk-dec-2013/talks/
1517/.

http://tech.yandex.ru/events/yagosti/wsd-msk-dec-2013/talks/1517/
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construct better snippets (including movie description, its duration, actors’ and
producer name, etc.).

We filtered out data extracted from sites with user generated video content
(like youtube.com and its Russian analogues) and remained with 18 sites deliv-
ering movies and TV series. All of them are Russian-based and deliver content
mainly in Russian. In total the set consisted of about 1.5 million web pages with
semantic markup.

3.2 Types of Markup Used

Standards used for markup differ. But most informative of all was found to be
Microdata with Schema.org vocabulary. Many pages come with one and the same
information deployed in several standards. However, almost always Microdata
provided the most extensive meta data about the movie in question.

In [2] the author argues that RDFa semantic formats are dominant in Aus-
trian commercial sites. We checked our data set and found that, in accordance
with Yandex estimation (see above), Opengraph protocol3 of RDFa family is
also used extensively on the pages in our collection. However, in the majority of
cases properties set is quite limited and does not exceed a trivial triple “title,
URL, description”. That is quite insufficient to describe a movie. It is possible
that this is also the case with the sites in [2]. At the same time, as stated in [1] on
account of general Web, ‘the number of Microdata properties used is about twice
as large as the number of RDFa properties indicating that Microdata annota-
tions are on average more fine grained than RDFa annotations’. This correlates
with our evidence. It is interesting that Bizer et al. in [1] do not list http://
schema.org/Movie class among frequent Schema.org classes and do not study
its properties distribution. However, their conclusions remain true for our data
set. The only difference to observations in [1] was that in our case microformats
(classes like hCard, hCalendar and others) were not found to carry movie-related
information in a more or less convincing frequency.

Below is a typical example of a page with Microdata deployed (from ivi.ru,
only meaningful excerpts are shown, Russian text translated into English):

<div class="content-main" itemscope itemtype="http://schema.org/Movie">

<meta itemprop="name" content="Live broadcast"/>

<div itemprop="description"> <p>Soviet social drama //

<Live broadcast> tells the story of old friends...</p> </div>

Further we study a collection of statements about things, which is the essence
of RDF ideology, where semantic descriptions consist of statements, properties
and classes. Linguistically, the set consists of triples: subjects, predicates and
objects. ‘Things’ in our case are movies, their properties (‘predicates’) are listed
in <http://schema.org/Movie> vocabulary and the values (‘objects’) of these
predicates differ for each movie in particular.

Here is the data from the example above serialized with n3:
3 http://ogp.me/

http://schema.org/Movie
http://schema.org/Movie
http://schema.org/Movie
http://ogp.me/
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_:node4c1cbf2961c80cb130864d6b14da36 a <http://schema.org/Movie> ;

<http://schema.org/Movie/description> "Soviet social drama..." ;

<http://schema.org/Movie/name> "Live broadcast" ;

<http://schema.org/Movie/director> _:nodea9c4fdb63742741da3d3895b97d19338 .

_:nodea9c4fdb63742741da3d3895b97d19338 a <http://schema.org/Person> ;

<http://schema.org/Person/name> "Oleg Safaraliev" .

One can see how n3 here describes two entities, each marked with unique blank
node (starting with an underscore). Note that no site from those we studied
has implemented linking with other databases (like DBpedia or Linked Movie
Database) yet. We address this issue in the Sect. 4.

In total our data set contains nearly 1.13 million entities belonging to the
type <http://schema.org/Movie>. As expected, a lot of them are duplicates.
Counting unique titles only, we get about 130 000 separate movies. About 70 %
of entities come from kinopoisk.ru, 10 % from kinoestet.ru, 7 % from ivi.ru, and
4 % from ovideo.ru. kinomatrix.com and baskino.com together contribute to 2 %
of the entities, other sites are even less.

Below we give some statistics for Microdata deployment over Russian movie
sites.

3.3 Distribution of Predicates and Objects

Most common properties among entities of <http://schema.org/Movie> type in
our data set are name, image, genre and duration. alternativeHeadline property
is usually used to tag English title of the movie. director, actors, contentRating,
producer, musicBy, description and aggregateRating can also be met in more
than 60 per cent of resources. Below these twelve properties frequency drops
dramatically and other predicates can be safely considered to be uncommon in
the wild. One can note that standard-recommended predicate <http://schema.
org/actor> can be met only in one resource in a hundred, while legacy <http://
schema.org/actors> is as common as 83 %.

We also performed analysis of the distribution of number of properties for
movie entities (how many different predicates are used). Typical number of
unique properties is 12 (62 % of all entities) and they are as follows: genre, name,
actors, description, producer, duration, alternativeHeadline, musicBy, aggregat-
eRating, image, contentRating, director. Entities with more than 13 predicates
usually add productionCompany, dateCreated, datePublished and inLanguage
properties.

Most of entities with a number of predicates equal to 12 or 10 come from
kinopoisk.ru or ivi.ru sites. Notably frequent entities with 4 predicates (6 % of all
entities) usually come from kinoestet.ru and contain only name, url, image and
ratingValue properties. As for genre diversity, it follows long-tailed distribution
with ‘drama’ being the most popular movie genre.

We also analyzed how often persons (directors and actors) are represented as
literals and as proper entities (separate blank nodes). As stated earlier, Semantic
Web approach presupposes that if anything has a corresponding class in the
vocabulary than it should be described as an entity of this class (in this case,

http://schema.org/Movie
http://schema.org/Movie
http://schema.org/actor
http://schema.org/actor
http://schema.org/actors
http://schema.org/actors
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<http://schema.org/Person>. However, often webmasters choose to simply put
a literal string as a value of <http://schema.org/Person/actor> predicate and
get away with that. This strongly undermines the whole idea of Web as data, as it
makes impossible to link to this particular person or assign additional properties
to it as an entity.

4 Linking the Set to External Databases

In order to enrich our database we performed linking with DBPedia [3]. This
process consisted of two steps: mapping names from our database to target
database and checking mapping on other fields, like director and actor. In case
of database interlinking precision is more important than recall (we wanted to
get less but more precise information) hence it was important to properly check
mapping hypotheses. These steps were performed on a subset of the database
consisting of 12 962 titles.

On the mapping stage for each movie title from our database we requested
<http://dbpedia.org/ontology/Film> entities with rdf:label matching to the
title. This way we extracted 3 350 entities (≈25.8% of all titles). The reason
for low recall is absence of an exact label of type Film on DBPedia. The most
frequent case is additional words in title for disambiguation. Movies usually has
string ‘(film)’ after title. By simply adding this string to the title we were able
to increase recall by about 50 % (from 18.2 % to 25.8 %).

After this step we performed checking to determine if extracted connections
were right. We tried to match frequent fields: director, producer, alternativeHead-
line and musicBy, but we chose to do matching using only alternativeHeadline
and director fields, because they are the only fields appearing in more than 50 %
entities.

Näıve matching using exact string comparison gave us 2 303 matches (≈68.7 %)
by matching alternativeHeadline and only 31 matches (≈0.9 %) by matching direc-
tor. False negatives can be divided into three main classes: (1) alternativeHead-
line contains English movie title rather than original one. (2) Some movie titles
and directors names contain orthographic differences. To overcome this problem
we changed exact string comparison to fuzzy string matching using Levenstein’s
distance and allowing one mistake. (3) Director’s name is organized differently in
DBPedia and our database. So we matched first and last names without taking
order into consideration. After these tweaks we got 2 393 (≈71.4 %) title matches,
1 477 (≈44.1 %) director’s name matches and 2 672 (≈79.8 %) total matches count-
ing results with at least one match.

We took small samples from four groups and checked them manually:
(1) matches by both fields (25 matches, 0 mismatches), (2) matches by field
alternateHeading and mismatches by field director (21 matches, 4 mismatches),
(3) mismatches by field alternateHeading and matches by field director (25
matches, 0 mismatches), (4) mismatches by both fields (9 matches, 16 mis-
matches). Results show that we can link with confidence checking only one
field, however this will lead to a great amount of false negatives, which can

http://schema.org/Person
http://schema.org/Person/actor
http://dbpedia.org/ontology/Film
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be decreased by accepting every link that has at least one field matching. False
mismatches in director fields appear from different orthography and synonyms
(e.g. “brothers Coen” vs. “Ethan Coen, Joel Coen”). False mismatches in alter-
nateHeading are mostly caused by titles in languages different than English.

To increase recall and precision one should add more fields to the matching
process and use different databases like LinkedMDB4 to increase amount of data
to check. This is a subject for future research.

5 Conclusion and Future Work

We described status quo of semantic markup deployment in the video content
delivery sector of Russian segment of the Internet. We conclude that all types
of markup are extensively used in this field, but Microdata with Schema.org
vocabulary is the most informative in most cases.

General account on Microdata usage was given and several important web-
master mistakes highlighted. We also linked entities (movies) from our data set
to DBpedia resources where possible. The dataset on which our paper is based
is available online under Creative Commons Attribution-ShareAlike license at
http://ling.go.mail.ru/semanticweb/. Our first step in further work will be to
analyze this data deeper and provide more statistics to better understand how
webmasters use semantic standards. This will demand increasing the number
of sites under scrutiny. Also, there is an ongoing work to integrate Semantic
Web principles into Mail.ru search engine. We plan to move from simply inject-
ing RDF data into search snippets to studying the possibility to use inferential
similarity between video entities to improve search results.
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