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Abstract. Human action classification is an important task in computer
vision. The Bag-of-Words model is a representation method very used
in action classification techniques. In this work we propose an approach
based on mid-level features representation for human action description.
First, an optimal vocabulary is created without a preliminary number
of visual words, which is a known problem of the K-means method. We
introduce a graph-based video representation using the interest points re-
lationships, in order to take into account the spatial and temporal layout.
Finally, a second visual vocabulary based on n-grams is used for classifi-
cation. This combines the representational power of graphs with the ef-
ficiency of the bag-of-words representation. The representation method
was tested on the KTH dataset using STIP and MoSIFT descriptors
and multi-class SVM with a chi-square kernel. The experimental results
show that our approach using STIP descriptor outperforms the best re-
sults of state-of-art, meanwhile using MoSIFT descriptor are comparable
to them.

Keywords: Human Action Classification, Bag-of-Words, Visual Words,
Frequent Subgraphs, KTH dataset.

1 Introduction

Human action classification is an active research field in surveillance, human-
computer interfaces, semantic video annotation, etc. Bag-of- Words (BoW) model
is a representation method used in action classification approaches [12] [14]. The
key idea is to quantize the high-dimensional space of local image descriptors
to obtain a codebook of so-called visual words, sometimes also referred to as a
visual vocabulary.

Visual words are sometimes justified on the basis of their ability to group
semantically meaningful concepts, hence narrowing the semantic gap. However,
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one of the major challenges in BoW is the generation of visual vocabulary. The
creation of visual vocabulary requires clustering many features descriptions de-
tected in the training videos. K-means clustering and its variants are widely
adopted. This method requires as parameter the vocabulary size, i.e. cluster
number [19]. In addition, clustering is an unsupervised process and usually gen-
erates both descriptive and non descriptive words. Besides, another disadvantage
of BoW model is that spatial and temporal constraints are ignored.

In this paper we present a mid-level features representation for human action
description and its contribution is twofold. First, we propose to create a visual
vocabulary using K-means and euclidean distance. The number of visual words is
given in the range usually reported in the literature (i.e. 600 to 4000 words). The
optimal vocabulary size is obtained applying Leader clustering algorithm with
cosine similarity. Second, an intermediate representation of video is proposed,
that combines the representational power of graphs with the efficiency of the
bag-of-words representation. We extract the n-grade frequent subgraphs for each
action class. Finally, a general visual vocabulary of n-grams is constructed from
previous frequent subgraphs.

The experimental results show that our approach using STIP descriptor re-
ports the best results of state-of-art (96.67%), meanwhile using MoSIFT descrip-
tor are comparable to them (96.17%).

The rest of the paper is organized as follows. Section 2 briefly reviews visual
vocabulary and graph-based representation for action categorization. Section 3
introduces the algorithm to obtain optimal vocabulary size and the n-grams
visual codebook representation is presented. Experimental results using KTH
Actions Database are given in Section 4. Finally, Section 5 concludes the paper.

2 Related Work

2.1 Visual Vocabulary Representation

The BoW model was introduced for action classification tasks by Laptev et al.
[9] and Niebles et al. [12]. Local spatio-temporal features like Harris3D [8] or
MOoSIFT [3] are computed to obtain the video vocabulary, then a video is repre-
sented as a collection of visual words. A histogram representation is computed
with the frequency of occurrence of every visual word in the vocabulary. Finally,
any learning method can be used to classify them.

The visual words are obtained by clustering the interest points descriptors
using K-means or any other unsupervised method. Unfortunately, these methods
do not lead to an effective and compact vocabulary because many unnecessary
and nondescriptive words are generated [19]. This can be alleviated by applying
some ranking algorithm that sorts the words using some criterion of quality.
In [4], the ranking algorithm proposed in [19] is applied to select Descriptive
Visual Words (DVW) for action classification. This proves that a reduction in the
vocabulary size can improve the classification accuracy. However, this reduction
method requires a threshold for visual words selection and the dimension of
vocabulary should be specified.
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On the other hand, another disadvantage of BoW model is that spatial and
temporal constraints are ignored. Therefore, losing spatio-temporal relationships
is one of the important reasons that provoke the low descriptive power of classic
visual words. Thus, some authors have proposed the use of correlograms to
capture the co-occurrence of features [10]. These correlograms can be used to
generate descriptive visual words [10] and visual phrases (bigrams) with the co-
occurrence of two visual words [3] [19]. These works reported an improvement
in the classification accuracy.

Visual bigrams capture the spatial and temporal relations between two visual
words and presents better discriminative ability than the traditional codebook.
However, it is possible to consider visual words in groups rather than pair, this
could effectively capture the relationships among them. Moreover, n-grams repre-
sent high-level concepts and reduce the effects of image variations under different
lighting conditions, views, scales and partial occlusion.

2.2 Graph-Based Representation

Several techniques have been developed to represent images in graph structure
[1] [11] [13]. Graph-based representations provide powerful structural models,
where the nodes can store local content and the edges can encode spatial infor-
mation. Thus, Ozdemir and Aksoy [13] propose an intermediate representation
that combines the representational power of graphs with the efficiency of the
bag-of-words representation.

The proposed approach in [13] represents each image with a histogram of
frequent subgraphs where the subgraphs encode the local patches and their spa-
tial arrangements. The subgraphs that are used as the visual words of the final
bag-of-words model are selected using a frequent subgraph mining algorithm.
The frequent subgraphs are used to avoid the need of fixing a complexity (in
terms of the number of nodes). Consequently, the spatial structure in the image
is encoded in a histogram, and the graph matching problem is transformed into
a vector comparison that reduces the computational cost.

In video domain, the spatio-temporal relations between interest points can be
exploited in order to built a graph as a video representation. The interest points
detected in features description phase form the graph nodes, and their labels
are determined from visual words assigned by BoW model. The graph is built
by connecting every neighbor node pair with an edge. Two nodes are considered
neighbors if the Euclidean distance between them is lesser than a threshold or
selecting the nearest in neighborhood.

3 Proposed Method

3.1 Visual Vocabulary Reduction

The flowchart of our approach, depicted in Fig. 1, implements a mid-level rep-
resentation with four levels of features representation. The first level of our rep-
resentation model are the spatio-temporal interest points extracted from video.
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In the second level we construct an initial visual vocabulary using classical K-
means clustering algorithm. The third level of representation is obtained by
re-clustering the codebook created in second level using Leader clustering al-
gorithm [5] [17] with cosine similarity. We adopted this approach because this
method is able to join the similar visual words in the same cluster reducing the
vocabulary size to an optimal dimension.

Levels of features representation
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Fig. 1. Flowchart of our approach based on mid-level representation. In terms of knowl-
edge discovering about visual aspects of a video: 1st-level represents the "low-level vi-
sual features”; 2nd-level correspond to "visual words” representation; 3rd-level groups
similar visual words to extract more abstract visual concepts”; and 4th-level construct
"visual n-grams” in visual concepts co-relations terms.

Given a basic visual vocabulary W = {w;}¥_,, where w; is a visual word and
k is the vocabulary size. Let C be a set of current clusters, Lv be the average
value of calculated affinity matrix, Lvc; be the average distance value in cluster
j. We define the algorithm for optimal vocabulary construction that is presented
in Algorithm 1.

Algorithm 1. Visual Vocabulary Reduction
Initialize ¢; € C and wy € c1. Set iter < 0; best iter < 0; min criteria < oo.
‘While iter < maxiter do
Randomize the order of W.
For w € the rest W do
S <+ min¢ec (similarity(w, ¢))
j + arg mingec (similarity(w, ¢))
If ((count(c;) =1 and S < Lv) or (count(c;) > 1 and S < Lvcy))
w € cj
Update c; centroid.
Else
new ¢ € C
W E new ¢
End If
End For
Update C: V w € ¢ = similarity(w, ¢) > 2 * Lvc; re-locate w.
Calculate Je;ier = Related Minimun Variance Criterion [5].
best iter < argmin (Jeiter, Jepest iter)
End While
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The first step in this algorithm is to put the first instance of visual words into
a new cluster ¢;. For a new visual word w, we select the cluster ¢; such as the
similarity between the cluster centroid and w to be minimum. Then, we decide
whether w is put inner ¢; or in a new cluster based on that a data needs to
be put inner new cluster if the distance to the current clusters is statistically
big enough. Thus, we use Lvc and Lv as dynamical threshold. We adapt the
algorithm in [17] updating the centroid when a new data is introduced in the
cluster. Besides, to alleviate stability problem of leader clustering algorithm, we
execute several clustering iterations with random order of data. At the end of
each clustering iteration the partitions are updated and is selected the optimal
partitioning with minimal variance criterion. Finally, the visual vocabulary with
optimal size is returned.

3.2 N-Grams Visual Representation

The fourth level of our representation approach, depicted in Fig. 1, is obtained
labeling the interest points from the reducing vocabulary created in third level
of representation. Then we construct a k-Nearest Neighbour graph (k-NNG) for
the interest points labeled. The n-grade frequent subgraphs are extracted for
each action class. Finally, a general visual vocabulary of n-grams is constructed
from previous subgraphs. Each video is represented with a histogram of frequent
n-grams.

In order to limit the complexity of our graph representation a k-NNG is con-
structed with proximity distance threshold. We define a spatio-temporal distance
d with the purpose to identify a interest point pair proximity [4]. Because interest
points may have various scales, the value of d is computed with d = scale; x D,
to achieve scale invariance, where scale; is the scale of the interest point and D
is a parameter controlling the constraint of proximity relationships.

The graph mining literature includes several approaches for frequent subgraph
mining. According to [18], frequent subgraph mining is to find every graph, g,
whose support in a graph set, GS = {G;|i = 1,..., N}, is equal or greater than
a threshold, minSup. The support of ¢ in GS is denoted as o(g,GS), and is
generally defined as the number of graphs in G'S that have a subgraph which is
isomorphic to g.

In our approach as in [13], the number of times that a subgraph occurs in
a video provides more information than the knowledge about whether the sub-
graph is contained or not. Due to the graph set in our application includes many
overlapping embeddings the Harmful overlap (HO) support [6] is utilized. Also,
we use different and dynamic support thresholds for each class instead of a global
threshold. The support threshold is equal to average support in the class. The
sets of frequent subgraphs are found using the graph sets of training videos for
each class independently. Finally, these sets of frequent subgraphs are joined into
a single set S.

The n-grams histogram provides a powerful representation that is not as
complex as full graph models, and reduces the complexity of graph similarity
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computation [13]. The n-grams histogram for a video is constructed using the
frequency of each subgraph from S in the video. Consequently, video can be
classified in this feature space using multi-class support vector machine (SVM)
with a chi-square kernel, as is described in testing stage in Fig. 1.

4 Experimental Results

In this section, we show the experimental results that validate the efficacy of the
proposed approach for human action classification. The experiments were per-
formed using the KTH actions dataset [14], because the interest points extracted
on this database are related with action. In others actions datasets noising inter-
est points are extracted on background, then previous filter process is necessary.
Our main goal in this work is to prove the representative power of mid-level
representation proposed. We follow the leave-on-out cross validation (LOOCV)
evaluation criterion in our experimentation.

Each video sequence is represented as a bag of spatial-temporal features us-
ing STTP and MoSIFT descriptors. Descriptors are extracted running the imple-
mentations freely available on Internet for STIP! and MoSIFT? with the default
parameters. First, initial visual vocabularies are constructed with different sizes
(600, 1000, and 4000 visual words) using K-means clustering algorithm. We se-
lect subgraphs with degrees between 2 and 5. Additionally, a Support Vector
Machine (SVM) has been utilized to classify actions to prove the entire perfor-
mance of our approach.

Table 1 summarizes the most relevant results obtained. The first column shows
the accuracy values obtained with initial vocabulary, whilst second and third
columns present the accuracies using a vocabulary with optimal size and n-
grams histograms respectively. As a general rule, accuracy is increased with our
mid-level representation proposed. However, this tendency is more noticeable
with STIP descriptor. It could be argued that the MoSIFT descriptor originates
less redundant vocabularies. Best accuracies are reached for n-grams histograms
representation. That proves the validity of our approach.

Table 1. Accuracies for the STIP and MoSIFT descriptors obtained with different
representation levels in the KTH Actions Database. Best results are marked in bold.

STIP descriptor MoSIFT descriptor

Initial Acc Optimal Acc Number of Acc Initial Acc Optimal Acc Number of Acc
size size n-grams size size n-grams

600 94.64 201 94.82 1052 95.17 600 92.17 270  93.33 1286 94.86
1000 94.50 340 95.32 1549 96.67 1000 93.67 456  93.86 1833 96.17
4000 95.99 1188 95.15 2776 96.50 4000 94.67 1684 94.83 2989 95.90

! http://www.di.ens.fr/~laptev/download.html
2 http://lastlaugh.inf.cs.cmu.edu/libscom/downloads.htm
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Finally, Table 2 shows a comparison between our method and the performance
reported by previous works using a similar experimental setup. Our approach
using STIP descriptor reports the best results, meanwhile using MoSIFT de-
scriptor our results are comparable to state-of-art.

Table 2. Comparison with other methods all using the KTH dataset with a LOOCV
experimental set-up

Method Avg. Accuracy
Our method (STIP, 1549 Frequent Subgraphs) 96.67
Chakraborty et al. (2012) [2] 96.35
Gao et al. (2010) [7] 96.33
Our method (MoSIFT, 1833 Frequent Subgraphs) 96.17
Chen and Hauptmann (2009) [3] 95.83
Wang et al. (2013) [16] 95.30
Thi et al. (2012) [15] 94.33

5 Conclusions

In this paper, we propose a new approach based on mid-level feature representa-
tions for human action description. We also present graph-based video represen-
tation using the interest points relationships. Our method faces some limitations
of the BoW model. We create a vocabulary with optimal size without requires
preliminary number of visual words. A representation using visual n-grams is
proposed.

The experimental validation of mid-level feature representation presented here
reached the best results in KTH database in comparisons with other methods
using similar experimental setup. However, an evaluation with more complex
human action video databases is still necessary in order to obtain concluding
results.

As future work, we will label the graph edges to encode topological relation-
ships between interest points to conserve a lot more semantics information. Also,
its necessary to study the influence of subgraphs size on accuracy improvement.
Besides, we think to increase levels of abstraction in the representation and the
same time use sparse coding instead of K-means algorithm.
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