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The research related to the analysis of living structures (Biomechanics) has been a source of
recent research in several distinct areas of science, for example, Mathematics, Mechanical
Engineering, Physics, Informatics, Medicine and Sport. However, for its successful
achievement, numerous research topics should be considered, such as image processing and
analysis, geometric and numerical modelling, biomechanics, experimental analysis,
mechanobiology and enhanced visualization, and their application to real cases must be
developed and more investigation is needed. Additionally, enhanced hardware solutions and
less invasive devices are demanded.

On the other hand, Image Analysis (Computational Vision) is used for the extraction of
high level information from static images or dynamic image sequences. Examples of
applications involving image analysis can be the study of motion of structures from image
sequences, shape reconstruction from images and medical diagnosis. As a multidisciplinary
area, Computational Vision considers techniques and methods from other disciplines, such
as Artificial Intelligence, Signal Processing, Mathematics, Physics and Informatics. Despite
the many research projects in this area, more robust and efficient methods of Computational
Imaging are still demanded in many application domains in Medicine, and their validation
in real scenarios is matter of urgency.

These two important and predominant branches of Science are increasingly considered
to be strongly connected and related. Hence, the main goal of the LNCV&B book series
consists of the provision of a comprehensive forum for discussion on the current state-of-
the-art in these fields by emphasizing their connection. The book series covers (but is not
limited to):

• Applications of Computational Vision and
Biomechanics

• Biometrics and Biomedical Pattern Analysis

• Cellular Imaging and Cellular Mechanics

• Clinical Biomechanics

• Computational Bioimaging and Visualization

• Computational Biology in Biomedical Imaging

• Development of Biomechanical Devices

• Device and Technique Development for
Biomedical Imaging

• Digital Geometry Algorithms for Computa-
tional Vision and Visualization

• Experimental Biomechanics

• Gait & Posture Mechanics

• Multiscale Analysis in Biomechanics

• Neuromuscular Biomechanics

• Numerical Methods for Living Tissues

• Numerical Simulation

• Software Development on Computational
Vision and Biomechanics

• Grid and High Performance Computing for
Computational Vision and Biomechanics

• Image-based Geometric Modeling and Mesh
Generation

• Image Processing and Analysis

• Image Processing and Visualization in Biofluids

• Image Understanding

• Material Models

• Mechanobiology

• Medical Image Analysis

• Molecular Mechanics

• Multi-Modal Image Systems

• Multiscale Biosensors in Biomedical Imaging

• Multiscale Devices and Biomems for Biomed-
ical Imaging

• Musculoskeletal Biomechanics

• Sport Biomechanics

• Virtual Reality in Biomechanics

• Vision Systems

More information about this series at http://www.springer.com/series/8910

http://www.springer.com/series/8910


Shuo Li • Jianhua Yao
Editors

Spinal Imaging and Image
Analysis

123



Editors
Shuo Li
GE Healthcare and University
of Western Ontario

London, ON
Canada

Jianhua Yao
Clinical Center
National Institutes of Health
Bethesda, MD
USA

ISSN 2212-9391 ISSN 2212-9413 (electronic)
Lecture Notes in Computational Vision and Biomechanics
ISBN 978-3-319-12507-7 ISBN 978-3-319-12508-4 (eBook)
DOI 10.1007/978-3-319-12508-4

Library of Congress Control Number: 2014958455

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or
dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained
herein or for any errors or omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

The spine represents both a vital central axis for the musculoskeletal system and a
flexible protective shell surrounding the most important neural pathway in the body,
the spinal cord. Spine-related diseases or conditions are common and cause a huge
burden of morbidity and cost to society. Examples include degenerative disk dis-
ease, spinal stenosis, scoliosis, osteoporosis, herniated disks, fracture/ligamentous
injury, infection, tumor, and spondyloarthropathy. Treatment varies with the disease
entity and the clinical scenario can be nonspecific.

Spinal imaging via computed tomography (CT), magnetic resonance imaging
(MRI), radiography, ultrasound, positron emission tomography (PET), and other
radiologic imaging modalities, is essential for noninvasively visualizing and
assessing spinal pathology. Computational methods support and enhance the
physician’s ability to utilize these imaging techniques for diagnosis, noninvasive
treatment, and intervention in clinical practice. Algorithms developed in the field of
computer vision, computer graphics, signal processing, and machine learning have
been adapted to analyze the spinal imaging.

We organize a group of experts in the field of spinal imaging, image analysis,
and image guided intervention to contribute their knowledge and insight in this
book. The book consists of three parts to cover a broad range of topics encom-
passing radiological imaging modalities, clinical imaging applications for common
spine diseases, image processing, computer-aided diagnosis, quantitative analysis,
data reconstruction and visualization, statistical modeling, image-guided spine
intervention, and robotic surgery.

Part I of “Clinical Imaging and Applications” focuses on the clinical aspect of
this topic. “Imaging of the Spine: A Medical and Physical Perspective” introduces
the basic physics of routinely used imaging modalities for visualization of the
anatomy and pathology of the spine. The chapter also presents the current paradigm
of application in a clinical medical setting. “Arthritis of the Spine” introduces
several types of arthritis that commonly affect the spine, including osteoarthritis,
degeneration, ankylosing spondylitis, and rheumatoid arthritis. The chapter also
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provides examples of imaging tools for diagnosing the spinal arthritis, such as
radiography and magnetic resonance imaging. “Osteoporosis” introduces another
common spine condition, osteoporosis, which affects most in the elder population.
The chapter describes diagnostic tools to assess the osteoporotic fracture risk at the
spine based on the clinical risk factors and the measurements of bone mineral
density by using dual-energy X-ray absorptiometry (DXA) or quantitative CT
(QCT).

Part II of “Image Processing” includes ten chapters covering several state-of-art
computer techniques to analyze spine images. “Computer Aided Detection of Bone
Metastases in the Thoracolumbar Spine” presents a framework for computer-aided
detection of lytic and sclerotic metastatic lesions in the thoracolumbar spine using
computed tomography. “Quantitative Monitoring of Bone Formation in Ankylosing
Spondylitis Using Computed Tomography” presents a system to quantitatively
monitor the bone formation in ankylosing spondylitis in a longitudinal study.
“Three-Dimensional Spine Reconstruction from Radiographs” describes algorithms
to reconstruct 3D spine structure from multiple 2D radiographs. “Vertebral Column
Localization, Labeling, and Segmentation” proposes a framework to automatically
locate, segment, and label spine column from CT images. “Automated
Determination of the Spine-Based Coordinate System for an Efficient Cross-
Sectional Visualization of 3D Spine Images” establishes a spine-based coordinate
system for visualization, registration, and planning. “Cross-Modality Vertebrae
Localization and Labeling Using Learning-Based Approaches” proposes another
approach to localize and label spine column based on machine learning paradigm,
and the method can be applied to multiple image modalities. “Articulated Statistical
Shape Models of the Spine” presents statistical shape modeling of the spine. The
statistical model can be applied in other image processing tasks, such as segmen-
tation and registration. “Reconstruction of 3D Vertebral Models from a Single 2D
Lateral Fluoroscopic Image” presents an alternative method to reconstruct the 3D
vertebral model from just one single fluoroscopic image using a statistical shape
model. “Graphical Model-Based Vertebra Identification from X-Ray Image(s)”
describes a method to locate and identify the vertebra on 2D x-ray images based on
a graphical model. “Model-Based Segmentation, Reconstruction and Analysis of
the Vertebral Body from Spinal CT” is another model-based technique to segment
the vertebral body from CTs. A few different approaches are compared.

Part III of “Image Guided Spine Intervention” consists of three chapters that
describe the utilization of spine images in surgical planning and procedure.
“Toward Virtual Modeling and Templating for Enhanced Spine Surgery Planning”
proposes a templating technique for spine surgery planning. “Tracked Ultrasound in
Navigated Spine Interventions” presents a tracked ultrasound guided spine surgical
navigation system. “Robotic Assistance and Intervention in Spine Surgery” over-
views the techniques for robotic assistance in spine intervention.

This is the first book fully dedicated to computational spinal imaging. The goal
of this book is to build a bridge between scientists and clinicians in the field of

vi Preface

http://dx.doi.org/10.1007/978-3-319-12508-4_3
http://dx.doi.org/10.1007/978-3-319-12508-4_4
http://dx.doi.org/10.1007/978-3-319-12508-4_4
http://dx.doi.org/10.1007/978-3-319-12508-4_5
http://dx.doi.org/10.1007/978-3-319-12508-4_5
http://dx.doi.org/10.1007/978-3-319-12508-4_6
http://dx.doi.org/10.1007/978-3-319-12508-4_7
http://dx.doi.org/10.1007/978-3-319-12508-4_7
http://dx.doi.org/10.1007/978-3-319-12508-4_8
http://dx.doi.org/10.1007/978-3-319-12508-4_8
http://dx.doi.org/10.1007/978-3-319-12508-4_8
http://dx.doi.org/10.1007/978-3-319-12508-4_9
http://dx.doi.org/10.1007/978-3-319-12508-4_9
http://dx.doi.org/10.1007/978-3-319-12508-4_10
http://dx.doi.org/10.1007/978-3-319-12508-4_10
http://dx.doi.org/10.1007/978-3-319-12508-4_11
http://dx.doi.org/10.1007/978-3-319-12508-4_11
http://dx.doi.org/10.1007/978-3-319-12508-4_12
http://dx.doi.org/10.1007/978-3-319-12508-4_13
http://dx.doi.org/10.1007/978-3-319-12508-4_13
http://dx.doi.org/10.1007/978-3-319-12508-4_14
http://dx.doi.org/10.1007/978-3-319-12508-4_15
http://dx.doi.org/10.1007/978-3-319-12508-4_15
http://dx.doi.org/10.1007/978-3-319-12508-4_16


spinal imaging by introducing state-of-art computational methods in the context of
clinical applications. Intended readers include imaging scientists interested in
clinical applications and clinicians interested in computing techniques. We hope
that with this book we raised attention for this important and interesting field of
computational spinal imaging and would like to finally thank all contributors for
their efforts in making this book possible.
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Part I
Clinical Imaging and Applications



Imaging of the Spine: A Medical
and Physical Perspective

Joseph E. Burns

Abstract This chapter introduces the basic methods of visualization currently used
in clinical medical practice for diagnostic imaging of the spine. The different
methods of visualization based on physical properties of tissue (imaging modalities)
included in this introduction are radiography and fluoroscopy, computed tomog-
raphy, magnetic resonance imaging, molecular imaging, and ultrasound. The basic
physics of each of these techniques for visualization of the anatomy and pathology
of the spine is presented, along with current paradigms of application of each in a
clinical medical setting. Electronic storage and manipulation of images in a
healthcare setting are discussed, with a brief discussion of image noise, resolution,
and artifact as a basis of image quality.

1 Introduction

An integral part of modern medical practice, medical imaging has undergone
progressive advancements in technology and capability to evaluate the internal
anatomy and function of the human body non-invasively. New methodologies and
modalities have led to higher standards of medical diagnosis and treatment. Already
a major element of disease diagnosis, medical imaging also plays a growing role in
treatment efficacy assessment, surgical planning, and medical research.

Medical imaging modalities commonly used in current medical practice include
radiographs and computed tomography (X-ray modalities), magnetic resonance
imaging, nuclear medicine imaging techniques, and ultrasound. Methods for visu-
alization of the tissues of the human body vary by modality, are based on inherent
physical properties of the tissues, and provide information on anatomic and physi-
ologic characteristics. The most common tissue characteristics exploited to create
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these images include X-ray attenuation properties of tissue, magnetic properties of
tissue, tissue vascular status, and speed of sound propagation.

Imaging modalities may then be divided into categories based on the physical
characteristics used in the visualization. Modalities which are used to visualize
anatomic structures based on tissue densities depend on variation in X-ray atten-
uation properties of tissue within the body to generate anatomic boundaries, and
include radiography and fluoroscopy, as well as computed tomography (CT). The
nuclear magnetic resonance properties of tissue are used in the process of anatomy
visualization by magnetic resonance imaging, which, in effect, forms a map of the
magnetic properties of the tissue of interest. Molecular imaging techniques
encompass a number of imaging technologies, but have in common the assessment
of tissue physiology by tracking of radiolabeled molecules, while additionally
providing rudimentary information regarding body anatomy. Ultrasound uses var-
iation in sound propagation speed through organs and reflection at tissue planes to
create a map of sound propagation characteristics.

Each of the modalities has a different but somewhat complementary part to play
in tissue assessment, evaluating the varying physical properties of tissue. Thus, each
of the different modalities may be thought of as having a specific set of optimal
functions for anatomic visualization and solving specific diagnostic problems. As a
heuristic example, while CT can be optimal for rapid scanning, diagnosis, and
accurate assessment of acute spinal vertebral fracture geometry in trauma patients,
Magnetic Resonance Imaging (MRI) examination is more time consuming,
necessitates co-operation on the part of the patient versus the administration of
anesthesia and monitoring, and may make fine scale evaluation of osseous struc-
tures more difficult. However, in other circumstances, MRI can be more useful as a
tool for the diagnosis of bone contusions, as well as soft tissue injuries of the spinal
and para-spinal regions. In the case of bone contusion, for instance, MRI inquiry of
the magnetic properties of tissue allows it to highlight reactive bone marrow edema
which is not apparent on CT imaging.

An extensive range of spine pathology can be diagnosed and characterized using
the modalities individually or in various combinations. In the following sections,
modalities currently and commonly used in medical applications are discussed with
illustrative clinical examples.

2 Radiographs

The most common modality of spine imaging based on sheer numbers of studies
performed is the X-ray generated image, the “radiograph,” which may be thought of
as a parallel, in some sense, to digital photography. Current generation X-ray
systems produce an X-ray beam via an electronic tube, filter, and collimator, which
is then projected onto a detector [1]. Similar to in principle to the optical wave-
length photon detector found in digital cameras, the X-ray detector is also designed
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to detect photons, but with differentiation that the detector is designed for the
detection of X-ray spectral wavelength.

There are a few fundamental and characteristic differentiating factors between
the creation of images in photography as compared to radiography. One primary
difference, again, is the variation in the characteristic frequency of the radiation
being used in the image formation process. A corollary of this follows, in that
photons in photography reflect from the surface of the object being recorded, and
are absorbed by the detector in the camera unit, creating an image of the subject’s
surface. X-rays photons, on the other hand, with higher frequency and energy than
optical photons, pass through the tissue of the body more easily, with a lower
proportion of reflected photons. Thus, the X-ray photons which are not scattered,
reflected, or absorbed, pass through the patient and are absorbed by a detector plate
placed on the opposite side of the patient from the X-ray source. The image formed
as a result of this process is thus a transmission image.

The X-ray photons passing through the patient in this transmission imaging
process penetrate through a variety of body tissues, unique to each photon pathway.
There are varying X-ray attenuation factors of the internal anatomic tissues of the
patient, and structures of higher attenuation (as in the case of bones, for instance)
preferentially attenuate the beam, while lower attenuation structures (such as the
lung) allow a higher proportion of photons to pass. The result is an image created
by the variant pathways of the individual photons and so variant density combi-
nations of tissue through which the photon passed in its beamline to the detector.
Each density stack is formed by a unique cumulative superposition of the anatomy
encountered, or equivalently a unique total attenuation, illustrated in Fig. 1. The
resultant radiographic image consists of multiple boundary shadows created by the
internal anatomy tissue planes. A simplified analogy to this phenomenon encoun-
tered in everyday life is the shadowing of light on a wall created by intervening
structures in a room. This X-ray beam attenuation occurs as a result of five fun-
damental tissue densities composing the body, and in so doing scales the brightness
of the resulting images and delineates the internal anatomic structures. The usual
highest naturally-occurring tissue density and correlated highest X-ray beam
attenuation is due to calcification or bone. Muscle density follows this, and then in
descending order, fluid. Lipoid, or fatty tissue, continues on the decreasing density
scale, finally reaching the low end of the density and beam attenuation spectrum
with air or gas [1, 2]. Some of these densities are shown in Fig. 2. Metallic
appliances such as orthopedic and dental hardware demonstrate higher beam
attenuation than any naturally occurring tissue, Fig. 2. Again, resulting final image
is thus a map of the “edges” of internal anatomy created by density differences
between organs and internal structures of the body created by the transmitted
photons.

In areas where no significant different in density difference exists between
adjacent normal tissue structures or between normal tissue and pathology, these
structure may be not be confidently distinguishable as unique entities, and so may
necessitate alternative modalities of visualization. Additionally, since three-
dimensional objects are collapsed into two-dimensional data by the imaging process
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Fig. 1 Illustration of beamline passage through multiple tissue layers and resultant superposed
anatomic structures. Images from a radiographic series of the lumbar spine a frontal view, b lateral
view, c coned down lateral view. Bowel loops most prominently over-project the spine on the
frontal view on the image, due to photon passage through gas filled hollow viscera. Lateral and
coned down lateral views demonstrate photon passage through (at different levels) and over-
projection of the spine by the lungs, bowel loops, diaphragm, and internal organs (liver and spleen)

a 

c

b

d

e

Fig. 2 Tissue density
variation as manifested on
radiographs. Lateral cervical
spine radiograph of a 25 year
old male, demonstrating
examples of pixel intensity
correlation with tissue
density, or X-ray beam
attenuation. From lesser to
greater density: a air, b fatty
tissue, c muscle, d bone,
e metallic dental hardware
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whereby the beam photons pass through numerous anatomic structures on their way
to the detector plate, many internal structures will be superimposed on one another
in the radiograph. Again, deconvolution of these objects into individually identi-
fiable structures may necessitate alternative modalities of visualization such as cross
sectional imaging. Radiographs, which are incomplete data sets, typically allow for
a limited number of inferences to be drawn. Multiple orthogonal perspective views
of a body structure may be taken as part of a radiographic series, increasing the
information content regarding a particular structure, decreasing the level of data
degeneracy and so increasing the diagnostic usefulness.

From a clinical medical perspective, radiographs commonly find use as general
screening examinations for the spine, as well as for postsurgical follow-up of spinal
procedures, as in Fig. 3. Relative drawbacks for radiographic imaging include lower
sensitivity for certain classes of subtle pathology such as subtle fractures, low
contrast in soft tissues, and patient radiation exposure.

3 Computed Tomography

Computed tomography (CT) is a sophisticated scanning technique for creating cross
sectional volumetric X-ray images of body anatomy, which are, in effect, maps of
tissue density. As previously described, the beam creates X-rays which penetrate

Fig. 3 Post-surgical follow up of spinal fixation procedure on a radiograph. Frontal and lateral
view radiographic follow up series of spinal fixation, in a 25 year old male with history of cervical
spine fracture. The patient is status-post multilevel cervical vertebral corpectomy, with anterior and
posterior instrumented fusion from C3 to C6, and with integrated vertebral body strut spacer
placement. Follow-up radiographic series allow for assessment of spinal alignment, as well as for
inspection for hardware fracture and loosening

Imaging of the Spine: A Medical and Physical Perspective 7



multiple layers of internal anatomy to detector banks within the scanner. The X-ray
beam source and detectors rotate about the patient following a helical trajectory.
The beamline is directed toward the patient, who has been placed in alignment with
the central axis of the helix, with detectors positioned on the opposite sides of the
patient. Thus, the X-ray source projects photons through the patient along a con-
tinuous angular progression radial beamline. An example of a CT scanner is shown
in Fig. 4.

The extent of X-ray attenuation along the beamlines through the patient is
recorded for these radial trajectories, after which complex algorithms for data
reconstruction are used to separate structures along the beamlines and construct an
X-ray attenuation map of the internal elements of the patient’s anatomy [3].
A volume source data set is thus derived from the patient, a three-dimensional
entity, as an effective volume map of tissue density. This data is then partitioned
into two-dimensional sections, typically following standardized orthogonal body
planes, and stored for review by physicians who will be involved in the patient’s
diagnosis and treatment. An example of this is demonstrated in Fig. 5, with a single
image from each series of a CT scan of the spine, reformatted into the standardized
planes for clinical interpretation. These anatomic sections have an appearance as if
the body had been cross sectioned, with each sectional surface displayed as an
image. High resolution sectional images in arbitrary scan planes can be created by

Fig. 4 Typical CT scanner unit. Patient is placed in alignment with the central axis of the helical
trajectory traced by the X-ray beam source and detectors as they rotate about the patient
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current generation CT scanners. However, by convention, standardized orthogonal
planes, relative to anatomic positioning of the body are obtained in clinical practice,
in axial, coronal, and sagittal orientation relative to the long axis of the body.
Additionally, a reconstruction kernel is used in producing the reformatted images,
which may have higher spatial resolution, higher noise, and increased edge defi-
nition (a “bone” kernel), or improved contrast resolution, lower noise, and
decreased edge definition (a “soft tissue” kernel), examples of which are shown in
Fig. 6 [1].

Fig. 5 CT images of the spine in standard planar reformatting. a Coronal plane image from a CT
study of the spine, with the spine partially visualized on this image, due to normal kyphotic
thoracic and lordotic lumbar curvature, b sagittal plane image, and c axial plane cross section at the
level of the mid-abdomen. The axial field of view is kept small in this dedicated spine imaging
study to increase the in-plane spatial resolution

Fig. 6 CT images of the spine demonstrating different reconstruction kernels. Axial plane images
from a CT study of the spine, performed with a “bone” reconstruction kernel for the body (B70),
and b “soft tissue” reconstruction kernel (B40). Note difference in edge definition and noise
between images

Imaging of the Spine: A Medical and Physical Perspective 9



As noted, both CT and radiographic images are produced with X-rays, and so
represent surrogate maps of body organ density obtained via X-ray attenuation.
Following the convention of previous generation radiographs taken on photographic
film, images are mapped by grayscale, with dense structures such as bone scaled
toward the white or bright end of the scale, and lower density materials scaled toward
the dark end of the scale. With the invention of computed tomography, an intrinsic
grayscale was created, with the scale subdivided into Hounsfield units (HU) [4, 5]. In
the Hounsfield system of units, very low density structures are scaled in negative
units, as in the case of air (approximately −1,000 HU) and fat (approximately −100
HU). Water is set at the standard of 0 HU, with muscle tissue scaled at approximately
40 HU and bone scaled at approximately 1,000 HU (Fig. 7).

On the computer monitor, Hounsfield units are scaled to pixel intensity. Medical
diagnostic image display systems typically allow 10–12 bit depth, allowing the
display of 1,024–4,096 shades in grayscale. Now, as the human eye can only dif-
ferentiate approximately 30–40 grayscale shades, sets of restricted range brightness
setting “windows” are created, centered about the tissue density of interest (Fig. 8).
In materials such as bone, these windows isolate and amplify details of the anatomy
of interest. The uses of CT imaging in clinical medical practice are multifold, being
particularly useful for complex anatomic structures such as the spine, and for
assessing certain classes of pathology such as acute fractures in non-osteopenic
patients. In cases such as these, pathology on radiographic studies may be obscured
or vague conferring a diagnostic advantage on CT (Fig. 9), or more complex

b

a

c

d

Fig. 7 Demonstration of standardized Hounsfield density units for body tissues on a CT cross
section. In the CT axial cross section, measured HU in a sample ROI were a −999 within the
trachea; b −105 in the fatty tissue of the axilla; c 45 in the muscle tissue of the shoulder; and
d 1019 at the cortex of the scapula
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assessment of the fracture pattern may be needed for treatment planning, again,
conferring a diagnostic advantage on CT (Fig. 10). Additionally, magnetic reso-
nance imaging may be contraindicated in certain patients, and again, CT may be
helpful as a diagnostic aid. Drawbacks of CT compared to other modalities include
radiation exposure to the patient, higher than for a radiograph, as well as beam
hardening or streak artifact due to dense objects such as seen with orthopedic spinal
fixation hardware [2].

Fig. 8 Abdominal CT image set to different clinical read out windows. Coronal plane image from
a CT study of the abdomen and pelvis delineating detail of multiple abdominal organs, in a general
soft tissue window (here, w = 400, l = 60); b “hard contrast” soft tissue window setting (here,
w = 150, l = 88) for enhancing visualization of certain abdominal organs, c bone window setting
for assessment of skeletal structures (w = 2,000, l = 500); and d lung window setting (w = 1,500,
l = −500) to assess air or gas containing tissues with the body, such as lungs, and hollow visci
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Fig. 9 Diagnostic advantage of CT over radiographs. Patient with history of trauma and neck
pain. In the lateral view radiograph of the cervical spine (a), patient’s injury is not well seen
(at level of black arrow). Sagittal (b) and coronal (c) reformatted images from patient’s CT scan
demonstrates comminuted fracturing of the C7 vertebra (white arrows)

Fig. 10 Spine protocol CT images. Multiplanar reformatted images from a spine protocol CT
scan, in a sagittal, b colonal, and c axial planes, facilitate the extraction of detailed information
regarding the vertebral fracture pattern and extent allowing a more accurate assessment for
treatment planning
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4 Magnetic Resonance Imaging (MRI)

Nuclear magnetic resonance (NMR) initially found widespread use in analyzing the
spectral characteristics of organic compounds, based on their magnetic properties.
In September of 1971, Paul Lauterbur had an idea for the application of three
dimensional magnetic field gradients to produce NMR images. The first images of
two spatially separate tubes containing water was published in Nature in March of
1973 [6]. This quantum advance of the invention of instruments to examine
material characteristics in a spatially distributed manner, led to the design of the
magnetic resonance imaging (MRI) scanner. Body tissues have intrinsic and
varying magnetic properties. These characteristics are exploited in MRI to create
spatially distributed images of the internal anatomy of the body, which represent
cross sectional anatomic maps of the magnetic characteristics of the tissues at each
spatial point in the regions being imaged.

As heuristic model for magnetic properties of tissue and the basis of MRI,
consider a magnetic dipole, or for a more physically conceptual macroscopic
model, a bar magnet. Recall that magnetic field lines emanate from the north pole of
the bar magnet, with the south pole of the magnet acting as a sink for magnetic field
lines. A characteristic quantity associated with the magnetic dipole is the magnetic
moment, which is expressed with the magnetic field strength and orientation of the
dipole. At the atomic level, the nuclei of atoms constituting the tissue are made up
of neutrons and protons. These nucleons individually have small magnetic
moments, and when they occur unpaired in the nucleus they give the nucleus a net
magnetic moment. The hydrogen atom, with its unpaired proton nucleus is a
constituent many of molecules in the body including water and fatty tissues, and is
of keystone importance in most current clinical imaging applications.

Now, when a macroscopic “magnetic dipole” is placed into an external magnetic
field, it tends toward its lowest energy state, aligning with that field (as in the
conceptual macroscopic analogy of a directional compass needle). Energy must be
applied to turn the compass needle (“dipole”) into a different direction, or higher
energy state. Now, as we are on the atomic scale, quantum considerations come into
play, and the dipole moment actually precesses about the direction of the applied
field. The dipole moment of the proton nucleus will then tend to align with an
applied magnetic field within quantum limits. The application of energy is achieved
by the application of an electromagnetic energy in the form of a radiofrequency
pulse [1]. This energy pulse is absorbed by the tissues, with resultant rotation of the
magnetic moments into a higher energy state. The magnetic moments then give off
energy as they relax toward lower energy states, at rates related to their local
molecular environment, or tissue characteristics. Spatial variances in this relaxation
rate by tissue type are detected and used as a basis for creating a spatial map of the
magnetic properties of body tissue cross sections, or magnetic resonance images.

Armed with an understanding of the conceptual basis for MR imaging, we now
consider the clinical application. MR imaging is performed by placing the patient
into the center of a large magnet, typically structured in the overall geometry of a
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cylinder (Fig. 11). The magnetic polarity of the applied magnetic field is alternated
at characteristic and varying frequencies and pulse settings to emphasize specific
properties of the tissues. A single scan utilizing characteristic phase and frequency
parameters used to emphasize specific tissue properties is termed a pulse sequence.
A group of these sequences, varied in terms of the tissue planes being imaged and
physical characteristics of the tissue being emphasized, forms an MRI examination.

A multitude of MRI sequences have now been devised investigate specific tissue
characteristics and pathologies. However, there is a fundamental set of sequences
ubiquitous in use in medical imaging, known as T1, proton density (PD), and T2,
examples of which for the spine are shown in Fig. 12 [7]. Each of these MRI
sequences has benefits and drawbacks. The benefits of T1 include increased ana-
tomic detail relative to T2 and ability to assess tissue enhancement with the
administration of contrast. T2, on the other hand, is better for assessing edema and
has generally shorter imaging times [8]. PD is an intermediate sequence, which
seeks to combine T1 and T2 characteristics, with results which are intermediate
between the two. Now, on grayscale imaging, certain tissues will show up as high
signal intensity (white on the display monitor), and other as low signal intensity

Fig. 11 MRI scanner unit. Patient is placed on a moveable table in alignment with the central axis
of the magnet gantry, which then moves into the bore of the magnet during the scanning process
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(black on the display monitor). On T1 imaging, fluid in the tissues presents as
intermediate to low signal intensity, and fat as high signal intensity. In opposition,
fluid on T2 appears as high signal and fat as high signal. Thus, in principle, one
could differentiate fluid on a T2 sequence by comparison with a T1 sequence (see
Fig. 12). There are exceptions to these signal intensity norms, including proteina-
ceous fluid in the body which can appear high signal intensity on T1.

Modifications of these basic sequences have been devised to expand their range
of clinical utility, including what are termed fat suppression variations. In fat
suppression, a process is applied by which adipose tissue, normally high signal
intensity on T1 and T2, is turned to low signal intensity. One method by which this
is accomplished is called fat saturation. Fat saturation depends on the slight field-
dependent variance in precession frequency between the protons of fat and water
and uses a frequency selective applied excitation to nullify the fat signal intensity
(Fig. 13) [8, 9]. Consider an example of the clinical usage of fat saturation on a
standard T2 sequence which demonstrates high signal intensity for both fat and
fluid. If the fat signal intensity is now turned low after the application of fat
saturation, fluid will now be the principle residual high intensity entity left on the
image, amidst an intrinsically dark background of surrounding tissues composed of
shades ranging from gray to black. Thus, any structure with fluid or edema (of
interest in detecting pathology) will appear prominent, facilitating the detection and
characterization of pathological tissue.

However, fat saturation does not always saturate the images with spatial uni-
formly. The effect of fat saturation depends on the resonant frequency difference
between water and fat, and is subject to variable inactivation when non-uniformities
occur in the applied magnetic field. This inactivation may occur locally when the
patient has had metallic hardware placed, as in the case of spinal fixation hardware.
Variable inactivation may also occur near the margins of the magnet or body part

Fig. 12 Spine protocol images in varying sequence weightings. Sagittal images of the lumbar
spine imaging sequences demonstrating a T1, b PD, and c T2 imaging
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being imaged, both of which can be associated with localized non-uniform alter-
ations in the applied magnetic field in the tissue of interest [10, 11]. In cases such as
these, fat saturation is nullified and distorted non-uniformly across the image due to
the change in the local field environment, with results that can potentially mimic
pathology. An example of this effect in a non-spinal structure (the foot) is shown in
Fig. 14. There is an alternative methodology to create an effect similar to fat
saturation, termed inversion recovery (IR) imaging. Inversion recovery fat sup-
pression imaging has different physical underpinnings, related to the difference
between the longitudinal magnetization relaxation rates of the protons of water and
fat after an excitation pulse is applied, and less prone to applied field non-uniform
fat suppression [8, 10, 11]. An example of IR imaging used in clinical practice is
Short Tau Inversion Recovery (STIR) imaging. In STIR imaging, a specifically
timed inversion pulse is applied to suppress the fat signal intensity in the image.
A draw-back of IR imaging is lower relative spatial resolution (Fig. 14).

As previously noted, PD sequencing is somewhat of a hybrid between the
characteristics of T1 and T2. As a result, PD has higher spatial resolution of the
anatomy being imaged when compared to T2 sequencing, but in general demon-
strates worse spatial resolution than T1. PD sequencing facilitates the detection and
assessment of fluid in anatomic tissues, amplified with the application of fat sup-
pression, due to the increased signal intensity of fluid on PD. PD sequencing thus
finds application in spine imaging, combining its relatively high spatial resolution

Fig. 13 Sagittal images of the lumbar spine. Sagittal images of the lumbar spine demonstrating
a T2, and b T2 fat saturation imaging. Note mild nonuniformity of fat saturation of the
subcutaneous tissues due to edge effects. High signal intensity within the spinal canal is
cerebrospinal fluid, surrounding the caudal aspect of the spinal cord and nerve roots. Note also
increased signal in the intervertebral discs due to fluid content of the nucleus pulposus
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with fluid detection characteristics to optimize the assessment of fluid associated
structures such as the spinal canal.

The ability of T1 sequences to visualize and assess tissue pathology may be
enhanced by gadolinium contrast administration. As previously discussed, X-rays
interact with CT iodine-based contrast, to enhance the differentiation of tissue types
and allow improved assessment of the physiologic processes and anatomic struc-
tures being visualized. MRI contrast materials, on the other hand, possess magnetic
characteristics allowing them to interact with the magnetic field applied through the
scanner. The agents most commonly used are gadolinium chelates, which possess
paramagnetic properties (Fig. 15).

There are other forms of specialized MR sequencing which are also of interest in
spine imaging. Diffusion tensor imaging (DTI) and Diffusion weighted imaging
(DWI) are two examples of these specialized MR series, which measure the dif-
fusion of extracellular fluid molecules through tissue using magnetic properties of
the tissue and organ anatomy imaged. This extracellular diffusion of fluid molecules
indirectly indicates the motion of water in tissue on the molecular level. DWI is
usually performed in association with apparent diffusion coefficient (ADC) imag-
ing. ADC is a tensor characterizing the diffusion mobility, or diffusion magnitude
[12]. Combined ADC and DWI imaging clarify the etiology of increased DWI
signal as due to restricted diffusion or “T2 shine through” (increased T2 signal due
to fluid in the tissues). In clinical practice, DWI is used in the assessment of active
demyelinating lesions in the spine, where foci of high signal intensity indicate
restricted diffusion. Other uses of DWI in spinal imaging include assessment of
cord infarcts, as well as increasing sensitivity for detection of osseous lesions. In
combination with ADC, DWI can help differentiate acute traumatic cord injury

Fig. 14 Sagittal images of the foot demonstrating non-uniform fat saturation. In (a) a sagittal PD
fat saturation (FS) demonstrates increased signal intensity within the metatarsal bone distally, as
well as within the phalanges and surrounding soft tissues (solid arrow), suggestive of bone marrow
and soft tissue edema, and so osteomyelitis with cellulitis. However, in the STIR image (b), there
is no increased signal in these regions, and additionally, in T1 image (c), there is no commensurate
decreased signal within the bone (fluid is low signal on T1) to suggest edema. Thus, the increased
signal in the toe on the PD FS image is most likely due to non-uniform fat saturation. Note that fat
saturation is maintained in the midfoot bone structures on the PD FD image (dashed arrow),
leading to the term “non-uniform fat saturation.”
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(high signal DWI, decreased ADC) from myelomalacia (intermediate to high DWI,
increased ADC). The combination of fluid diffusion on the microscopic scale and
anisotropy of neuronal tissue fiber tracts allow DTI to create images for assessment
of white matter tracts in the spine with sensitivity at a microscopic length scale [13,
14]. Diffusion tractography is an active area of research, analyzing varied diseases
of the spinal cord such as traumatic spinal cord injury, intramedullary tumors, and
myelopathy.

MR imaging has some advantages in assessment of tissues as compared to
ultrasound and CT, including a higher degree of soft tissue contrast, optimizing the
assessment of soft tissue anatomy. Another advantage of MRI compared to CT
imaging is that CT imaging exposes the patient to ionizing radiation whereas MRI
does not. One disadvantage of MRI is its relative increased scan time compared to
CT imaging. At the current time, a typical MR imaging sequence in clinical practice
can last for 3–6 min, with 4–12 sequences per examination being common. During
the time of the MRI examination, the patient must lie very still for optimal visu-
alization, difficult under normal circumstances, and more so for patients in pain or
distress. In comparison, CT scanning can typically be performed through a body
region within a span of seconds. In the past, imaging of moving internal structures
of the body (such as bowel and the heart) with MR was suboptimal, but there
are current efforts in the development of adaptive sequences. Additionally,
MR imaging in certain patients with pacemakers, neurostimulators, or cerebral

Fig. 15 T1 sagittal images of the lumbar spine before and after contrast enhancement. Sagittal
plane images from an MRI study of the spine demonstrating pathologic enhancement and so
increased conspicuity of multiple sclerosis lesions (arrows) in the spinal cord of a 52 year old
patient. Images obtained include a T1, b T1 post intravascular contrast administration, and c T2
images

18 J.E. Burns



aneurysm coils, may be contraindicated. Finally, both CT and MRI suffer from
artifact obscuring or distorting pathology in patients with metallic hardware,
referred to as beam hardening or streak artifact in CT scanning and magnetic
susceptibility artifact in MRI [1, 15]. In MRI, the susceptibility artifact generally
arises from immediate apposition of two materials of different magnetic suscepti-
bilities, causing a distortion in the local magnetic field, and resulting in inhomo-
geneities in the local magnetic field. An example is shown in Fig. 16, with
susceptibility artifact about metallic spinal fixation hardware.

5 Molecular Imaging (Nuclear Medicine)

The physical basis of molecular imaging (also referred to as nuclear medicine
imaging) is the intravascular injection of radiolabeled tracer molecules which emit
the elements of radioactive decay, followed by detection of the emitted waves and
particles to assess local regions of radiotracer accumulation within the body. The
radiotracers are created by complexing physiologic molecules, which are known to
preferentially localize to prespecified target organs and tissues of abnormal phys-
iology, to radionuclides. These radionuclides are typically formed by short half life
gamma photon or particle emitting radioisotopes. An example of a radionuclide in

Fig. 16 Susceptibility artifact on sagittal images of the lumbar spine in a patient with spinal
fixation hardware. Sagittal plane images from an MRI study of the lumbar spine demonstrating
significant susceptibility artifact in this patient with metallic spinal fixation hardware, with
associated image distortion and obscuration of the field of view (compare with Fig. 11, lumbar
spine images from a different patient). a T2, b precontrast T1, and c post intravascular contrast
administration images
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common usage in clinical practice is Technetium-99m (99m-Tc), which emits
140 keV gamma ray photons [1]. Radiotracers may either emit photons directly, or
emit particles which then decay and release photons. In either case, these photons
are then detected by varying geometry detector configurations, and are used to
produce cross sectional and volumetric images. Molecular imaging detectors
commonly used in clinical medical practice include gamma ray detectors used in
Positron Emission Tomography (PET) and Single Photon Emission Computed
Tomography (SPECT) scanners (Fig. 17). The soft tissues of the body have a low
attenuation coefficient for gamma rays, so the gamma photons pass through and
escape the body, and are detected by the scanner outside the patient. Emitted
photons from the normal regions of physiologic radiotracer distribution are used to
create a rough projection of the body anatomy. Foci of abnormal radiotracer
accumulation may be identified superimposed over the expected normal distribu-
tion, indicating regions of pathologic processes. After imaging scan completion, the
complexed radiotracer molecules decay toward a stable state where they are no
longer radioactive, and in general as well, are physiologically excreted from the
body.

An advantage of molecular imaging is the ability to integrate information on the
spatial distribution of physiologic processes within the body tissues with quanti-
tative data from these processes. However, nuclear medicine imaging is lower in
spatial resolution as compared to CT and MRI, a disadvantage. Other disadvantages
of nuclear medicine imaging include the requirement for highly specialized
equipment or services to obtain radionucides for imaging, and ionizing radiation

Fig. 17 PET/CT scanner unit. Patient is placed on movable table in alignment with the central
axis of the cylindrical scanner bore, with aligned sequential PET and CT scanners (note depth of
machine bore)
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exposure. To overcome the spatial resolution limitations of molecular imaging,
multi-modality hybrid scanning instruments are now in clinical usage, and include
PET/CT, SPECT/CT, and PET/MRI scanners. High spatial resolution anatomic data
from MRI or CT scanners are integrated synergistically with molecular imaging
data from physiologic processes within the same scan body volume, to create a
more complete picture of the pathology of the tissue and body organ of interest.

6 SPECT/CT

Data regarding the spatial architectural features of body anatomy such as size,
density, boundary features, and texture are obtained via CT scanning, allowing
potential diagnosis and (partial) characterization of the pathologic tissue. As such,
CT scanning helps to localize regions of organ pathology within the body,
and assess crossing of pathology through anatomic planes.

However, as noted, the information obtained from the CT scan regarding the
pathology is in general incomplete, in the sense that in a number of cases, pathology
of differing cellular etiologies may be indistinguishable on the basis of their CT
appearance, or CT may be limited in its ability to even visualize the pathology. In
some cases, metabolic data from the tissues of interest may allow pathologic dis-
tinction for more specific diagnoses. In the case of SPECT scanning, a 3-dimen-
sional map of the distribution of radiotracer in the body is generated. However,
while SPECT provides information regarding physiologic processes, the data pro-
vided is relatively low resolution with blurring of spatial landmarks, limiting
accurate localization within the body anatomy. Photons emitted as part of the
SPECT imaging process are subject to scattering and absorption as they pass
through the body tissues to reach the detector, leading to attenuation artifacts. The
resulting distortion of the SPECT data can lead to imaging appearances of irregular
signal attenuation and spatial misrepresentation. Diagnostic accuracy of these scans
can be improved using co-registered CT maps of the anatomy obtained as part of
the SPECT/CT imaging process, with the additional benefit of correction for photon
attenuation on the SPECT portion of the scan. Clinical medical uses of SPECT/CT
in imaging the spine may include staging of malignant disease, anatomic locali-
zation and assessment of infection (Fig. 18) [16, 17].

7 PET/CT

The most common radiotracer currently used in PET/CT scanning is fluorine-
18-fluorodeoxyglucose (18F-FDG), a glucose analog which is metabolized by the
body. The 18F-FDG radiotracer complex passes across the body tissue cell mem-
branes, and is thereafter entrapped within the cells. This radiotracer is preferentially
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taken up by cells undergoing increased glycolytic enzyme activity and increased
glycolysis, seen in pathologic cells such as tumor cells, and results in localized foci
of abnormally increased radiotracer accumulation within the tissues. The radionu-
clide portion of the molecule is fluorine-18, which emits positrons as part of its
decay process. The emitted positrons then encounter local neighborhood electrons
and undergo annihilation, shortly after being produced. The annihilation of the
electron-positron pair leads to release of two oppositely directed gamma rays,
which are then absorbed and detected in the PET/CT scanner [16, 18]. The two
oppositely directed gamma rays are detected along a coincidence line, resulting in
improved spatial localization data relative to SPECT, and so improved spatial
resolution on the generated images. These coincidence detections are used to
localize the pathologic process.

PET/CT is in widespread use in the detection, staging, and monitoring of cancer,
and has also shown promise in infection imaging. The roles of PET/CT continue to
expand with the development of new targeted radiotracer molecules. Figure 19
shows example images from a patient obtaining a PET/CT scan, extending from the
head to the thighs, without evidence of active spinal metastatic disease. Images
obtained from a whole body (head through thighs) PET/CT scan for a 52 year old
female patient with a history of metastatic lung cancer as shown in Fig. 20.

8 Ultrasound

Sound waves of frequency range 2–10 MHz are used in clinical medical ultrasound
applications, and are high frequency compared with the spectrum human hearing
ranging 15–20 kHz [1]. The velocity of sound propagation varies depending on the

Fig. 18 SPECT/CT images of the spine. Sagittal (a), coronal (b), and axial (c) plane fused CT
(grayscale) and SPECT (color over-projection) images from a SPECT/CT study of the spine
obtained for assessment of possible metastatic bone lesions in this patient with a history of
metastatic cancer and back pain (no metastatic lesions are apparent on these images)
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Fig. 19 Example of PET/CT images obtained extending from the head to the mid-thighs. Fused
CT and PET images in a sagittal, b coronal, and c axial projections. CT portion of the scan is in
grayscale, with color over-projection of physiologic (PET) activity. Areas of light yellow to orange
represent areas of increased radiotracer uptake, and areas of red, lower uptake. Note that there is a
normal physiologic distribution of radiotracer, with increased uptake in the brain, and increased
activity also seen in the bowel and bladder, not to be mistaken for pathologic uptake

Fig. 20 PET/CT images obtained extending from the head to the mid-thighs. Fused CT and PET
images in a sagittal, b coronal, and c axial projections. Areas of light yellow to orange again
represent areas of increased radiotracer uptake, and areas of red, lower uptake. Note that there is a
normal increased and expected physiologic uptake of radiotracer, in the brain and heart, with
increased activity also noted in the liver, kidneys. This case, however, also demonstrates foci of
abnormally increased radiotracer uptake in the spine, diagnosed as metastatic disease to bone.
(compare Fig. 19)
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physical characteristics material through which the sound waves are travelling, and
this property is used to form images in the ultrasound examination. To perform an
ultrasound examination, an ultrasound probe which acts as a source of high-fre-
quency sound waves is put in contact with the body surface (Fig. 21). Air gaps
intervening between the probe tip and the body surface are relatively poor con-
ductors of ultrasound waves, so a sound conducting gel between the probe tip
(source/receiver) and the skin to facilitate transmission of the sound waves into the
body tissue. As the sound waves propagating through the tissues encounter transition
points, or boundaries, between different internal body structures, some of the sound
is reflected back to the probe, and some continues to propagate. The high-frequency
sound waves that are reflected back are then detected by the same ultrasound probe
which acted as the source. The ultrasound scanner uses the amplitude and return time
of the waves which were reflected to construct a rendering of the body anatomy
encountered by the sound waves as they propagated through within the body. Real-
time visualization of movement of anatomic structures is also possible with ultra-
sound, as well as the movement of fluid. Using the Doppler effect, ultrasound can
measure fluid movement direction and speed, including variation with time, through
cine sequences [20]. At the current time, ultrasound is primarily used as a targeted
modality, with each image used to look at specific tissue structures with a relatively
small field of view (as opposed to CT, which can be used visualize the entire cross-
section of the body on each image) Benefits of ultrasound are that it does not expose
the patient to ionizing radiation, it is portable, can be used for noninvasive visual-
ization of dynamic internal processes of the body. However, drawbacks (at the
current time) can be significant, and include significant dependence of image quality
on the operator performing the study, image resolution which is relatively low, and
for our purposes in visualization of spinal structures, limited penetration of osseous

Fig. 21 Abdominal CT images. a Portable ultrasound scanner. b Ultrasound scanning probe
(source and receiver), and c conducting gel to facilitate sound wave transmission from the probe
into the body
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structures. Figure 21 shows a typical ultrasound scanner. Examples of ultrasound
images are shown in Fig. 22, including images to examine lower spine in a newborn
infant, and color Doppler to show blood flow in a vertebra artery segment in the
cervical spine.

9 CAD Computer Systems and Image Quality

Once formed on the medical imaging scanners, these electronic images of varying
modalities are securely transmitted to a computer network system for storage,
display, manipulation, and analysis. These medical image data systems consist of
multiple components, and are termed picture archiving and communication systems
(PACS), and include software subroutine libraries for image storage and handling
[21]. A simplified view of the main components of the PACS is that of a central
server, with element components of archiving capability, viewing workstations,
image processing workstations, and ancillary equipment for study distribution
through removable media, typically via CD/DVD burning or printing of study
images to photographic film. A current generation diagnostic workstation is shown
in Fig. 23.

Medical imaging examinations typically consist of multiple images, grouped
into series based on some common imaging characteristic, such the reconstruction
plane, or MR imaging sequence. The images in these studies are stored electroni-
cally in Digital Imaging and Communications in Medicine (DICOM) format on the
PACS, a standardized file format developed by National Electrical Manufacturers
Association (NEMA) and the American College of Radiology (ACR) for to facil-
itate communication of images between equipment of different manufacturer origins
[22–24]. The DICOM software integration standard specifies the representation and
network transmission of image data, as well as of associated metadata and

(a) (b) (c)

Fig. 22 Ultrasound images. Ultrasound images of the spine. Sagittal a and axial b image of the
lower spine showing the bone (solid arrows), spinal canal, caudal aspect of the spinal cord (dashed
arrow), and the cauda equina nerve roots (open arrow), and c Doppler ultrasound longitudinal
image at the level of the cervical spine showing the vertebral bony spinal elements (shadowing)
and color indicating flow in the vertebral artery
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informational objects. Diagnostic interpretative data, rendered by the physician
reviewing the study, is stored on the PACS in association with the image data in
voice or text format.

In the past, medical images such as radiographs were obtained on sheets of
photographic film, with data regarding pathology then retained in analog format,
both spatially, and in terms of detected energy translated into gray levels in the
photographic emulsion. Current generation imaging scanners quantize diagnostic
information in the detection process, and generate digital images as output, which
are stored as pixel matrices. As noted previously, grayscale presentation of data is
most common, with bit depths of 10 or 12 typically found on the diagnostic
workstations. Color imaging is used for specialized diagnostic visualization, such as
multimodal imaging (PET/CT) or Doppler ultrasound, where two data sets are
superimposed. Matrix size generally varies by modality, typically can range from
256 × 256 to 1,024 × 1,024 for CT and 1,024 × 1,024 to 2,048 × 2,048 for
radiography.

Other integrated computer systems in the typical diagnostic imaging department
and hospital are termed the Radiology Information System (RIS) for storage,
editing, and transmission of patient radiological data, and the Hospital Information
System (HIS), a multifunctional information management system more broadly
incorporating multilevel patient clinical information as well as other functions.

Fig. 23 Clinical viewing workstation for diagnostic interpretation of studies. Diagnostic
workstation displays patient’s DICOM images with associated relevant clinical medical history
submitted by the ordering physician, as well as prior (interpreted and archived) images and reports.
Basic real time manipulation of the images may be performed at the workstation. Handset (bottom
left) and headset (bottom right) are seen, for dictation of study report through voice recognition
system. Sample MRI examination of the spine is shown
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10 Image Quality

Image quality is a function of the interplay between the image noise, contrast, and
spatial resolution. For purposes of brevity and illustration, we will limit our dis-
cussion here to CT and MR imaging modalities.

In an ideal medical image, tissue which is homogeneous in density or signal
intensity would have a uniform gray-scale appearance. However, “real” images
contain noise, arising from a number sources including thermally based radiofre-
quency energy emission in MRI, scattering of X-ray photons in CT, and due to
detector noise. This noise is represented as fluctuations of pixel intensity units about
some intensity average for a homogeneous tissue. The ability to assess the object or
structure of interest (displayed in the image by detection of the signal from the
object of interest) may be limited by the noise, which degrades the image quality
and also the object representation. Thus, the magnitude of the noise relative to the
signal of the image is an important concept in medical image interpretation and
analysis. The power of the image signal is derived from the square of the average
pixel intensity. The image noise is determined from the standard deviation of the
pixel intensities in a region of the image with homogeneous signal intensity. The
ratio of the power of the image signal to the power of the noise is the signal-to-noise
ratio (SNR) [25].

For a particular imaging modality, the signal-to-noise ratio may be improved by
adjustment of scanning parameters for a particular machine, or by the use of a
machine with different inherent technology. For instance, the SNR for magnetic
resonance imaging may be increased by using a machine with a higher intrinsic
magnetic field, which may be accomplished by using a machine with a 3.0 T field
strength versus 1.5 T. SNR may also be increased in a particular machine by
adjustment of scanning parameters, such as decreasing the matrix size, increasing
the section thickness, decreasing the RF bandwidth, and increasing the number of
image acquisitions [26, 27]. In CT imaging, the SNR may be increased by
increasing the mA, kVp, voxel size, and scan time [26].

The image contrast in medical images may be thought of as the difference in
pixel intensity between different anatomic structures. In CT imaging, the contrast is
in general increased by administering iodine-based contrast media (for soft tissues),
and decreasing the kVp. MR imaging contrast is connected to the magnetic prop-
erties of the body tissues being imaged with the particular MR sequence being used,
such as T1, versus PD, versus T2. As with CT imaging, the contrast of the MR
images may be increased by the administration of contrast material, in this case,
gadolinium based materials.

The spatial resolution of an image is related to voxel size, and is determined by
the ability to discriminate adjacent anatomic structures. When performing a CT
scan of a patient, the in-plane spatial resolution (axial plane, perpendicular to the
long axis of the scanner) may be increased by decreasing the field of view and
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increasing the matrix size. Through-plane (sagittal and coronal plane) resolution
may be increased by decreasing the section thickness. In MR imaging, the matrix
size and the field of view also affect spatial resolution, in the same manner as with
CT imaging. Additionally, increasing the number of phase encoding steps and
applying stronger gradients can increase spatial resolution.

The contrast resolution and spatial resolution of an image are linked to the
signal-to-noise ratio. A contrast oriented quantity related to the SNR is the contrast-
to-noise ratio (CNR). The CNR is determined by the difference between the signal
of interest (foreground) and intensity of the surrounding structures (background),
divided by the noise power [1, 25]. The contrast-to-noise ratio gives a measure of
the ability to distinguish a structure of interest from surrounding structures.

Finally, image quality may be degraded by various modality based artifacts. As
noted in prior sections, common to both CT and MR imaging, metallic surgical
hardware can cause artifact, termed susceptibility artifact on MRI and streak artifact
on CT. Other types of artifact on CT include partial volume artifact, caused by the
finite spatial size of voxels in tissue with high spatial frequency variation in X-ray
beam attenuation properties, and patient motion artifact. MR imaging is more
sensitive to motion given the longer time interval for scanning of most MRI
sequences relative to CT, and results in ghost images if the patient moves. Addi-
tionally, motion artifact may result from internal or physiologic motion, such as
cerebrospinal fluid (CSF) pulsation flow artifact in the spinal canal due to flow of
the CSF, and respiratory motion artifact. If the imaging field of view is smaller than
the structure being imaged, aliasing artifact may occur, with portions of the
structure anatomy outside the field of view are mapped to the opposite side of the
image.

11 Conclusion

Medical imaging is a key component of many areas of modern clinical medical
practice and biomedical research. Physicians are able to diagnose and form treat-
ment plans for numerous pathologies on the basis of data provided by radiographic,
CT, MRI, molecular imaging, and ultrasound studies. Additionally, new areas of
research are emerging based on data provided by imaging, and conversely, imaging
is used as an investigative tool in a variety research areas. The medical imaging
field has been and is continuing to make great progress both in expanding clinical
medical applications and at the frontiers of research. Linked with advanced image
processing and visualization techniques, it has the potential to continue to open
frontiers in the development new and advanced diagnostic and treatment models.

28 J.E. Burns



References

1. Bushberg JT (2002) The essential physics of medical imaging, 2nd edn., vol. xvi. Lippincott
Williams & Wilkins, Philadelphia

2. Brant WE, Helms CA (eds) (1999) Fundamentals of diagnostic radiology, 2nd edn. Lippincott
Williams & Wilkins, Philadelphia

3. Herman GT (2009) Fundamentals of computerized tomography: image reconstruction from
projections, vol xi, 2nd edn. Springer, New York (Adv pattern recognition Dordrecht)

4. Gunderman R (2006) Essential radiology: clinical presentation pathophysiology imaging, 2nd
edn. Thieme, New York

5. Brooks RA (1977) A quantitative theory of the Hounsfield unit and its application to dual
energy scanning. J Comput Assist Tomogr 1(4):487–493

6. Lauterbur PC (1973) Image formation by induced local interactions: examples of employing
nuclear magnetic resonance. Nature 242:190–191

7. Fullerton GD (1982) Basic concepts for nuclear magnetic resonance imaging. Magn Reson
Imaging 1:39–55

8. Kaplan PA et al (2001) Musculoskeletal MRI. Saunders, Philadelphia
9. Stoller DW (2007) Magnetic resonance imaging in orthopedics and sports medicine, vol 1.

Amirsys, Salt Lake City
10. Berquist TH (2012) MRI of the musculoskeletal system, 6th edn. Lippincott Williams &

Wilkins, Philadelphia
11. Hargreaves BA et.al (2011) Metal-induced artifacts in MRI. 197(3):547-555
12. Schaefer PW (2000) Diffusion-weighted MR imaging of the brain. Radiology 217(2):331–345
13. Dong Q (2004) Clinical applications of diffusion tensor imaging. J Magn Reson Imaging 19

(1):6–18
14. Alexander AL (2007) Diffusion tensor imaging of the brain. Neurotherapeutics 4(3):316–329
15. Ross JS (2010) Diagnostic imaging spine, 2nd edn. Amirsys, Salt Lake City
16. Mettler FA (2006) Essentials of nuclear medicine imaging, 5th edn. Elsevier, Philadelphia
17. Mariani G et al (2010) A review on the clinical uses of SPECT/CT. Eur J Nucl Med Mol

Imaging 37(10):1959–1985
18. Kapoor V, McCook BM, Torok FS (2004) An introduction to PET-CT imaging.

Radiographics 24:523–543
19. Alavi A (ed) (2010) Musculoskeletal PET imaging. PET Clinics 5(3):247–390 (ScienceDirect)
20. Rumack CM (2010) Diagnostic ultrasound, 4th edn. Elsevier/Mosby, Philadelphia
21. Choplin R (1992) Picture archiving and communication systems: an overview. Radiographics

12(1):127–129
22. http://medical.nema.org/
23. Kahn CE Jr et al (2011) Informatics in radiology: an information model of the DICOM

standard. Radiographics 31(1):295–304
24. Bidgood WD Jr et al (1997) Understanding and using DICOM, the data interchange standard

for biomedical imaging. J Am Med Inform Assoc 4(3):199–212
25. Dhawan AP (2011) Medical image analysis, 2nd edn. IEEE/Wiley, Hoboken
26. Huda W (2009) Review of radiologic physics, 3rd edn. Lippincott Williams & Wilkins,

Philadelphia
27. Allisy-Roberts P, Williams J (2007) Farr’s physics for medical imaging. W.B. Saunders

Company, Philadelphia

Imaging of the Spine: A Medical and Physical Perspective 29

http://medical.nema.org/


Arthritis of the Spine

Runsheng Wang and Michael M. Ward

Abstract Arthritis is the common term used to describe pathological changes of
joints and adjoining parts of the bone. Several types of arthritis commonly affect the
spine. Osteoarthritis, a non-inflammatory type of arthritis, most often affects
the cervical spine and the lumbar spine. Neck pain, limited neck and head motion,
low back pain, and limited flexibility of the low back can result from progressive
joint damage. Degeneration of the intervertebral disk may accompany cervical and
lumbar osteoarthritis, and can cause either nerve root or spinal cord compression.
Ankylosing spondylitis is the most common inflammatory arthritis that principally
affects the spine rather than other joints, and is characterized by slow development
of bony fusion among the adjacent vertebrae. Rheumatoid arthritis, the most
common type of inflammatory arthritis, affects mostly the limb joints but can also
affect the cervical spine, causing neck pain and headache. Cervical spine arthritis
also often occurs in children with juvenile idiopathic arthritis. Radiography is an
essential diagnostic tool in the evaluation of patients with spinal arthritis, but
provides limited information on the posterior spinal structures. Magnetic resonance
imaging can be useful for defining abnormalities in the posterior spinal joints, the
nerve roots, and the spinal cord.
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1 Overview

1.1 Spine Anatomy and Classification of Arthritis

Vertebrae are the bony structure of the spine. The anterior parts of the vertebrae, the
vertebral bodies, are interconnected by the intervertebral disks. The outer layer of
the intervertebral disk is a dense fibrous tissue, called the annulus fibrosis. The
annulus fibrosis and its adjacent vertebral body form the discovertebral joint.
The posterior part of the vertebra consists of the neural arch. At each vertebral level,
the inferior processes of one vertebra articulate with the superior processes of the
vertebra immediately below it, forming a facet joint (also known as the zygoapo-
physeal joint) on both the right and left sides. The neural arch forms the spinal
canal, containing the spinal cord, spinal nerves, spinal membranes, and spinal fluid.
There are openings on the side at each vertebra level, called the intervertebral
foramen. The spinal nerves, originating from the spinal cord, exit the spinal canal
through the foramen. The vertebral bodies are lined with ligaments on the front and
back that provide stability. At the neural arch, the ligamentum flavum connects
vertebrae to each other.

Arthritis is the common term used to describe pathological changes to joints and
their associated structures, including bones, cartilage, and ligaments. Depending on
whether the immune system is involved or not, arthritis can be categorized into two
main subtypes: inflammatory and non-inflammatory. Several types of arthritis can
affect the spine. Osteoarthritis, a degenerative process often associated with aging,
is the most common type of non-inflammatory arthritis. The cervical spine and the
lumbar spine are often affected in osteoarthritis. When the spine is affected by
osteoarthritis, it is termed spondylosis. Degenerative changes occur in the inter-
vertebral disks as well, causing degenerative disk disease. Structural changes of the
vertebrae and the disks may lead to compression on the spinal cord or the spinal
nerve roots, causing a condition known as spinal stenosis. Rheumatoid arthritis is
the most common type of inflammatory arthritis. Although it primarily targets joints
of the extremities, rheumatoid arthritis may affect the cervical spine. In children,
juvenile idiopathic arthritis may damage the cervical spine in a similar fashion.
Ankylosing spondylitis is the prototypic inflammatory arthritis that primarily
involves the spine and the sacroiliac joints, with a prominent feature of slow
development of bony fusion among the adjacent vertebrae.

1.2 Uses of Imaging in Diagnosis, Prognosis, Treatment,
and Assessment of Treatment Response

Plain radiography is the essential diagnostic tool for spinal arthritis, not only
because it can demonstrate much of the relevant pathological changes in the spinal
structures, but also because it is widely available and inexpensive. However, plain
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radiography provides limited information about the posterior spinal structures and
the intervertebral disk pathology. Magnetic resonance imaging (MRI) and computer
tomography (CT), as three-dimensional imaging tests, provide superior structural
information and a better resolution. MRI is ideal for visualizing pathology of the
intervertebral disk, neural structures such as the spinal cord, and is often the spinal
imaging test of choice for patients with neurological symptoms. MRI is also useful to
depict inflammatory changes in bones and soft tissues. Therefore it has gained
interest as a method to assess the treatment response in inflammatory spine diseases.
CT is most often used in patients who have contraindications to MRI. CT is also an
ideal imaging modality for bony structures. CT myelography remains the gold
standard for diagnosing the cause of nerve root compression, differentiating osteo-
phytes from disk pathology. Spinal CT is also used in research settings to assess the
progression of bony pathology in ankylosing spondylitis.

2 Osteoarthritis

2.1 Cervical and Lumbar Spondylosis

2.1.1 Definition and Occurrence

Spondylosis refers to degenerative arthritis of the spine, including osteoarthritis of
the discovertebral and facet joints, and degenerative changes of related soft tissues,
including surrounding ligaments and muscles.

The cause of spondylosis remains unclear. A widely cited hypothesis states that
degenerative changes begin with the loss of water content in the annulus fibrosis
[1]. The annulus gradually becomes drier and weaker, and eventually the disk
content leaks out, resulting in intervertebral disk protrusion and narrowing of the
disk space. This subsequently leads to increased mechanical stress at the discov-
ertebral joints, the facet joints and the spinal ligaments, causing both bony over-
growth and ligament thickening. Bony growths at the front and side of the vertebral
bodies are commonly seen. These so-called marginal osteophytes originate from the
end plate of the vertebral body. At the microscopic level, the cartilage endplate
degenerates and is replaced by bony proliferation; over time, it becomes hard and
protrudes into the intervertebral disk and the edge of the vertebral body [2]. Similar
changes occur at the facet joints, with overgrowth of bone (osteophytes) and nar-
rowing of the joint spaces. The spinal ligaments, especially the ligamentum flavum,
become thickened and may eventually calcify. These degenerative changes are most
commonly found at the fifth cervical, eighth thoracic and third lumbar spinal levels,
possibly due to greater spinal flexibility in these areas [3]. Progression of degen-
erative changes may lead to compression of the adjacent structures, particularly on
the spinal cord and/or the spinal nerve roots, causing spinal stenosis. This condition
is discussed in detail below.
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Degenerative changes of the spine are found to be present as early as age of 15,
but symptoms only develop in much older individuals [4]. In a community-based
study in the United States, facet joint osteoarthritis was found on CT scan in 36 %
of people younger than 45 years old, in 67 % who were 45–64 years old, and in
89 % who were older than 65 years [5]. A large epidemiologic study in Japan
reported the prevalence of radiographic lumbar spondylosis as 75.8 % in people
older than 60; however, only 28.8 % of these people had symptoms of low back
pain [6]. Aging and trauma are the main risk factors for developing spondylosis. No
associations have been established with other conditions, such as lifestyle, height,
obesity, physical activity, smoking and alcohol use.

2.1.2 Clinical Manifestations

Patients may present with a wide spectrum of symptoms. The majority of patients
with spondylosis do not have any symptoms, even with advanced changes on
radiographs.

In symptomatic patients, pain is the most common complaint. It may present as
acute episodes, or may be chronic. In some patients, pain is caused by osteoarthritis
of the facet joints, called facet joint syndrome. In lumbar facet joint syndrome, pain
travels down to the buttock and the back of the thighs, and typically improves with
bending forward and worsens with bending to the affected side. In cervical facet
joint syndrome, patients often complain of neck pain traveling along the spine, the
shoulder blades and the back of the head.

Limited motion of the neck or the back may occur, especially when trying to
extend the back or raise the head to look up. Osteophytes at the cervical facet joints
sometimes compress the arteries and decrease the blood supply to the brain, causing
dizziness.

Patients with spondylosis may have concurrent degenerative disk disease, or
may progress to develop spinal stenosis. These conditions often present with
neurologic symptoms, such weakness of the legs or the arms, numbness, or urinary
and/or bowel dysfunction. These conditions will be discussed in detail in the fol-
lowing sections.

2.1.3 Treatment

Conservative management is the mainstay treatment for patients who do not have
neurologic symptoms. Patient education on the natural history of spondylosis, self-
care options and coping techniques is the first step. A long-term follow-up of
patients with neck pain found that in 79 % patients, the pain resolved after 15 years
without surgical intervention [7]. Immobilization of the cervical spine with a soft
collar is often used, however its effectiveness is not proven. In patients with back
pain, maintaining daily activity, instead of rest, is beneficial. Physical therapy,
including mechanical traction and manipulation, are sometimes used. Exercise,
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stretching, and muscle strengthening are also recommended. Heating pads or
blankets may provide local relief. In general, evidence for these measures is not
based on controlled trials.

Pain management often includes the use of medications. Acetaminophen and
nonsteroidal anti-inflammatory drugs (NSAIDs) such as ibuprofen or naproxen are
the first line treatments. In patients with severe pain who do not improve sufficiently
with these treatments, opioids can be considered. Muscle relaxants may provide
relief in acute pain episodes. However, they are often associated with side effects
such as dizziness, so long term use is not recommended. Local injections with
corticosteroids or anesthetics are sometimes used, with variable results.

Surgery is indicated for patients with progressive nerve symptoms and com-
pression of the spinal cord or the spinal nerve roots. For neck pain or back pain
without nerve compression, surgery is not recommended due to lack of effectiveness.

2.1.4 Imaging

Plain radiographs of the cervical spine and lumbar spine are typically adequate to
reveal spondylosis. Because the correlation between symptoms and radiographic
changes is poor, radiographs have limited usefulness in the evaluation of neck pain
or back pain. In the absence of systemic symptoms such as fever or weight loss,
history of trauma, or progressive nerve symptoms, radiographs are typically not
obtained until after 6–8 weeks of conservative management.

However, radiographs may still provide valuable information. Osteophytes,
narrowing of the intervertebral disk spaces, narrowing of the facet joints, sclerosis
(increased radiographic density) of the facet joints and the endplates of the vertebral
bodies, and narrowing of the neural foramen are common findings in spondylosis
(Figs. 1 and 2). Radiographs are also useful to assess the alignment of the spine and
to exclude other diagnoses. The Kellgren/Lawrence system was developed to
classify the degree of osteoarthritic change in the spine, including the facet joints.
Lateral views of cervical spine and lumbar spine are obtained for grading. Five
features are considered in the Kellgren/Lawrence system: osteophytes, ossicles near
the joints, narrowing of joint spaces with subchondral sclerosis, pseudocysts, and
altered bone shape (Table 1). Radiographic changes are classified into five grades
(0–4), with a grade of 2 or higher as the conventional standard of diagnosis [9].

In patients with progressive neurologic symptoms, or in patients with persistent
pain and severe radiographic spondylosis, MRI is the imaging test of choice. It
provides a better resolution for structural changes, and is ideal for visualization of
the spinal cord, the intervertebral disk, and the soft tissues.

CT is superior for detection of bony changes, especially small osteophytes or
erosions arising from the lateral edge of the vertebral body and the facet joints
(Fig. 3). However, because of the exposure to radiation, it is only used in patients
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with contraindications to MRI, and when establishing a firm diagnosis is needed to
guide treatment.

As degenerative changes are common in older people and are not always
symptomatic, the interpretation of MRI results (or CT with myelogram) should be
cautious and correlated with the clinical findings for diagnosis and further
management.

2.2 Degenerative Disk Disease

2.2.1 Definition and Occurrence

Degenerative disk disease is a group of conditions caused by wear and tear changes
of the intervertebral disks. It is usually a part of the aging process; however, in rare
conditions, accelerated degeneration occurs, causing juvenile degenerative disk
disease.

The intervertebral disk is composed of the gelatinous nucleus pulposus in the
center, surrounded by the annulus fibrosis, which is composed of layers of dense,

Fig. 1 Plain radiograph of a normal lumbar spine and of lumbar spondylosis. a Lateral view of a
normal lumbar spine. b Anteroposterior view of a normal lumbar spine. c Lateral view of a patient
with lumbar spondylosis. Marginal osteophyte (arrowhead) and narrowing of a facet joint (arrow)
are present. d Anteroposterior view of a patient with lumbar spondylosis. Notice the marginal
osteophytes (arrowhead) at multiple levels

36 R. Wang and M.M. Ward



fibrotic tissue. With aging, the disk undergoes three phases of degenerative changes
[10]. In phase I, or the dysfunctional phase, microtrauma from repetitive use causes
small tears and fissures in the annulus fibrosis, associated with pain. Meanwhile, the
nucleus pulposus loses water content. MRI study often reveals disk bulging without
herniation and tears in the annulus. In phase II, or the unstable phase, more tears
occur and lead to disk disruption, resorption, and loss of the disk space. Local
inflammation may follow if the herniated disk compresses the spinal nerve root.
Cartilage degeneration and malalignment can develop in the facet joints. Clinically,
patients often present with spine instability and symptoms related to nerve irritation.
Phase III is the stabilization phase. With disk resorption and disk space narrowing,
mechanical stress leads to fibrosis of the disk and degenerative changes at the
vertebral endplates.

The prevalence of degenerative disk disease is difficult to estimate. In a MRI
study in 239 asymptomatic individuals with a mean age of 39 years, degenerative
cervical disk disease progressed in 81 % of the study subjects over 10 years [11].

Fig. 2 Plain lateral radiographs of a normal cervical spine (a) and of a patient with cervical
spondylosis (b). Marginal osteophytes are denoted by arrowheads

Table 1 Kellgren Lawrence
grading system: osteoarthritis
is divided into five grades as
follows [8]

Grade 0 None

Grade 1 Doubtful

Grade 2 Minimal

Grade 3 Moderate

Grade 4 Severe
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In patients with cervical radiculopathy, disk protrusion was identified as the cause
in 21.9 % of patients [12]. In a study of cervical MRI scans of patients undergoing
throat surgery who had no neck pain, cervical disc protrusion or herniation was
incidentally seen in 20 % of patients aged 45–54, and 57 % of those older than 64
[13]. Lumbar degenerative disk disease affects young to middle aged people as
well, with a peak incidence at age 40 years. A recent study using MRI of the whole
spine of 975 individuals found degenerative disk disease in 71 % of men and 77 %
of women younger than age 50 years, and in more than 90 % of men and women
older than age 50 years [14].

Fig. 3 Facet joint osteoarthritis on computed tomography. a, b Axial view of a normal lumbar
spine. c, d Axial view of a lumbar spine with facet joint osteoarthritis. Hypertrophy (asterisks) and
erosions (arrows) are common findings in facet joint osteoarthritis
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2.2.2 Clinical Manifestations

Degenerative disk disease may present a wide spectrum of symptoms, and MRI
studies have shown that the degree of disk degeneration does not correlate with the
symptoms [15, 16]. The majority of patients with degenerative changes on MRI
remain asymptomatic for years [11].

Common symptoms include pain and nerve dysfunction such as radiculopathy.
Radiculopathy is caused by the compression of a spinal nerve root from a laterally
herniated disk. It is one of the most common causes of acute pain of the neck or the
back. In cervical disk herniation, pain usually affects the arms, shoulders, the region
between the shoulder blades, or the rib cage, and can mimic chest pain. Persistent
compression will lead to numbness, tingling, and weakness of the arms or the
hands, in the areas supplied by the compressed spinal nerve. In one series, 70 % of
patients with cervical radiculopathy were found to have lesions at the disk between
the sixth and seventh cervical vertebrae (C6–C7), and 20 % of patients had lesions
at the C5–C6 intervertebral disk [17].

In lumbar disk herniation, pain is usually in the low back, travelling to the
buttocks or down the leg to below the knee. Pain is usually worsened with bending
forward, coughing, or sneezing. Numbness, tingling, and weakness of the leg may
occur. The straight leg test is a physical exam test used to assess lumbar disk
herniation, with specificity of 89 % and sensitivity of 52 % [18].

A large central disk herniation may cause compression of the spinal cord, with
neurological symptoms compatible with myelopathy or cauda equina syndrome in
the lower lumbar spine. Detailed clinical manifestation will be discussed in the
section on spinal stenosis.

Disk pain is caused by irritation on the annulus fibrosis. It comprises neck pain
or back pain, extending along the spine, without associated neurologic symptoms.
A diagnosis of discogenic pain is based a fluoroscopic provocative test, and will be
discussed in detail in the imaging section.

2.2.3 Treatment

No treatment is needed for asymptomatic patients. For patients with pain along the
spine without nerve symptoms, conservative management is appropriate. Most
patients have a benign course. In a study with 19 years of follow up, 75 % of
patients had only one episode of pain or mild recurrent symptoms [7]. Pain
management with NSAIDs, muscle relaxant during acute episodes, exercise, and
cervical or lumbar traction, are commonly used.

In patients with progressive neurologic symptoms, MRI is indicated. If com-
pression of the spinal nerves or nerve roots by a herniated disk is found to be the
cause of symptoms, local injection of corticosteroids is often used, especially in
cases of lumbar disk herniation. Without treatment, persistent compression may
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lead to permanent damage of the nerve, and lead to irreversible nerve symptoms. If
compression of the spinal cord is present with clinical symptoms of myelopathy,
definitive surgery is indicated.

2.2.4 Imaging

Plain radiographs of the spine have limited use in diagnosing degenerative disk
disease, although some radiographic findings indicate degenerative disk disease.
These findings include narrowing or loss of the disk height (Fig. 4), sclerotic
changes of the vertebral endplates, and, in later stages, the presence of osteophytes
and sclerosis of the facet joints. “Vacuum phenomenon” is considered a specific
radiographic indicator of disk degeneration. With degeneration of the disk, gases
transpired from the circulation accumulate in the space that the nucleus pulposus
once occupied, causing the intervertebral disk space to appear radiolucent (Fig. 4).
In general, in the absence of trauma, radiographs are not always needed.

Fig. 4 Severe degenerative
disk disease and lumbar
spondylosis on plain
radiograph. Lateral view of a
lumbar spine. Narrowing of
intervertebral disk space
(black arrow), complete loss
of disk space (asterisk), and
vacuum phenomenon (white
arrow) are characteristic
features of degenerative disk
disease. Osteophytes
originating from vertebral
bodies (black arrowheads)
and facet joint narrowing
(white arrowheads) are
present, signifying associated
spondylosis
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Provocative discography may be used to confirm that a degenerative disk is the
source of neck pain or back pain in difficult cases [19]. Under fluoroscopy, a
diseased disk is injected at a certain pressure to see if this procedure reproduces the
patient’s pain. If the injection to an adjacent normal disk does not reproduce the
pain, the test is confirmatory.

MRI is the standard imaging modality for detecting disk disease. It is indicated
in patients who have progressive neurological symptoms despite conservative
management, or in patients who plan to undergo surgery. On MRI, a degenerated
disk has decreased intensity on T2 weighted images, due to loss of water content
and glycosaminoglycans [20]. Bulging of the annulus (Fig. 5a), herniation of the
disk contents (Fig. 5b), and loss of intervertebral disk height can be demonstrated
on MRI. Early changes of disk degeneration, such as tears of the annulus fibrosis,
can be seen as high intensity zone lesions [21, 22].

CT scan can depict degeneration, bulging and herniation of the disk, but with
much less detail than MRI. CT can also show sclerotic changes of the vertebral
endplate and loss of the disk height, which are commonly seen in degenerative disk
disease, but these findings most often can be readily seen on plain radiographs.
Clinically, CT is used in patients with contraindications to MRI.

Fig. 5 Degenerative disk disease by magnetic resonance imaging. Sagittal view of a lumbar spine,
T2 weighted images. a Disk bulging at multiple levels, most prominent at L1–L2, L3–L4 and
L5–S1, and indenting the spinal canal (arrows). VB indicates vertebral body; Asterisk indicates
intervertebral disk. b Disk herniation at the T12–L1 level, with migration of disk material posterior
to the T12 vertebral body (arrowhead). Disk bulging (arrow) is present at L1–L2 and L2–L3 as
well
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2.3 Spinal Stenosis

2.3.1 Definition and Occurrence

Spinal stenosis is a condition of narrowing of the central spinal canal, causing
compression on the structures within the canal, mainly the spinal cord and spinal
nerve roots, with associated nerve dysfunction. The spinal cord extends from the
base of the brain and ends at the level of the first and second lumbar vertebrae
(L1–L2). Spinal nerves branch off the spinal cord and course alongside it before
exiting the spinal canal. Below the L1–L2 level, the spinal nerves form a bundle
called the cauda equina. Anatomically, when compression happens above the
L1–L2 level, both the spinal cord and the nerve roots can be affected, while below
the L1–L2 level, compression of the nerve roots alone is seen. Both direct
mechanical compression and secondary changes due to lack of blood supply con-
tribute to damage of the spinal cord and nerve roots. When the spinal cord is
affected, it is called myelopathy, and when the spinal nerve roots are involved, it is
termed radiculopathy.

Spondylosis is the most common cause of spinal stenosis in people older than 60
[23]. Osteophytes of the facet joints, disk bulging, and calcification and overgrowth
of the posterior longitudinal ligament and ligamentum flavum can slowly encroach
the spinal canal, and eventually lead to compression of the spinal cord or nerve
roots. Spondylolisthesis, a condition in which the one vertebra slips relative its
neighboring vertebra, can be a cause of lumbar spinal stenosis, especially at the
L4–L5 level.

Conditions other than degenerative changes can cause spinal stenosis, including
tumors and post-operative scar tissue. Inflammatory conditions, such as rheumatoid
arthritis, may lead to overgrowth of the synovium at the facet joints, with com-
pression of the spinal cord in severe cases. Some people are born with a narrow
spinal canal and are susceptible to spinal stenosis with even minor changes in spine
anatomy or mild degrees of degenerative disease. Spina bifida is another congenital
cause of spinal stenosis.

Spinal stenosis usually has an insidious onset. It can be an incidental finding on
radiologic study in asymptomatic individuals. It occurs in 20–30 % of people older
than 60 years of age [24]. In a study of 187 individuals, the prevalence of lumbar
spinal stenosis increased with age, affecting 2.1 % of people aged 40–49, 6.1 % of
people aged 50–59, and 16.3 % of people older than 60 years [25].

2.3.2 Clinical Manifestations

In patients with cervical spinal stenosis, neck pain or pain in the area below the
shoulder blades is frequently reported. When the narrowing and compression
damage the cord, neurological symptoms develop. Clumsiness and weakness are
common, and both the arms and legs may be affected. Many patients experience
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loss of sensation, often associated with numbness and tingling. When the spinal
cord is compressed, a sensory plane can be detected, separating the body into areas
with normal sensation above the plane and areas without normal sensation below
the plane. If a nerve root is affected, the sensory change is often distributed in the
skin area supplied by the compressed spinal nerve, or in other words, in a der-
matomal pattern. Patients may also experience difficulty with urination or having
bowel movements. On physical exam, patients are found to have an abnormal gait
early in the course of disease, indicating weakness of the legs. Neck motion is often
limited. Lhermitte’s sign is a characteristic finding, and can be induced by bending
the neck. When this sign is present, patients experience a sensation of an electric
shock in the neck, shooting down to the arms and along the spine.

Rarely, cervical spinal stenosis presents acutely. This can happen after minor
injury or whiplash injury. These patients often have pre-existing degenerative
changes, and a minor disturbance then leads to worsening and onset of nerve
symptoms, with rapid progression of weakness, sensory changes, and bladder or
bowel dysfunction.

The common clinical presentation of lumbar spinal stenosis was well charac-
terized in a cohort of 68 patients [26]. Back pain, often travelling down the legs,
numbness, and weakness of the legs are common. A prominent feature is neuro-
genic claudication, with worsening of symptoms on walking or standing, and relief
when sitting or bending forward. On exam, patients are often found to have a wide-
based gait. Weakness and sensory changes are distributed in one or more spinal
nerve areas, indicating radiculopathy. Cauda equina syndrome is a rare complica-
tion of lumbar spinal stenosis, with weakness of both legs associated with urinary
dysfunction. If spinal stenosis occurs higher in the spine than the L1–L2 level,
damage of the spinal cord will cause myelopathy, with presentation similar to that
of cervical spinal stenosis, but involving the legs.

2.3.3 Treatment

Conservative management is the mainstay treatment for spinal stenosis. In patients
with cervical spinal stenosis, immobilization with a soft collar or a brace is often
recommended. Activities such as action sports or intense neck movements should
be avoided. Prevention of whiplash injury during motor vehicle accident is
important. For patients with lumbar spinal stenosis, although evidence is lacking,
exercise is recommended with a goal to strengthen muscles and to maintain correct
posture. Pain control with acetaminophen and NSAIDs is commonly used, and can
be escalated to opioids if needed. Epidural injection of corticosteroids is used in
lumbar spinal stenosis, but with limited evidence supporting its effectiveness.

In some cases, compression can be relieved by surgery. However, the indications
for surgery and its timing have not been well studied. Commonly, surgery is
considered in patients with progressive nerve symptoms or moderate to severe
symptoms with difficulty performing daily tasks [26]. In patients with spinal
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stenosis but without neurologic symptoms, surgery can be deferred with close
monitoring [26, 27].

Acute nerve symptoms may be the first presentation in some patients, and is a
medical emergency. Immediate MRI is indicated for diagnosis and assessment of
severity. Neurosurgery or orthopedic evaluation for potential surgical intervention
is essential. Treatment with high dose intravenous corticosteroids to decrease acute
inflammatory changes in the spinal cord may improve outcomes [28].

2.3.4 Imaging

The diagnosis of spinal stenosis is based on imaging and a compatible clinical
presentation. Plain radiographs have limited utility for this condition. It is used in
cases of neck pain or back pain without neurologic symptoms to exclude other
conditions. In patients with nerve symptoms, MRI is the study of choice, while CT
with myelography is used in patients with contraindications to MRI. Direct com-
pression of the spinal cord can be visualized on MRI, and it may or may not be
associated with a signal change in the spinal cord. Findings may be present in one
or multiple vertebral levels.

Measurement of the anteroposterior diameter of the spinal canal or the intra-
spinal canal area has been suggested as radiologic diagnostic criteria of spinal
stenosis [24], and for assessment of myelopathy [29, 30], however it has not been
routinely used in clinical practice. More importantly, radiologic spinal stenosis is an
incidental finding in 6–7 % of asymptomatic individuals, and its prevalence
increases to 20–30 % in people older than 60 years [24].

Abnormal MRI signal in the spinal cord can be a useful marker of myelopathy
(Fig. 6). Hyperintense signal on T2-weighted imaging, hypointense signal on
T1-weighted imaging, and hyperintense signal on diffusion-weighted imaging
(DWI) have been evaluated for their correlation with clinical findings, and DWI has
a better correlation [31, 32].

2.4 Diffuse Idiopathic Skeletal Hyperostosis

2.4.1 Definition and Occurrence

Diffuse idiopathic skeletal hyperostosis (DISH) is a non-inflammatory condition
characterized by calcification and ossification of ligaments, with a predilection for
the spine. It most commonly affects the anterior longitudinal spinal ligament,
particularly in the thoracic spine. Large flowing osteophytes with an appearance of
‘candle wax dripping down the spine’ is the typical finding in this condition.
Thickening, calcification, and ossification may also involve peripheral ligaments,
especially at sites of the tendon insertions. Unlike spondylosis, in which the primary
pathologic target is cartilage, the discovertebral joints and the facet joints are
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usually intact in DISH. Lack of sacroiliac joint involvement and inflammation
distinguishes DISH from ankylosing spondylitis [33, 34]. The cause of DISH
remains unclear.

DISH is rare in people younger than 40 years old. It generally affects people
older than 50, with a prevalence of 15 % in women and 25 % in men. This
prevalence increases to 26–28 % in those over 80 years [35].

2.4.2 Clinical Manifestation

DISH is largely asymptomatic. Patients may report pain in the spine and legs,
morning stiffness, and limited spine flexibility. Pain in the upper back is common,
and is often associated with limited chest expansion. The cervical spine and lumbar
spine may also be involved. Although rare, in severe cases, large calcifications may
impinge on the airway to cause difficulty or pain with swallowing, hoarseness, or
high-pitched sounds from the throat with breathing. In the peripheral joints, cal-
cification of the ligaments and entheses (sites where tendon attach to the bone)
cause local pain, and can limit movement of the affected joints. Some patients have
tenderness and nodules of the entheses.

Fig. 6 Cervical spinal
stenosis with spinal cord
compression by magnetic
resonance imaging. Sagittal
view of a cervical spine, T2
weighted images. At the
C4–C5 level, intervertebral
disk bulge compresses the
spinal cord, associated with
hyperintense signal at the
corresponding level (arrow),
indicating structural damage
of the spinal cord. Asterisks
mark intervertebral disks
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2.4.3 Treatment

Pain control with acetaminophen and NSAIDs is the mainstay of treatment.
Physical therapy and exercise may relieve some symptoms and improve function.
Surgery is needed if compression is present and causing symptoms.

2.4.4 Imaging

The current accepted diagnostic criteria for DISH is based on plain radiography of
the thoracic spine [36]. Large, flowing right-sided ossification over the thoracic
spine is typical, extending over at least four vertebral bodies (Fig. 7). Preservation
of intervertebral disk heights and absence of facet joint and sacroiliac joint
involvement are also required for diagnosis.

Fig. 7 Plain radiograph of
the thoracic spine in a patient
with diffuse idiopathic
skeletal hyperostosis.
Anteroposterior view of a
thoracic spine. Radiolucent
areas (arrow) indicate space
between ossified longitudinal
ligament and the vertebral
bodies. The changes are
predominantly located on the
right side of the thoracic spine
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3 Inflammatory Arthritis

3.1 Ankylosing Spondylitis

3.1.1 Definition and Occurrence

AnkylosingSpondylitis (AS, from theGreek ankylos, fused; spondylos, vertebrae; -itis,
inflammation) is the prototypic disease of the seronegative spondyloarthritis family, a
group of inflammatory spinal arthritis that includes AS, psoriatic arthritis, reactive
arthritis, spondyloarthritis associated with inflammatory bowel disease, and undif-
ferentiated spondyloarthritis. In contrast to rheumatoid arthritis, patients with sero-
negative spondyloarthritis usually do not produce autoantibodies, such as rheumatoid
factor or anti-cyclic citrullinated protein (anti-CCP) antibody, and therefore are
termed “seronegative.” AS primarily involves the axial skeleton, including the spine
and sacroiliac joints, with features of chronic inflammation and new bone formation.
The sacroiliac joints are the connections between the lower end of the spine (sacrum)
and the pelvis.

Genetic factors are important in the susceptibility to AS. Early study of AS in
1970s discovered an association with a gene called human leukocyte antigen B27
(HLA-B27) [37]. It is estimated that 85–90 % of patients with AS have HLA-B27,
compared to under 10 % of the general population [38]. Among those who have
HLA-B27, AS is more common among those with a close relative who also has AS
than in those without any close relative with AS [39]. This indicates other genetic
factors are involved in the pathogenesis of AS. Recent genome-wide association
studies have advanced our understanding of the genetic basis of AS. More than
20 genes, e.g. ERAP1, IL-23R, KIF21B, etc., and a few intergenic regions, e.g.
2p15 on chromosome 2, are now identified to be associated with AS [40–42].
Substantial evidence suggests environmental factors trigger the onset of AS in
people with certain genetic background, a theory well supported by the study of
HLA-B27 transgenic rats. These rats develop arthritis and gut inflammation,
resembling human HLA-B27 associated diseases. Interestingly, they are protected
from the disease if raised in germ-free conditions [43].

Chronic inflammation of the entheses and new bone formation are two cardinal
features of AS. Entheses are the sites where tendons or ligaments insert into bones.
Immunohistologic staining of entheses from the sacroiliac joints [44] and the foot
ligaments [45] of patients with AS showed inflammatory cell infiltration at these
sites. In addition to enthesitis, inflammation occurs in bone (osteitis) and synovium
(synovitis), and can cause pain and swelling.

New bone formation is a slow and insidious process, with new skeletal tissues
formed in connection with, but extending outside the original bone [46]. Bony
growths originating from the ligament insertions of the spine are called syn-
desmophytes, while those originating from the entheses in the extremities are called
enthesophytes. Growth of syndesmophytes starts at the thoracolumbar junction,
gradually involves other spinal areas, and may eventually lead to bridging of
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vertebral bodies and complete fusion (ankylosis) of the spine, causing significant
loss of mobility. The same process happens at the sacroiliac joints, causing anky-
losis. Several molecular pathways have been proposed to be involved in this pro-
cess, including bone morphogenic proteins (BMPs), Wnt protein, hedgehog protein
and fibroblast growth factors (FGFs) [46]. The relationship between chronic
inflammation and new bone formation remains unclear.

The prevalence of AS ranges from 0.1 to 1 % of the population, depending on
the ethnic groups studied. Caucasians and Native Americans have the highest
prevalence, while AS is rare in Africans. Men are 3 times more likely to have AS
than women, and often have more severe disease. AS tends to run in families, with
an estimated heritability of more than 90 % [47]. It usually begins during adoles-
cence or early adulthood, and is life-long.

3.1.2 Clinical Manifestations

Inflammatory back pain is the most common symptom in patients with AS. Patients
often describe pain in their lower back or the buttock, worse after rest, especially
during the second half of the night. They often report waking up in significant pain
and stiffness in the morning. Exercise and NSAIDs improve the back pain. The
symptoms usually fluctuate, and are often associated with fatigue.

With progression of the disease and the growth of syndesmophytes, ankylosis of
the spine becomes a more prominent feature in the disease presentation. In advanced
stages of AS, patients may develop a stooped posture, have decreased movement of
their spine, and significant loss of function. Fusion of the cervical spine leads to a
forward flexion of the head, and patients may have difficulty raising their head to look
straight ahead. Involvement of the thoracic spine and the chest wall may make it
difficult for patients to expand their chest and take deep breaths, affecting the function
of the lungs. In severe cases, patients may develop roundback, which prohibits them
from sleeping on their back. Lumbar spine involvement may make it difficult for
patient to bend forward and reach the floor. Complete fusion of the spine makes
patients more susceptible to trauma and spine fractures. The extent of spine fusion
varies greatly among patients, and progression to complete fusion is not inevitable.

Complaints in the limbs are common, mainly due to enthesitis and arthritis.
Inflammation of the entheses causes intermittent pain and swelling at various ten-
don insertion sites, for example, at the heel, where the Achilles tendon attaches, or
at the bottom of the foot. Hips, shoulders and collarbone joints are frequently
involved with pain, stiffness, and sometimes swelling, indicating ongoing inflam-
mation. Over time, inflammation may causes damage, with erosion of the bone and
loss of cartilage and the joint space. Joint movements may become limited, for
example, with flexion contracture of the hips.

Paradoxically, despite the propensity to add extra abnormal bone to the spine,
patients with AS often develop osteoporosis, a condition of decreased bone density,
with increased risk of fracture. Organs other than musculoskeletal system are
affected in AS. Common manifestations include uveitis (inflammation of eyes),
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aortitis (inflammation of the aorta, the largest artery in the body, originating from
heart), and colitis (inflammation of the large bowel). Inflammation can also lead to
secondary amyloidosis (a process of protein deposition in internal organs), usually
associated with kidney dysfunction.

Laboratory tests have limited use in diagnosing AS. Patients may not have
elevated blood markers of inflammation, even if they are actively having inflam-
matory symptoms. HLA-B27 is not required for diagnosis, and absence of HLA-
B27 does not rule out the diagnosis of AS. However, in the appropriate clinical
setting, HLA-B27 may suggest the diagnosis.

The modified New York criteria have been used for 30 years for the classifi-
cation of AS. By these criteria, patients need have a characteristic clinical pre-
sentation and characteristic radiographic changes in the sacroiliac joints.
Inflammatory back pain, limited motion of lumbar spine and limited chest wall
expansion comprise the clinical components; at least one of these features is
required for classifying a person as having AS by these criteria. Radiographic
changes of the sacroiliac joints will be discussed in the Imaging section.

3.1.3 Treatment

The goal of the treatment is to control inflammation and pain, reduce new bone
formation, and improve or maintain function. This is achieved through a combi-
nation of medications and non-pharmacologic modalities.

NSAIDs are the first line therapy for pain control and to decrease inflammation.
If one NSAID is not effective or causes side effects, usually another NSAID from a
different class can be tried. After an adequate trial of NSAIDs, if patients still have
symptoms suggesting active inflammation, anti-tumor necrosis factor (anti-TNF)
agents are usually considered as the next step. TNF is a pro-inflammatory cytokine.
Anti-TNF agents are effective in decreasing pain, stiffness, fatigue, and joint
swelling in AS, and in improving patient’s function. With a tolerable side effect
profile, anti-TNF agents are a mainstay treatment for AS. Discovery of the asso-
ciation between AS and the interleukin-23 pathway brings new treatment options.
While these medications have shown effectiveness in controlling active inflam-
mation, whether they can reduce new bone formation in AS remains unclear.

Physical therapy and exercise are essential in the treatment of AS. Patients
usually experience a significant reduction of symptoms after exercise, and it helps
them to maintain function. Stretching exercises, such as yoga, may increase spinal
mobility, and deep-breathing may increase chest wall expansion and prevent the
loss of lung function. Postural training is important and patients should avoid a
flexed position for a prolonged period of time.

Patients with advanced AS may need corrective surgeries for complications
associated with AS. In patients with severe hip involvement, total hip replacement
often provides pain relief and functional improvement. In patients with complete
fusion of the spine, the risk of spinal fracture is increased; surgical stabilization is
needed if spinal fracture occurs.
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3.1.4 Imaging

Plain radiography is important in the diagnosis of AS and in the exclusion of other
diagnoses, particularly in patients with advanced disease. Usually an anteroposte-
rior (AP) view of the pelvis is obtained for evaluation of the structural changes of
the sacroiliac joints. Erosions, sclerosis and ankylosis of the sacroiliac joints are the
common findings in AS. These changes are graded as 0–4, from normal to the most
advanced disease (Fig. 8 and Table 2). Presence of bilateral grade 2 changes or
unilateral grade 3 or 4 changes is required for classifying AS by the modified
New York criteria. Structures other than the sacroiliac joints can be assessed by
pelvis X-ray. Erosions and loss of the joint space of the hips, and calcification along
the tendon insertions are seen in patients with AS.

However, pelvis radiographs have limitations. They have low sensitivity and
specificity for bony changes early in the course of AS, and cannot show inflam-
mation in the bone or joints. In patients with a short duration of symptoms, MRI of
the pelvis and the lumbar spine is often used to detect early disease. Active

Fig. 8 Radiographic grading of sacroiliac joint involvement in ankylosing spondylitis. a Right
sacroiliac (SI) joint grade 0 (normal); left sacroiliac joint grade 1 (suspicious for changes). b Right
sacroiliac joint grade 2, left sacroiliac joint grade 2 (small localized narrowing, indicated by white
arrows). c Right sacroiliac joint grade 3, left sacroiliac joint grade 3 [partially fused with residual
joint space (black arrows)]. d Right sacroiliac joint grade 4, left sacroiliac joint grade 4 (complete
fusion). Dotted line indicates the location of the fused right sacroiliac joint
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inflammatory lesions are best visualized in T2 weighted fat-saturated sequence or
short tau inversion recovery (STIR) sequence as hyperintense signals. When the
hyperintense signal appears in the sacrum or iliac bone, it represents bone marrow
edema or osteitis, which is thought to represent inflammation of the bone. It may
appear in other locations, such as tendon insertions or synovium, indicating
enthesitis or synovitis. Active sacroiliitis is defined by the presence of bone marrow
edema/osteitis, and is very suggestive of AS or a condition in the spondyloarthritis
family. Erosions, sclerosis, and fatty change can also be detected by MRI. They are
chronic sequelae of active inflammation, but their utility in diagnosing AS is not
clear at this time.

Spine radiographs are useful to exclude other conditions, and are also useful to
assess disease progression in patients with an established diagnosis of AS. Anter-
oposterior and lateral views of the cervical and lumbosacral spine are usually
obtained for evaluation. The vertebral bodies are best visualized on the lateral views.
Erosions, sclerosis, or squaring of the vertebral bodies are early findings; with
disease progression, syndesmophytes may develop, bridging syndesmophytes form
between the neighboring vertebras, and may eventually lead to a completely fused
spine, or a ‘bamboo spine’ (Fig. 9). The modified Stoke Ankylosing Spondylitis
Spinal Score (mSASSS) is a scoring system used to assess the extent of this process
by examining changes at the anterior corners of the cervical and lumbar vertebrae on
lateral radiographs. Structural changes of the facet joints can be visualized on AP
view, with sclerosis and loss of the joint space being the most common findings.

The treatment goal for AS is to reduce inflammation and to reduce new bone
formation. To assess treatment response objectively, imaging modalities to visu-
alize inflammation and that are sensitive to bone growth are ideal. Plain radiography
has several disadvantages for these purposes. First, as two-dimensional imaging
modality, it has poor visualization of syndesmophytes due to overlying shadows.
Second, scoring systems based on plain radiograph are semi-quantitative, and
therefore tend to be insensitive to change. Third, as mentioned earlier, it does not
detect inflammatory changes. Three-dimensional imaging modalities may poten-
tially address these issues.

MRI of the spine is considered the “gold standard” for visualizing inflammation.
Similar to the changes seen in the sacroiliac joints, hyperintense signal on T2 fat
saturated sequence or STIR sequence depicts inflammation in the spine (Fig. 10b).
Structural changes, such as erosions, can be detected as well (Fig. 10a). Studies

Table 2 Radiographic grading of sacroiliac joint changes [48]

Grade 0 Normal

Grade 1 Suspicious changes

Grade 2 Minimum abnormality (small localized areas with erosion or sclerosis,
without alteration in the joint width)

Grade 3 Unequivocal abnormality (moderate or advanced sacroiliitis with erosions,
evidence of sclerosis, widening, narrowing, or partial ankylosis)

Grade 4 Severe abnormality (total ankylosis)
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Fig. 9 Plain radiographs of the spine in patients with ankylosing spondylitis. a Lateral view of
cervical spine. Syndesmophytes (white arrows) that projected vertically from the edge of the
vertebral body. There is loss of intervertebral disk space (black arrow). b Lateral view of a
completely fused cervical spine. Notice the ‘bamboo’ shape of vertebral column and complete loss
of facet joints (black arrowheads). c Anteroposterior view of lumbar spine showing syndesmo-
phytes (white arrowheads), some of which are almost bridging. d Anteroposterior view of a
completely fused lumbar spine (bamboo spine). The linear vertical density in the center of the
spine is formed by calcification of the ligaments between adjacent spinous processes
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have shown that anti-TNF therapy can decrease inflammation as detected by spinal
MRI. Therefore, MRI scoring systems have been developed to assess the inflam-
matory signals and their changes with treatment [49]. It has also been reported that
the combination of bone marrow edema and fatty deposits on MRI may predict the
development of new syndesmophytes [50]. However, its utility for evaluating
structural damage is still under investigation.

CT provides an accurate and sensitive assessment of changes of bony structures,
so it is ideal to detect new bone formation. CT of the lower thoracic spine has been
used to quantitate the volume of syndesmophytes and changes in their size over
2 years, and demonstrated good validity. Compared to MRI or plain radiograph, CT
was more sensitive to change [51]. At this time, its application is limited to research
due to its radiation exposure.

Spondyloarthritis associated with inflammatory bowel disease, also called en-
teropathic arthritis, develops in 20 % of patients who have Crohn’s disease or
ulcerative colitis, conditions that involve bowel inflammation. Many have spine
involvement with the same Pathogenetic process of AS.

3.2 Psoriatic Arthritis

3.2.1 Definition and Occurrence

Psoriatic arthritis is a chronic inflammatory arthritis in patients with psoriasis that
involves the spine and peripheral joints. In 60–80 % of cases, the skin rash of
psoriasis precedes the development of arthritis; in 15 % patients, arthritis is the
presenting symptom; occasionally, psoriasis and arthritis develop concurrently [52].

Fig. 10 Spine abnormalities on magnetic resonance imaging in a patient with ankylosing
spondylitis. Sagittal view of lumbar spine. aErosion of the anterior portion of a lumbar vertebral body
(arrow) is shown as hypointense signal in T1 weighted image. b Erosions and osteitis (arrowheads)
on adjacent vertebral bodies is shown as hyperintense signal on a STIR weighted image
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Prominent features in psoriatic arthritis are synovitis, enthesitis, erosions and
new bone formation. Biopsies of the joint tissue revealed increased white blood
cells and prominent blood vessels, and 47 % patients develop erosions in bones
within 2 years of diagnosis [53]. Enthesitis and bone marrow edema on MRI
demonstrate its similarity with other seronegative spondyloarthritis.

Psoriatic arthritis develops in 4–30 % patients with psoriasis [52, 54], with a
prevalence of 0.1–0.2 % of the general population [54]. It affects men and women
equally, most commonly developing in people aged 30–55 years.

3.2.2 Clinical Manifestations

Five clinical patterns have been described in psoriatic arthritis: asymmetric olig-
oarthritis, symmetric polyarthritis, distal interphalangeal (DIP) arthropathy, arthritis
mutilans, and spondylitis with or without sacroiliitis [55]. Patients may have fea-
tures of more than one pattern, and their presentations may change during the
course of the disease.

Asymmetric oligoarthritis is the most common pattern, and involves inflam-
mation in fewer than 5 joints. Large joints, such as knees or hips, are affected most
often. The symmetric polyarticular pattern resembles rheumatoid arthritis, and
mainly involves small joints such as fingers, hands and wrists. DIP arthropathy,
affecting the finger joints closest to the nails, is a characteristic of psoriatic arthritis,
being rarely seen in rheumatoid arthritis. Patients with peripheral joint involvement
often complain pain and swelling of these joints, associated with morning stiffness.
Synovitis, or inflammation of lining of the joint, is the underlying pathology.
Arthritis mutilans is a rare destructive condition caused by absorption of the finger
bones, and is also characteristic of psoriatic arthritis.

Spine involvement is less common than limb arthritis in psoriatic arthritis. Back
pain, buttock pain, stiffness, and fatigue are the main complaints in these patients.
Involvement of the sacroiliac joints is not always present in psoriatic arthritis, or
may only affect the right or left side, as opposed to both sacroiliac joints in AS.
Another commonly affected site is the cervical spine. As seen in rheumatoid
arthritis, inflammation and erosions can cause atlantoaxial (C1–C2) subluxation,
which can lead to cervical myelopathy.

Enthesitis is often present in patients with psoriatic arthritis. Patients may report
pain and sometimes swelling at the heel or the bottom of the foot. A few features
help to distinguish psoriatic arthritis from AS. Psoriatic skin and nail changes are
seen in most patients, providing the major diagnostic clue. Sausage-shaped swelling
of a finger or toe is a characteristic manifestation of psoriatic arthritis [56]. Ultra-
sound and MRI studies show that inflammation of the tendon sheath (tenosynovitis)
is the cause of this type of finger or toe swelling.

Laboratory tests are non-diagnostic. Elevated blood markers of inflammation
may be present [57]. As one of the seronegative spondyloarthritis, rheumatoid
factor and anti-CCP antibody are often absent. HLA-B27 is present in some
patients, particularly those with spine involvement.
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3.2.3 Treatment

Treatment of psoriatic arthritis is varied because of the diversity of clinical pre-
sentations. For mild arthritis, NSAIDs are the first line treatment to control
symptoms. For patients with peripheral arthritis affecting more than 3 joints, a
disease modifying anti-rheumatic drug (DMARD) is often considered, such as
leflunomide, sulfasalazine, cyclosporine, or methotrexate [58, 59]. Methotrexate is
the first choice of many rheumatologists.

Anti-TNF agents have shown effectiveness in controlling acute inflammation
and preventing bony erosions in psoriatic arthritis. Alefacept, a fusion protein
targeting lymphocyte function antigen 3 (LFA3), and ustekinumab, an interleukin
12/23 inhibitor, are also effective.

Conventional DMARDs and newer biologics may have some effect on other
manifestations, such as enthesitis and spondylitis. However, responses of these
manifestations have not been well studied.

3.2.4 Imaging

Plain radiography remains the standard for diagnosing psoriatic arthritis and
monitoring its progression. A characteristic finding of psoriatic arthritis is the
co-existence of erosions and new bone formation, most prominent at the finger
joints. Absorption and lysis of the finger bones may lead to typical ‘pencil-in-cup’
appearance on radiographs. Fusion of hand bones, fluffiness of the bony cortex, and
calcification of entheses are evidence of new bone formation. The sacroiliac joints
are occasionally involved in psoriatic arthritis, and erosion, sclerosis and ankylosis
of these joints are common findings. Dynamic imaging of the cervical spine, with
flexion and extension of the head, may reveal instability of the cervical spine.
Spinal radiographs may depict syndesmophytes, which tend to originate from the
mid-part of the vertebral body rather than the vertebral corner, and spine
involvement is often discontinuous.

Radiographic progression of psoriatic arthritis is slow. Radiographic scoring
systems have been adapted from rheumatoid arthritis but modified to include the
distal interphalangeal joints, and are used to assess joint erosions and disease
progression in clinical trials.

MRI has been used to assess enthesitis in psoriatic arthritis, and led to new
understanding of its pathogenesis. Inflammation of the entheses and associated
bone marrow edema are the most common MRI finding. It has been proposed to use
MRI of the spine and sacroiliac joints as a more sensitive way to assess spinal
involvement in psoriatic arthritis; however, at present, it is still limited to research
settings.
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Musculoskeletal ultrasound is a sensitive way to detect inflammation, and has
been used to assess the response of tenosynovitis, synovitis, and enthesitis to
treatment.

3.3 Reactive Arthritis

Reactive arthritis is a form of seronegative inflammatory arthritis that develops after
an infection somewhere in the body outside of the joints. Some gastrointestinal and
urinary infections are considered causal, including those due to the bacteria
Chlamydia trachomatis, Yersinia, Salmonella, Shigella, Campylobacter [60],
Escherichia coli, Clostridium difficile and Chlamydia pneumonia [61].

Reactive arthritis is uncommon, and affects men and women equally. Symptoms
of arthritis develop several days or weeks after the initial infection [60]. A pre-
ceding infection is not always identified, even in patients with a typical presenta-
tion. Often, pain and swelling develops in a few joints, particularly in the knees or
ankles. Enthesitis is not uncommon. Patients may have signs of eye inflammation,
urinary symptoms, and skin rashes. In most patients, the arthritis subsides after
6 months, however, in a small proportion, it may become chronic.

Spine involvement usually manifests as inflammatory back pain. Twenty-five
percent of patients develop radiographic changes of the sacroiliac joints, usually
affecting only one side. Extensive spine fusion is very uncommon. Patients with
spine involvement often have HLA-B27 [62].

Treatment of reactive arthritis is mainly symptomatic. NSAIDs are used to
control acute inflammation. Limited evidence supports the use of antibiotics when
Chlamydia is the cause [63]. In chronic reactive arthritis, methotrexate, sulfasala-
zine, and biologics have been used with various responses.

In acute reactive arthritis, plain radiographs of the affected joints are mainly used
to exclude other diagnoses. In patients with spinal involvement, radiographic
changes of the sacroiliac joint can be seen after some duration of symptoms, with
more severe changes on one side compared to the other. Syndesmophytes may
develop that are often bulky, asymmetric and extend laterally [64] (Fig. 11). MRI of
the spine and entheses is potentially useful for the assessment of inflammation and
monitoring responses to treatment, but has not been evaluated extensively.

3.4 Undifferentiated Spondyloarthritis

Undifferentiated spondyloarthritis refers to spondyloarthritis that does not fulfill
criteria for AS, psoriatic arthritis, reactive arthritis, or enteropathic spondyloarthritis
[65]. Most patients are young men with inflammatory low back pain who may have
HLA-B27. Some may have arthritis in peripheral joints or enthesitis. The major
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difference between undifferentiated spondyloarthritis and AS is the presence or
degree of the sacroiliac joint changes on plain radiography. In patients with
undifferentiated spondyloarthritis, the sacroiliac joint changes are absent or very
mild, and do not meet the radiographic requirement for AS. MRI of the sacroiliac
joints in the undifferentiated patients may reveal active inflammatory lesions similar
to those present in AS. Patients with undifferentiated spondyloarthritis may evolve
into a more specific type of spondyloarthritis, with AS being the most common.
Alternatively, these patients may persist without differentiating to a more defined
disease, or it may resolve completely after several years [66].

Fig. 11 Plain radiograph of
the lumbar spine in a patient
with reactive arthritis. Notice
the asymmetric distribution of
the syndesmophytes
(arrowheads), affected
primarily the right side. This
patient also has grade
3 changes in both sacroiliac
joints (arrows)
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3.5 Rheumatoid Arthritis

3.5.1 Definition and Occurrence

Rheumatoid arthritis (RA) is the most common type of inflammatory arthritis in
adults, affecting 0.5–1 % of the population. RA typically begins in middle-age or
old-age, and women are three times more likely to have RA than men. The cause of
RA is unknown. There are a number of gene variations that are associated with an
increased risk of RA, but RA is not strictly hereditary. Current theory holds that RA
develops as a consequence of exposure to an environmental trigger in a genetically-
susceptible person [67]. Whether the trigger is the same for all patients is unknown.
Smoking has been identified as a risk factor for RA, and smokers who have par-
ticular variants of the HLA-DR gene are at greatly increased risk. For most patients,
RA is a life-long disease. While there is currently no cure for RA, medications can
improve and control symptoms, and remission is possible with treatment. A small
proportion of patients may have their RA spontaneously go into remission.

RA is an autoimmune disease. Autoimmune diseases are a category of diseases
characterized by immune reactions against the body’s own tissues. While the pri-
mary roles of the immune system are to provide protection from infections and to
seek and destroy cells that may progress to tumors, these immune responses
become subverted in autoimmune diseases. In autoimmune diseases, the immune
system senses certain normal proteins or cells as foreign or abnormal. In RA, the
immune system generates inflammatory cells that target the lining tissue of the joint
(synovium), the cartilage that caps the end of bones and forms the gliding surface of
joints, and components of the immune system itself [68]. The immune system also
begins to make antibodies against normal proteins, which can inactivate them. In
RA, two of these so-called autoantibodies are commonly made. Rheumatoid factor
is an antibody to immunoglobulins, which are proteins that provide immune
protection against viruses and bacteria. Antibodies to citrullinated proteins bind
specific proteins found in the connective tissue between cells. Both of these anti-
bodies can be measured in clinical laboratories, and are used to aid in the diagnosis
of RA. About 80 % of patients with RA have either rheumatoid factor or antibodies
to citrullinated proteins detectable in their blood.

Inflammation develops as a consequence of these autoimmune reactions. In the
joints, this inflammation causes joint swelling due to fluid accumulation in the joint
space, infiltration of the synovium by white blood cells and expansion of blood
vessels, and over time, proliferation of the synovial cells. Persistent inflammation
can, over weeks to months, lead to loss of mineralization of the surrounding bone,
wearing away of the joint cartilage, and eventually erosion of the bone surfaces at
the margins of the joints. Persistent joint swelling can also stretch and weaken
surrounding ligaments and tendons, resulting in shifting of the joints out of normal
alignment. RA is therefore known as a deforming arthritis. This shifting places the
joints at mechanical disadvantage, and which along with swelling, can cause
weakness.
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3.5.2 Clinical Manifestations

RA affects multiple joints simultaneously, with pain, stiffness, and swelling [69].
These symptoms in turn cause problems in using the joints to accomplish move-
ments and tasks, such as walking or getting dressed. RA primarily affects peripheral
joints, and less commonly the spine. Small joints of the fingers and hands, and
wrists are affected in almost all patients. Knees, ankles, and small joints of the feet
and toes are also commonly affected. While other joints are less commonly
involved in RA, any synovial joint may be affected. Without treatment, the joint
pain and swelling tends to persist and can last weeks or months. Even with treat-
ment, symptoms may at times wax and wane, with “flares” of worsening joint
inflammation occurring episodically. A feeling of stiffness, or restricted ease of
movement, in and around the joints is common, particularly in the morning or after
periods of inactivity. Fatigue is also common during periods of active inflammation,
and joint pain may interfere with sleep. Patients often experience depression as a
consequence of chronic pain and concern about their future health.

Chronic joint inflammation that leads to cartilage, bone, and ligament damage
can result in joint deformities. Common deformities include fixed flexion of the
fingers, sideways drifting of the fingers at the knuckles, and inward deviation of the
knees and ankles. Muscle weakness may result from both these deformities and
from disuse of painful joints. Loss of cartilage can also lead to limited range of
motion of the joints, which in severe cases can fuse and become immobile.

The cervical spine is involved in up to 80 % of patients with RA, although
symptoms related to the cervical spine may be present in less than one-half of
patients [70]. Cervical spine problems are more common later in the course of RA
than at the onset. The main symptoms are neck pain, headache at the back of the
head, and less commonly, numbness of the arms, hands, or legs. Rarely, instability
of the cervical spine as a result of inflammation can cause the vertebrae to impinge
on nerve roots or even the spinal cord, causing radiculopathy or myelopathy.
Depending on the location of the impingement, serious neurological complications
may occur. If the spinal cord is impinged, paralysis may result. If the brainstem is
impinged, sudden death may occur. These problems may be provoked by move-
ments that flex or extend the neck, and so raise particular concerns about whiplash
injuries in automobile accidents. Inadvertent injuries may also occur during the
placement of breathing tubes prior to general anesthesia, which requires the head
and neck to be extended. Impingement of major blood vessels at the base of the
skull may also occur and cause dizziness, weakness, and vision changes. The
Ranawat classification system is commonly used to grade the degree of neuro-
logical damage in patients with RA-related cervical spine disease. Class I indicates
no neurological deficits. Class II indicates subjective weakness and numbness.
Class IIIA represents objective weakness and signs of spinal cord compression but
with preserved ability to walk, while Class IIIB represents weakness and signs of
cord compression with inability to walk.

Three types of cervical spine involvement are commonly recognized, which are
distinguished by the specific areas of the cervical spine that are involved: atlanto-axial
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subluxation, atlanto-axial impaction, and subaxial subluxation. Atlanto-axial sub-
luxation is the separation of joint between the atlantis (the common name of C1, the
first cervical vertebra) and the axis (the common name of C2, the second cervical
vertebra). Inflammation of this joint leads to loosening of the surrounding ligaments,
which can permit a dynamic separation of this joint with flexion of the head. With
extensive subluxation, the superior part of C2 (known as the dens) can compress the
spinal cord when the head is flexed. Atlanto-axial impaction results when bone and
cartilage loss between the base of the skull and C1, and between C1 and C2, leads to
the superior migration of C2 relative to the skull. In severe cases, part of C2 can
penetrate the spinal cord opening at the base of the skull and compress the brainstem.
Because the brainstem controls vital functions such as respiration, compression may
result in death. Subaxial subluxation is the malalignment of vertebrae below C2, due
to chronic erosive joint inflammation and ligament instability. Atlanto-axial sub-
luxation is the most common cervical spine abnormality, occurring in up to 50 %.
Atlanto-axial impaction occurs in up to 40 %, while subaxial subluxation occurs in
10–20 %. The thoracic spine and lumbar spine are typically not affected by RA.

Although RA primarily affects the joints, other parts of the body may be affected
by inflammation due to RA, including the lungs or lung linings, the heart lining,
the outer surface of the eye, and blood-forming elements in the bone marrow.
Vasculitis, or inflammation of the blood vessels, may also occur.

The diagnosis of RA is based on a compatible clinical presentation, inflamma-
tion in many small joints on both the right and left sides, and the presence of
autoantibodies (either rheumatoid factor or antibodies to citrullinated proteins).
Blood tests indicating systemic inflammation, such as the C-reactive protein level,
are also often elevated. Radiographs that show bone erosions in typical locations
can also be helpful, but because these lesions take time to develop, they are often
not present at the start of symptoms.

3.5.3 Treatment

The goal of RA treatment is prompt and complete control of joint inflammation,
which will lessen symptoms, improve quality of life, and decrease the likelihood of
chronic joint damage and associated disability [71]. Medications therefore occupy
the central focus in RA treatment. While analgesics and NSAIDs such as naproxen
and ibuprofen can help lessen joint pain, they provide only temporary symptom
benefit. Corticosteroids can also be beneficial in controlling joint inflammation, but
side effects preclude their chronic use. Appropriate treatment requires the long-term
use of one or more “disease-modifying” medications, which over time provide for
more sustained control of inflammation and the potential to decrease the devel-
opment of joint damage [72]. Methotrexate, taken weekly in low doses, is the most
commonly used disease-modifying medication, based on evidence of sustained
efficacy and generally good tolerability. Hydroxychloroquine, sulfasalazine, and
leflunomide are other disease-modifying medications that can be used alone or in
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conjunction with methotrexate. Biologic medications, which are antibodies devel-
oped to block key mediators of inflammation such as tumor necrosis factor-alpha or
interleukin-6, are also effective in controlling inflammation and slowing joint
damage. Biologics are often added when conventional disease-modifying medica-
tions have proven to be insufficient at controlling joint pain and swelling. For most
patients, treatment is needed for years or decades, although slow tapering of
medications is often possible as the inflammation comes under control.

Physical therapy and occupational therapy can help improve joint function and
range of motion. Joint replacement surgery or joint fusion surgery is indicated when
dysfunction or persistent pain of damaged joints limits the patient’s ability to do
daily activities. These surgeries are very effective in relieving pain and restoring
functional ability. Treatment of cervical spine involvement includes traction to help
relieve pressure on the impinged nerves or spinal cord, surgery to decompress the
area by removing excess synovial tissue, and surgical fusion of the vertebrae to
stabilize regions of subluxation. Cervical spine surgery is often effective in pro-
viding at least partial pain relief and preventing worsening of the neurological
problems. However, existing neurological damage may not reverse with surgery.
Recovery from quadriparesis is uncommon and the survival of these patients is low
[73].

3.5.4 Imaging

Plain radiographs of peripheral joints are very useful in the diagnosis of RA, as well
as helping to distinguish other types of arthritis that may have clinical features that
mimic RA [74]. In early RA, radiographs may be normal or show only prominent
shadows of the joint linings or excess joint fluid. Osteopenia next to the joints may
also be visible. Tell-tale bone erosions at the margins of the joints are the most
specific radiographic sign of RA, and occur in up to 60 % of patients. Radiographs
can also demonstrate joint space narrowing due to cartilage loss, bony fusion, and
bone malalignment or subluxations. In the cervical spine, radiographs can ade-
quately show each of the three main types of involvement, although films taken
with both neck flexion and extension may be needed to reveal dynamic atlanto-axial
subluxation (Fig. 12). Radiographs are useful in planning surgical approaches and
evaluating the results of surgical corrections. Development of new bone erosions
and progressive joint space narrowing on radiographs is used in clinical trials to test
the efficacy of medications and in clinical practice to monitor patient’s responses to
medications.

Diagnostic ultrasound has been increasingly used to detect thickening of the
joint linings and other signs of joint inflammation, such as enhanced Power Doppler
signals, which may help in diagnosis [75]. Improvement or resolution of these
features can also be used to assess remission and response to treatment. Erosions of
bone are also visible on ultrasound, but the time needed for examination may limit
its use for assessing progression of erosions. Ultrasound can also be used to guide
the injection of medications into a joint.
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MRI can also demonstrate synovial thickening and excess joint fluid related to
RA, as well as bone erosions. In addition, bone marrow edema on MRI may
indicate inflammation not otherwise appreciated. However because of its expense
and the fact that most information can be obtained by other modalities, MRI is not
often used in clinical practice for imaging the peripheral joints in RA. However,
MRI is valuable in imaging the cervical spine, particularly in detailing areas of
spinal cord or nerve root compression. Computed tomography is not often used,
because the necessary structural information can in most instances be obtained by
radiography or MRI.

3.6 Juvenile Idiopathic Arthritis

Juvenile idiopathic arthritis is the most common type of arthritis in children, but is
rare, affecting 10,000–60,000 children in the United States. Among several sub-
types, three are most common: pauci-articular, polyarticular, and systemic-onset
subtypes. The pauci-articular subtype, which typically affects girls under the age of
5, presents with inflammation in 4 or fewer joints, most often the knees, ankles, or

Fig. 12 Plain radiographs of the cervical spine showing atlanto-axial subluxation and subaxial
subluxation in a patient with rheumatoid arthritis. The lateral views of the cervical spine were
taken with neck extension (a) and flexion (b). In the flexion position, a separation of anterior arch
of C1 from the dens of C2 (arrow) is revealed. This is not observed in the extension position
(arrow), indicating the presence of dynamic atlantoaxial subluxation. Subaxial subluxation
(arrowheads) is also present at C3–C4 and C4–C5
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elbows. Over time, the arthritis tends to resolve, although in some patients, it may
persist and affect additional joints. The polyarticular subtype affects older girls,
involves 5 or more joints at onset, and mimics adult RA. Patients with the systemic-
onset subtype have not only arthritis but fever, skin rashes, blood cell abnormalities,
and liver inflammation. Treatment of juvenile idiopathic arthritis generally follows
that of adult RA.

Cervical spine inflammation occurs in up to 70 % of patients with juvenile
idiopathic arthritis, and affects patients with each subtype. Neck pain and limited
range of motion are the most common associated symptoms. While atlanto-axial
subluxation and subaxial subluxation occur, the most common cervical spine
abnormality in juvenile idiopathic arthritis is fusion of the facet joints [76]. This
fusion often extends for the entire length of the cervical spine, with consequent
inability to freely move the head and neck.

Radiographs are useful to detect cervical spine involvement, and MRI may be
helpful to identify areas of potential neurological impingement.
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Osteoporosis

Thomas Baum, Dimitrios C. Karampinos, Stefan Ruschke,
Hans Liebl, Peter B. Noël and Jan S. Bauer

Abstract Osteoporosis is defined as a skeletal disorder characterized by compro-
mised bone strength predisposing an individual to an increased risk for fracture.
Osteoporotic fractures, in particular spine fractures, are associated with a high
mortality and generate immense financial costs. Osteoporotic vertebral fractures
frequently occur in absence of a specific trauma and may be asymptomatic. Since a
prevalent vertebral fracture increases the risk of a subsequent fracture, the diagnosis
of osteoporotic vertebral fractures is highly important to initiate appropriate ther-
apy. Computer-assisted diagnostic tools for spine radiographs, dual-energy X-ray
absorptiometry (DXA) and multi-detector computed tomography (MDCT) images
have been developed to support radiologists to correctly diagnose and report
osteoporotic vertebral fractures. The assessment of fracture risk at the spine has
traditionally relied on the measurements of bone mineral density (BMD) by using
DXA. However, BMD values of subjects with versus without osteoporotic fractures
overlap. Bone strength reflects the integration of BMD and bone quality. The latter
can be partly determined by measurements of bone microstructure. High-resolution
MDCT allows for the assessment of trabecular bone microstructure at the spine.
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MDCT-based trabecular bone microstructure parameters and finite element models
have shown to improve the prediction of bone strength beyond DXA-based BMD
and revealed pharmacotherapy effects, which were partly not captured by BMD.
Furthermore, recent studies demonstrated that quantitative magnetic resonance
imaging (MRI) including proton single-voxel magnetic resonance spectroscopy
(1H-MRS) and chemical shift-based water-fat imaging techniques quantifying bone
marrow fat content at the spine may provide complementary information for
diagnosing osteoporosis and assessing vertebral fracture risk.

1 Introduction

This chapter focuses on osteoporosis imaging at the spine and is structured into five
parts: After a background section, imaging techniques and post-processing methods
are outlined to correctly diagnose osteoporotic vertebral fractures. Subsequently,
bone mineral density (BMD) measurements, which have traditionally been used for
the assessment of osteoporosis, are presented. Measurements of bone microstruc-
ture and bone marrow fat content at the spine, which have been already used or
have been emerging for predicting osteoporosis-related fracture risk and evaluating
therapy response beyond BMD, are discussed in the last sections.

2 Background

Osteoporosis is defined as a skeletal disorder characterized by compromised bone
strength predisposing an individual to an increased risk for fracture [1]. Bone
strength primarily reflects the integration of bone mineral density (BMD) and bone
quality including bone microstructure, turnover, and damage accumulation (e.g.
microfractures). Osteoporotic subjects show a loss of BMD and deterioration of
bone quality (Fig. 1). Osteoporosis is classified as either primary or secondary.
Primary osteoporosis results from the cumulative bone loss due to ageing and the
corresponding changes of sex hormones. It is further divided in type I and type II
osteoporosis. Type I osteoporosis affects women after menopause, while type II
osteoporosis can be found in elderly men as well as women and is also named senile
osteoporosis. Secondary osteoporosis results from medications (e.g. glucocorti-
coids) or other conditions (e.g. hypogonadism). The most common form is the
primary, type I (postmenopausal) osteoporosis.

The clinically most important fracture sites are the radius, hip and spine. It has
been demonstrated that osteoporotic vertebral and hip fractures are associated with
a reduced quality of life [2, 3]. Furthermore, vertebral and hip fractures are asso-
ciated with an increased mortality [4–6]. In 2010, 22 million women and 5.5 million
men were estimated to have osteoporosis in the European Union [7]. The number of
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incident osteoporotic fractures amounted to 3.5 million, comprising 620,000 hip
fractures, 520,000 vertebral fractures, 560,000 forearm fractures, and 1,800,000
other fractures. The economic burden of prevalent and incident osteoporotic frac-
tures was estimated at €37 billion. Prevalent and incident osteoporotic fractures also
accounted for 1,180,000 quality-adjusted life years lost during 2010. Due to the
aging population, the prevalence of osteoporosis and consecutively the incidence of
osteoporotic fractures is expected to increase [8]. In the European Union, the costs
are expected to increase on average by 25 % in 2025 [7]. Similar projections have
been reported for the United States [9]. Therefore, osteoporosis is classified as a
public health problem.

The World Health Organisation (WHO) based the diagnosis of osteoporosis on
the measurement of BMD at the spine and hip using dual-energy X-ray absorpti-
ometry (DXA) [10]. Subjects with BMD values 2.5 standard deviations below the
mean of the reference population consisting of healthy young adult women are
classified as osteoporotic (T-score <−2.5), and subjects with BMD values ranging
from 2.5 to 1.0 standard deviations below the mean of the reference population are
classified as osteopenic (T-score between −2.5 and −1.0). However, T-scores and
BMD values of subjects with and without osteoporotic fractures overlap [11, 12].
Schuit et al. [11] assessed in a prospective study baseline BMD and incidence of
non-vertebral fractures during follow-up in 7,806 men and women aged 55 years
and older. They reported that only 44 % of all non-vertebral fractures occurred in
women with a T-score below −2.5. In men, this percentage was even lower (21 %).
Similar findings were reported for incident osteoporotic vertebral fractures [12].
Thus, the BMD thresholds for the pharmacological intervention to prevent fractures
are often inadequate. Subjects at high risk for osteoporotic fractures may not be
identified and the necessary pharmacological treatment is not initiated. This is
particularly regrettable, since the current osteoporosis medications including

Fig. 1 Trabecular bone specimens of T10 from a normal (a) and an osteoporotic (b) subject. 3D
reconstructions of micro-CT scans with a spatial resolution of 26 μm³. Note the bone loss and
rarefication in (b) compared to (a)
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bisphosphonates and anti-receptor activator of NF-κB ligand (RANKL) have
demonstrated to efficiently reduce the incidence of osteoporotic fractures [13, 14].
Therefore, the Fracture Risk Assessment Tool (FRAX) has been introduced which
uses easily obtainable clinical risk factors to estimate a 10-year fracture probability
in order to provide a better clinical guidance for treatment decisions [15, 16]. Age,
sex, weight, height, personal history of fracture, parental history of hip fracture,
smoking status, glucocorticoid intake, rheumatoid arthritis, secondary osteoporosis,
alcohol use, and femoral BMD value are inquired for this purpose. Bone turnover
markers may be useful for monitoring osteoporosis treatment, e.g. annual infusion
of zoledronic acid reduced bone turnover markers and explained much of the
observed fracture risk reduction [17]. However, measurements of bone turnover
markers are not included in algorithms for fracture risk prediction at the moment
due to the lack of data [18].

The most important role of osteoporosis imaging at the spine is the correct
assessment of vertebral fracture status and BMD measurements, which are outlined
in the following two sections. FRAX does not directly assess bone strength and
quality, parameters in particular important for monitoring drug effects. Therefore,
imaging techniques measuring bone microstructure and bone marrow fat content,
which have been already used or have been emerging to predict bone strength and
assess bone quality, are presented in the last sections of this chapter.

3 Diagnosis of Osteoporotic Vertebral Fractures

A prevalent osteoporotic fracture increases the risk of a subsequent fracture,
independent on BMD [19–22]. Therefore, the correct diagnosis and reporting of
prevalent osteoporotic vertebral fractures by radiologists is highly important to
initiate appropriate therapy. Osteoporotic vertebral fractures most commonly occur
between thoracic vertebra 5 (T5) and lumbar vertebra 5 (L5).

Several scoring methods for osteoporotic vertebral fractures have been intro-
duced [23]. Quantitative morphometry (QM) obtains ratios from direct vertebral
body height measurements to define osteoporotic vertebral fractures. Semiquanti-
tative (SQ) methods are based on the visual grading of fractures by using specific
height and area reduction criteria. The algorithm-based qualitative (ABQ) method
outlines a scheme to systematically rule out non-fracture deformities and diagnoses
osteoporotic vertebral fractures based on endplate depression.

QM measures anterior, middle, and posterior vertebral body heights and cal-
culates ratios between these heights [24, 25]. Vertebral fractures are defined by
thresholds, e.g. three standard deviations difference in height ratios from normal
population means or generally 15 % reduction in height ratios [26]. The advantages
of the QM scoring systems are the better reproducibility and objectivity compared
to the SQ and ABQ methods. The drawback of QM is the relatively high expen-
diture of time which is critical in clinical routine.
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The most widely used scoring method is the SQ grading system introduced by
Genant et al. [27]. Osteoporotic vertebral fractures are graded on visual inspection
and without direct vertebral measurement: grade 0: normal, grade 1: mildly
deformed (approximately 20–25 % reduction in anterior, middle, and/or posterior
height and a reduction of area 10–20 %), grade 2: moderately deformed (approx-
imately 25–40 % reduction in any height and a reduction in area 20–40 %), and
grade 3: severely deformed (approximately 40 % reduction in any height and area).
Furthermore, the spinal fracture index (SFI) can be calculated by summing the
individual vertebral body grades. The advantage of SQ methods is the relatively
little time needed for performing the grading. The disadvantage of the SQ methods
is the lower reproducibility and worse objectivity compared to the QM grading
systems. In contrast to the ABQ method, the Genant scoring system does not
account for several other important characteristics of vertebral fracture including
endplate deformity or buckling of cortices.

The ABQ method uses a scheme to systematically rule out non-fracture defor-
mities [28]. Osteoporotic vertebral fractures are diagnosed based on the assumption
that these fractures always involve the fracture of the endplate. Thus, the evidence
of endplate fracture and not the variation in vertebral shape is the primary indicator
of osteoporotic fracture. The advantage of the ABQ method is the better differen-
tiation of true fractures from non-fracture deformities, in contrast to the QM and SQ
scoring systems where no allowance is made for variation in vertebral dimensions
at different vertebral levels or short vertebral heights associated with Scheuer-
mann’s disease, scoliosis etc. A skilled reader is needed for the ABQ method to
differentiate accurately between vertebral fractures and non-fracture deformities,
which is a disadvantage compared to the QM and SQ scoring systems.

Radiography of the thoracic and lumbar spine is the standard imaging modality
used for the initial assessment of osteoporotic vertebral fractures (Fig. 2). The dose
from a lateral radiograph of the thoracic and lumbar spine is about 0.6 mSv [29].

Vertebral Fracture Assessment (VFA) by using newer generations of DXA
scanners allows for imaging of the thoracic and lumbar spine to assess prevalent
osteoporotic vertebral fractures [30, 31]. It can be combined with the DXA-based
BMD measurements which is advantageous. VFA has lower radiation exposures
than radiographs with reported doses in the range from 0.002 to 0.05 mSv [29].
Moderate and severe osteoporotic fractures can be accurately identified by VFA,
but caution is necessary when vertebrae are evaluated in the presence of degener-
ative changes of the spine [32]. In these cases, radiographs with their superior
spatial resolution allow the detection of more subtle abnormalities. Furthermore,
Buehring et al. reported that VFA is dependent on instrument and reader [33].

Multi-detector computed tomography (MDCT) and magnetic resonance imaging
(MRI) allow for a 3D visualization of the spine and are used as advanced diagnostic
tools for osteoporotic fractures [34]. Both imaging techniques are substantially
more expensive than radiography. Compared to MDCT, MRI has the advantage
that it lacks ionizing radiation. Bone marrow edema can be detected by using MRI.
Its presence can differentiate a recent from an old osteoporotic vertebral fracture
(Fig. 3). In contrast to MRI, the integrity and shape of the vertebrae, particularly the
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Fig. 2 Lateral radiograph of the lower thoracic and lumbar spine of a 63-year old woman with
osteoporotic vertebral fractures from T12 to L4

Fig. 3 Sagittal a short tau inversion recovery (STIR), b T1-weighted, and c T2-weighted MRI
sequences of the thoracic and lumbar spine. Note the presence of bone marrow edema (hyperintense
STIR and hypointense T1 signal, respectively) in T11 and T12 as well as close to the lower endplate
in T10 as indication for recent osteoporotic vertebral fractures. In contrast, note the absence of bone
marrow edema in the old osteoporotic vertebral fractures of T8, T9, L1, L2, L4, and L5
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cortical margins, can be directly visualized by using MDCT. It is less expensive
than MRI and may provide important information for differentiating between
osteoporotic and malignant fractures and assessing bone matrix changes [34]. Low-
dose MDCT protocols for the visualization of the spine were reported with a dose
of 2.2 mSv for men and 3.3 mSv for women [35]. Therefore, radiographs should be
primarily used for the initial assessment of osteoporotic vertebral fractures. How-
ever, clinicians have to be aware that MDCT can more accurately assess vertebral
fractures than standard radiographs and has to be used in unclear cases. Bauer et al.
compared the performance of lateral radiographs and sagittal reformations of axial
MDCT images in detecting osteoporotic vertebral fractures [35]. They examined 65
vertebrae which were harvested from 21 human cadaver spines with a 64-row
MDCT scanner. Ninety-five percent of the fractures could be identified by using
sagittal reformations of 1 mm slice thickness, but 18 % of the fractures were missed
on the radiographs. Thus, the authors concluded that sagittal MDCT reformations
could more accurately assess vertebral fractures than standard radiographs. Fur-
thermore, sagittal reformations of axial MDCT in-vivo images of the spine sig-
nificantly improved the detection of osteoporotic vertebral fractures and other spine
abnormalities, compared to axial images [36].

However, osteoporotic vertebral fractures often occur in absence of a specific
trauma and are asymptomatic. Thus, they frequently do not come to clinical
attention and dedicated imaging for the diagnosis of osteoporotic vertebral fractures
is not performed. Consequently, initiation of appropriate therapy is delayed.
Therefore, it is highly important to report prevalent osteoporotic vertebral fractures
in routine chest radiographs and routine thoracic/abdominal MDCT images, which
are one of the most frequent performed radiologic examinations (Fig. 4). However,
osteoporotic vertebral fractures are underdiagnosed in these non-dedicated images
[37–40]. Therefore, the International Osteoporosis Foundation (IOF) and the
European Society of Musculoskeletal Radiology (ESSR) have started a teaching
initiative to raise the awareness of radiologists to report prevalent osteoporotic
fractures at the spine, which is well suited to improve the accurate diagnosis and
reporting of prevalent vertebral fractures on lateral chest radiographs [41]. Fur-
thermore, the development of semi-automatic segmentation techniques for lumbar
radiographs and MDCT images as computer-assisted detection tools may support
radiologists to correctly diagnose and report prevalent osteoporotic vertebral frac-
tures [42, 43]. Roberts et al. [42] presented a semi-automatic determination of
detailed vertebral shape from lumbar radiographs using active appearance models.
The vertebral body outlines were manually annotated by radiologists in 670 lumbar
radiographs to obtain a training set. This was used to build statistical models of
vertebral shape and appearance using triplets of vertebrae. In order to segment the
vertebrae, the models were refitted using a sequence of active appearance models of
vertebral triplets. The accuracy achieved on normal vertebrae was good. However,
the accuracy performance deteriorated with increasing fracture grade, but even in
fractured vertebrae, point-to-line accuracy was below 2 mm in 79 % of the cases.
The authors concluded that the located detailed vertebral shapes may enable the
development of more powerful quantitative classifiers of osteoporotic vertebral
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fracture. These active appearance models can also be used in DXA-based VFA
images to detect osteoporotic vertebral fractures [44]. Baum et al. [43] developed a
prototype algorithm for automatic spine segmentation in routine thoracic and
abdominal MDCT images and used this algorithm to automatically detect osteo-
porotic vertebral fractures. The algorithm automatically localized and identified the
vertebrae. Then, each vertebra was automatically segmented by using corre-
sponding vertebrae surface shape models that were adapted to the original images
(Fig. 5). Finally, anterior, middle, and posterior height of each segmented vertebra
was automatically determined, and anterior-posterior-ratio and middle-posterior-
ratio were computed to diagnose osteoporotic vertebral fractures. The prototype
algorithm demonstrated a good performance for the automatic detection of pre-
valent and incident osteoporotic vertebral fractures cross-sectionally and longitu-
dinally, respectively.

4 BMD Measurements

As outlined in the Background section, measurements of BMD are performed to
diagnose osteoporosis. Subjects at high risk for osteoporotic fractures can be
identified, so that pharmacological treatment can be initiated [1]. Furthermore,
BMD examinations are used to monitor treatment response [34]. Fractured

Fig. 4 Sagittal reformation
with a slice thickness of 3 mm
of a routine thoracic and
abdominal MDCT. Note the
osteoporotic vertebral fracture
of L2
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vertebrae are not analyzed, since inclusion of the endplate will cause overestimation
of BMD.

DXA is the most common technique to measure BMD [45]. It is usually per-
formed at the forearm, spine, and hip (Fig. 6). BMD is measured as areal value in
g/cm2 calcium hydroxyapatite. Compared with alternative bone densitometry
techniques, DXA-based BMD results of the spine and hip are the only ones which
can be interpreted using the WHO T-score definition of osteoporosis. The T-score is
calculated by comparing the measured BMD value of the subject with the mean
BMD value of a reference population consisting of healthy young adult women:

T-score ¼ measured BMDsubject � mean BMDreference population

standard deviation BMDreference population

Subjects with T-scores between −2.5 and −1.0 are classified as osteopenic and
those with T-scores <−2.5 as osteoporotic [10]. The Z-score expresses the com-
parison of the measured BMD value of the subject with the mean BMD value of an
age-matched reference population:

Fig. 5 Automatic detection,
identification, and
segmentation of the vertebrae
in routine thoracic and
abdominal MDCT images.
Note the automatically
detected osteoporotic
vertebral fracture of L1
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Z-score ¼ measured BMDsubject � mean BMDage�matched population

standard deviation BMDage�matched population

The radiation dose for DXA measurements is relatively low and amount to
0.013 μSv at the spine [29]. BMD can be accurately determined by DXA which is
particularly important for the longitudinal assessment of treatment response.
Reproducibility errors expressed as coefficient of variation (CV) ranged between
1.0 and 1.5 % for the spine [45]. However, aortic sclerosis, degenerative disc
disease, and scoliosis represent significant error sources for DXA-based BMD
measurements.

Quantitative computed tomography (QCT) at the spine avoids these error
sources. QCT-based BMD measurements at the spine are performed with clinical
whole-body multi-detector computed tomography (MDCT) scanners and are
determined as volumetric values in mg/cm3 calcium hydroxyapatite [46]. Thus,
BMD values obtained by QCT are not size dependent in contrast to DXA-based
areal BMD. A further advantage of QCT is the separate measurement of cortical
and trabecular BMD (Fig. 7). Since the trabecular compartment is the metabolically
more active one, treatment response can be assessed more accurately by using QCT
compared to DXA. QCT-based BMD is usually measured in the lumbar vertebrae
1–3 (L1–L3). Subjects with a trabecular BMD averaged from L1 to L3 between 80
and 120 mg/cm3 are classified as osteopenic and those below 80 mg/cm3 as oste-
oporotic [47]. A calibration phantom in the table mat is required to be scanned with
the subject to convert the voxels’ attenuation values in Hounsfield Unit into BMD
values in mg/cm3 calcium hydroxyapatite. BMD measurements at the spine can be
performed as 2D single-slice QCT with a slice thickness of 8–10 mm. The scanning

Fig. 6 Representative DXA
image from T12 to L4.
Measurements of areal BMD
(mg/cm²) are obtained for
each vertebra
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plane is selected through the middle of each vertebra parallel to the endplates. The
radiation dose for scout image and 3 slices of 10 mm thickness range between 0.2
and 1.0 mSv [29, 46]. Alternatively, 3D QCT measurements can be obtained
allowing more sophisticated analysis of cortical and trabecular bone and the
imaging of trabecular bone microstructure. However, 3D QCT scans are associated
with higher radiation doses (about 1.5 mSv) [29, 46]. Reproducibility errors for 2D
single-slice QCT at spine expressed as coefficient of variation (CV) range between
1.4 and 4.0 %, those for 3D QCT between 1.3 and 1.7 % [46]. Compared to DXA,
the drawbacks of QCT are the higher radiation dose and the fact that the WHO
definition of osteoporosis (T-score <−2.5 using DXA) is not applicable. Therefore,
QCT is not as commonly used as DXA and is predominantly performed in selected
patient populations and clinical trials [48].

Since routine thoracic and abdominal MDCT is one of the most frequently used
radiologic examination, it would be beneficial to use the obtained MDCT images to
conduct additionally BMD measurements of the spine [49]. Thus, further radiation
exposure is avoided. Particularly, patients with cancer would benefit, since they
routinely undergo MDCT and are at increased risk of osteoporosis due to the cancer
related treatment [50]. Most routine thoracic and abdominal MDCT examinations
are performed with intravenous contrast medium. Therefore, the obtained BMD
values have to be converted to standard QCT equivalent BMD values which are
better useable for fracture risk prediction. Bauer et al. [51] and Link et al. [52]
demonstrated the feasibility to determine BMD values at the lumbar spine in axial
images of non-dedicated routine abdominal contrast-enhanced MDCT. Baum et al.
described lumbar BMD measurements without dedicated software and with

Fig. 7 2D single-slice QCT of L3 with a slice thickness of 10 mm. Volumetric BMD
measurements were performed in the cortical and trabecular compartment of L3 (white contours).
Note the calibration phantom in the table mat to convert the voxels’ attenuation values in
Hounsfield Unit into BMD values in mg/cm³ calcium hydroxyapatite
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low time effort in the sagittal reformations of non-dedicated routine abdominal
contrast-enhanced MDCT [53]. This offers the possibility to determine lumbar
BMD values in the same reformations which are known for a substantial better
detection of osteoporotic vertebral fractures [35, 36]. Thus, radiologists can assess
vertebral fracture status and BMD in the sagittal reformations in an acceptable time
which is critical in clinical routine. Baum et al. determined in ten patients standard
QCT-based BMD of L1–L3 and apparent BMD of L1–L3 in the sagittal refor-
mations of routine abdominal contrast-enhanced MDCT images [53]. Apparent
BMD values of contrast-enhanced MDCT were on average 56 mg/cm3 higher than
those of standard QCT. A correlation coefficient of r = 0.94 was calculated for the
BMD values of MDCT and standard QCT with the conversion equation
BMDQCT = 0.69 × BMDMDCT-11 mg/ml. Using this conversion equation, lumbar
BMD measurements in the sagittal reformations of routine abdominal contrast-
enhanced MDCT images could adequately differentiate patients with versus without
osteoporotic vertebral fractures. Furthermore, baseline converted lumbar BMD
values predicted incident osteoporotic vertebral fractures during a follow-up of
20 ± 12 months [54]. The BMD measurements in the sagittal reformations were
performed by placing manually circular regions of interest (ROIs) in the ventral
halves of the trabecular compartment of the vertebral bodies of L1–L3, in each case
equidistant to both endplates (Fig. 8). The attenuation values measured in the ROIs
in Hounsfield Unit were converted into mg/cm3 calcium hydroxyapatite using a

Fig. 8 BMD measurements
in sagittal reformations of
routine contrast-enhanced
MDCT in a patient at baseline
(a) and follow-up (b).
Circular ROIs (red) were
manually placed in L1–L3.
Note the incident osteoporotic
vertebral fracture of L1 at
8-month follow-up

78 T. Baum et al.



reference phantom integrated into the table mat. Short- and long-term reproduc-
ibility errors for BMD measurements in the sagittal reformations amounted 2.09
and 7.70 %, respectively [53]. Baum et al. [53, 54] used only MDCT examinations
with a scan delay of 70 s after intravenous contrast medium injection. Acu et al.
[55] pointed out that scan protocols with different scan delay times after intravenous
contrast medium injection significantly change the apparent BMD values. They
reported increasing apparent BMD values with longer scan delay times. Thus, the
scan delay time after intravenous contrast medium injection has to be taken into
account for the derivation of standard QCT equivalent BMD values from routine
contrast-enhanced MDCT examinations. Lastly, Summers et al. [56] and Pickhardt
et al. [57] demonstrated the feasibility to calculate BMD from computed tomo-
graphic colonography scans.

5 Measurements of Bone Microstructure

T-scores and BMD values of patients with versus without osteoporotic fractures
overlap as outlined in the Background section [11, 12]. Bone strength reflects the
integration of BMD and bone quality including bone microstructure [1]. Therefore,
substantial research efforts have been undertaken to assess bone microstructure
by using high-resolution imaging techniques to improve fracture risk prediction
[58, 59]. Trabeculae have a diameter between 50 and 200 μm and the cortical
thickness varies between 0.2 to 5 mm. Thus, the spatial resolution of the imaging
techniques used for bone microstructure analysis is critical.

High-resolution peripheral quantitative computed tomography (hr-pQCT) allows
for an isotropic spatial resolution of 82 μm3 in-vivo with a relatively low effective
dose of approximately 4 μSv for a scan at the distal radius or tibia [60]. However,
hr-pQCT systems are limited to peripheral sites and cannot be applied to the spine.

Magnetic resonance imaging (MRI) lacks ionizing radiation. Bone tissue has low
MR signal and consequently appears dark in most clinically accessible pulse
sequences. Bone marrow has a relatively high MR signal, i.e. has positive contrast,
depending on the fat content [fatty (yellow) or hematopoietic (red) bone marrow]
and the applied pulse sequence [58, 61]. High-resolution MRI has been performed
mostly at the peripheral skeleton such as radius, tibia, and calcaneus due to their
easy accessibility. Voxel sizes up to 137 × 137 × 410 μm3 were reported for high-
resolution MRI at the distal radius [62, 63]. Due to higher field strength and
sequence development, in-vivo MR imaging at the proximal femur as important
clinical fracture site has become feasible [61, 64]. In contrast to peripheral sites, the
proximal femur contains not only fatty bone marrow, but also hematopoietic bone
marrow. The visualization of the trabeculae in the proximal femur is partly
obscured by the dark, hematopoietic bone marrow. An even higher percentage of
hematopoietic bone marrow is found in the vertebral bodies resulting in insufficient
signal-to-noise ratios to obtain high-resolution MR images of the spine.
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High-resolution MRI and hr-pQCT measurements of bone microstructure at
peripheral sites revealed important information on the spine [59, 65]. To give an
example, Ladinsky et al. [63] demonstrated that trabecular bone microstructure
quantified with high-resolution MRI in postmenopausal women contributes to
vertebral deformity burden independent of areal vertebral BMD. However, Eckstein
et al. [66] reported a substantial heterogeneity of bone strength among clinically
relevant skeletal sites and that its loss in osteoporosis may not represent a strictly
systemic process. Therefore, the direct assessment of bone microstructure at the
spine is advantageous to assess vertebral fracture risk and evaluate treatment
response at this anatomical location.

MDCT is the only imaging technique for high-resolution bone imaging at the
spine in-vivo [58]. Clinical whole-body MDCT can achieve a maximal in-plane
spatial resolution of about 250 × 250 μm2 with an axial slice thickness of 500 μm
[67]. Thus, MDCT systems do not have the sufficient spatial resolution to reveal the
true trabecular bone microstructure. However, trabecular bone microstructure
parameters and finite element models (FEMs) assessed with MDCT and μCT
(micro-CT) or hr-pQCT as standard of reference showed high correlations and
predicted biomechanically determined bone strength equally well [68–70]. Bauer
et al. harvested 20 cylindrical trabecular bone specimens from formalin-fixed
human thoracic spines [68]. μCT images of the bone specimens were obtained with
an isotropic voxel size of 20 μm3 and corresponding MDCT images up to a voxel
size of 230 × 230 × 500 μm3. Trabecular bone microstructure parameters obtained
from μCT and MDCT showed R2 values up to 0.84. Furthermore, MDCT derived
trabecular bone microstructure parameters demonstrated high correlations with
biomechanically determined bone strength (R2 values up to 0.81). Similarly, Baum
et al. [69] examined formalin-fixed spinal segment units by using hr-pQCT (iso-
tropic voxel size of 41 μm3) and a clinical whole-body MDCT (spatial resolution of
250 × 250 × 600 μm3). Corresponding images of a spinal segment unit acquired
with MDCT and hr-pQCT as standard of reference are shown in Fig. 9. Correlations
between trabecular bone microstructure parameters and biomechanically deter-
mined failure load amounted up to r = 0.86 using the hr-pQCT images, and up to
r = 0.79 using the MDCT images. Correlation coefficients of failure load versus
trabecular bone microstructure parameters obtained with HR-pQCT and MDCT
were not significantly different. Furthermore, no differences in the performance of
64- and 320-slice MDCT scanners with respect to the depiction of trabecular bone
microstructure were observed [71].

The calculation of bone microstructure parameters and FEMs in MDCT images
of the spine requires several steps including image registration and segmentation.
Multiple (semi-) automated image registration and segmentation algorithms have
been developed to minimize time effort and reproducibility errors, which are par-
ticularly important for the assessment of change in longitudinal studies [72–76].
Thereby, regions of interest (ROIs) are drawn in the acquired images to define the
outer contour of the vertebrae and consecutively certain areas of the trabecular
bone.
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Standard parameters for the assessment of trabecular bone microstructure can be
calculated in the binarized MDCT images according to bone histomorphometry
using the mean intercept length method [77]: Bone volume divided by total volume
(BV/TV; bone volume fraction; [%]), trabecular number (TbN; [mm−1]), trabecular
separation (TbSp; [mm]), and trabecular thickness (TbTh; [mm]). In contrast to hr-
pQCT and μCT, MDCT derived parameters are labeled as apparent values, since
they cannot depict the true trabecular microstructure due to the limited spatial
resolution. Furthermore, several advanced measures of trabecular bone micro-
structure have been introduced, e.g. non-linear topological parameters such as the
Minkowski Functionals [78]. The appropriate definition of thresholds for image
binarization is critical for the calculation of these trabecular bone microstructure
parameters. The absolute values of these parameters vary with different selected
thresholds due to partial-volume effects. An optimized, global threshold is usually
chosen for MDCT images, so that subjects with dense trabecular bone micro-
structure do not have only bone voxels and osteoporotic subjects not only marrow
voxels. To give an example, Baum et al. [69] applied an optimized, global threshold
of 200 mg hydroxyapatite/cm3 on vertebral bone specimens. To avoid the depen-
dence of the results on the selected threshold, trabecular bone microstructure
parameters have been introduced which do not require a threshold, e.g. the scaling
index method [78, 79]. It reveals the local dimensionality of each voxel (i.e. more
plate-like or rod-like structure). Thus, the transformation of trabecular bone from
plate- to rod-like structures due to osteoporosis can be identified (Fig. 10). Elastic
and shear moduli obtained from FEMs represent an alternative to the trabecular
bone microstructure parameters to predict bone strength. FEMs can be calculated
not only in ROIs in the trabecular bone, but also integrally for the whole vertebra
including the cortical bone. This is advantageous, since it is well known that the

Fig. 9 Corresponding hr-pQCT (a) and MDCT (b) image of a formalin-fixed spinal segment unit.
Spatial resolution was 41 μm³ at hr-pQCT and 250 × 250 × 600 μm³ at MDCT. Note the better
depiction of the single trabeculae in the hr-pQCT image
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cortical bone contributes substantially to the mechanical properties of the bone [80].
Information about bone geometry and bone density distribution is used for MDCT-
based FEMs at the spine [81]. A representative FEM of a vertebra is displayed in
Fig. 11.

MDCT-based trabecular bone microstructure parameters and FEMs at the spine
were successfully validated in-vitro by using biomechanically determined failure
load as gold standard [68–70, 78, 79, 82–84]. Trabecular bone microstructure
parameters and FEMs provided better diagnostic performance for differentiating
subjects with versus without osteoporotic vertebral fracture than BMD measure-
ments. Ito et al. [67] computed MDCT-based trabecular bone microstructure
parameters in the vertebrae of 82 postmenopausal women in-vivo including 39
women with and 43 without osteoporotic vertebral fracture. The microstructure
parameters revealed higher relative risk for prevalent osteoporotic vertebral fracture
than vertebral BMD as determined by DXA. The authors reported reproducibility
errors for the trabecular microstructure parameters in cadaver specimens in the
range from 0.67 to 12.30 %. Vertebral FEMs were not only able to detect prevalent
osteoporotic vertebral fractures better than BMD measurements, but also predicted
incident fractures in-vivo [85, 86]. Wang et al. [86] performed baseline MDCT-
based FEMs to determine L1 vertebral compressive strength and a load-to-strength
ratio in 306 men aged 65 years and older. An incident osteoporotic vertebral
fracture was diagnosed in 63 subjects during follow-up of averaged 6.5 years. The
area-under-the-curve for areal BMD (AUC = 0.76) was significantly lower than for

Fig. 10 Trabecular bone specimens of T10 from a normal (a) and an osteoporotic (b) subject.
Color-coded 3D visualizations of the isotropic scaling indices α of micro-CT scans with a spatial
resolution of 26 μm³. α-values representing the local dimensionality of the bone voxels are
increasing from blue over green to red color. Rod-like structures have lower local dimensionality
than plate-like structures. a shows greater local dimensionality compared to b resulting from the
transformation of trabecular bone from plate- to rod-like structures due to osteoporosis
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strength (AUC = 0.83), volumetric BMD (AUC = 0.82), and the load-to-strength
ratio (AUC = 0.82). Thus, FEM-based vertebral compressive strength and volu-
metric BMD consistently improved vertebral fracture risk assessment compared to
areal BMD as assessed by DXA.

Furthermore, trabecular bone microstructure parameters and FEM revealed drug
effects which were partly not captured by BMD measurements. Graeff et al. [87]
performed high-resolution MDCT imaging of T12 in 65 postmenopausal women
with established osteoporosis after 0, 6, and 12 months of teriparatide treatment.
Interestingly, changes in trabecular bone microstructure parameters exceeded and
were partially independent of changes in BMD. Thus, longitudinal analysis of
trabecular bone microstructure at the spine offers information beyond BMD. Similar
findings were reported with regard to the effects of teriparatide, alendronate, and
risedronate on vertebral bone strength as assessed by MDCT-based FEMs [88–90].

These findings underline the importance of high-resolution bone imaging for
fracture risk assessment and therapy monitoring. However, in-vivo MDCT imaging
for trabecular bone microstructure analysis and FEMs is associated with an effective
dose of estimated 3mSv according to Graeff et al. [87]. This dose is in the upper range
of the medically indicated radiation exposure. Therefore, these measurements are
currently limited to research trials and cannot be used in clinical routine. In the future,
it remains critical for MDCT imaging of bone microstructure at the spine to con-
siderably reduce the radiation exposure. Newly developed CT reconstruction algo-
rithms (e.g. iterative reconstruction) and flat-panel CT devices may have the potential
to reliably assess trabecular bone microstructure with less radiation dose [91].

Fig. 11 MDCT-based FEM
of a vertebra (T10) in-vitro.
The BMD distribution is
color-coded and used for the
assignment of the material
properties for each element of
the FEM
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6 Measurements of Bone Marrow Fat Content

The bone marrow is the non-mineralized component of bone. The interaction of the
mineralized and non-mineralized component plays an important role in the path-
ophysiology of age-related bone loss [92]. The bone marrow is more metabolically
active and responsive than the mineralized component of bone. Therefore, it has
been hypothesized that the quantification of bone marrow fat content could be used
as a new diagnostic and therapeutic approach for osteoporosis. Bredella et al. [93]
demonstrated that vertebral bone marrow fat is positively associated with visceral
fat. Furthermore, it has been reported that visceral adiposity and the metabolic
syndrome have potential detrimental effects on bone health [94, 95]. On the con-
trary, obese women are at decreased risk for developing osteoporosis [96].

In the lights of these conflicting results, considerable research effort has been
undertaken recently to gain more insights into the bone marrow metabolism and its
relationship with BMD, bone strength, and other body fat depots [97]. Proton single-
voxel magnetic resonance spectroscopy (1H-MRS) is the most widely used method
to non-invasively quantify bone marrow fat in-vivo [98]. Other non-spectroscopic
MR methods include T1-weighted imaging and chemical shift-based water-fat
separation techniques, e.g. the Dixon methods and the Iterative Decomposition of
water and fat with Echo Asymmetry and Least-squares estimation (IDEAL) method
[99–101]. All methods lack ionizing radiation. 1H-MRS is considered as gold
standard [102, 103]. It requires to prescribe a volume of interest in the exact desired
anatomical location which can be technically demanding. Figure 12 shows a
representative 1H-MRS-based spectrum of L4: the spectrum shows the methyl
(–(CH2)n–CH3) peak at 0.9 ppm (peak 1), the superposition of the methylene
(–(CH2)n–) peak at 1.30 ppm and the β-carboxyl (–CO–CH2–CH2–) peak at
1.59 ppm (peak 2), the superposition of the α-olefinic (–CH2–CH=CH–CH2–) peak
at 2.00 ppm and the α-carboxyl (–CO–CH2–CH2–) peak at 2.25 ppm (peak 3),
the water peak at 4.7 ppm (peak 4), and the olefinic (–CH=CH–) peak at 5.3 ppm
(peak 5). 1H-MRS-based bone marrow fat fraction (also named fat content) has been
previously defined by the methylene (–(CH2)n–) fat peak at 1.30 ppm and the water
peak at 4.7 ppm as the relative fat signal intensity amplitude in terms of a percentage
of total signal intensity amplitude (fat and water) [102, 103]. Li et al. [104] per-
formed 1H-MRS in six subjects twice at four vertebral body levels (L1–L4) on the
same day with repositioning between the two scans. The averaged coefficient of
variation (CV) of vertebral bone marrow fat content was 1.7 %, suggesting good in-
vivo reproducibility. T1-weighted MR imaging is a conventional practice which is
not technically demanding in terms of acquisition. A threshold is usually applied on
the T1-weighted images to define voxels as bone marrow voxels (i.e. bone marrow
adipose tissue volume) in the segmented vertebra [105]. The bone marrow fat
fraction is defined as the number of bone marrow voxels divided by the total number
of voxels in the segmented vertebra. The applied threshold is often set at the same
level as subcutaneous adipose tissue on the grey scale [101, 105, 106]. The intra- and
interobserver reproducibility for the assessment of bone marrow adipose tissue in
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T1-weighted MR images expressed as coefficient of variation (CV) amounted 1.0
and 2.6 %, respectively [101]. The main error source for the calculation of bone
marrow adipose tissue volume in T1-weighted MR images results from partial
volume effects and the threshold selection, making the technique semi-quantitative
[101]. Chemical shift-based water-fat separation techniques extract the bone marrow
fat fraction based on the different precession frequencies of water and lipid hydrogen
protons. Confounders such as T2* decay, T1 effects, the multi-spectral nature of fat,
and noise bias have to be addressed for reliable fat quantification [107–109]. After
the correction of these confounding factors, the proton density fat fraction (PDFF)
can be quantified [110]. Regions of interest (ROIs) have to be placed in vertebral
body, e.g. by using the first in-phase series in mid-sagittal view of the vertebral
bodies [107]. Then, the ROIs are copied onto the reconstructed PDFF map to
determine the vertebral bone marrow fat fraction [107].

Fig. 12 1H-MRS of L4 at 3T: Sagittal (a) and axial (b) T2-weighted images with the red box in L4
indicating the position for the employed single-voxel 1H-MRS. The 1H-MRS-based spectrum of
L4 (c) shows the methyl (–(CH2)n–CH3) peak at 0.9 ppm (peak 1), the superposition of the
methylene (–(CH2)n–) peak at 1.30 ppm and the β-carboxyl (–CO–CH2–CH2–) peak at 1.59 ppm
(peak 2), the superposition of the α-olefinic (–CH2–CH=CH–CH2–) peak at 2.00 ppm and the
α-carboxyl (–CO–CH2–CH2–) peak at 2.25 ppm (peak 3), the water peak at 4.7 ppm (peak 4), and
the olefinic (–CH=CH–) peak at 5.3 ppm (peak 5)
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Shen et al. [101] compared measurements of vertebral bone marrow fat fraction
of L3 and the femoral neck in 27 postmenopausal women as assessed by
T1-weighted MR imaging, the Dixon method, and 1H-MRS. Correlations between
the obtained bone marrow fat fractions of the three MR methods ranged from
r = 0.78 to 0.88 in L3. Karampinos et al. [111] measured bone marrow fat fraction
at the proximal femur in 7 healthy volunteers by using chemical shift-based water-
fat imaging and 1H-MRS. They reported a significant underestimation of the
fat fraction as determined by a 1H-MRS model which did not account for short
T2* species compared to the chemical shift-based water-fat imaging-based fat
fraction. However, a good equivalency was observed between the fat fraction by
using a 1H-MRS model accounting for short T2* species and the chemical shift-
based water-fat imaging-based fat fraction (R2 = 0.87). Thus, the comparison of
bone marrow fat fraction derived from different MR methods is limited and
potential confounders have to be taken into account.

Griffith et al. [102] performed DXA measurements of L1–L4 and 1H-MRS of L3
in 82 men with a mean age of 73 years. According to their DXA results, 42 subjects
were classified as healthy (mean T-score of 0.8 ± 1.1), 23 subjects as osteopenic
(mean T-score of 1.6 ± 0.4), and 17 subjects as osteoporotic (mean T-score of
3.2 ± 0.5). 1H-MRS-based vertebral bone marrow fat content of L3 was signifi-
cantly increased in osteoporotic subjects (58.23 ± 7.8 %) and osteopenic subjects
(55.68 ± 10.2 %) compared to subjects with normal BMD (50.45 ± 8.7 %). Similar
results were observed in a study population of 103 postmenopausal women older
than 65 years of age [103]. Based on DXA measurements of L1–L4, 18 women had
a normal BMD, 30 women were osteopenic, and 55 women had osteoporosis.
Vertebral bone marrow fat content of L3 was significantly increased in the osteo-
porotic group (67.8 ± 8.5 %) when compared with that of the normal BMD group
(59.2 ± 10.0 %). Similar results were observed for T1-weighted MRI and chemical
shift-based water-fat imaging. Shen et al. [105] obtained T1-weighted MRI in 210
healthy African-American and Caucasian men and women aged 38–52 years. Hip
and lumbar spine BMD were measured by DXA. Pelvic, hip, and lumbar spine
bone marrow adipose tissue as assessed by T1-weighted MRI showed negative
correlations with hip and lumbar spine BMD (r = −0.399 to −0.550). These neg-
ative relationships remained significant after adjusting for demographics and body
composition. Kühn et al. studied 51 patients (28 female; mean age 69.7 ± 9.0 years)
who underwent DXA from L1–L4 to measure BMD and chemical shift-based
water-fat imaging to determine vertebral bone marrow fat fraction [107]. The 173
investigated vertebral were divided into three groups (healthy, osteopenic, and
osteoporotic) based on their T-score. The area-under-the-curve to differentiate
between normal and osteoporotic vertebrae was statistically significant with
AUC = 0.656. The authors therefore concluded that osteoporosis is associated with
increased vertebral bone marrow fat.

Furthermore, 1H-MRS allows the calculation of the unsaturation level, previ-
ously defined using the formula [112, 113]:
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unsaturation level ¼ Ið�CH¼CH�Þ
Ið�CH¼CH�Þ þ Ið�CH2CH¼CH�CH2�Þ þ Ið�ðCH2Þn�Þ

where I(–CH=CH–), I(–CH2–CH=CH–CH2–), and I(–(CH2)n–) are the signal amplitudes of
the olefinic (–CH=CH–) peak at 5.3 ppm, the α-olefinic (–CH2–CH=CH–CH2–)
peak at 2.00 ppm, and the methylene (–(CH2)n–) peak at 1.30 ppm, respectively.
Patsch et al. obtained 1H-MRS-based unsaturation levels of L1–L3 in 69 post-
menopausal women [113]. Thirty‐six subjects (47.8 %) had spinal and/or peripheral
osteoporotic fractures. After adjustment for age, race, and QCT-based lumbar
BMD, the authors observed that the prevalence of osteoporotic fractures was
associated with −1.7 % lower unsaturation levels. Interestingly, DXA-based BMD
did not differ between fracture and non-fracture patients. These results suggest that
altered bone marrow fat composition is associated with osteoporotic fractures.
Thus, 1H-MRS of vertebral bone marrow may serve as a tool for BMD independent
fracture risk assessment. However, future studies are needed to investigate this
association in further detail.

7 Summary

Osteoporosis is classified as a public health problem due to its increased risk for
fragility fractures. Computer-assisted diagnostic tools for spine radiographs, DXA
and MDCT images have been developed to support radiologists to correctly
diagnose and report osteoporotic vertebral fractures. The assessment of fracture risk
at the spine is based on the assessment of clinical risk factors and the measurements
of BMD by using DXA or QCT. Standard QCT equivalent BMD values can be
derived from routine contrast-enhanced MDCT examinations without further
radiation exposure. MDCT-based trabecular bone microstructure parameters and
FEMs have shown to improve the prediction of bone strength beyond DXA-based
BMD and revealed pharmacotherapy effects, which were partly not captured by
BMD. Furthermore, 1H-MRS and chemical shift-based water-fat imaging tech-
niques allow new insights into the vertebral bone marrow metabolism and its
relationship with BMD, bone strength, and other body fat depots.
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Part II
Image Processing



Computer Aided Detection of Bone
Metastases in the Thoracolumbar Spine

Jianhua Yao, Joseph E. Burns and Ronald M. Summers

Abstract Computer-aided detection (CAD) techniques and algorithms for radiologic
applications are rapidly growing in scope and sophistication. One important appli-
cation of CAD techniques in medicine is in the detection and assessment of metastatic
disease to the bone. Bonemetastases affect approximately 400,000 patients per year in
the United States. Early detection of bone metastases is important clinically, as the
prognosis can change and the treatment regimen can at that point be altered from one
of curative therapy to one of palliative treatment. Both lytic and sclerotic metastatic
disease can act to biomechanicallyweaken the bone, and potentially lead to pathologic
fractures. This chapter presents a framework for computer-aided detection of lytic and
sclerotic metastatic lesions in the thoracolumbar spine using computed tomography
(CT). State-of-art techniques are described in detail in each module of the framework.
Thorough validation experiments are designed and results are presented. We also
discuss the clinical significance and limitation of the CAD system.

1 Background of Bone Metastases

Bone metastases are a frequent occurrence of cancer, affecting approximately
400,000 patients per year in the United States [1]. In advanced breast and prostate
cancer alone, bone metastases are seen in up to 70 % of patients, and in patients with
carcinoma in the lung, colon, stomach, bladder, uterus, rectum, thyroid or kidney,
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the occurrence is in the approximate range 15–30 % [2]. Morbidity associated with
solid tumor metastasis to the skeleton is frequent and often debilitating, with sec-
ondary skeletal complications (skeletal related events or SRE’s) occurring in
approximately 50 % of patients [1]. Overall, the spine is the most frequent location
for skeletal metastases [3]. Vertebral metastases may be associated with SREs
including pain, pathologic compression fractures, spinal cord compression, and
hematopoietic abnormalities [2–5]. Prior studies have demonstrated diminished
functional independence associated with SREs and reduced patient survival after
pathological fractures [6–8]. Patient outcomes are improved with early detection and
treatment of vertebral metastases before the onset of significant morbidities [9–11].

Traditionally categorized as sclerotic or lytic, a metastatic bone lesion is now
thought to exist as a continuum, and may in fact interconvert as part of its natural
history [12, 13]. Patients may have lytic, sclerotic or mixed density metastatic
lesions. The majority of patients with breast cancer have predominantly lytic
lesions, although a subset of breast cancer patients of at least 15–20 % have
predominantly sclerotic lesions. In contrast, the lesions in prostate cancer are pre-
dominantly sclerotic. Both lytic and sclerotic metastatic disease can act to biome-
chanically weaken bone and lead to pathologic fractures. Whereas lytic metastases
frankly destroy the osseous matrix to weaken bone, in the case of sclerotic
metastases, this weakening occurs via bone replacement with irregularly mineral-
ized and disorganized matrix produced as woven bone [4, 14–16]. Fractures in
pathologically weakened bone occur most commonly in the spine in the proto-
typical example of sclerotic metastases due to prostate cancer [4].

Metastases to the spine can involve the bone, epidural space, leptomeninges, and
spinal cord. Various imaging modalities have been employed to diagnose different
aspects of bone metastases. Radiographs are a ubiquitous modality in most hos-
pitals and routinely used for screening in the evaluation of back or neck pain.
However, up to 40 % of bone lesions will not be identified by plain film X-ray
studies, thus presenting many false-negative results [17]. Bone scintigraphy, a
physiologic imaging method, has also found use as a screening modality for skeletal
metastases, but this technique suffers from obscuration of lesions by overprojecting
structures, and is sensitive to the level of vascularization, and also has known false
negative issues. Single-photon-emission computed tomography (SPECT), a cross-
sectional imaging method, improves on the sensitivity of bone scintigraphy, but
regions of radionuclide uptake are often nonspecific and result in many false
positives. [18F] fluoro-2-deoxy-d-glucose positron emission tomography (FDG-
PET) can detect increased glucose metabolism of neoplastic cells in the bone
marrow, making it a sensitive method for assessment of cortical and medullary
metastases, but it suffers from relative low spatial resolution. Computed tomogra-
phy (CT) scans typically have excellent spatial resolution with superb osseous
delineation, and enable the direct detection of cortical destruction [17]. PET/CT
hybrid scanners, where both PET and CT are acquired in the same session so that
the two modalities are inherently registered and multi-spectrum features can be
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obtained, have entered into widespread clinical use in recent years. PET/CT thus
combines the high spatial resolution anatomic information of CT scanning with the
physiologic/metabolic information of the tissue obtained from PET imaging to
assess regions of pathology. A disadvantage of all X-ray and gamma ray imaging
modalities is the associated risk of ionizing radiation exposure to the patient.
Magnetic Resonance (MR) imaging provides a high level of soft tissue contrast,
optimal for detection of early bone marrow deposits, and is useful for assessing for
spinal cord injury and epidural tumors. Additionally, MRI does not involve ionizing
radiation exposure to the patient. Disadvantages of MRI include the relatively long
scanning time compared to CT which limits its usefulness for scanning unstable
patients in emergent situations, and also makes it more susceptible to patient motion
artifact… Moreover, MRI cannot be used for patients with medical appliances such
as certain types of pacemakers and cerebral aneurysm coils, and it suffers image
distortion in patients with metallic orthopedic hardware [18]. Although numerous
and varying imaging modalities are currently available, and may be situationally
targeted toward specific classes of neoplastic processes, CT remains a widely used
high resolution modality for detection and surveillance of many types of cancer,
particularly in a community hospital setting. CT is also the most cost effective 3D
imaging modality. In the case of prostate cancer, the major role of CT for skeletal
imaging is the detection and anatomic localization of bone metastases [19].
Examples of CT images of lytic and sclerotic bone metastases in the spine are
shown in Fig. 1.

Fig. 1 Examples of lytic and sclerotic metastases in the spine. First row lytic metastases. Second
row sclerotic metastases
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2 Background of Computer Aided Detection

Detection of spinal metastases on CT can be a challenge, as the spinal column is a
physically extended and complex structure. Lesion presentation may be subtle and
unexpected. Adding to this complexity, in the current clinical practice environment,
multiple high-throughput CT scanners can produce numerous patient studies in a
short time interval, each with thousands of images, restricting time for image
assessment. Numerous anatomic structures in each image must be assessed for
pathology, typically at multiple window/level settings, effectively increasing the
number of images to be reviewed geometrically.

Computer Aided Detection (CAD) researchers have been active in the past two
decades and have showed very promising results. CAD is a potential solution to the
challenge of rapid assessment of very large datasets. CAD is a software tool that can
detect, mark, and quantitatively assess potential pathologies for further scrutiny by a
radiologist. The CAD system should be topically focused with the ability to facil-
itate rapid and accurate assessment of important anatomy or high risk pathology
subsets of interest in the CT data, such as the spine. While the final diagnosis is
made by the radiologist responsible for interpreting the examination, CAD can help
improve sensitivity in identifying lesions potentially overlooked by radiologists
in situations of data overload or fatigue.

Figure 2 is a block diagram of a typical CAD system. A typical CAD system has
two phases: training and testing. In the training phase, a set of training data is first

Clinical images

Image segmentation

Feature Extraction

Feature Selection

Classifier

Preliminary detections

Radiologist’s final decision

Training images

Radiologist’s diagnostic 
knowledge

Training phase Testing phase

Detection rules

Fig. 2 Block diagram of computer aided detection
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collected. Then radiologist’s diagnostic knowledge is applied to analyze the training
data and to derive detection rules (classifiers). In the testing phase, clinical images
are taken as input. An image segmentation step is performed to extract structures of
interest and limit the search region. Characteristic features of the structures are
computed. Relevant features are then selected and input into a classifier. With the
aid of the detection rules developed in the training phase, the classifier distinguishes
true lesions from false lesions, or malign lesions from benign lesions. The pre-
liminary detections are then reported to radiologists for final decisions.

Characteristic features for classification include features traditionally used by
radiologists and high-order features that are not inherently intuitive. Features include
shape features such as circularity, sphericity, compactness, irregularity, elongation,
or density features such as contrast, roughness, and texture attributes. Different
detection tasks need different sets of relevant features. Feature selection techniques,
such as forward stepwise method and genetic algorithm, are applied in the training
phase to choose features for further classification [20]. Several classifiers have been
proposed for different applications, including linear discriminant analysis, Bayesian
methods, artificial neural network, and support vector machine [21].

The quality of a CAD system can be characterized by the sensitivity and spec-
ificity of the system detection. Sensitivity refers to the fraction of diseased cases
correctly identified as positive in the system (true positive fraction, TPF). Specificity
refers to the fraction of disease-free cases correctly identified as negative. “Receiver
operating characteristic” (ROC) curves are used to describe the relationship between
sensitivity and specificity. The ROC curves show the true-positive fraction
(TPF = sensitivity) versus the false-positive fraction (FPF = 1 − specificity). In
addition to ROC curves, Free-response ROC (FROC) curves (TPF versus false
positive per case) were proposed to more accurately represent the number of false
positive detections [22]. The areas under the ROC and FROC curve are measures of
the quality of a CAD system. There is often a tradeoff between achieving high
specificity and high sensitivity. A successful CAD system should detect as many
true lesions as possible while minimizing the false positive detection rate.

CAD systems have been used to detect lesions in the breast, where the increased
the true positive rate in breast cancer screening and improved the yield of biopsy
recommendations for patients with masses on serial mammograms [23, 24]. CAD
has been shown to improve radiologists’ performance detecting lung nodules on
chest radiography and CT [25, 26] and to increase sensitivity for detecting polyps
on CT colonography [27]. In spine imaging, CAD systems had been developed to
detect spine abnormality and disease such as lytic lesions [28], sclerotic lesion [29],
fractures [30], degenerative disease [31], syndesmophyte [32] and epidural masses
[33]. Several commercial systems in mammography, chest CT and CT colonog-
raphy have already received FDA approval for clinical use.

CAD involves all aspects of medical image processing techniques. For instance,
image segmentation and registration are necessary for feature computation, and
image visualization and measurement are essential to present the results to clinicians.
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3 Spine Metastasis CAD System Overview

Bone metastases can appear lytic, sclerotic, or anywhere in a continuum between
these extremes. Therefore, automated detection of these lesions is a complex
problem that must be broken down into manageable components. We develop a
CAD framework that can handle both types of bone metastases. The CAD system is
a supervised machine learning framework. By supplying the CAD system with
different sets of labeled training data for lytic and sclerotic bone metastases, we can
train the system to detect the two types of bone metastases separately. The
framework has two phases: training phase and testing phase. Training phase has
four stages: spine segmentation, candidate detection, feature extraction and clas-
sifier training. The testing stage also has four stages: spine segmentation, candidate
detection, feature extraction and classification. The first three stages of training and
testing phases are identical. The training phase is an offline process and can be fine-
tuned by researchers, and the testing phase is fully automatic. Each stage will be
elaborated upon in the following sections.

4 Spinal Column Segmentation and Partitioning

Spine is a bony structure with higher CT value (pixel intensity) than other tissue
types. The CT value is a gauge of X-ray beam attenuation measured by the CT
scanner, and historically was normalized into a standardized scaling set referred to
as Hounsfield units (HU). We first apply a threshold of 200 HU to mask out the
bone pixels. Then a connected component analysis is conducted on the bone mask
and the largest connected component in the center of the image is retained as the
initial spine segmentation. The bounding box of the initial segmentation is used as
the search region for the following segmentation tasks.

The spinal canal links all vertebrae into a column. On a transverse cross section,
the spinal canal appears as a low intensity oval region surrounded by high density
pedicle and lamina (Fig. 3a). The extraction of the spinal canal is essential in order
to accurately localize the spine and form the spinal column. We apply a watershed
algorithm to detect the potential spinal canal regions, and then conduct a graph
search to locate and extract the spinal canal.

The principle of the watershed algorithm [34] is to transform the gradient of a
gray level image into a topographic surface. The algorithm simulates the watershed
scenario by puncturing holes at the local minimum of the intensity and filling the
region with water. Each region filling with water is called a catchment basin. The
spinal canal resembles a catchment basin on a 2D cross sectional image. We
adopted the watershed algorithm implementation in ITK [35].

The well-known over-segmentation problem of the watershed algorithm is
alleviated by merging adjacent basins. Depth of a basin is defined in Eq. 1.
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d bð Þ ¼ average I xð Þð Þ; x 2 b ð1Þ

here I(x) is the image intensity of a pixel x inside the basin b. Given a and b are two
neighboring basins, they will be merged if both conditions in Eq. 2 are satisfied

d bð Þ � d að Þj j\dðciÞ � d að Þ þ dm; 8ci 2 N að Þ; ci 6¼ b

d bð Þ � d að Þj j\dðciÞ � d bð Þ þ dm; 8ci 2 N bð Þ; ci 6¼ a
ð2Þ

here N(a) denotes neighbors of basin a, δm is the merging threshold. After that, all
basins that meet the criteria in Eq. 3 and surrounded by bone pixels are recorded as
potential candidates for the spinal canal.

dðciÞ � dðbÞ[ dd; 8ci 2 NðbÞ ð3Þ

here δd is the depth contrast threshold. Figure 3b, c show the result of the watershed
algorithm and the candidates for spinal canals.

As showed in Fig. 3c, multiple canal candidates may exist in one slice due to the
partial volume effect or loss density vertebra body region such as lytic bone lesion.
We propose a method to extract the correct spinal canal using directed graph search.
We first build a directed acyclic graph (DAG) from the canal candidates. The DAG

0.8 0.4

0.4 0.8 0.9

0.90.7

Spinal canal

(a) (b)

Spinal canal

(c)

(d) (e)

Fig. 3 Spinal canal extraction. a CT image; b watershed result; c spinal canal candidates;
d directed acyclic graph (DAG), number on the edge is the weight between two nodes; and
e extracted spinal canal (blue color)
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is illustrated in Fig. 3d. The graph G(N, A) is a structure that consists of a set
of nodes N and a set of directional edges E. A node is one canal candidate.
A directional edge n1; n2h i connects two nodes n1 and n2 on adjacent slices, where
the weight of n1; n2h i is computed as the overlap of n1 and n2, as in Eq. 4.

weight n1; n2h ið Þ ¼ \ n1; n2ð Þj j
[ n1; n2ð Þj j

\ n1; n2ð Þ ¼ xi; yih if g; xi; yih i 2 n1 and xi; yih i 2 n2
[ n1; n2ð Þ ¼ xi; yih if g; xi; yih i 2 n1 or xi; yih i 2 n2

ð4Þ

An edge only exists when its weight is greater than 0 (two nodes overlap). DAG
has sources on the first slice and sinks on the last slice. A directed graph searching
algorithm [36] is applied to find the longest path from source to sink, which is the
spinal canal in our case. In Fig. 3d, the longest path is marked with red color. The
centerline of the spinal canal is then computed and smoothed using a Bernstein
spline [37]. Figure 3e shows the extracted spinal canal (blue color).

Vertebra segmentation is commonly implemented using geometric and statistical
models owing to its articulated and complex structure (Fig. 4a) [38–40]. The
anatomical models capture the shape, topology and inter-relationship of vertebrae,
and therefore convert the image segmentation problem to a model fitting problem.
We proposed a four-part vertebral model to segment the vertebral region on a 2D
slice. The model includes four main vertebra sub-structures: vertebral body, pos-
terior spinous process, left transverse process and right transverse process (see
Fig. 4b). The vertebral body is modeled as a circle with a medial atom in the center
and border atoms evenly distributed on the border. The spinous and transverse
processes are modeled as slabs with a medial axis and a set of border atoms on each
side. The model’s multiple-part structure simplifies the problem and makes the
segmentation robust. Each model part is essentially a medial model [41]. The
medial axis defines the skeleton, and the border atoms define the boundary.

The border of the medial model can be written as an implicit function in the local
coordinate of the model

v ¼ f ðuÞ ð5Þ

A border atom Ai can then be represented in the local coordinate, as Ai = (ui, vi) =
(ui, f(ui)). In the coordinate system of the disk model, u is the radian angle around the
center and v is the distance to the center. In the coordinate systemof the slabmodel, u is
the distance along the medial axis and v is the distance to the medial axis.

The segmentation task is to locate the border atoms so that a maximum model-
to-image match can be reached. The matching metric should also preserve the
model topology and border smoothness constraint. We design a metric for the
model matching:
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E ¼
Xn
i¼1

wgg
*ðui; f ðuiÞÞ � w1 rf ðuiÞk k � w2 r2f ðuiÞ

�� ��� wppðui; f ðuiÞÞ
� �
g*ðui; f ðuiÞÞ is directional gradient

pðui; f ðuiÞÞ ¼
1 ðui; f ðuiÞÞ is occupied
0 otherwise

� ð6Þ

Here (ui, f(ui)) are the border atoms. The metric has four components, the direc-
tional gradient g*ðui; f ðuiÞÞ is to match the border atoms with the intensity edge of
the image, rf ðuiÞ and r2f ðuiÞ are smoothness constraints on the border, and p(ui, f
(ui)) is a penalty function to prevent intersecting between model parts. Weights wg,
w1, w2 and wp are set empirically.

The extracted spinal canal defines the initial location and size of the vertebra
model. The model matching proceeds sequentially. First the vertebral body is
matched, followed by the spinous process, and at the end the transverse processes.

Spinal 
process

Vertebral
body

Spinal 
canal

Transverse 
process

(a) (b)

(c) (d)

Fig. 4 Spine segmentation. a Vertebra anatomical illustration; b vertebra template; c Initial
template superimposed on CT; and d segmentation results
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The results of the previous steps are used to determine the initial location and size
of the parts in the following steps. In our current model, we define 36 border atoms
for the disk model and 20 atoms for the slab models.

5 Spinal Column Partitioning

The spinal column consists of a set of vertebrae separated by inter-vertebral discs
(Fig. 5a). Since the spinal column is a curved structure, the standard planar
reformations (sagittal and coronal) do not provide clear views of the vertebral
separation (Fig. 5b). Curved planar reformation (CPR) (Fig. 5c) [42] is generally
considered superior.

After the spinal column is segmented, we need to partition the spinal column into
vertebrae at the inter-vertebral disc locations so that we can process the vertebrae
separately and also localize the abnormality at the vertebra level. We developed a
partitioning approach based on curved reformation along the spinal canal.

The centerline of the spinal canal is used as the central axis for the CPR. We
generate the CPR in sagittal and coronal directions. Given that the vertices on the
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Fig. 5 Spine partitioning. a Spinal column; b regular sagittal reformation; c curved planar
reformation in sagittal direction; d aggregated intensity profile (AIP) along the spinal canal;
e spinal partitioning in sagittal direction; f spine partition in coronal direction; and g spine partition
in 3D, red planes are the partitioning planes
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centerline are ðxcj ; ycj ; zcj Þ, j = 1…n, the curved reformation in the sagittal direction is
written as

ISagðxi; yjÞ ¼ I3Dðxcj ; xi; zcj Þ ð7Þ

where ISag is the curved reformatted sagittal image, I3D is the original 3D image.
(xi, yi) is the 2D coordinate in the reformatted image. Similarly, the curved
reformation in the coronal direction is written as

ICorðxi; yjÞ ¼ I3Dðxi; ycj ; zcj Þ ð8Þ

where ICor is the reformatted coronal image. Figure 5b, c show the regular coronal
reformation, together with the curved planar reformation in sagittal and coronal
directions. The curved reformations clearly better reveal the inter-vertebral disks.

To make use of the CPR for spinal column partitioning, the centerline of the
spinal canal is first projected onto the reformatted images. Then the normal is
computed at every point on the centerline. The intensity along the normal direction
is then aggregated and recorded. Figure 5d shows the aggregated intensity profile
(AIP) along the spinal cord at the reformatted coronal view. As observed, the
aggregated intensity at the disc location is lower than those at the vertebral body
location. However, the difference is still not prominent, especially at cervical spine
and highly curved region. We further convolve the aggregated intensity profile with
an adaptive disk function, which can be written as,

f ðxÞ ¼ �1 x 2 ½�T=2; T=2�
1 Elsewhere

�
ð9Þ

The function is a rectangle function with adaptive width T. In order to determine
T, we search the neighborhood in both directions on the AIP for local maximum
values.

The intervertebral disks are then located at the lowest response points on the
adjusted intensity profile and used to partition the spinal column. Figure 5e, f show
the spine partition superimposed on reformatted CPR views and the spinal column
with vertebral partitions in a 3D view is shown in Fig. 5g.

6 Metastasis Candidate Detection

After the spine is segmented, the following lesion detection processes are restricted
to the segmented spine excluding the spinal canal. We locate bone metastasis
candidates in three steps. First a watershed algorithm is applied to extract initial
super-pixels as metastasis candidates, followed by a merging routine based on
graph cut to alleviate over-segmentation. The resulting 2-D candidates are then
merged into 3-D detections. For each 3-D candidate, a set of features is computed
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and passed through a detection filter. The candidates which successfully pass
through the detection filter are then sent to the next stage for classification.

The watershed algorithm is again applied to detect the metastasis candidates.
Watershed algorithm views the gradient of the image intensity as a topographic
surface in order to extract relatively homogeneous regions of the image called
catchment basins, some of which will be candidates for lesions. The algorithm can
be adapted for both lytic and sclerotic lesions. For lytic lesions, low intensity
regions surrounded by high intensity regions are detected. Similarly, for sclerotic
lesions, high intensity regions surrounded by low intensity regions are detected.
Example results of the watershed algorithm are shown in Fig. 6.

We then address the over-segmentation problem in watershed with a post-
watershed merging routine using a graph-cuts strategy [43]. Without loss of gen-
erality, we use the sclerotic lesion detection to describe the graph-cut strategy. We
first initialize each watershed region with a foreground (F) or background (B) label.
There are two types of foreground regions: those in the cortical bone region and
those in the medullary regions. Any region that has intensity 100 HU higher than its
surrounding regions (cortical or medullary) will be initialized as F. The rest of the
regions are initialized as B. The regions and their neighbors are fed into a graph-cuts
merging routine.

An adjacency graph for watershed regions is constructed by representing
adjacent regions as nodes connected by edges [44]. The technique partitions the set
of nodes into two disjoint sets F and B in a manner that minimizes an energy
function,

Fig. 6 Candidate detection and segmentation. a CT image of a vertebra with sclerotic lesions;
b watershed result; c graph cut result after watershed; d candidate sclerotic lesions; e 3D
segmented sclerotic lesions; f CT image of a vertebra with lytic lesions; g watershed result;
h candidate lytic lesions; and i 3D segmented lytic lesions
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EðLÞ ¼
X

fp;qg2N
VLp;Lqðp; qÞ þ

X
p2P

DLpðpÞ ð10Þ

where P is the set of watershed regions, N is the set of pairs of adjacent regions, L is
a labeling of all the regions where a given region p can have the label Lp = F or
Lp = B, V is a smoothness term that penalizes regions with similar densities having
different labels, and D is a data term that penalizes a region with low density
marked as foreground, or a region with high density marked as background.
Thus the technique will merge higher-density regions into the foreground, and
lower-density regions into the background. In this case,

DBðpÞ ¼ KBsignðIðpÞ � mBÞðIðpÞ � mBÞ2

DFðpÞ ¼ KFsignðmF � IðpÞÞðIðpÞ � mFÞ2;
ð11Þ

where KF = 100, KB = 1 in our setting, I(p) is the mean intensity of region p, and
mB and mF are the means of the background and foreground respectively. As for the
smoothness term, we chose

VLp;Lqðp; qÞ ¼ Kse
�H2=2d2s ð12Þ

where Ks = (δF + δB)/2, δF and δB are the standard deviation of the foreground
and background respectively. H ¼Pr jHr

p � Hr
qj and Hr

p ¼
P

t� r h
t
p are the

cumulative histogram of region p, and ds ¼ 10,000.
The smoothness and data penalty functions provide edge weights w(i, j) for a

graph G consisting of the adjacency graph of the watershed regions and two
additional nodes f and b which both have edges connecting them to every region
node:

w f ; qð Þ ¼ DF qð Þ; w p; bð Þ ¼ DB pð Þ; w p; qð Þ ¼ VLp;Lq p; qð Þ ð13Þ

A graph cut [F, B] is a partition of the set of nodes such that f 2 F and b 2 B,
and the value of the cut is,

cðF;BÞ ¼
X

i2F;j2B
wði; jÞ ð14Þ

A minimal graph cut of G is equivalent to a labeling that minimizes Eq. (10).
Such a cut is computed according to a max-flow algorithm referenced in which
generates a local minimum within a known factor of the global minimum. The
resulting partition [F, B] yields an optimized way of merging watershed regions in
which regions corresponding to nodes in F and B are labeled as F and B respec-
tively. Figure 6c demonstrates the effect of this merger. Each merged F region is
then regarded as one potential detection.
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So far, the candidates are all two-dimensional. Lesions actually extend through the
spine in three dimensions. Therefore the next step is to merge the two-dimensional
candidates that belong to the same lesion into a single three-dimensional “blob”. Two
candidates A and B are merged if and only if

1. They lie in adjacent slices z and z + 1
2. For all 2-D candidates C on slice(z + 1) and all D on slice(z), it is true that

prA Bð Þ=a Að Þ þ prB Að Þ=a Bð Þð Þ=2[ prA Cð Þ=a Að Þ þ prC Að Þ=a Cð Þð Þ=2
and prA Bð Þ=a Að Þ þ prB Að Þ=a Bð Þð Þ=2[ prD Bð Þ=a Dð Þ þ prB Dð Þ=a Bð Þð Þ=2;

where slice(z) is the CT slice at height z, prX(Y) is the fraction of candidate Y that
overlaps with X when projected into the slice of X, and a(X) is the area of
candidate X. In other words, the average projectional overlap of A and B is
greater than the average projectional overlap of A with any other candidate in the
same slice as B, and also greater than the average projectional overlap of B with
any candidate in the same slice as A.

After the lesions are detected in 3D, a level set algorithm is applied to obtain the
3D segmentation so that characteristic features can be derived. Level sets are
evolving interfaces (contours or surfaces) that can expand, contract, and even split or
merge. Level set methods are part of the family of segmentation algorithms that rely
on the propagation of an approximate initial boundary under the influence of images
forces [45]. The underlying idea behind the level set method is to embed the moving
interfaces as the zero level set of a higher dimensional function /ðx; tÞ, defined as

/ðx; tÞ ¼ �d ð15Þ
where �d is the signed distance to the interface from point x. That is, x is outside
the interface when /ðx; tÞ[ 0, inside the interface when /ðx; tÞ\0, and on the
interface when /ðx; tÞ ¼ 0. The evolution of /ðx; tÞ can be represented by a partial
differential equation:

o/
ot

þr/ � x0 tð Þ ¼ 0 ð16Þ

Define the scalar speed field F as F ¼ n � x0 tð Þ, where n ¼ r/ is the normal
direction, and then the above equation becomes the level set equation:

o/
ot

þ Fjr/j ¼ 0 ð17Þ

usually, the speed function F can be written as an explicit level set scheme:

F ¼ Fprop þ Fcurv þ Fadv ð18Þ
where Fprop is the propagation expansion speed, Fcurv is the speed on the curvature
κ, and Fadv is the advection speed. Combining Eqs. 17 and 18, the final equation for
level set segmentation can be written as:
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o/
ot

¼ ag*ðxÞdjr/j þ bg*ðxÞjðxÞjr/j þ crg*ðxÞr/ ð19Þ

here α, β, γ are weighting parameters for each term, δ is the step size, κ is the
curvature, and g* is the speed function. We used the ITK implementation of the level
set algorithm in our system [35].

In the fast marching level set, a Gaussian gradient convolution is first applied to
the image as the speed function. Then a sigmoid function is applied to remap the
speed image. The sigmoid function is designed so that the propagation speed of the
front is low when it is close to high image gradients and moves rather fast in the low
gradient areas. The sigmoid function can be written as

SðIÞ ¼ ðMax�MinÞ � 1

1þ e�
I�b
að Þ� �þMin ð20Þ

where I is the intensity of the input pixel, Min and Max are the range for output,
a defines the width of the Sigmoid, and b defines the center. a and b control the
shape of sigmoid function and the function of the speed image. The determination
of a and b is based on the pixel statistics in the region [35]. The speed image for fast
marching level set can be written as

g*f ðxÞ ¼ SðGðIðxÞÞÞ ð21Þ

where I(x) is the image intensity, G(.) is the Gaussian gradient operator, and S(.) is
the sigmoid function.

The Laplacian level set defines the speed term based on second derivative features
in the image. The speed term is calculated as the Laplacian of the image values. The
goal is to attract the evolving level set surface to local zero-crossings in the Laplacian
image. In our implementation, the image is first convolved with a few iterations of
gradient anisotropic diffusion. Gradient anisotropic diffusion has the attribute to
reduce the noise and texture and meanwhile preserve the edge. After the anisotropic
diffusion and the Laplacian filter, the speed image for Laplacian level set is

g*LðxÞ ¼ r2ðAðIðxÞÞÞ ð22Þ

where I is the image intensity, A(.) is the anisotropic diffusion and r2 is the
Laplacian operator.

Segmentation results from the watershed and graph cut algorithms are used as
the initialization for the level set algorithm. After the level set algorithm has run, a
smooth 3D surface is computed for each detection. The level set results for sclerotic
and lytic metastases are shown in Fig. 6e, i respectively.
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7 Feature Extraction and Filtering

After the detections are segmented, quantitative features are computed to characterize
the detections and distinguish true lesions from false findings. Based on our obser-
vation and knowledge about bone metastases, we devised a set of 28 quantitative
features in three categories: location, shape and density. Table 1 lists all the features.

The shape features are based on the spatial moment of the detection. The density
features are derived from the statistical moments of the intensity histogram of the
segmented region. The relative coordinates to the center of the spinal canal is used
to derive the location features. Following is the description of each feature:

1. surfaceArea: area of the 3D surface
2. volume: volume enclosed by the surface
3. primaryAxisLength: length of longest axis of the 3D bounding box
4. secondaryAxisLength: length of second longest axis of the 3D bounding box
5. aspectRatio10: ratio between longest and second longest axes
6. aspectRatio20: ratio between longest and third longest axes
7. aspectRatio21: ratio between second longest and third longest axes

8. sphericity: W ¼ p
1
3 6Vð Þ23
A , here V is the volume, A is the area.

9. shapeComplexity_f1: shape complexity based on radial distance measures [46]
10. shapeComplexity_f2: shape complexity based on radial distance measures
11. shapeComplexity_f21: shape complexity based on radial distance measures
12. meanIntensity: mean intensity inside the detection
13. stdevIntensity: standard deviation of intensity inside the detection
14. skewnessIntensity: skewness of intensity inside the detection
15. kurtosisIntensity: kurtosis of intensity inside the detection
16. interiorIntensity: mean intensity of interior (not including the border)
17. borderIntensity: mean intensity at the border
18. outsideIntensity: mean intensity of region outside the detection

Table 1 Quantitative features for bone metastasis

Shape Density Location

surfaceArea meanIntensity distToBoundary

volume stdevIntensity relCoordx

primaryAxisLength skewnessIntensity relCoordy

secondaryAxisLength kurtosisIntensity onPedicle

aspectRatio10 interiorIntensity outerBorderRatio

aspectRatio20 borderIntensity corticalBorderRatio

aspectRatio21 outsideIntensity cordBorderRatio

sphericity outsideIntensityDev

shapeComplexity_f1 innerOuterContrast

shapeComplexity_f2 neighborIntensity

shapeComplexity_f21
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19. outsideIntensityDev: standard deviation of intensity outside the detection
20. innerOuterContrast: difference between mean Intensity and outside Intensity
21. neighborIntensity: intensity of neighboring blobs from watershed algorithm.
22. distToBoundary: minimum distance from center of the detection to the border

of vertebra
23. relCoordx: relative x coordinate to the center of spinal canal
24. relCoordy: relative y coordinate to the center of spinal canal
25. onPedicle: whether the detection is inside pedicle region
26. outerBorderRatio: ratio of total borders that are boundary of vertebra
27. corticalBorderRatio: ratio of total borders that are cortical shell of vertebra
28. cordBorderRatio: ratio of total borders that are spinal canal.

Feature filters are then applied to reduce the number of detections and relieve the
burden of the classifier in the next step. The filters are designed based on obser-
vation of typical bone metastases so that all true detections remain. The set of filters
currently in use are,

• Shape filter: aspectRatio10 < 3.5, to eliminate elongated detections
• Size filter: surfaceArea > 0.05 cm2, to eliminate small detections
• Density filter: innerOuterContrast > 150, to eliminate less prominent detections.

These filters are loosely set and can reduce more than 50 % of false detections
without impairing sensitivity.

8 Machine Learning and Classification

Machine learning techniques transfer expert’s knowledge into computer algorithms.
In a CAD system, a classifier is a mathematical model that determines whether a
detection is a true or false finding. The classifier in a CAD system is usually a
supervised learning system, i.e., the classifier is trained using annotated data by
experts. Well-known classifiers such as neural networks (NN) [47] and support
vector machines (SVM) [48] have been widely used in CAD systems [49].

SVM is a relatively new technique for data classification. It uses hyperplanes in a
high dimensional feature space to separate data into different classes. SVM is
trained with a learning system derived from statistical learning theory, and is
generalizable to unknown data. In the training phase, detections are given a class
label (lesion, non-lesion) to form feature-class pairs (x, y). Given a training set of
S detections (x1, y1), (x2, y2), …, (xs, ys), for p-dimensional feature space xi 2 <p

and yi 2 þ1;�1f g, a hyperplane can be optimized to separate the two groups of
data (true and false).

f ðxÞ ¼ wT/ðxÞ þ b ¼ 0 ð23Þ
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here w and b are separating plane parameters, and /ðxÞ is a function to map vector
x into a higher dimensional space. Kðxi; xjÞ ¼ /ðxiÞT/ðxjÞ is called the kernel
function. We are using radial basis functions as the kernel function, i.e.

Kðxi; xjÞ ¼ exp � xi � xj
�� ��2� �

ð24Þ

To separate two training classes, SVM is employed to solve the following
optimization problem:

min
w;b;f

1
2
wTwþ C

XN
i¼1

ni

 !

subject to yiðwT/ðxiÞ þ bÞ� 1� ni; ni � 0

ð25Þ

here C is the penalty parameter. The mechanism of SVM is illustrated in Fig. 7,
where a hyperplane is fit to separate two groups of dots. SVM allows a soft margin
on each side of the hyperplane. For each data point, the distance to the margin of
hyperplane is computed. If the point is on the correct side of the plane, the distance
is 0. The optimization process is to minimize the total distance of all training points.
After the hyperplane is determined, the decision function for the classification rule
can be written as

hðxÞ ¼ signðf ðxÞÞ ð26Þ

A new detection x, is classified based on which side of the hyperplane it lies, i.e.,
it is declared a metastasis if h(x) > 0, or a non-metastasis if h(x) < 0. The feature
values in SVM are normalized to the range of [−1, +1]. The normalization factor is
obtained from the training data and applied to the testing data.

An SVM in higher dimensional space (more features) can lead to more accurate
classification. However, SVM in a very high dimensional space may increase the
complexity of the model, over-train the data and decrease the generality of the
model. One solution is to use an ensemble of classifiers, in which each classifier
includes a small number of features.

Fig. 7 SVM committee. A committee of three SVMs. Majority vote determines the classification
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Ensemble learning combines multiple trained classifiers under the assumption that
multiple models are better than one if they are diverse. Popular ensemble approaches
include boosting and bagging [50]. Combination strategies for the multiple decisions
can be divided into two types: those that adaptively adjust to the training set based on
the performance of previous models as in boosting methods and those do not as in
bagging [51]. The bootstrap is widely used to estimate the standard error or confi-
dence intervals of an estimate. Bagging is based on the bootstrap technique where the
predictions on bootstrapped samples are aggregated to form an ensemble hypothesis.
Boosting combines the predictions from re-sampled data based on the previous
model’s performance such that harder data samples for the system are more likely to
be sampled. Bagging has been shown to reduce the variance of classifiers while
boosting can reduce both variance and bias. However, it is rarely shown that bagging
and boosting combined with feature selection can significantly reduce ensemble
training time in practice. In our method, we adopt the boosting approach.

Instead of using one SVM in a very high dimensional feature space, we break the
feature space into subsets of low dimension feature spaces (also known as feature
vectors). Each feature vector established one SVM, and all SVMs form a com-
mittee. We allow overlap of features between different feature subsets. This scheme
combines the advantages of using a large number of features and keeping the
feature space small for single SVM in the committee. Each member in the com-
mittee has one vote for the classification, i.e., if the decision function of the SVM is
greater than 0, the vote is ‘yes’, otherwise the vote is ‘no’. The majority vote is used
as the decision function of the committee. The committee approach generally
produces improved results, provided that the error rate for each member is less than
50 %. Figure 7 demonstrates how the SVM committee works. This is a committee
of three SVMs. In the first SVM, there are two misclassified data (big square and
big circle), but in the second and third SVM, they are correctly classified. By a
majority vote, a correct classification is reached.

In order for the committee to achieve optimal performance, SVM members
should be able to compensate each other. If only a few top feature vectors are
selected, they usually tend to overlap each other and putting them together will not
enhance the differentiating power of the committee. Therefore, a large pool of
feature vectors should be available for committee member selection. We developed
a progressive feature vector selection method for this purpose [52]. The goal of the
feature vector selection is to generate a large pool of feature vectors to be used as
candidates for committee members. The task is to select K feature vectors with best
performance, and each vector has N features. Here K is a large number, and N is a
relatively small number. There are several commonly used feature selection
schemes, including exhaustive search, forward stepwise search, and genetic algo-
rithm [20]. Exhaustive search can be very time consuming if hundreds of features
are available as candidates. Forward stepwise search is easily trapped in local
minimum, and genetic algorithm is sensitive to the initial population.

We proposed a progressive search method to efficiently select a group of K best
N-feature vectors [53]. In this method, N-feature vectors are formed progressively
in N stages. In each stage, one more feature is added to the vectors selected from the
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previous stage. Those new feature vectors are ranked by their performance and only
the K top feature vectors are passed to the next stage. The rationale behind this
scheme is that feature vectors with the worst performance in N − 1st stage are
unlikely to be in the top group in the stage N after one more feature is added.
Essentially, this method combines the benefit of exhaustive search and forward
stepwise search. Only a limited number of vectors are exhaustively examined in
each stage, and the performances of feature vectors improve from stage to stage.

9 CAD Performance Evaluation

The quality of a CAD system can be characterized by its sensitivity and specificity
in detecting lesions. We used FROC analysis to evaluate the overall performance of
our CAD systems. The software used for the FROC analysis of the data was the
ROCKIT ROC analysis software subroutine library (ROCKIT; C. E. Metz,
B. A. Herman, C. A. Roe, University of Chicago, Ill; http://xray.bsd.uchicago.edu/
krl/KRL_ROC/software_index6.htm), which fits a bi-normal distribution to data
using a maximum likelihood estimate [54]. The operating point was chosen based
on expected sensitivity in the clinical setting.

Analysis for statistical significance of sensitivity value differences between the
training and testing sets was performed via a bivariate chi-square test. CT attenu-
ation values and mean volumes of the manually and computer performed lesion
segmentations were compared via mixed model ANOVA analysis taking into
consideration of multiple lesions in one patient. P < 0.05 was considered statisti-
cally significant. XLSTAT (www.xlstat.com) was used for data analysis.

10 Data Sets

The CAD system was tested on two cohorts of patients. The first cohort has pri-
marily lytic metastasis and the second cohort has primarily sclerotic metastasis.

10.1 Lytic Metastasis Cohort

The study group consisted of 50 patients (30 men and 20 women, age range 18–82,
mean age 54.8), divided into training and test cases (29 and 21 patients, respectively).
Patients carried the diagnoses of melanoma, renal cell carcinoma, prostate cancer,
lung cancer, lymphoma, breast cancer, pheochromocytoma, or other disorders (19, 10,
4, 4, 2, 2, 2, and 7 patients, respectively. Each patient was scanned with either a
4-detector (Lightspeed QX/I, GE Healthcare, 20 patients), 8-detector (Lightspeed
Ultra, GE Healthcare, 29 patients) or 16-detector (Mx8000 IDT, Phillips, 1 patient)
CT scanner. Images were obtained at 5 mm slice thickness. Data sets consisted of an
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average of 124 images (range 60–145). Patients had a CT of the chest, abdomen, and
pelvis (44 patients), abdomen and pelvis (2 patients), chest (1 patient), chest and
abdomen (1 patient), abdomen (1 patient), or pelvis (1 patient). The standard recon-
struction kernel was used for 49 patients and the “B” kernel for 1 patient. The patients
received 110–130 cc Iopamidol (Isovue-300, Bracco Diagnostics, Princeton, NJ)
intravenous contrast material given via power injector. Using a two-reader consensus,
all thoracolumbar spine lesionswere identified and qualitatively characterized as lytic,
sclerotic, ormixed—at least 20% lytic voxels in a predominately sclerotic lesion, vice
versa, or lesion without a predominant voxel type. The lytic lesions were further
characterized as probable or unlikely metastases; only the probable metastases were
included in this study. For example, unlikely metastases including Schmorl’s nodes,
degenerative disc disease, osteopenia, and hemangiomas, were excluded.

The largest lytic area of each lesion was measured by the largest area enclosed
by the contour in the x-y plane and if lesions merged at some point, they were
considered one lesion. Due to the 5 mm thickness of slices, the z plane was not
used. The lesions were stratified by the maximum area on x-y plane. They were put
in three size categories, >0, >0.2 and >0.8 cm2. Among these, we set 0.8 cm2

minimum lytic area threshold (equivalent to 1 cm in diameter) for lesions of sub-
stantial size and clinically critical. There were 28 probable lytic metastases with
lytic areas >0.8 cm2, which corresponds to a circle with a diameter of >1 cm (12 in
the training set, 16 in the test set). Patients had between zero and four probable lytic
metastases (average 0.6) with areas 0.9–10.6 cm2 (average 2.7 cm2). 33 patients
with lytic lesions did not have any lesions characterized as probable metastases.
A total of 35 mixed lesions and 37 sclerotic lesions were also present in the study
group. Lesions were manually segmented by a trained student, who drew a contour
along the voxels on the edge of each lesion on each slice that it appeared. The
manual segmentation was used as the reference standard segmentation in our study.

The cohort was divided into training and test sets (29 patients in training and 21
in test). There were in total 90 lytic bone metastases (58 in training and 32 in test
set). The data are summarized in Table 2.

10.2 Sclerotic Metastasis Cohort

The sclerotic metastasis cohort consisted of CT examinations from 60 patients
(mean age 56.2 years, range 12–77 years; 19 females, 41 males). 50 of them
demonstrated one or more sclerotic lesions of the spine. 10 of them were control

Table 2 Data summary for lytic metastasis cohort

Number
of patients

Lesions
> 0 cm2

Lesions
> 0.2 cm2

Lesions
> 0.8 cm2

Training set 29 58 44 12

Test set 21 32 27 16

Total 50 90 81 28
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cases. The medical records of the patients whose studies were selected for the study
were reviewed for demographics and pathology (27 with prostate cancer and the
rest with other types of pathology). CT examination technique varied by the
scanners, and across the time interval of the case studies. CT examination of the
chest, abdomen and pelvis was performed on 56 patients, CT of the abdomen and
pelvis on 3 patients, and CT of the chest and abdomen on 1 patient. 58 of the 60
patients received intravenous contrast as part of their examination, with specific
information not available on two of the 58 patients. Contrast was given as Isoview
300 (iopamidol injection 61 %; Bracco Diagnostic Inc., Princeton, NJ) to 44
patients in volumes ranging from 40 ml (n = 1) to 130 ml (n = 41), with one patient
receiving 125 ml of Isovue-370 (lopamidol Injection 76 %; Bracco Diagnostic Inc.,
Princeton, NJ), and one receiving 110 ml of Omnipaque-300 (iohexol, iodine
content 46.36 %, GE Healthcare Inc., Princeton, NJ).

CT images were reviewed by a musculoskeletal radiologist with 5-years of
experience. Manual segmentation was performed over the three-dimensional extent
of each lesion, using in-house software with a bone window setting [55]. These
marked lesions formed the reference standard for determination of CAD software
performance. Large heterogeneous sclerotic regions that appeared to be either an
amalgam of inseparable smaller component sclerotic lesions or a single heteroge-
neous lesion were location-marked and segmented as a single lesion. A total of 552
sclerotic lesions of the spine were greater than 0.84 cm average diameter.

The cohort was divided into training and test sets (17 patients in training and 43
in test). The data are summarized in Table 3. It also summarizes the size and
intensity distribution of the metastases in the data set.

Table 3 Summary of sclerotic metastasis cohort

Reference standard lesion sets

Training Testing

Number of cases 17 43

Number of lesions 180 372

Volume1 range Min Max Min Max

0.3 52.7 0.3 56.9

Volume1 mean ± standard deviation (SD) 5.4 ± 9.6 3.3 ± 6.8

Length2 range Min Max Min Max

0.7 8.1 0.8 7.6

Length2 mean ± SD 2.4 ± 1.6 2.0 ± 1.2

Range of the mean HU (CT attenuation) per lesion Min Max Min Max

91.8 878 161 821

Mean of the mean HU per lesion ± SD 525 ± 150 391 ± 106

Range for the SD of the mean HU per lesion Min Max Min Max

24 322 28 317

Mean of SD of the mean HU per lesion ± SD of SD 179 ± 65 124 ± 54

1. Units of cm3, 2. Units of cm
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11 Results

The results are presented separately for lytic and sclerotic metastasis detection since
they are independent data sets. For each experiment, we present visual detections,
FROC analysis, and etiology of false positives and false negatives.

11.1 Lytic Metastasis Detection Results

Figure 8 shows the examples of detection results for lytic metastasis. Figure 9
shows the FROC analysis on the training and test sets, per-lesion analysis in Fig. 9a
and per-patient analysis in Fig. 9b. Given the operating point of 0.5 for the SVM
value, in the training set, the per-lesion sensitivities were 72.4, 84.1 and 91.6 % for

Fig. 8 Lytic metastasis detection. a CT image; b spine segmentation; c watershed segmentation;
d lesion segmentation; e lytic detection in 3D. Green lytic lesion detection; Red vertebra
segmentation; Blue spinal canal
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lesions >0, >0.2 and >0.8 cm2, and the per-patient sensitivities were 96.2, 100 and
100 %, with 8.8 false positive per patient. In the test set, using the same operating
point, the per-lesion sensitivities were 71.9, 77.8 and 93.8 %, and the per-patient
sensitivities were 85.7, 91.7 and 100 %, with 5.7 false positive per patient. The
difference between the sensitivities in the training and test sets were not statistically
significant (p = 0.56).

The sources of the 310 false positive detections (FPs) in the training and test sets
could be broken down into 7 main categories: (1) “Peripheral vein”, on venous

Fig. 9 FROC analysis for lytic metastasis CAD. a Per-lesion analysis; b per-patient analysis
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connections between the basivertebral vein and the anterior external venous plexus
(106, 34 % of FPs), (2) “Disk”, low intensity disks or volume averaging with disks
(83, 27 %), (3) Osteopenia (68, 22 %), (4) “Outside”, on areas outside the vertebra
(37, 12 %), (5) “Basivertebral vein”, which enters the posterior vertebral body (6,
2 %), (6) “Normal”, a drop in intensity from volume averaging with normal
structures such as joints or oblique cuts through the cortex (6, 2 %), and (7) “Spinal
canal” (2, 1 %). Two of the FP detections were actually on reference standard
lesions that were not segmented on all slices in which they appeared. False positive
detections varied greatly amongst patients, numbering 0 to 20 per patient (average
6.2). Some examples of FPs are shown in Fig. 10. We also analyzed the 3 false
negative detections (FNs) (two in the training set, one in the test set). Two were in
pedicles that were not properly segmented, so they were never detected. The other
FN was initially detected, but thrown out by the classifier, most likely due to
similarity to a basivertebral vein.

Fig. 10 False positive detections in lytic metastasis CAD. First row CT image; Second row false
positive detections. a Basivertebral vein; b vertebral disk; and c volume averaging
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11.2 Sclerotic Metastasis Detection Results

Figure 11 shows one example of sclerotic metastasis CAD results. It shows the
output of each stage in the CAD system. A total of 552 sclerotic lesions were
electronically location marked and segmented in the ground truth data set of 50
cases, for an average of 11.2 lesions per patient [standard deviation (SD): 10.8], and
a range of 0–59 lesions per patient (Table 3). The average number of lesions per
patient detected by the CAD system on this data set was 9.9 (SD: 10.1) with a range
0–57 lesions detected per patient. All 50 case CT studies accumulated during the
routine clinical review phase of the study appeared positive for lesions upon
qualitative visual assessment.

Figure 12 shows the FROC analysis for the sclerotic metastasis CAD system.
The operating point value for the training set was chosen to target a sensitivity of
90 % or greater, while maintaining a clinically reasonable false positive rate. This
same operating point was then used for the testing set. The CAD system sensitivity
for the training set was 0.90 (95 % confidence interval: 0.86, 0.92) at a false
positive rate (FPR) of 8.9 (95 % CI: 6.3, 12.0) per patient. The testing set sensitivity
was 0.84 (95 % CI: 0.80, 0.87) with an FPR of 11.3 (95 % CI: 9.3, 13.6) per patient.

Fig. 11 Sclerotic metastasis CAD. 75 year-old patient with prostate cancer. a 3-D segmented
spine with ground truth lesions marked in light blue. b Detections (red) from 3D merging
algorithm, prior to detection filter screening (red). c Red candidate lesions remaining after
screening by detection filter. Blue detections eliminated by filter. d, e Lesions remaining post SVM
classification with cutoff 0.48 (d) and 0.55 (e). Green TP lesions. Red FP lesions. False positive
detections due to degenerative change and partial volume vertebral end plates
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The testing and training sets did not demonstrate a statistically significant difference
in sensitivity, with a bivariate chi-square test statistic of 3.7 (p = 0.055).

The etiology of false positive and false negative detections was evaluated. If a FP
was found to represent a true lesion, not marked by the radiologists creating the
reference standard set but detected by the CAD system, it was manually removed
from the FP statistic. There were a total of 15 true lesions detected by the CAD
system, not marked in the reference standard set. These lesions were not included in
the reference standard set because of small size and low attenuation in eight (53 %),
because of low attenuation and location at endplate in three (20 %), because of
small size in two (13 %), because the lesion was in an L5 with sacralization that was
thought to be outside the region of interest at ground truth marking in one (7 %),
and because of inadvertent deletion of one electronic lesion segmentation data file
during creation of reference standard set in one (7 %). FP detections were most
often attributable to degenerative sclerosis (174 [28.1 %] of 620 actual detections)
and misclassification of vertebral endplate bone cortex lying parallel to the (axial)
imaging plane (173 [27.9 %] of 620) (Table 4). Other causes are noted in Table 4.
There were 93 false-negative findings, with 37 (40 %) caused by vertebral body
endplate proximity, 32 (34 %) caused by low attenuation, 17 (18 %) caused by
small size, and seven (8 %) caused by other reasons, such as the finding was out of
the search region. Figure 13 shows a few examples.

Quantitative metrics were calculated for both the ground truth and computer-
detected lesions. The difference in mean lesion volume between ground truth and
computer-aided detections was not statistically significant, with an approximate
volume difference of 0.3 % in the training set (t = 0.02, p = 0.987), and 0.9 %
difference in the testing set (t = 0.07, p = 0.943). The difference in mean lesion CT
attenuation (HU) between manually segmented lesions and computer-aided detec-
tions was not statistically significant, with 8.0 % difference for the training set
(t = 2.7, p = 0.006) and 10 % for the testing set (t = 4.95, p < 0.0001).

Fig. 12 FROC analysis for sclerotic metastasis CAD
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12 Discussion

While CT is not the study of choice for initial whole body screening the whole
patient for bone metastases–skeletal scintigraphy or conventional radiography are
the most common choices [56–60]—metastases still must be identified on CT when
possible. However, since the cost of CT is decreasing and the radiation exposure is
also reducing, CT is becoming more affordable and available for screening pur-
poses. Additionally, the ability to detection metastases on CT continues to grow in
importance with the increasingly widespread availability and use of integrated PET/
CT imaging in the detection and follow up of metastatic disease. Using bone
window settings, CT shows a high level of detail in bone, distinguishing amongst
materials of different radio densities [61, 62]. For depicting metastases to the spine,
CT is superior to skeletal scintigraphy and conventional radiography [11, 18] and
has performed at sensitivities ranging from 93 to 100 % [17, 63, 64]. However,
these lesions can be subtle and easily overlooked by a radiologist, especially when
bone windows are underutilized [58] and the radiologist has not been specifically
directed by the referring physician to look for metastases.

Detecting spinal lesions by computer is challenging, owing to the variation in
bone attenuation within and amongst patients as well as the diversity of non-
metastatic abnormalities such as degenerative disk disease. The problem must be
broken down into manageable components that can be addressed sequentially. Our
system detects lytic and sclerotic metastases separately and the results can be
combined. The first task in detecting spinal metastases is to locate and segment the
spine, excluding other structures. This is most difficult in the thoracic spine, where
the ribs are often detected along with the vertebrae. We included location criteria in
our filter and classifier to account for this, but a number of the “outside” false
positives were detections on costovertebral joints, as they are low intensity regions
surrounded by high attenuation cortex. The synovial joints between adjacent ver-
tebrae and the nearby contrast-filled IVC are sometimes segmented along with the
lumbar vertebrae, resulting in “outside”, non-bone related false positives.

While adjacent high intensity structures pose a challenge for segmentation of the
spine from non-spine structures, the intrinsically low intensity intervertebral disks

Fig. 13 False positive detections in sclerotic metastasis CAD. FPs (red dot) due to: a cortex of
neuroforamen, b cortex of endplate, c bone cortex/neurocentral synchondrosis, d sclerotic margin
basivertebral bundle, e degenerative sclerosis of osteophyte, f bone island, g sclerotic Schmorl’s
node margin
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pose a challenge during both segmentation and lytic lesion detection. Disks and
lytic lesions are both low intensity regions, so disks may be mistaken for lesions
and disks may cause volume averaging with the vertebrae. This accounts for 27 %
of false positive detections in the training set. These false positive detections may be
reduced if the intervertebral disks can be automatically identified within the spinal
column.

The 5 mm slice thickness of our dataset posed another challenge to the seg-
mentation of the spine and detection of lesions. This thickness is common for
routine CTs of the chest, abdomen, and/or pelvis. Our system is designed to find
unexpected spinal metastases on examinations ordered for other indications. Thick
slices lead to volume averaging, causing parts of the vertebral body to have
intensity similar to surrounding soft tissues. Substantial leakage (segmentation of
undesired structures) could happen when region-based segmentation is applied. We
adopted a multi-pass technique to address this problem. First a high threshold was
applied to get the initial segmentation, then morphological operations and rolling
balls were applied to close the holes and gaps. Thick slices increase “normal” false
positive detections, especially in the vertebral arch, when oblique cuts result in
volume averaging of vertebral cortex and adjacent soft tissues. Finally, the slice
thickness makes lesions more difficult to detect, as most only appear on one slice.
Other low intensity structures that cause false positive detections are the spinal
canal, the basivertebral vein, and the vein’s connections to the anterior external
venous plexus. These false positives have characteristic features, especially in terms
of location and shape, which may be used in future CAD systems to recognize and
eliminate them from the CAD potential lesion list that is presented to radiologists
for consideration.

False negatives can be attributed to two main causes. Two of them were due to
failures in segmentation of the pedicle, while the final false negative was due to a
failure of characterization. Further work could increase the accuracy of segmen-
tation of the pedicle, while a larger training set may help the classifier distinguish
between true lesions and false positives.

Quantitative metrics for lesion volume and CT attenuation were calculated for
comparison of CAD system and manually performed lesion characterization. The
difference in mean lesion volume and CT attenuation between ground truth and
computer-aided detections was not statistically significant. Thus, the CAD system
was able to quantitatively characterize the detected lesions with good agreement
when compared to the manually segmented data set. Of particular importance,
manual tracing of the margins of each lesion for electronic segmentation, with each
lesion typically extending over multiple axial image slices required hours of radi-
ologists’ time for typical cases. The CAD system was able to automatically analyze
each case in less than 2 min on a standard office desktop computer.

There were limitations in CAD system design. First, the bounding region for
lesion search was limited to the body and pedicles of the vertebrae. This anatomic
simplification was felt justified as this work was intended as a preliminary proof of
concept study, and it has been shown previously that the primary loci for (early)
metastatic spread to the vertebrae are in the vertebral body and pedicles, and the
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majority of the volume of the vertebra are constituted by these regions [65–67].
Bounding box inclusion of the vertebral body and pedicles thus assesses the most
likely regions of early metastatic tumor involvement. Future work could include the
laminae, transverse and posterior spinous processes for a more complete evaluation
and characterization of sclerotic tumor burden. Second, the false positive (FP) rate
is relatively high. Two of the three most common causes (volume averaging of
cortex at vertebral endplates and pedicles) may be decreased by a more sophisti-
cated segmentation algorithm design, and the third (degenerative sclerosis) by an
addition of an algorithm designed to detect degenerative change of the vertebrae.
Elimination of these three FP etiologies would eliminate 75 % of false positive
detections. Third, images reconstructed with a soft tissue kernel were used to
decrease the effect of image noise on software performance. Future design may
include increased robustness in the presence of image noise. Finally, sclerotic
lesions and lytic lesions were detected separately. An integrated approach to lytic
and sclerotic lesion detection and characterization is under investigation.

Since CAD technologies are still under intensive development, most studies of
CAD systems to-date have reported its performance in the laboratory setting rather
than in the radiology reading room. This CAD system is designed for clinical
application as a secondary reader to increase the sensitivity for detection of sclerotic
metastatic lesions in the spine. Potential future practical applications include
quantification of bone tumor burden and of change in individual lesions and total
tumor volumes with generation of metrics, for follow-up examinations in patients
undergoing treatment, as well as to assess for localized new or changing density
lesions.

In conclusion, we have presented a CAD system that can detect both lytic and
sclerotic metastases in the thoracolumbar spine. We have identified some of the
common causes of false negative and false positive detections to guide further
development of bone CAD systems. The CAD framework is based on supervised
machine learning techniques and can be employed to detect other abnormalities in
the spine, such as fractures, osteophytes and epidural masses. Additional research
will be required to show whether bone CAD systems improve radiologists’ diag-
nostic accuracy and interpretive efficiency.
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Quantitative Monitoring of Bone
Formation in Ankylosing Spondylitis
Using Computed Tomography

Sovira Tan

Abstract Ankylosing Spondylitis, an inflammatory disease affecting mainly the
spine, can be characterized by abnormal bone structures (syndesmophytes) growing
at intervertebral disk spaces. Monitoring the evolution of these syndesmophytes has
been a challenge because of their slow growth rate, a problem compounded by the
use of radiography and a mainly qualitative rating system. To improve the low
sensitivity to change of radiographic reading, we designed a computer algorithm
that fully quantitates syndesmophytes in terms of volume using the 3D imaging
capabilities of computed tomography. Its reliability was assessed by computing the
difference between the results obtained from 2 scans performed on the same day in
9 patients. A longitudinal study performed over 2 years with 33 patients shows that
the method holds promise for longitudinal clinical studies of syndesmophyte
development and growth. At the end of the first year, 73 % of patients had a volume
increase computed by the algorithm compared to only 12 % for the reading of
radiographs.

1 Introduction

Ankylosing Spondylitis (AS) is a progressive inflammatory arthritis affecting pri-
marily the spine. It characteristically causes back pain and can lead to structural and
functional impairments. As a result, AS patients may suffer from work disability,
unemployment, and reduced quality of life. Estimates of prevalence rates range
from 0.1 to 1.4 % of the general population. AS is about twice as common in men
as in women. It has a known association with an important immunogenetic com-
ponent of DNA known as HLA-B27. The majority of patients affected by AS are
HLA-B27 positive. AS patients may also develop inflammation of tendon–bone
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junctions and the eye. Commonly affected areas of bony involvement are the spine
and sacroiliac joints. Progression of AS is best characterized by abnormal bone
(syndesmophytes) formation along the margins of inter-vertebral disk spaces (IDS).
Syndesmophytes cause irreversible and progressive structural damage, and over
decades, can lead to spinal fusion [1, 2].

Monitoring syndesmophyte evolution is essential for many clinical studies of
AS. Recently available treatments, tumor necrosis factor (TNF) inhibitors, have
attracted much attention and fostered new hope by substantially reducing signs of
inflammation and improving quality of life [3–5]. However it is still an open
question whether they slow syndesmophyte growth or not. Most studies seem to
show a slight deceleration but without statistical significance [6–10]. The causes of
bone formation in AS are still poorly understood. In particular, the involvement of
inflammation, which has face value plausibility, constitutes a perplexing and still
unanswered question. Evidence of the correlation between inflammation and syn-
desmophyte growth has been marginal at best despite extensive studies [11–18]. To
elucidate the mechanisms of bone formation in AS at a molecular level, correlation
between syndesmophyte growth and various biomarkers of bone turnover has been
investigated [19, 20]. Predictors of syndesmophyte formation have been sought
with only limited success [21, 22]. New promising perspectives on syndesmophyte
growth have been opened by genetic studies [23, 24]. In particular, Dickkopf-1
(DKK-1), a regulatory molecule of the Wnt pathway which controls embryonic
development, has attracted much attention [25–27].

Unfortunately, all those studies have been hampered by the fact that the current
standard for assessing syndesmophyte growth, the visual examination of radio-
graphs, has very poor sensitivity to change. This low sensitivity to change is not
only a reflection of the slow growth rate of syndesmophytes. It is also caused by the
limitations of radiography, which projects 3D objects onto 2D images with atten-
dant losses of spatial information and ambiguities in density caused by superim-
position. Moreover, syndesmophytes on radiographs are usually rated using coarse
semi-quantitative reading systems [28, 29]. The modified Stoke Ankylosing
Spondylitis Spinal Score (mSASSS) has emerged as the most widely used reading
system [30]. The crudeness of the scoring systems further limits sensitivity to
change [31]. Figure 1 shows an example of syndesmophyte growth visible on
reformatted CT but not radiography.

To overcome the limitations of radiographic methods, we designed a computer
algorithm that quantitatively measures syndesmophyte volumes in the 3D space of
CT scans [32, 33]. The algorithm is described in the following section. In Sect. 3,
we investigate its accuracy and precision. Results of a 2-year longitudinal study are
presented in Sect. 4. We review the future challenges of the new method in Sect. 5
before concluding in Sect. 6.
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2 The Algorithm

The complete algorithm, summarized in Fig. 2, has of three main parts. First,
vertebral bodies are segmented using a 3D multi-stage level set method. Triangular
meshes representing the surfaces of the segmentations are made [34]. The 3D
surfaces shown in Fig. 2 are triangular meshes obtained from our segmentation
results. The vertebral surfaces of corresponding vertebrae are then registered. The
purpose of the registration is to extract the syndesmophytes of both vertebrae using
the same reference level. Syndesmophytes are cut from the vertebral body using the
end plate’s ridgeline as the reference level.

2.1 Segmentation of the Vertebral Bodies

Many image processing segmentation techniques have previously been applied to
the extraction of vertebral bodies in CT [35–42]. For our algorithm, we chose to use
level sets for their flexibility [43]. Flexibility is essential in our application as
syndesmophytes can deform the normal vertebral shape in unexpected ways. Level
sets are evolving contours or surfaces that can expand, contract, and even split or
merge. For the purpose of segmentation they are designed to deform so as to match
an object of interest. Many different types of level set exist, depending on the image
features chosen to guide the segmentation. For our particular purpose, we selected

Fig. 1 Example of syndesmophyte growth from baseline (BL) to year 1 (Y1) visible on CT
reformations but not on radiographs
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Fig. 2 Overview of the complete algorithm
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two level sets based on edge features: the geodesic active contour (GAC) [44] and
what we call for convenience the classical level set (CLS) [43]. The GAC evolves
according to the equation [44]:

dw
dt

¼ ag ~xð Þc rwj j þ bg ~xð Þj rwj j þ crg ~xð Þrw ð1Þ

Contours encoded as the zero level set of a distance function w ~x; tð Þ: points that
verify w ~x; tð Þ ¼ 0 form the contour. The three terms on the right-hand side of the
equation respectively control the expansion or contraction of the contour (velocity c),
the smoothness of the contour using the mean curvature j and the adherence of the
contour to the boundary of the object to be segmented. The last term, often called
advection term, is specific to the GAC and is responsible for its robustness to gaps in
an object’s boundary. The parameters a, b and c allow the user to weight the
importance of each term. The spatial function g ~xð Þ, often called speed function, is
derived from the images to be segmented and contains information about the objects’
boundaries. The design of the speed function is crucial for the success of the seg-
mentation. Depending on the specific needs of the application, information on the
object’s boundary can be based on image gradient, Laplacian or any other relevant
feature. The CLS is equivalent to the GAC without the advection term. The omission
of the advection term makes the CLS more flexible.

A vertebral body is composed of trabecular bone surrounded by denser cortical
bone. Syndesmophytes are made of cortical bone (Fig. 1). To capture those different
components, we adopted a multistage strategy in which successive level sets seg-
ment the trabecular and cortical bone. Our algorithm is also multiscale. It was
originally uniscale [45] but we found that multiscaling made the segmentation not
only faster but also more robust and accurate. Our multiscale, multistage, 3D
segmentation algorithm is summarized in the flowchart in Fig. 3. We first linearly
subsample our data (step 1). Then the original algorithm is applied to the obtained
half-scale volume. The preprocessing (described below) determines the parameters
of the sigmoid used to compute the speed function of the first GAC (step 2.1). The
first GAC roughly segments the interior of the vertebra (step 2.2). Its seed is the
result of a fast marching (FM) stage starting from a seed point roughly placed by the
user in the center of the vertebral body and lasting 20 iterations. The second level
set, also a GAC, refines this segmentation using a Laplacian convolution of the
image as the speed function (step 2.3). The third level set, a CLS, segments the
cortical bone (step 2.4). A postprocessing step fills some remaining holes using a
dilation followed by an erosion (step 2.5). The resulting segmentation is then super-
sampled back to full scale (step 3) and refined using a CLS (step 4). A last hole-
filling postprocessing is performed (step 5).

The speed function g ~xð Þ should ideally have values close to 1 where there are no
boundaries (so that the level set can expand rapidly) and values close to 0 where
boundaries are present (so that the level set stops). This can be achieved for instance
by writing [46]:
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g ~xð Þ ¼ 1� 1

1þ exp � I�n
g

� � ð2Þ

where I is the gradient magnitude of the grey level image at voxel ~x. The two
parameters n and g are typically computed using the equations [46]:

g ¼ K1 � K2

6
n ¼ K1 þ K2

2
ð3Þ

where K1 is the minimum gradient magnitude value along the object’s boundary
and K2 the average gradient magnitude inside the object where the level set is
initialized. Those definitions ensure that the level set advances over internal gra-
dients but stops at the minimum gradient along the boundary, as Eq. (2) maps
gradients values up to K2 to approximately 1 and gradient values equal or larger

Fig. 3 Flowchart of the algorithm for segmenting vertebral bodies
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than K1 to approximately 0. K2 can be evaluated as the mean gradient magnitude
inside a neighborhood around the seed placed by the user in the center of the
vertebral body. K1 can be determined by a search algorithm. Along lines originating
from the center of the vertebral body, the maximal gradient magnitude is considered
as belonging to the object’s boundary and is recorded. The mean of the 10 % lowest
recorded values constitutes our estimate for K1 [32]. The optimal values for
parameters a, b and c were determined experimentally [32]. Figure 4 shows an
example of segmentation obtained by the algorithm.

2.2 Segmentation of the Vertebral Body Ridgelines

The segmentation of vertebral body ridgelines is a preliminary step to both the
registration stage (Sect. 2.3) and the syndesmophyte extraction stage (Sect. 2.4).
The vertebral body ridgelines provide the landmarks that aid the registration process
and the reference level from which syndesmophytes are cut. We extract the ridg-
elines from the triangular meshes representing the surfaces of the vertebrae using
the same level set as Eq. (1), but transposed from the Cartesian domain of rect-
angular grids to the domain of a surface mesh. While in the usual image grids of CT
scans the relevant features are grey level gradients, on a surface mesh, the useful
features are curvature measures (the vertebral body surface is more curved at the
ridgelines than on the end plates). The curvature measure we used is curvedness
(C) [47]:

Fig. 4 Example of vertebral body segmentation (original image on the left, segmentation results
on the right)
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C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j21 þ j22

2

r
ð4Þ

where j1 and j2 are the principal curvatures. Curvedness is a local measure that can
be computed at each vertex on the mesh. The larger C is, the more curved the local
surface is. The speed function, constructed using Eqs. 2 and 3 but with curvedness
replacing grey level gradients, ensures that the level set contour expands in
the center of the end plates (low curvedness) and stops at the ridgelines (high
curvedness) [32].

The level set evolution equation (Eq. 1) can be implemented on a mesh with two
important adjustments relative to level sets in rectangular grids: (1) Gradients and
curvatures have to be computed in local coordinate systems defined around each
vertex as small enough neighborhoods can reasonably be considered planar. (2)
Gradients and curvatures have to be computed using least square estimation
methods rather than finite differences [32].

We use the following definitions and notations for level sets on mesh. A function
f Vð Þ defined on a mesh associates to each vertex V the quantity f Vð Þ. A vertex V is
defined by its three coordinates (x, y, z) which can be relative to a global or a local
orthonormal frame. V can therefore also be seen as a vector. By immediate neighbor
of vertex V , we mean a vertex linked to V by an edge. The 1-ring neighborhood of
V is the set of immediate neighbors of V . The 2-ring neighborhood of V consists of
its 1-ring neighborhood and all the immediate neighbors of the vertices in the 1-ring
neighborhood. The process can be iterated. Thus, the n-ring neighborhood of V is
comprised of its (n − 1)-ring neighborhood and all the immediate neighbors of the
vertices in the (n − 1)-ring neighborhood.

To implement Eq. 1, the gradients of the distance function w and the speed
function g have to be evaluated. We do this locally on the mesh in a 1-ring
neighborhood around each vertex. The components of rf Vð Þ the gradient of any
function f at vertex V can be evaluated by minimizing:

E ¼
XN
i¼1

rf Vð Þ �~ni �rf Vð Þi
� �2 ð5Þ

The summation is over the N immediate neighbors of V . The ith neighbor Vi of
V defines the unit directional vector ~ni:

~ni ¼ Vi � V
Vi � Vj j ð6Þ

The quantity rf Vð Þi is the finite difference of function f in the direction of the
ith neighbor Vi:
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rf Vð Þi¼
f Við Þ � f Vð Þ

Vi � Vj j ð7Þ

The vector components in Eqs. (5)–(7) are relative to local orthonormal frames
defined at each vertex V . The gradients rw and rg in Eq. (1) are computed using
Eqs. (5)–(7). rw is then used to compute the mean curvature j.

The gradient rw is used to form two functions on the mesh: wx Vð Þ and wy Vð Þ,
which respectively associate the x and y components of rw to each vertex V . We
can then evaluate the gradients of wx Vð Þ and wy Vð Þ using Eqs. (5)–(7), which in
turn yields wxx, wxy and wyy. Those are the quantities necessary to compute the mean
curvature j of the distance function w:

j ¼ wxxw
2
y � 2wxwywxy þ wyyw

2
x

w2
x þ w2

y

� �3
2

ð8Þ

The seeding for the mesh level set is also derived from the user placed seed for
the vertebral body segmentation. From that seed (roughly in the center of the
vertebral body), a vertical line cuts the upper and lower end plates in two points.
Those points are used as the seeds for the mesh level sets on the upper and lower
end plates. An alternative seeding technique without user input and that relies on
the clustering of vertices with low curvedness has recently been proposed [48].
Figure 5 shows an example of contour evolution on the upper end plate of a
vertebra. Figure 6 shows several examples of final segmentation results.

2.3 Vertebral Body Registration

Ideally, ridgelines detected on different scans of the same vertebra should be located
at identical positions at the junction where the syndesmophytes merge with the end
plates. In reality, those positions can be subject to variations, especially for syn-
desmophytes that do not grow at a right angle in respect to the end plate but
laterally and merge with the end plate in a smooth gradual junction. In such cases,
the curvature at the junction can be low and the level set might stop at the syn-
desmophyte’s base or slightly leak into the syndesmophyte depending on differing
image resolution, sharpness or noise. Figure 7 shows such a discrepancy between
baseline and year 1 ridgelines, with a small leak at year 1 (red arrow). Bone above
the ridgeline will be labeled as syndesmophyte. If the syndesmophytes at baseline
and year 1 were cut from their respective ridgelines, the leak in the year 1 syn-
desmophyte would cause a deficit in volume compared to baseline. This difference
would not be due to real syndesmophyte change. Because real growth may be
small, it is important to reduce the error coming from ridgeline discrepancies. We
use registration to correct such inconsistencies. Registration aligns the vertebral
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bodies of scans (middle of Fig. 2). Once the vertebral bodies are registered, either of
the two ridgelines can be used. The important point is to use only one of the
ridgelines so that the same syndesmophyte is cut from the exactly the same level on
two scans.

Fig. 5 Example of level set evolution on a mesh

Fig. 6 Examples of end plate (white) and ridgeline (green) segmentation
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We used the iterative closest point (ICP) algorithm to register the surfaces of the
vertebrae segmented at baseline and year 1. Given 2 sets of points, the ICP algo-
rithm finds the rigid transformation that minimizes the mean square distance
between them [49–51]. We added landmark matching to address the problem of
entrapment in local minima. Our ICP algorithm is performed successively on the
ridgelines, end plates and the complete surface, the result of each stage serving as
the initialization for the following stage [52]. Figure 8 shows some examples of
registration results.

Fig. 7 End plate (red) and ridgeline (black) segmentation at baseline (left) and year 1 (right)

Fig. 8 Two examples of vertebral surface registration
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2.4 Syndesmophyte Segmentation

Once corresponding pairs of vertebrae are registered, syndesmophytes can be cut
from the vertebral bodies using the ridgeline of the baseline vertebra (using the year
1 or 2 ridgelines is also possible). The algorithm identifies syndesmophytes in each
IDS unit. The cutting algorithm marks as syndesmophyte bone voxels lying
between the two end plates that bound each IDS. Because of the high precision
required by our application, we found it necessary to operate this cutting with
subvoxel accuracy. We also address the problem of differing degrees of smoothness
in the reconstructions and partial volume effect, and refine the segmentation of
syndesmophytes [33].

2.4.1 Syndesmophyte Cutting

Each IDS is bounded by the lower end plate of the superior vertebra, that we note
EP1, and the upper end plate of the inferior vertebra, noted EP2. The corresponding
ridgelines are respectively noted RL1 and RL2. The cutting algorithm marks as
syndesmophyte those previously segmented voxels that are between those 2 end
plates. Each candidate voxel is considered in relation to the local ridgelines. If it is
below the local level of EP 1/RL1 and above the local level of EP2/RL2 it is
marked as syndesmophyte.

However the representation of a continuous space by discrete voxels can
introduce inaccuracies in this algorithm. In the first version of our algorithm, a
whole voxel was considered either totally above or below the local ridgeline level
[32]. However, in reality, most voxels close to the ridgeline level are neither
completely above nor completely below that level. Rather, part of the voxel is
above while the other part is below. The following algorithm achieves syndes-
mophyte cutting with subvoxel accuracy. We show how to determine the proportion
of a voxel above the local level of EP2/RL2. Determining the proportion of a voxel
below the local level of EP1/RL1 is straightforwardly similar.

First we extract the normal to the end plate EP2, ~N, using a least square estimate
method [32]. Let V be a voxel under consideration. We determine the local ridgeline/
end plate level in the following way. The point of RL2 closest to V is found.
Neighboring points of EP2/RL2 are averaged to form the point RV , which, as an
average, is an estimate more robust to noise. ~N and RV define a plane P (orthogonal
to ~N and containing RV ), that can be used to cut syndesmophyte from vertebral body.
We now determine the position of V relative to this plane. V is a rectangle defined by
8 vertices Vi with i 2 f1; . . .; 8g: The sign of the scalar product:

s Við Þ ¼ signðRVVi
��! � ~NÞ ð9Þ

tells us if Vi is above or below the plane P. If all signs are positive or negative, then
voxel V is either completely a syndesmophyte voxel or not. If we have a mix, then
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V is a partial syndesmophyte voxel. To determine what proportion of V is
syndesmophyte, we subdivide V into smaller rectangles. A voxel V of dimensions
px, py and pz can be subdivided into M3 equal subvoxels of dimensions px

M,
py
M and pz

M.
For this, we simply take as locations of the vertices of the new subvoxels the
coordinates i � pxM ; j � pyM ; k � pzM

� �
where M is an integer controlling the number of

subdivisions and (i, j, k) are integers. The choice M = 10, which means each voxel
is divided into M3 = 1,000 subvoxels, is a good trade-off between computational
speed and gain in precision. The better precision results produced by finer subdi-
visions (larger M) are limited by diminishing returns. Then, for each subvoxel, it is
straightforward to determine if it is above or below P using the same scalar product
(Eq. 9). However, since we do not want to pursue the subdivision process further, it
is not necessary to test all 8 vertices. We only test one, corresponding to the
smallest (i, j, k). For every subvoxel of V, if the test is positive in sign we increment
NS that we define as the number of subvoxels of V found to be syndesmophyte
(conversely to determine the proportion of a voxel below the local level of EP1/
RL1, we would increment when the test is negative in sign). The corresponding
partial syndesmophyte volume is:

PSV ¼ NS

M3 � px � py � pz ð10Þ

Figure 9 illustrates the difference between whole voxel and subvoxel cutting.

Fig. 9 Comparison between subvoxel and whole voxel cutting. a Coronal view of a CT scan of an
IDS. b Lateral view of the 3D surface reconstruction of the registered right-hand side
syndesmophytes. View of the registered syndesmophyte upper surfaces after c subvoxel and
d whole voxel cutting from the vertebral body. The view is from the direction of the blue arrow in
(a) and (b)
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2.4.2 Equalization of Image Smoothness

In a longitudinal study, patients imaged at different times can be scanned using
different scanners and/or different scanning parameters. Even when a protocol
specifies the scanner and scanning parameters, errors can occur. Images from
different scanners and/or with different scanning parameters have different levels of
smoothness. The influence of differing degrees of image smoothness on quantitative
measurements has been recognized before [53]. In our case, it has an impact on the
apparent size of the syndesmophytes. In general, the smoother an image is, the
larger the syndesmophyte will appear. To compensate for this effect we devised an
algorithm for harmonizing the degree of smoothness of two images. Although we
strongly recommend using scanners and scanning parameters in a consistent
manner, the ability to compensate for image smoothness differences can allow more
flexibility in scanner use when consistency is impractical.

We first devised a measure of image smoothness in a homogeneous region
containing only trabecular bone. A region containing both trabecular and cortical
bone could produce misleading results. For each voxel in homogeneous region, a
mean difference with its neighbors is computed. All those voxel-wise differences
are then averaged across the region. This measure can be written:

S ¼
XM
j¼1

XNj

i¼1

GLj � GLi
�� ��

MNj
ð11Þ

where GLj is the grey level of voxel j in the region, GLi is the grey level of voxel
i in the neighborhood of j. M is the total number of voxels in the region. Nj is the
total number of neighbors of j that are also in the region. Nj is 26 unless voxel j is at
the boundary of the region. To extract a homogeneous region we make use of the
segmentations of the vertebral bodies (Sect. 2.1). Eroding those with a structuring
element of 5 voxels we obtain homogeneous regions in the trabecular bone. The
standard deviation of grey levels in the homogeneous region described can also be
used as a smoothness measure. In our experiments, we found that our measure
(Eq. 11) performed slightly better in regards to the precision of syndesmophyte
volume measurement.

Our procedure for equalizing the smoothness of two images is as follows. We
first compute the smoothness measures of the two images. The smoother image has
the lower measure, which we call Smin. We call the smoothness measure of the other
image S. We convolve the least smooth image with Gaussians of increasing stan-
dard deviations. We start with a standard deviation of 0.025 mm and increase it by
increments of 0.025 mm. After each convolution we compute S. When S becomes
smaller than Smin we stop the process. Let us call that measure Sn and the previous
one Sn−1. We compute the differences Smin � Snj j and Smin � Sn�1j j. If the first
difference is smaller we use the Gaussian associated with Sn to equalize the
smoothness of the two images. Otherwise we use the Gaussian associated with Sn−1.
Figure 10 shows an example of the procedure. The standard deviation of the
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Gaussian needed to smooth (a) to the level of (b) was 0.125 mm. This stage is a pre-
processing step for the following refinement technique.

2.4.3 Density and Laplacian Based Correction

The last step refines the segmentation of the syndesmophytes using the Laplacian
filter and gray level density. The output of the Laplacian filter allowed us to
pinpoint the boundary between bone and soft tissue. The interface between the two
materials can be modeled as a smooth step function. Its Laplacian is positive on one
side of the step and negative on the other. The Laplacian divides the interface
between 2 materials of different densities with the zero-crossing roughly in the
middle. Figure 11 shows an IDS processed with a Laplacian. The color code is
green for negative values and red for positive ones. Cortical bone is mainly green.
Cortical bone is thin and can be seen as two step functions back to back.

At the boundary between bone and soft tissue, the representation of a continuous
space by discrete voxels leads to the creation of voxels containing both materials, a
phenomenon usually called partial volume effect. Our algorithm incorporates partial
voxels, assigning them a partial volume value depending on their “density”, that is,
their grey level intensity. The density criterion is obtained in the following manner.
From the initial rough syndesmophyte segmentation we estimate the mean voxel

Fig. 10 Smoothness equalization: the least smooth image (a) is convolved with a Gaussian (c) to
match the smoothness level of (b)
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intensity for syndesmophyte, GLS. Syndesmophytes are surrounded by soft tissue.
Considering the neighbors of syndesmophyte voxels we mark the first soft tissue
layer, T1 and second soft tissue layer T2. From those layers (T1 and T2) we extract
the mean voxel intensity for soft tissue, GLT. For a voxel i labeled as syndesmo-
phyte or belonging to T1 or T2, our density criterion is based on the measure Di

defined as:

Di ¼ GLi � GLT
GLS � GLT

ð12Þ

where GLi is the grey level of voxel i. The higher the bone content of the voxel, the
higher Di is.

The density and Laplacian criteria are combined in the following manner:

(a) First we consider all syndesmophyte, T1 and T2 voxels. If a voxel i (syndes-
mophyte, T1 or T2) verifies the conditions:

Di [D1 and Li\0 ð13Þ

where D1 is a threshold, it is classified as syndesmophyte (Li is the Laplacian
at voxel i). Otherwise it is labeled as soft tissue. This first step mainly corrects
leaks. An example is shown in Fig. 12.

(b) The labeling of soft tissue layers T1 and T2 and the computing of GLS and GLT
are updated based on the new more accurate segmentation resulting from step
(a). We then process the first soft tissue layer T1. If a voxel i of T1 verifies the
conditions:

Di [D2 and Li\0 ð14Þ

Fig. 11 Effect of the Laplacian filter on an intervertebral disk space: a Original image.
b Laplacian of image (a), color-coded with green (negative values) and red (positive values)
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where D2 is a threshold, it is classified as partial syndesmophyte with
proportion of bone corresponding to Di. This second step adds a layer at the
bone/soft tissue boundary where, due to partial volume effect, voxels are likely
to contain both types of tissues.

The thresholds D1 and D2 control how selective the algorithm is in admitting
syndesmophyte voxels. They can be used to add partial bone voxels that were not
segmented or exclude soft tissue voxels that were mistakenly labeled as syndes-
mophyte. Both thresholds can be set between 0 and 1. Lower thresholds are more
permissive in syndesmophyte selection. Extensive experimentation led us adopt the
set of threshold (0.8, 0.2) for D1 and D2 respectively [33].

3 Accuracy and Precision of the Algorithm

3.1 Accuracy and Validity

As an accuracy test, we compared manually and automatically segmented syn-
desmophytes [33]. Patients were scanned on either a Philips Brilliance 64 or a GE
Lightspeed Ultra. For both scanners, voltage and current parameters were 120 kVp
and 300 mAs, respectively. Slice thicknesses were 1.5 and 1.25 mm, respectively,
for the Philips and GE. Spacing between slices was 0.7 and 0.625 mm for the
Philips and GE respectively. Each patient was scanned from the middle of the T10
vertebra to the middle of the L4 vertebra providing 4 IDSs for analysis (T11/T12,
T12/L1, L1/L2 and L2/L3). These scanning parameters were used for all the studies
including the reliability and longitudinal studies. Using the ITK-SNAP software
[54], one operator manually segmented syndesmophytes in two IDSs (L1/L2 and
L2/L3) for 6 patients. The agreement between manually and automatically seg-
mented syndesmophytes was evaluated using the overlap similarity index (OSI),
also known as the Dice similarity coefficient [55]:

Fig. 12 First stage of the syndesmophyte refinement algorithm: a original image, b initial
segmentation and c leak correction
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OSI ¼ 2 V1 \ V2ð Þ
V1 þ V2

ð15Þ

where V1 and V2 are the two volumes compared. OSI is always comprised between
0 and 1, with 1 indicating perfect overlap. Out of the 12 IDSs processed, the mean
(±std) OSI was 0.76 (±0.06). Considering that syndesmophytes are small objects, an
OSI of 0.76 indicates good agreement. Figure 13 shows an example of syndes-
mophyte segmentations by the manual and automated methods.

In a more extensive validation study involving 38 patients, the syndesmophyte
volumes computed by the algorithm were compared with the readings of physicians
[56]. Two physicians scored 152 IDSs (4 IDSs per patient) using a 4-point grading
system (0 = no syndesmophyte; 1 = small isolated syndesmophytes involving less
than a quarter of the vertebral rim and no bridging; 2 = syndesmophyte involving
more than a quarter of the vertebral rim or focal bridging; 3 = bridging involvingmore
than a quarter of the vertebral rim). The physicians examined the IDSs in the axial,
coronal and sagittal views of the CT reconstructions. Figure 14 shows the association
of computed volumes with the physicians’ ratings. Volumes computed by the algo-
rithm increased with the readers’ scores (p < 0.0001 using a stratified Kruskal–Wallis
trend test accounting for non-independence of observations within patients [57]).

3.2 Reliability/Precision

The precision of the algorithm was evaluated by comparing the results of 2 scans
performed on the same day in 9 patients [56]. The protocol was approved by the
institutional review board and all subjects provided written informed consent. After

Fig. 13 Comparison between manual (red) and automated (green) segmentation of syndesmo-
phytes on a 3D surface reconstructions, b, c sagittal slices. The yellow line in a indicates the
position of the sagittal slices. The overlap similarity index in this example is 0.77
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the first scan, patients stood up before lying down again for the second scan. This
ensured that they did not lie in exactly the same position and that the variation was
in the range expected for patients in a longitudinal study. That enabled us to include
the variability originating from CT artifacts such as beam hardening [58]. Syn-
desmophyte volumes from the 4 IDSs were added to form a total per patient.

Various measures of reliability were computed (Table 1). The mean (±std)
difference between the two scans, 18.3 (±19.6) mm3, only represents 1.31 % of the
total mean syndesmophyte volume, 1,396 (±1,564) mm3. The intraclass correlation
coefficient (ICC) was very high. The coefficient of variation (CV) was estimated
according to the guidelines of Gluer et al. [59]. Bland-Altman analysis was used to
determine the 95 % limits of agreement [60]. Volume measures were heterosked-
astic, with larger inter-scan differences for larger syndesmophyte volumes.
Bland–Altman analysis was therefore performed on log-transformed values, and the

Fig. 14 Boxplots of computed syndesmophyte volume and height by physicians’ scores (white for
one reader, grey for the other). N is the number of intervertebral disc spaces

Table 1 Reliability/precision
of computed syndesmophytes
volumes

Syndesmophyte volumes

1st scan 2nd scan

Min (mm3) 55.4 55.5

Max (mm3) 4,333 4,292

Mean ± std (mm3) 1,396 ± 1,564 1,404 ± 1,564

Reliability measures
Mean ± std of difference
(mm3)

18.3 ± 19.6

ICC 0.99

CV (%) 1.31

95 % limits of agreement
(%)

[−0.30, 0.30]

Quantitative Monitoring of Bone Formation … 149



95 % limits of agreement for volume were in terms of percentage [61]. Using this
method it was found that an increase in syndesmophyte volume of more than 3 %
represented a change greater than measurement error.

4 Longitudinal Study

For this study, we performed lumbar spine CT scans on 33 patients at baseline, year
1 and year 2 [62]. The same 4 IDSs as in the precision study were processed.
Radiographs of these 4 IDSs were also scored by a physician using mSASSS but

Fig. 15 Examples of syndesmophyte progression from baseline (BL) to year 1 (Y1). From left to
right 3D surface mesh (syndesmophytes in red and vertebral bodies in green), CT slice, radiograph
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without the score of 1 which does not represent syndesmophyte growth. The scores
were: 0 = no syndesmophyte; 2 = syndesmophyte but not complete bridging;
3 = bridging. Results from the 4 IDSs were added. Figures 15 and 16 show
examples of syndesmophyte progression detected by the algorithm but not visible
on radiographs from baseline to year 1 and 2 respectively.

The mean (±std) computed syndesmophyte volume change was 87 (±186) mm3

at year 1 and 201 (±366) mm3 at year 2, which respectively represents an increase
of about 8 and 18 % in respect to the mean baseline volume. At year 1 and 2,
respectively 24 (73 %) and 26 (79 %) patients had a volume increase. By contrast,

Fig. 16 Examples of syndesmophyte progression from baseline (BL) to year 2 (Y2). From left to
right 3D surface mesh (syndesmophytes in red and vertebral bodies in green), CT slice, radiograph
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only 4 (12 %) had a mSASSS increase at year 1 and 2 (Table 2). From baseline to
year 1, 18 patients (55 %) had an increase larger than 3 %, the 95 % limit of
agreement derived from Bland-Altman analysis in the reliability study. From
baseline to year 2, 23 patients (70 %) had an increase larger than 3 %. Additionally,
two patients in whom the algorithm detected no syndesmophytes in all 4 IDSs at
baseline developed new syndesmophytes at year 1, and three patients did so at year
2. For these patients, the rate of change cannot be computed because their baseline
was 0.

Figure 17 shows the cumulative probability plots for computed volume changes
and mSASSS changes. The curves for computed volumes show the progressivity of
the disease. The curves for year 1 and 2 are clearly distinguishable and syndes-
mophyte volume changes are larger for year 2 than for year 1. By contrast, for
mSASSS the two curves are nearly identical and both mostly located at zero.

5 Discussion and Future Challenges

The algorithm is still new and has so far been validated on a relatively small
numbers of patients. More extensive work is needed to establish the method. The
method still requires an operator to place a seed to initiate the segmentation.
Automation of this task should be explored. The algorithm also requires high
resolution especially in the z direction (slice thickness of 1.5 mm and spacing
between slices of 0.7 mm). Additional work is needed to adapt the method to more
common lower resolution scans. It is probable that lower resolution will entail
lower precision in volume measurements.

Registration makes the choice of the ridgeline (baseline, year 1 or year 2)
unimportant. In our work, we chose the baseline ridgeline as the reference. Aver-
aging ridgelines may be advantageous, since an average is generally more robust to
errors. Although registration will ensure that the same errors are made for the scans
to be compared and will therefore not impact the computed syndesmophyte volume
differences, it is always benefic to start with the most accurate ridgeline. Many
methods can be proposed to define the average of 2 or more curves. In our case

Table 2 Change in syndesmophyte volume (CT) and mSASSS (radiography)

CT Radiography

Mean (±std) at baseline 1,095 (±1,278) mm3 4.2 (±5.6)

Baseline to year 1 Number of patients with change > 0 24 (73 %) 4 (12 %)

Mean (±std) change 87.0 (±186) mm3 0.24 (±0.97)

Baseline to year 2 Number of patients with change > 0 26 (79 %) 4 (12 %)

Mean (±std) change 201 (±366) mm3 0.30 (±1.4)
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where the ridgelines (same vertebral body at different times) should be fairly
similar, averaging can for instance be done in the direction normal to the curves.
Starting from the baseline curve, for each curve point, a local normal direction can
be estimated. On the year 1 or 2 curve, the curve point most aligned with that
normal direction can be determined and averaged with the curve point on the
baseline curve.

Fig. 17 Cumulative probability plots for changes in a syndesmophyte computed volume,
b modified stoke AS spine score (mSASSS)
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The higher sensitivity to change of our computed volumes reflects both the fully
quantitative nature of the method and the improved visualisation of syndesmophytes
using CT. Exploiting the 3D imaging capability of CT, we were able to quantitate
syndesmophytes along the entire vertebral body rim. It has been suggested that
magnetic resonance imaging (MRI) could also be used to image the spine tomo-
graphically and with less exposure for patients. Several rating systems for structural
chronicdamage inAShavebeenproposed [63–66].However, few longitudinal studies
tracking syndesmophytegrowth inMRIhavebeenpublished [67]. In [62], itwas found
that computed volumes inCTweremuchmore sensitive to change thanMRI readings.
Cortical bone is poorly visualised on MRI because its water content is similar to the
water content of surrounding tissues. Scoring systems based on MRI are semiquan-
titative, which also may limit their sensitivity to change. In addition, higher resolution
can be achieved in CT and long acquisition time for MRI causes motion artefacts.

A major criticism of the work has centered on the radiation exposure associated
with a CT scan. With the protocol used in the study, patients received an average
radiation dose of 8.01 mSv compared with 2.59 mSv for lateral radiographs of the
cervical and lumbar spine (as would be used in a complete mSASSS assessment)
[56, 62]. However, the question of radiation exposure has to be considered in close
relation with the information obtained. Although the radiation exposure of CT is
substantially higher than the radiation exposure of radiographs, each CT scan
provides complete information on syndesmophytes, and, in our study, none needed
to be discarded because of poor visualisation. The advantages of low radiation
exposure need to be weighed by the usefulness of the information gathered by that
exposure. It should be stressed that scanner technology is improving fast and, with
the introduction of iterative reconstruction, dose reduction of 50 % or more has
been achieved with minimal loss in image quality [68, 69]. The reliability of the
algorithm has to be evaluated using such dose saving methods.

Because the algorithm visualizes and quantitates syndesmophytes in their real
3D environment for the first time, it opens the door to new research possibilities.
For instance, the distribution of the syndesmophytes around the rim of the vertebral
end plates, if not random, could shed some light on the drivers of osteoproliferation,
which are still unknown. The testing of drugs that can potentially halt or slow
syndesmophyte progression will benefit from the greatly improved sensitivity and
reliability of the new method. Similarly, studies that seek to associate syndesmo-
phyte progression with gene expression, biomarkers and lifestyle risk factors (such
as smoking or lack of exercise for example) should use a method that can capture
syndesmophytes in their totality and quantitatively.

6 Conclusion

To improve the low sensitivity to change associated radiographic reading, we have
designed a quantitative measurement of syndesmophytes in CT scans. The method
has very good reliability. In a 2-year longitudinal study, the algorithm could detect
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syndesmophyte growth in 79 % of the patients compared to only 12 % for radio-
graphic reading. The mean 2-year change represented a 18 % increase in syndes-
mophyte volume in respect to the baseline volume. This method holds promise for
longitudinal clinical studies that need to track syndesmophyte growth.
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Three-Dimensional Spine Reconstruction
from Radiographs

Samuel Kadoury

Abstract For several musculoskeletal pathologies, single radiographic images do
not offer the necessary information to portray the actual three-dimensional (3D)
representation of the spine in order to assess effects such as intrinsic vertebral
rotation, inter-vertebral disc wedging, spine torsion or dislocations. This limits the
scope of routine diagnostic, follow-up exams, and treatment planning. Volumetric
imaging modalities such as CT or MRI are on the other hand limited due to the fact
that they cannot be acquired in the standing position, which is required for evaluation
of posture. Biplanar radiography is still the imaging modality that is most frequently
used for the 3D clinical assessment of spinal deformities. In this chapter, we present
the different techniques involved for obtaining the 3D reconstruction of a spine using
biplanar radiographs. First, we present different approaches (linear and non-linear)
for calibrating the radiographic scene in order to configure the proper 2D-3D spatial
relationship. Once the stereo-radiographic system is calibrated, anatomical land-
marks or vertebral shapes constituting the spine can be identified on the radiographic
images using manual identification or automated tools. Finally, using these high-
level primitives located in an accurate calibrated system, a spine model can be
reconstructed in 3D using a number of correspondence methods. For selected
applications using reconstructed 3D spine models, we show how these techniques
can help to better understand spinal pathologies such as idiopathic scoliosis, which is
inherently a three-dimensional deformation of the spine.
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1 Introduction

Several clinical studies in orthopaedics have used three-dimensional (3D) models of
the spine for evaluating pathologies in spinal deformities like adolescent idiopathic
scoliosis (AIS). Scoliosis affects 2–3 % of the population. Every year, an estimated
30,000 children are fitted with a brace, while 38,000 patients undergo spinal fusion
surgery. The 3D reconstruction of a patient’s spine has been extremely useful in the
undertaking of several studies such as the 3D evaluation of the immediate effect of
the treatment with the Boston brace system [36], pre- and postoperative comparison
of spine instrumentation surgery [37] and the 3D progression of scoliosis [61].
Established volumetric modalities such as magnetic resonance imaging (MRI) are
very attractive because it is noninvasive for the patient, but it is unfortunately not
suitable for a postoperative 3D evaluation due to the ringing artifacts caused by the
surgical implants, as well as being quite expensive and time-consuming. On the other
hand, X-ray computerized tomography (CT) is a more accurate modality than MRI in
terms of 3D reconstruction of bony structures, but CT exposes the patient to unac-
ceptable doses of ionizing radiations in order to reconstruct the entire spine geometry
(all thoracic and lumbar vertebrae). More importantly, both of these modalities can
not be done in the standing position. For these above mentioned reasons, biplanar
radiography is still the imaging technique which is most frequently used for the 3D
clinical assessment of spinal deformities since it allows the acquisition of data in the
natural standing posture while exposing the patient to a low dose of radiation.

Due to the 3D nature of AIS, the 3D reconstruction of the spine geometry was
also exploited with the goal of defining better indices to characterize the third
dimension of scoliosis. Stokes et al. [59] introduced measures in the transverse
plane to assess the effect of derotation maneuvers in surgical procedures. Under-
standing how to classify and quantify 3D spinal deformities remains a difficult
challenge in scoliosis. Recently, the concept of 3D vertebra vector parameters has
allowed for better measurements compared to 2D measurement [25, 58]. The
Scoliosis Research Society (SRS) has therefore recognized the need for 3D clas-
sification and mandated the 3D Scoliosis Committee to continue their efforts
towards developing a 3D scheme for characterizing scoliosis. Duong et al. [15]
proposed an unsupervised fuzzy clustering technique in order to classify the 3D
spine based on global shape descriptors, while Sangole et al. [55] proposed a new
means to report 3D spinal deformities based on planes of maximal curvature
(PMC). More recently, a multivariate analysis using manifold learning was able to
identify four separate groups from the same cohort of thoracic deformities [29].

In order to generate 3D models of the patients spine from biplanar radiographic
images, a framework (Fig. 1) will generally require the material components, as
well as the software components which usually involves an expert in radiology to
identify specific anatomical landmarks on the spine. This procedure is not only
time-consuming, tedious and error-prone, but the repeatability of the procedure
cannot be assured. A few methods have attempted to automate this process by using
registration techniques which incorporated ad hoc criterions or by using statistical
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models which would reproduce the variability or the pathological distribution of the
deformation [3]. However these methods depend on a pre-calibrated X-ray system,
and are often highly supervised in order to identify control points. Given the
problems demonstrated by the reconstruction systems adopted in the early years of
this technology, it was clear that these techniques were limited on many aspects,
and did not possess the necessary tools to insure adequate levels of reproducibility
or versatility to be deployed in outpatient clinics.

This chapter presents the different techniques involved for generating the 3D
reconstruction of a patient’s spine using biplanar radiographs. The personalized 3D
reconstruction of the spine enables both the visualization from calibrated biplanar
radiographic images and the clinical assessment of spinal deformities in a wide range
of pathologies. The remainder of this chapter is structured as follows. Section 2
presents an overview of the evolution of 3D reconstruction systems. In Sect. 3, the
approaches for calibrating the X-ray scene are described, while Sect. 4 focusses on
the 3D modelling of the spine using either point-based or feature-based represen-
tations. For the selected applications, results are given in Sect. 5. Finally, we con-
clude this chapter in Sect. 6.

Fig. 1 Overview of the components involved for the 3D reconstruction of the spine from
radiographic images
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2 Evolution of 3D Reconstruction Systems

2.1 First Generation

For years, research in the field of biomechanics has focused tremendously on the
analysis of spinal deformities in 3D. The elaboration of complex biomechanical
models required rigorous clinical experimentations, as well as quantitative evalua-
tions of the patient’s posture and movement analysis in three dimensions. In 1971,
Panjabi and White illustrated the importance of studying the spine in three dimen-
sions (3D), with 6 degrees of freedom. A number of techniques for 3D measure-
ments, imaging and modelling of the spine were developed [1, 9, 11, 24, 34]. Since
1992, an imaging system installed at the Sainte-Justine Hospital Research Center
enabled to perform the 3D reconstruction of bony structures from radiographic
images (Fig. 2). The proposed system was based on the calibration principle of the
Direct Linear Transform (DLT), which implicitly includes the geometric parameters
in the coefficients of the projection matrices obtained linearly by an inversion of the
matrix. Using a Plexiglass cage with encrusted steel pellets, the 2D/3D configuration
could be determined in a linear fashion. This tool was used in over 6,000 patient
visits for research purposes, in addition to other applications such as surgical sim-
ulations and biomechanical analysis of the spine. The system was also used to
improve the quality of diagnosis and follow-up exams for patients with idiopathic
scoliosis. Finally, this 3D imaging system was used in a number of other projects
involving computer assisted surgery and personalization of models.

Fig. 2 One of the first 3D reconstruction systems installed at the Sainte-Justine Hospital in 1992,
where a plexiglass cage with embedded pellets is used to calibrate the X-ray scene. The patient is
turned from the frontal to sagittal position to obtain biplanar radiographs
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In order to facilitate the 3D reconstruction of scoliotic trunks, algorithms based
on the explicit modelling of calibration matrices were used to calibrate the X-ray
scene [7, 8]. However, this particular system required for the patient to be placed in
a fixed positioning system while wearing a calibration vest during the radiographic
acquisition (Fig. 3), necessitating calibrated images in order to obtain the 3D
reconstruction of the spine. Because of the inherent limitations of the system used
for research purposes, it became clear such a device could not be deployed in other
clinics and thereby exploiting the benefits of 3D reconstruction of the spine. This
ultimately limits the universal access to such a technology in a routine setting to
assess spinal deformations in 3D.

2.2 New Generation of 3D Reconstruction Systems

The ionization dose given to the patient using conventional radiography in not
negligible, and can ultimately induce a risk of cancer or leukaemia with repetitive
acquisitions [53], in addition to offer images of average quality. A low-dose
imaging system based on the invention of Georges Charpak (1992 Nobel prize of
physics [5]) was developed by EOS imaging (Paris, France) to generate high-
quality radiographic images, while considerably reducing ionization doses. A first
evaluation of the prototype was conducted at the St-Vincent de Paul Hospital in
Paris in 1995. Improvements to the system were introduced in order to increase the
resolution and reduce the image acquisition time due in part to the new technologies
in radio-sensitive detectors. The EOS system (Fig. 4) can acquire simultaneously
biplanar radiographic images and includes a software (sterEOS) to perform the
reconstruction of bony structures. This system is now installed in over 30 countries,
including the US, Canada and Germany.

Fig. 3 Left Calibration vest worn by the patient and the positioning system used at the Sainte-
Justine Hospital. The calibration vest has embedded radio-opaque markers visible on the biplanar
to self-calibration the scene using fiducial points closer to the patient’s skin. Right Positioning
system to minimize patient motion between biplanar acquisitions
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3 Radiographic Calibration

In order to generate three-dimensional models from stereo-radiographic images, the
radiographic scene must first be calibrated so to calculate a 3D coordinate for a set
of 2D projection coordinates. This section presents the various approaches that can
be used to perform the calibration process.

Fig. 4 EOS system (EOS imaging ©) enabling the head-to-toe reconstruction of bony structures
(adapted from [13])
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3.1 Linear Calibration Techniques

The first 3D reconstruction techniques were based on stereo-radiography, such as
the Direct Linear Transform (DLT), which have been widely used for this appli-
cation [2, 10, 12, 44]. These methods require the use of a large calibration object
with fiducial markers of known 3D coordinates and their projection on the 2D
images to estimate the intrinsic parameters of the radiographic configuration.
However, this setup makes the reconstruction algorithm vulnerable to patient
motion between the exposures by creating inconsistencies in the calibration and
patient stereo geometries, in addition to being cumbersome in a routine clinical
setup. To overcome these limitations, Cheriet et al. [8] proposed an explicit cali-
bration procedure to estimate the X-ray source and film geometric configuration
relative to the patient’s frame of reference from the content of the images (using a
non-rigid calibration vest). The general idea was to adjust the geometric parameters
that describe the radiographic setup in such a way as to minimize landmark retro-
projection errors. The algorithm used matched calibration landmarks identified on a
pair of X-rays and approximate geometric parameters to calibrate the images, while
still requiring a calibration object to iteratively update the radiographic system’s
parameters until it converges to a stable state which reflects a valid solution. These
approaches are not suitable for the new generation EOS systems (Sect. 2.2).

3.2 Non-linear Calibration Techniques

Methods have been proposed to enable the 3D reconstruction of the spine from
biplanar X-ray images without requiring a bulky object or calibration vest, thus
introducing the 3D evaluation of spinal deformities in a wide range of clinical
setups [28]. Still, they require an expert to manually identify and match landmarks
on the anatomy to calibrate and subsequently reconstruct a model in 3D. In fact, to
generate a 3D model of the patient’s spine from biplanar radiographs, certain points
(anatomical landmarks) on the vertebrae within the image have to be located in
order to obtain a 3D model of the scoliotic spine using a triangulation algorithm
[12]. Typically, this identification is performed manually by an expert operator and
consists of locating anatomical landmarks on a coronal and sagittal radiograph
(Fig. 5). However, it is difficult to accurately identify low-level primitives such as
exact points and to match them accurately on a pair of views. Thus the repeatability
of this procedure cannot be assured. Furthermore this task is time-consuming,
tedious and error-prone, and the quality of the 3D reconstruction is directly linked
with the precision of 2D localization. Panjabi discussed in detail errors that arise
when manually identifying anatomical landmarks [48].

Due to these pitfalls, clinical 3D assessment of the deformity during a patient’s
visit is therefore not possible. Moreover, because current self-calibration techniques
rely on single point correspondences between the biplanar images which offer
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sparse data with low redundancy [7, 47], this generates multiple local minimums
when optimizing the non-linear equation system describing the radiographic
setup. Local correspondences also rely on the assumption that a point on an object’s
surface appears the same in the biplanar images in which it is visible. However due
to the phenomena exhibited by the X-ray modality, punctual point matches are not
necessarily a reliable matching feature for 3D bone reconstruction. For these rea-
sons, region-based comparisons via surface integration [65] may not only improve
the quality of 3D calibration results by incorporating additional data such as high-
level corresponding geometrical primitives (curves, surfaces), but can reduce the
number of degrees of freedom to solve the equation system.

Furthermore, the self-calibration of a biplanar X-ray system is a complex
mathematical problem difficult to solve. In order to improve the quality of current
self-calibration techniques [7, 28] which rely on iterative algorithms optimizing the
retro-projection of sparse data points to solve a complex system of non-linear
equations, it is necessary to incorporate additional data into the system and to

Fig. 5 Manual anatomical
landmark identification on the
X-ray for the personalized 3D
reconstruction of the scoliotic
spine. Visible markers are the
identified landmarks on each
vertebra which are used in the
self-calibration of an X-ray
scene
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incorporate additional mathematical constraints (e.g. Kruppa’s equations and epi-
polar geometry [21] which are mathematical constructs frequently used for camera
self-calibration from a sequence of images). Additional constraints allow the
reduction of the number of degrees of freedom in the system of equations without
additional data. Using corresponding high-order geometrical primitives (line seg-
ments, ellipses, curves, etc.) instead of only point correspondences for the resolu-
tion of the self-calibration problem can drastically increase the quantity of data fed
into the algorithm. Geometric parameters such as the rotation and translation
components of the camera configuration can be determined based on shape infor-
mation taken from the biplanar projection views, such as with mathematical high
level geometrical primitives (lines or ellipses) [52] or with intrinsic properties such
as tangent vectors and maximal curvature points to [16]. Although these properties
have yet to be used for orthopaedic imaging, properties such as geometrical torsion
which describes the 3D phenomena in AIS [51] can be used in the context of
calibrating an X-ray scene to establish the 2D-3D relationships for tangential and
curvature characteristics extracted from 3D spinal curves [40]. Thus by determining
the 3D parameters of a Frenet-Serret frame for example, based on the 2D infor-
mation collected from the projection images, this set of information can be
exploited in a 2D-3D correspondence framework.

3.3 Image-Based Self-calibration

Progressing towards an automated calibration technique therefore involves seg-
menting anatomical shapes or high level geometrical primitives which can be
accurately matched on the X-ray images. Segmentation of bony anatomical struc-
tures remains however a challenging problem due to overlapping organs in the
thoracic region and low image signal-to-noise ratio. Automatic spine segmentation
approaches have been sparsely explored by using machine learning approaches
based on localized texture parameters, morphological descriptions in dynamic
programming [19] or from Active Shape Models (ASM) using templates from
learning data [57]. Based on the work of Cheng et al. [6] which presented a
Bayesian approach that uses manually labelled data for parcellation applications,
spatial relationships can be used, where the segmentation of the spine shape relied
mostly on prior anatomical knowledge information taken from an atlas prior [32].
The core idea of using a manual training set for incorporation of prior statistics and
class conditional densities can be transposed in such a work to model the variation
distribution of vertebral boundaries by constraining image intensities. This
approach is motivated from the fact that segmenting spine contour silhouettes from
the biplanar images would offer high level geometrical primitives which could be
used to establish 2D-3D correspondence metrics in the self-calibration optimization
scheme. Hence, visual reconstructions can be exploited as high-level anatomical
primitives, which are subsequently matched between the biplanar X-rays to
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determine the 2D-3D relationship of the radiographic scene by self-calibration [27].
Hence, two distinct correspondence features were developed for the discrete non-
linear optimization procedure and are described below.

3.3.1 Visual Hull Reconstruction

This section exposes an approach which has been extensively investigated in visual
robotics, by adapting an algorithm derived from the shape-from-silhouette principle
for a visual hull reconstruction of medical images. First, the spine shapes are first
segmented on the images using a prior knowledge Bayesian framework [32] to
capture vertebral contour, width, and rotation information in the frontal and sagittal
planes. This facilitates the partitioning problem for complex pathological defor-
mations. The silhouettes of the segmented anterior portion of the spine on the
biplanar images are then used for the visual hull reconstruction of the global shape
of the spine as illustrated in Fig. 6. A visual hull depends both on the spine
silhouettes si with i ¼ f1; 2g and on the camera viewing parameters Pi such as
Pi : <3 ! <2; which remain to be determined. Once the silhouettes are obtained
from the images [32], the reconstruction is based on the concept of visual hulls.
Formally, the visual hull of the 3D spine S with respect to the viewing plane X,
denoted by VHðS;XÞ, is a volume in space such that for each point P in VHðS;XÞ
and each camera viewpoint Vi in X, the half-line from Vi through P contains at least
one point of S [39]. This definition states that the visual hull consists of all points in
space whose images lie within all silhouettes viewed from the viewing region.

Fig. 6 Principal of the visual hull 3D reconstruction of the global spine shape based on the
projected silhouette sPA and sLAT on the biplanar radiographic views. The shape of the object S is
estimated by the intersection of both visual cones issued from viewpoints V, offering a sparse and
approximate representation of the global spine shape
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Hence, the visual hull is the maximal object that has the same silhouettes as the
original object, as viewed from the viewing region. The segmented object and spine
silhouettes are projected into the 3D space by conical visual hulls in the projective
projection model, and its projection should coincide with its silhouette on X such
that PiðSÞ ¼ si. By computing the intersection of the visual hulls projected from
both images (i.e. biplanar viewing directions), the estimation for the shape of the
spine is obtained according to the current projection parameters Pi.

3.3.2 Geometric Torsion of the Scoliotic Spine

Due to the 3D nature of idiopathic scoliosis, the natural curvature properties of the
spinal curve can also exploited in the refined optimization of the radiographic
parameters, by using the geometrical torsion of the spine measuring the amount of
deviation (divergence) of the curved line from the plane determined by the tangent
t and normal n vectors [51]. In scoliosis, geometric torsion is related to the amount of
helicoidal deformity in the spine. It can be defined as a local geometric property of
the 3D curved line passing through thoracic and lumbar vertebrae that measures
the amount of helicoidal deviation of the vertebrae, without specific relation to the
rotation and deformation of the vertebrae themselves. The continuous parametric 3D
B-spline spinal curve CkðuÞ 2 <3 that passes through the center of the spine was
represented by Frenet’s formulas in order to calculate the geometric torsion as
portrayed in Fig. 7. Ultimately, 2D-3D correspondences and a derived relationship
which uses Frenet frames to extract 2D information from the image curves are used,
and compute their 3D measurements. First, let aiðuÞ be a regular curve parameterized

Fig. 7 The scoliotic spine represented as a helical line which can be uniquely determined by its
geometric torsional quantity. The concept of geometric torsion (s) is illustrated by the moving
trihedron formed by the tangential t, normal n, and binormal b vectors
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by arc length in <2. If the Frenet (tangent, normal, binormal) frame F = {T, N, B}
and the curvature are known at aið0Þ, a local approximation is obtained as follows:

aiðuÞ ¼ aið0Þ þ sT0 þ s2

2
j0N0

s3

6
j0s0B0: ð1Þ

Hence, aPAðuÞ and aLATðuÞ are defined as the curves representing the spine
centerline derived from the segmented silhouettes si on the PA and LAT images
respectively. Therefore for each value of u such that u ¼ ½0; 2s; 3s; . . .; 1� and s is
the equidistant step-size, a node in the tangent space n ¼ ðxPA; yPA; xLAT ; yLAT ; hPA;
hLAT ; jPA; jLATÞ is defined, where xi and yi are the image projection coordinates of
X, hi the orientation of projected tangent in the image planes, and ji the image
curvatures, with i representing the biplanar X-rays. Here, the 3D position X and
tangent T are computed using standard methods [22]. To determine the normal
N and the 3D curvature j at a 3D space curve point on CkðuÞ from biplanar views,
the mathematical relationship proposed by Li and Zucker [40] can be used where
the 3D normal N, the curvature j and the parameters from the viewing geometry is
formulated as:

ðuPA � TÞ � Nj ¼ f ð1� ðuPA � TÞ2Þ
3
2

dð1� ðuPA � tPAÞ2Þ
3
2

jPA ð2Þ

where uPA ¼ pPA=kpPAk, p is determined from the vector pointing to the projection
in the image plane and f is the vector pointing to the image center, both in the
camera coordinate system. The d parameter is the depth computed from calibration
while t is the local tangent vector on the 2D image. The curvature can then be
computed as j ¼ kNjk, given the constraint kNk ¼ 1. Hence, the normal vector
can be determined by N ¼ Nj=j.

3.3.3 Self-calibration by Means of Optimization of the Radiographic
Parameters

The proposed self-calibration algorithm involves explicit use of the description of
the calibration matrices Mi in order to estimate the geometrical parameters of the
radiographic setup leading to an optimal 3D reconstruction of all the spine’s ver-
tebrae [7, 8]. The projective matrices Mi used for the stereo-reconstruction of 3D
landmarks are modeled as:

ð3Þ

where Ri is the rotation matrix defined by angular ðai; bi; ciÞ, Ti is the translation
vector ðXSi ; YSi ; ZSiÞ. Intrinsic parameters are modeled by the xpi , ypi coordinates of
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the principal point and cxi , cyi as the principal distances. These parameters are
described schematically in Fig. 8. A rough estimation of these parameters is
extrapolated from a small object of known dimensions taken in the radiographic
scene [28]. Hence the geometrical parameters ni ¼ ðxpi , ypi ; cxi ; cyi ; ai; bi; ci;XSi ;

YSi ; ZSiÞ are subsequently updated based on an iterative nonlinear optimization
process with regards to the global shape of the spine, following the objective
function:

EglobalðnÞ ¼
X2
i¼1

EvisualhullðniÞ þ bEtorsionðniÞ: ð4Þ

This cost function combines two image-based criterions. The first component
maximizes the intersected region between the segmented silhouette and the pro-
jection of the shape of the spine computed by the visual hull 3D reconstruction, and
minimizes isolated regions such that:

EvisualhullðniÞ ¼
ZZ

Xi�PiðSÞ
siðui; viÞduidvi �

ZZ
PiðSÞ

siðui; viÞduidvi ð5Þ

where siðu; vÞ is the segmented silhouette on image plane i, PiðSÞ is the projection
of the global visual hull shape S, and Xi the image plane domain defined in the
ðu; vÞ space. The second component evaluates the difference between the back-
projection of the equidistant 3D Frenet frames taken at j=N intervals along the 3D
spinal curve CkðuÞ and the 2D curves aiðsÞ of the X-ray images:

Fig. 8 Illustration of the ten
geometric parameters
described within the context
of the X-rays
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EtorsionðniÞ ¼
XN
j¼0

½kxaiðj=NÞ �PiðXCkðj=NÞÞk2

þ ktaiðj=NÞ �PiðTCkðj=NÞÞk2

þ kjaiðj=NÞ �PiðKCkðj=NÞÞk2�

ð6Þ

where N is the number of Frenet frames along the spinal curve. The first two terms
evaluate the Euclidean distance between the analytical projection of X and T from
standard perspective transformation formulae using the current estimate of the
geometrical parameters and the image measures x and t respectively. The third term
measures the difference in curvature values j using (14). The method uses a bundle
adjustment approach based on an iterative nonlinear optimization process. The
Levenberg-Marquardt algorithm is used for optimization, iterating until the correc-
tion to the geometric parameters becomes negligible [8]. The set of parameters and
projection matrices is therefore regenerated and this procedure is repeated until the
system reaches a steady state, where the distance between the observed and computed
projection falls to a minimum. To avoid local minima, a directional optimization
approach is used to obtain a first, coarse solution which is accurate enough to be used
as an initial guess. Moreover, higher reliability of the torsion parameters is ensured in
the optimization scheme by enforcing regularity in the Tikhonov sense with the term
b. This helps to compensate the instability of the curvature parameters for patients
with strong deformations which can affect the convergence of the algorithm. The
regularization term acts as a dampening factor, controlling the quality of these
parameters by penalizing terms exhibiting very high tangential and torsional values.

4 3D Reconstruction of the Spine

In this section, we present the different methods for generating a 3D model of a
vertebra or spine from radiographic images. These methods are categorized in the
following classes: point-based, contour-based and statistical methods. We then
present a hybrid statistical and image-based approach to generate personalized 3D
reconstructions based on geometrical properties in Sect. 4.4.

4.1 Point-Based Methods

The 3D reconstruction of point-based models is usually performed manually by an
expert operator and consists of locating six corresponding anatomical landmarks
(2 endplate midpoints + 4 pedicle extremities) on each vertebra from T1 (first
thoracic vertebra) to L5 (last lumbar vertebra) on a coronal and sagittal X-ray
(Fig. 5). Additional non-stereo corresponding point (NSCP) landmarks on the
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spinous processes or on the corners of the vertebral body may be added to obtain a
more refined and detailed geometry of the 3D vertebrae by deforming generic
models using an epipolar geometry [45]. However, it is difficult to identify with
precision low-level primitives such as exact points and to match them accurately on
a pair of views. Thus the repeatability of this procedure can not be assured. As
discussed in Sect. 3.2, the manual identification of landmarks is a long and complex
process, which cannot ensure repeatability over multiple raters.

4.2 Contour-Based Methods

Local correspondence also relies on the assumption that a point on an object surface
appears the same in the biplanar images in which it is visible. However due to the
intrinsic properties exhibited by the X-ray modality, local correspondence is not
necessarily a reliable feature for 3D bone reconstruction. Non-stereo corresponding
contours (NSCC) methods have been proposed for the 3D reconstruction of ana-
tomical objects demonstrating few corresponding features on the biplanar X-rays,
such as for long bones (femur) or the pelvis [38]. The approach optimizes 3D
deformations of prior models by minimizing the object’s projection from manually
identified 2D contours. These techniques demonstrated promising results but are
still limited to the manual identification of curves along the edges of long bony
structures. For these reasons, variational methods with a region-based component
have been applied to multi-view stereo reconstruction as an alternative to local
correspondence [65]. Unlike local correspondence, there is no matching of points
between pairs of images for consistency, but instead the comparison is integrated
over regions. This can not only improve the precision of reconstruction results
by incorporating additional data such as high-level corresponding geometrical
primitives (curves, surfaces), but reduces manual intervention required to identify
specific anatomical landmarks on the X-rays.

4.3 Statistical Methods

In order to reduce inaccuracies on the 2D localization of landmarks and to be a
clinically useful procedure, previous studies were conducted to propose more
automated methods. Initial attempts were based on vertebral template matching
[46, 56], and feature-based by using active shape models (ASM) [57] or Hough
transforms [23, 64], to detect dominant characteristics (corners, edges) from the
vertebral shape body. Still, these techniques were ineffective towards noise and
varying appearance in shape. Statistical shape models, and more recently 2D-3D
registration methods, have been the focus of increased attention for the 3D
reconstruction of the human spine. A variety of methods have been proposed in the
previous years for image to physical space (patient) registration. While some have
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used preoperative 3D models from CT or MR images to register with 2D X-ray or
fluoroscopic images from gradient amplitudes [20, 41, 60], Fleute and Lavallee
have used statistical a priori knowledge of the 3D geometric shapes in order to
model the 2D vertebral shapes by applying point distribution models (PDM) [17].
Similar approaches introduced by Lorenz et al. [43] and Vrtovec et al. [63] have
used PDM methods from training statistical shape models, thus automatically
capturing the geometrical knowledge of the principal modes of variation to isolate
3D vertebrae from tomography images. A method proposed to use a priori
knowledge of the vertebral shape using eight morphologic descriptors of the ver-
tebral body to accurately estimate the geometrical model [50]. The obtained model
would be manually refined by projecting the spine’s silhouette on the X-rays.
Inference-based optimization refinements were subsequently presented to obtain an
accurate estimate of the vertebra’s orientation and 3D locations [14]. Still, these
approaches remain highly supervised by an operator to manually identify land-
marks. Benameur et al. [3] proposed a 3D-2D registration method for vertebrae of
the scoliotic spine. In this case, the geometric knowledge of isolated normal ver-
tebrae is captured by a statistical deformable template integrating a set of admissible
deformations, and expressed by the first modes of variation in a Karhunen-Loeve
expansion. However, none of these methods have attempted to integrate a statistical
model taking into account the set of admissible deformations for the whole scoliotic
spine shape. Another drawback from most methods is that each vertebra is treated
individually instead of as a whole articulated model which may include the global
3D deformation of the spine. Hence in order to account for the global geometrical
representation of scoliotic deformities, a variability model (mean and dispersion) of
the whole spine allowed increasing the accuracy of the 2D-3D registration algo-
rithm by incorporating knowledge-based inter-vertebral constraints [4]. Klinder
et al. [35] has transposed these 3D inter-vertebral transformations to accomplish the
segmentation of the spinal cord from CT-scan images. In fact, 3D spinal curve
analysis where a model of the curvature of the vertebral column describing the
relationship between vertebrae has been particularly useful for 3D medical image
analysis of the spine. Because of the intricate and tortuous 3D nature of scoliosis,
automated curved planar reformation (CPR) techniques have been presented [62] in
order to increase visualization of the deformity by transforming the orthogonal and
transverse references to a spinal coordinate system. Furthermore, CPR has been
used to assist in the spine segmentation problem using a reformed 3D spinal cen-
terline [33] or by exploiting the approximate proximity of vertebrae along the
centerline [18].

4.4 Personalized 3D Reconstruction of the Spine

Given the significant challenges in the reconstruction of scoliotic spines, which
exhibit high variability not only on the global pose due to changing inter-vertebral
transformations, but also within the local appearance of scoliotic vertebrae (rotation,
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wedging), we present here the components of a hybrid statistical and image-based
biplanar reconstruction method [26]. The spine centerlines extracted from the
pre-operative images are used to map the 3D reconstruction of the spinal curve in a
low-dimensional representation of a scoliotic database, and perform a statistical
modeling of the anatomy based on an analytical regression. The model is refined
locally at each vertebral level via a segmentation method based on a level set
surface evolution paradigm.

4.4.1 Training Data

The statistical model was built from a 3D database containing 711 scoliotic spines
demonstrating several types of deformities. Each scoliotic spine in the database was
obtained from biplanar stereo-reconstructions. It is modeled with 12 thoracic and
5 lumbar vertebrae (17 in total), represented by 6 landmarks on each vertebra
(4 pedicle extremities and 2 endplate center points).

Segmentation of the scoliotic vertebrae on the X-ray images was performed by
using generic vertebra priors obtained from serial CT-scan reconstruction of a
cadaver specimen (Fig. 9). Models were segmented using a connecting cube algo-
rithm [42] with 1-mm-thick CT-scan slices taken at 1-mm steps throughout the dry
spine. The atlas is composed of 17 cadaver vertebrae (12 thoracic and 5 lumbar). The
atlas is divided into 3 levels of polygonal mesh catalogues of increasing complexity,
to adopt the widely used multi-resolution registration approach where coarse-to-fine
geometrical models are applied for optimal convergence, where models were
composed between 3,831 and 6,942 vertices depending on the vertebra level. The
same six precise anatomical landmarks (4 pedicle tips and 2 on the vertebral body)
were annotated on each individual model.

Fig. 9 a Atlas of 17 vertebral models obtained from computer tomography (CT) and represented
with 3D Fourier descriptors. b Annotated landmarks of the first lumbar vertebra
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4.4.2 Manifold-Driven Model Generation

The input of the method consists of calibrated coronal and sagittal X-ray images
Ii¼f1;2g (defined is space Xi) of the patient’s pre-operative spine acquired. The
personalized 3D model is achieved by means of a reconstruction method merging
statistical and image-based models [26]. The 3D spine centerline CiðuÞ is obtained
from cubic B-splines extracted from the images. The centerline is first embedded
onto a non-linear manifold M containing M scoliotic spines (M ¼ 711) and used to
predict an initial spine. The manifold establishes the patterns of legal variations of
spine shape changes in a low-dimensional sub-space based on locally linear em-
beddings as illustrated in Fig. 10. To map the high-dimensional 3D curve assumed
to lie on a non-linear manifold into a low-dimensional subspace, the first step
consists of selecting the K closest neighbors for each data point using the Euclidean
distance between centerlines as a closeness measure. The manifold reconstruction
weights W are then found to reconstruct point i from it’s K closest neighbors using
the reconstruction errors as measured by:

eðWÞ ¼ min
W

XM
i¼1

CiðuÞ �
XK
j¼1

WijCjðuÞ
�����

�����
2

ð7Þ

where CiðuÞ is a data B-spline described above and eðWÞ sums the squared dis-
tances between all data points and their corresponding reconstructed points. The
minimum of eðWÞ which describes the optimal weight matrix W is then determined
by solving a least-square problem. The weights Wij represent the importance of the

Fig. 10 Illustration of spine distribution embedded onto on a low-dimensional manifold. Stars
represent new sample point models which were unseen in the training set and projected onto the
manifold. Pluses are original model points from the training data which creates the manifold
distribution
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jth data point to the reconstruction of the ith element. The last step consists of
mapping each high-dimensional CiðuÞ to a low-dimensional point Yi, representing
each data point in the global coordinate system in d-space, using a cost function
which minimizes the reconstruction error:

UðYÞ ¼
XM
i¼1

kYi �
XK
j¼1

WijYjk2: ð8Þ

The coordinates Yi can be translated by a constant displacement without
affecting the overall cost UðYÞ. This degree of freedom is removed by requiring the
coordinates to be centered at the origin, such that

P
Yi ¼ 0. The optimal embed-

ding, up to a global rotation of the embedding space, is obtained from the bottom
d þ 1 eigenvectors of the sparse and symmetric M �M matrix enclosing the
reconstruction weights Wij. This helps to minimize the cost function UðYÞ as a
simple eigenvalue problem. The d eigenvectors form the d embedding coordinates
in M [54]. Hence, a new model point can be determined in the embedded d-space
as a low-dimensional data point by finding its optimal manifold coordinates Yi.

Given a new projection point Yn, an appropriately scaled model is gener-
ated from an analytical method based on nonlinear regression using a Radial Basis
Function kernel function f to perform the inverse mapping. Formally, the model is
described such that S ¼ ½f1ðYnÞ; . . .; fDðYnÞ� with S ¼ ðs1; s2; . . .; s17Þ, where si is a
vertebra model defined by si ¼ ðp1; p2; . . .; p6Þ, and pi 2 <3 is a 3D vertebral
landmark. Details can be found in reference [26].

This crude statistical 3D model is refined with an individual scoliotic vertebra
segmentation approach. This is achieved by extending 2D geodesic active regions
in 3D, in order to evolve prior deformable 3D surfaces by level sets optimization.
Each component model Si from the atlas of vertebral triangulated meshes, repre-
sented by the triangular mesh vertices fvijjj ¼ 1; . . .;Vg, are initially positioned and
oriented from their respective 6 precise landmarks si composing S. The surface
evolution is then regulated by the gradient map and image intensity distributions
[49], where ERAG ¼ kECAGðSÞ þ ð1� kÞERðSÞ is the energy function with the edge
and region-based components controlled by k are defined as:

ECAG ¼
X2
i¼1

I
Si

1
1þ jrIiðuiÞja dui

ER ¼ �
X2
i¼1

ZZ
PiðSiÞ

logðpRðIiðuiÞÞÞdui

�
X2
i¼1

ZZ
Xi�PiðSiÞ

logðpRcðIiðuiÞÞÞÞdui

ð9Þ

with Pi as the perspective projection parameters, while pR and pRc are Gaussian
distributions for bone and background regions respectively. The projected
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silhouettes of the morphed 3D models would therefore match the 2D information on
the biplanar X-rays in the image domain ui, replicating the specifics of a particular
scoliotic deformity.

4.4.3 Bundle Adjustment of the 3D Vertebral Landmarks

The crude statistical 3D model of the personalized spine is subsequently refined by
adjusting the 3D coordinates of the vertebrae. For a bundle adjustment of the 3D
landmark coordinates, a non-linear optimization method minimizes the cost function
EðslÞ and updates the 4 pedicle extremities and 2 endplate centers (6 anatomical
landmarks) in sl at each vertebral level l (starting from L5 and progressing to T1),
based on the measures taken on the biplanar images.

Cost Function

The Powell-Brent optimization method minimizes a cost function combining image
edge alignment from the 3D surface model, epipolar geometry correspondence and
morphological constraints formulated by Eqs. (11), (13) and (14) which are
described below:

Eð�slÞ ¼ x1Dedges þ x2Depipolar � x3Dmorphology ð10Þ

where �sl ¼ Rð�sl�1Þ½�sl� þ Tð�sl�1Þ takes into account the previous updated vertebra
model and ðR; TÞ is the rigid displacement of landmarks pi at the previous vertebra
level sl�1 before/after optimization. The weights x are dynamically assigned on a
vertebral level basis with x1 representing the image-based criterion of the cost
function regulated by a pixel coherence factor [30], x2 represents the epipolar
geometry constraint regulated by the calibration accuracy obtained in Sect. 3, while
x3 enforces the criterion such that x1 þ x2 þ x3 ¼ 1. The set of 3D landmarks pi
for each vertebra si are globally adjusted based on the following measures.

Image Gradient Edge Alignment

In order to integrate image-based information in the optimization process, a simi-
larity measure estimates the distance of the projection of a 3D deformed model to
the computed gradient of the X-rays. The approach would: (1) deform the prior
generic high resolution 3D vertebra model obtained from CT acquisitions, using the
level set surface evolution technique with the set of landmarks pi evolving with the
same deformation Eq. (9); (2) project the triangulated mesh and the distance
measure uðx; y; z; tÞ of the 3D model using the projection parameters of the 3D
radiographic scene to create a silhouette onto the images; (3) compute a 2D distance
map for these edges and; (4) sum over the distance map values at the locations
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indicated by the edges of the gradient image. Given the binary gradient X-ray
image, the distance of an image point q to the projected edge structures V ¼ fvjg is
dðqÞ ¼ minj jq� vjj. However due to the poor quality of the images, a precise edge
information cannot be obtained and the gradient images may not correspond to the
edge templates. The proximity to edges can be defined by using a Gaussian
expression controlled by the parameter r2 and weighted by the projected 2D dis-
tance measure of the surface evolution:

Dedges ¼
X2
i¼1

X
j

pij exp
ððq� vijÞuiðx; y; zÞÞ2

r2
ð11Þ

where pij is the probability for pixel vj in image i of being an edge. The distance
measure uðx; y; z; tÞ of the surface evolution in 3D is projected on image plane i
using the rotation component h of the projection parameters ni (Sect. 3):

uiðx; y; zÞ ¼ uðx; y; zÞ sin
@uðx;y;zÞ

@x cos niðhÞ þ @uðx;y;zÞ
@y sin niðhÞ

jruðx; y; zÞj

 !
: ð12Þ

To determine the values of pij, a two-dimensional proximity function can be
computed by convoluting the image with a large Gaussian kernel.

Epipolar Geometry Constraint

The calibration of the 3D radiographic viewing geometry was also used to constrain
the landmark correspondence between the biplanar images. An iterative retro-
projection method helps to refine landmark position, by taking the current 3D
landmark location, project it in 2D onto the coronal (PA)/sagittal (SAG) views and
measure the perpendicular distance of the projected coordinate on both views to its
corresponding epipolar line. The distance error for the L landmark points (L ¼ 6
representing the 4 pedicle extremities and 2 endplates) is defined as:

Depipolar ¼
XL
i¼1

½EuclðŵSAG
i ;FT ŵPA

i Þ2

þ EuclðŵPA
i ;FTŵSAG

i Þ2�
ð13Þ

where Euclð�Þ denotes the Euclidean distance of a point to a line, ŵi is the ana-
lytical projection of the 3D object point pi obtained from standard perspective
transformation formulae. FT ŵi is the corresponding epipolar line on one image
based on point pi from the other image, and F is the 4� 4 fundamental matrix
integrating the geometrical parameters n which describes the projective 3D structure
of the scene.
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Likelihood Estimation

A likelihood estimation model integrating 2D morphological and feature informa-
tion was included in order to measure the error given from the current data. This
estimate expresses the measure of similarity between the current model points ŵi

and an estimate wiðxÞ which encodes expert morphological knowledge of the
relationships between the L landmarks [31]. Each landmark i is assigned to a
specific function of wiðxÞ depending on the landmark type (i.e. pedicle tip), and is
based on local vertebral height, width, orientation and relative distances between
landmarks. The model also measures the similarity response of a rotation and scale
invariant wavelet coefficient feature cmsdðŵiÞ specific to the landmark type, at
location ŵi on the image. The probability of this likelihood estimate is:

Dmorphology /
YL
i¼1

exp � 1
2

wPAðŵPA
i Þ þ wSAGðŵSAG

i Þ
2r

� �2
" #

Dw

( )
ð14Þ

where wPAðŵPA
i Þ and wSAGðŵSAG

i Þ are the similarity measures for the landmark
coordinates on the coronal and sagittal plane defined as:

wPAðŵPA
i Þ ¼ ðŵPA

i � wPA
i ðxÞÞ � cmsdðŵPA

i Þ ð15Þ

wSAGðŵSAG
i Þ ¼ ðŵSAG

i � wSAG
i ðxÞÞ � cmsdðŵSAG

i Þ: ð16Þ

In Eqs. (15) and (16), wPA
i ðxÞ ¼Pj djfjðxÞ and wSAG

i ðxÞ ¼Pj djsjðxÞ are the
estimates of the landmark coordinates on the coronal and sagittal plane respectively
based on morphological distribution of the neighbouring j landmarks. Each land-
mark j is assigned with prior knowledge distances fjðxÞ and sjðxÞ for the PA and
SAG views respectively, pondered by the predefined weights d.

5 Results

5.1 Self-calibration of the Radiographic Scene

5.1.1 Validation Methodology

A clinical validation using real data has assessed the clinical validity of the pre-
sented self-calibration algorithm. A comparison between a previously validated
system using an explicit calibration based on manually identified landmarks in a
fixed radiographic setup [8], and the proposed system based on uncalibrated X-rays
was made by generating a 3D model of the spine using both techniques. The data
used for the clinical study consisted of 60 pairs of digitized X-rays of adolescents
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with AIS. The inclusion criteria for this study was adolescent subjects who had their
X-rays taken during a scoliosis clinic consultation for either diagnosis or follow-up,
and had a calibration object placed during radiographic acquisition in order to
compare results. For each patient in the data set, a 3D reconstruction of the spine
was obtained from both methods. A series of clinical 2D and 3D geometrical
parameters were subsequently computed from these models and compared between
both techniques.

5.1.2 In Vivo Clinical Validation

Table 1 presents the results from this validation. Retro-projection errors are signif-
icantly lower (p� 0:05) when using the proposed system based on self-calibration
with uncalibrated X-rays. It is somewhat difficult to evaluate this finding because
there is no gold standard to compare these results with. However because of the
intrinsic effect of 2D errors on the 3D model, it can be deduced that the better the
geometrical epipolar matching is in the stereoscopic vision, the better is the resulting
3D model. The value of the computerized Cobb angle in the frontal plane (CPT

PA , C
MT
PA ,

CL
PA) with both systems is very similar, with slightly higher differences in the sagittal

plane (CT4�T12
LAT , CL1�L5

LAT ). The orientation of the planes of maximum curvature (hPTPMC,
hMT
PMC , h

L
PMC) offers very acceptable differences, with insignificant differences set at

p� 0:05. Balance (yT1�L5, xT1�L5), however, gives a greater difference compared to
the previous linear appraoch, which is explained by the fact that the reference planes
are different. While the calibrated X-rays use the external calibration plate, the
uncalibrated X-rays use the images coordinate system as a reference.

Table 1 RMS difference and Wilcoxon test results of the geometrical indices measured on 60 3D
reconstructions of the spine obtained from the proposed system and a previous method [28]

Parameter Symbol Unit Mean diff. p-value

Epipolar error e mm 0.97 ± 0.61 <0.001 (SD)

Cobb angle (PT) CPT
PA deg 0.31 ± 0.26 0.69 (NS)

Cobb angle (MT) CMT
PA deg 0.19 ± 0.17 0.59 (NS)

Cobb angle (L) CL
PA deg 0.29 ± 0.27 0.34 (NS)

Kyphosis CT4�T12
LAT deg 0.52 ± 0.41 0.16 (NS)

Lordosis CL1�L5
LAT deg 0.63 ± 0.37 0.21 (NS)

Max. deformity (PT) hPTPMC
deg 0.57 ± 0.54 0.17 (NS)

Max. deformity (MT) hMT
PMC

deg 0.56 ± 0.49 0.16 (NS)

Max. deformity (L) hLPMC
deg 0.54 ± 0.36 0.55 (NS)

Axial rotation hMT
APEX

deg 0.87 ± 0.78 0.15 (NS)

Frontal balance yT1�L5 deg 0.97 ± 0.53 0.04 (SD)

Sagittal balance xT1�L5 deg 1.88 ± 1.15 <0.01 (SD)

SD: significant difference; NS: non-significant difference
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From the clinical results shown in this section, it can be observed that the image-
based self-calibration system used for the 3D reconstruction of the spine compares
very well with models obtained with the previous system using low-level primitives
(landmarks) which were identified manually by an expert operator. From a clinical
perspective, it demonstrates that the image-based self-calibration method yields
results with insignificant differences (p\0:05) with regards to a set of standardized
3D measurements used for the clinical evaluation and the assessment of adolescent
scoliosis, without relying on manual landmark identification.

5.2 Personalized 3D Reconstruction of the Spine

5.2.1 Clinical Validation

The proposed 3D spine reconstruction method was applied to scoliotic patients
recruited at the scoliosis clinics of Sainte-Justine Hospital (Montreal, Canada). The
selection of the patients included in this group was based on the availability of the
images needed to compute 3D reconstructions of the spine, and that all patients had
12 thoracic and 5 lumbar vertebrae. Twenty pairs of biplanar X-ray images taken
from scoliotic patients with mild deformities (Cobb angle range 15°–40°) were used
to evaluate the 2D and 3D differences of the proposed method. For each case,
comparisons between results obtained with the proposed method and those from a
radiology expert were established.

To assess the precision of the image-based similarity measure used for the
optimization procedure, Fig. 11 shows results with the retro-projection of the
deformed 3D vertebra contours (high-level primitive) fitting adequately to the bony
edges of the corresponding vertebra in the coronal and sagittal X-ray image. The
qualitative evaluation of the global method also shows the projected anatomical
landmarks obtained from the optimized 3D model, and yield better accuracy in
terms of epipolar geometry to the 2D locations manually identified by a radiology
expert on each vertebra. Figure 12 presents a box-whisker diagram with the overall
representation of differences and errors for the group of patients. The overall sum of
squared differences (method vs. observer) for the selected cases was of
0.9 ± 0.7 mm for the 2D point landmarks and of 1.8 ± 0.9 mm for the vertebral
contours. However the root-mean-square (RMS) epipolar geometry error (distance
of the landmarks to the epipolar line) yields significantly lower errors (p\0:05) for
the proposed method compared to a manual technique (1.5 ± 1.2 vs. 4.7 ± 3.2 mm).
The point-to-point mean difference between the 3D spine models issued from
the proposed technique and from a manual identification yielded a 3D mean
difference of 1.8 ± 1.5 mm for lumbar vertebra and 2.2 ± 1.6 mm for thoracic
vertebra. Differences are slightly higher in the thoracic region due to extrapolation
errors and lower visibility, thus offering less image-based information on the X-ray
images.
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Fig. 11 Results obtained on a a coronal and b sagittal X-ray image. Comparison of landmark and
projected contours results from the manual technique (square/dashed line) and the proposed
method using 3D deformable vertebra models (cross/solid line). c Final 3D reconstruction from the
proposed method

Fig. 12 Distribution of 2D and 3D landmark differences, obtained from the manual technique and
the proposed method
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5.2.2 Ground-Truth Comparison to MRI Data

To evaluate the overall accuracy of the 3D reconstruction system on real patient data,
8 vertebrae (4 lumbar and 4 thoracic) from two scoliotic patient who were scanned
with an MRI device (AVATO, Siemens Medical Solutions, Germany) were used for
comparison. Both patients also had their biplanar X-rays taken prior to surgery. Each
slice of 1 mm thickness was taken with a resolution of 256� 256 pixels and 12 bits
per pixel with no interspacing. The results of the comparisons are expressed as point-
to-surface distances, i.e., each point of reconstructed vertebra is projected onto the
surface on the corresponding scanned vertebra and the point-to-surface Euclidean
distance is computed. For an appropriate clinical comparison, the same six land-
marks from the personalized 3D reconstruction (endplate midpoints, pedicle
extremities) were identified on each vertebra using an interactive graphical computer
tool in order to rigidly register both 3D vertebra models.

The overall point-to-surface comparison results (mean, RMS, and maximum)
between the reconstructed 3D vertebral models issued from the proposed image-
based stereo-radiography method and from MRI scans are presented in Table 2. The
mean point-to-surface errors are 1.2 ± 1.1 mm for lumbar vertebra and 1.1 ± 0.8 mm
for thoracic vertebra. Visual comparisons between the 3D reconstruction using the
proposed reconstruction technique and the reference model (MRI) are presented for
thoracic vertebrae in Fig. 13. The results show the patient-specific vertebral models
obtained from stereo-radiography offers an adequate correspondence with the
ground-truth 3D representation given by MRI, specifically in the vertebral bodies
and pedicle regions. The validation results presented above show that the accuracy
of the statistical image-based 3D reconstruction method is comparable to ground-
truth 3D reconstructions obtained from MRI data.

5.3 Classification of Spinal Deformities

Using the proposed methods for calibrating and generating a 3D spine model from
X-ray image, a cohort of 170 AIS preoperative patients with right thoracic defor-
mations was processed, classified as Lenke Type-1 by members of the 3D Scoliosis
Committee of the SRS, in order to uncover potential 3D subclasses within this

Table 2 Results on point-to-
surface comparisons with
mean, root-mean-square
(RMS) and maximum errors
of 8 scoliotic vertebrae with
3D models obtained from
MRI data

Vertebra N Mean (mm) RMS (mm) Max. (mm)

T10 1 1.0 ± 0.7 1.3 ± 0.4 4.2 ± 0.9

T11 2 0.9 ± 0.8 1.3 ± 0.3 3.4 ± 1.0

T12 2 1.3 ± 0.9 1.8 ± 0.3 4.4 ± 1.2

L2 2 1.1 ± 1.0 1.4 ± 0.2 4.3 ± 0.9

L3 1 1.3 ± 1.2 1.7 ± 0.3 4.5 ± 1.1

N Denotes the total number of vertebrae at different vertebral
levels
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group. The proposed non-linear manifold embedding algorithm presented in Sect. 4
was able to reduce the high-dimensionality of the 3D data, using statistical prop-
erties of neighbouring spine models to infer a global representation of the sub-
population.

Four clusters were detected from the low-dimensional manifold of 3D models
based on inter- and intra-cluster measures. The result from this classified embedding
is presented in Fig. 14. The first group consisted in 37 patients with normal thoracic
kyphosis profiles with hyper-lordosis and the highest levels in main thoracic Cobb
angles for all groups. The second group had 55 patients, mostly non-surgical (minor
curves), with low thoracic kyphosis and normal lumbar lordosis values, but with
the highest degree of rotation of the PMC from the sagittal plane. The third group
had 21 cases with hypokyphotic and hyper-lordotic profiles. Finally, the fourth and
last group included 57 patients with hyper-kyphotic thoracic profiles, with major
surgical curves and demonstrating very high axial rotations in the apical vertebrae.
These results show an additional group in contrast to the study by Sangole et al.
which found hypo-kyphotic subgroups in a 3D analysis which used measures such
as planes of maximal curvature and kyphosis as influential parameters that split the
cases. Coronal and sagittal spine profiles, as well as the da Vinci schemas [55] of the
representative cases that were identified as the cluster centers are illustrated in
Fig. 15. The manifold representation can potentially be useful for classification of
3D spinal pathologies such as AIS and serve as a tool for understanding the pro-
gression of deformities in longitudinal studies.

Fig. 13 Corresponding segmented cuts from MRI scans, along with 3D polygonal mesh
superimposed with 3D reconstructions obtained from the proposed method
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Fig. 14 Result of the low-dimensional manifold of 3D spine models from 170 Lenke type-1
patients, clustering into four sub-groups. Cluster center points from these groups show (1) normal
kyphosis with hyperlordosis, (2) low kyphosis and normal lordosis, with high rotation of plane of
maximum curvature, (3) hypo-kyphotic and hyper-lordosis and (4) hyper-kyphotic cases

Fig. 15 Frontal, lateral and top view profiles with planes of maximal deformity (PMC) of the
cluster centers for the four detected clusters. The respective da Vinci representations are also
shown with corresponding cases. a Cluster center from C1. b Cluster center from C2. c Cluster
center from C3. d Cluster center from C4
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6 Conclusion

In this chapter, we presented a comprehensive framework for the three dimensional
reconstruction of spines from radiographs. This first section included the calibration
of the X-ray scene using a data-driven approach which extracted matched features
between the biplanar images to estimate the geometric parameters of the setup. This
was followed by a hybrid statistical and image-based approach to generate a 3D
model of the spine from these calibrated X-rays.

The self-calibration approach uses high level shape primitives extracted from the
natural content of the images, such as the spine silhouettes, to establish a reliable
correspondence between the pair of X-ray images, and furthermore determine the
2D-3D relationship of the radiographic scene. Geometrical-based features were
proposed to optimize the spine correspondences on the biplanar radiographs in
order to obtain a global calibration of the acquisition system. The results confirm
that using intensity, surface and geometrical-based components correlated with
prior knowledge information enables the segmentation of the spine’s global shape
on the X-ray images. Results have shown that these high-level primitives help to
automatically self-calibrate the radiographic setup by using representative shape
related features such as the visual hull reconstruction, and are a viable and accurate
procedure for the 3D reconstruction of the spine. The proposed automatic technique
allows generating more accurate 3D vertebra shapes compared to the manual
identification and matching of landmarks performed by an operator based on epi-
polar geometry. Furthermore, an image-based calibration technique incorporates
information on orientation features which were previously unavailable. While the
accuracy of the method is promising for the extraction of meaningful 3D clinical
data, errors may be propagated from the segmentation of the spine silhouettes or
from patient motion between the sequential biplanar acquisitions which can affect
the convergence and final accuracy of the geometrical parameters. Still, the
approach allows the automatic X-ray calibration for the 3D reconstruction of sco-
liotic spines, which was difficult to perform with previous methods that require a
calibration object and manually identified landmarks.

The hybrid statistical and image-based 3D reconstruction approach presented in
this chapter was anchored on the statistical distribution of a scoliotic population and
automatically segment scoliotic vertebrae using 3D level set surface evolution
techniques from enhanced biplanar images. The proposed method offers a more
reliable approach to this problem by integrating statistical, image-based and mor-
phological knowledge, and therefore becomes a suitable tool for clinical assessment
of spinal deformities. The proposed approach presented a sufficient level reliability
to correctly detect the rotation and location of scoliotic vertebrae so it can be used in
clinical trials. The method presented in this chapter generates models similar to
those obtained from manual identification. However, the manual approach is a
tedious and error prone procedure and does not guaranty 100 % accuracy. Therefore
the differences exhibited in the experiment may come from the identification errors
provided from the manual landmarking. Furthermore, the proposed framework uses
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locally linear embeddings (LLE) to map the high-dimensional observation data
from the spine model database, that are presumed to lie on a non-linear manifold,
onto a single global coordinate system of lower dimensionality. LLE preserves
neighbourhood relationships of similar spine geometries, thereby revealing the
underlying structure of the data such as spine classification. Dimensionality
reduction by LLE succeeds in recovering the underlying manifold, whereas linear
embedding methods, such as Principal Component Analysis (PCA) or Multi-
Dimensional Scaling (MDS), would map various data points to nearby points in the
plane, creating distortions both in the local and global geometry.

Future work in the field will look at extending these frameworks by enforcing
shape, texture, spatial and neighbourhood relations between the structures to
increase the reliability and repeatability of the segmentation approaches. Other
efforts are made to extend these techniques to post-operative cases. The methods
presented in this chapter can also be extended to other medical reconstruction
applications such as for the pelvis or femur, when a sufficient amount of prior data
is available to adequately model various types pathologies.
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Vertebral Column Localization, Labeling,
and Segmentation

Raja S. Alomari, Subarna Ghosh, Jaehan Koh and Vipin Chaudhary

Abstract The vertebral column consists of interconnected bone structures that
extend from the neck down to the pelvis. In addition to its crucial functionality in
spinal cord protection, it provides the necessary flexibility and support for the
whole body. Worldwide interest in spine related research has been increasing due to
the widely spread of related abnormalities in the developed countries which
accounts for over $100 billion annually in the diagnosis, treatment, and associated
loss of wages. Our specific interest in this chapter is in the medical image analysis
of the vertebral column. In this chapter, we aim at providing a broader review of the
available literature in vertebral column image analysis. Moreover, we focus on
providing an understanding of the localization, labeling, and segmentation prob-
lems for the various vertebral column structures from the available medical imaging
modalities. Additionally, we describe the general challenges facing the various
solutions for these problems. Our taxonomy is based on the target imaging modality
to simplify the understanding of the broad research in this area.
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1 Introduction

Localization, labeling, and segmentation of the vertebrae and the intervertebral
discs are essential tasks that have been attracting an increasing number of research
groups worldwide. The accuracy and robustness of these imaging tasks are crucial
for subsequent abnormality diagnosis. Moreover, accurate results of these tasks are
critical for radiologists to perform an accurate diagnosis from various imaging
modalities including X-ray radiography, Computed Tomography (CT) scans, and
Magnetic Resonance Imaging (MRI). Furthermore, surgeons demand accurate
reporting of these results when overlaid on a computer guided surgery system or a
computer assisted surgery system.

Whilst the localization task is to locate an anatomical structure (e.g. locating the
intervertebral discs by a point within or a bounding box around the discs), the
segmentation task is to provide a fine contour that accurately delineates that
structure (e.g. a contour around the vertebra). Labeling, on the other hand, is to
identify the anatomical nomenclature of each structure (e.g. labeling each of the five
lumbar vertebrae as L1, L2, L3, L4 and L5). Figure 1 shows an example of
localization and labeling for the six intervertebral discs connected to the five lumbar
vertebrae on a sagittal MRI [5].

Fig. 1 Localization and
labeling of a sagittal lumbar
T2-weighted MRI. Lumbar
area is the second area to the
last of the vertebral column. It
is the main part of the
vertebral column that is
responsible for bearing the
major body weight. The
lowest lumbar vertebra is L5
and the highest is L1. Inter-
vertebral discs are labeled
based on the enclosing
vertebrae [5]
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The essential structures within the vertebral column that have been attracting
researchers for localization, labeling, and segmentation are the intervertebral discs,
the vertebrae and the Dural Sac.

The lumbar vertebrae are the five vertebrae between the rib cage and the pelvis
which are designated as L1–L5, starting at the top. The intervertebral discs are
fibrocartilaginous cushions which are named upon the vertebral bodies that sand-
wich a particular disc, e.g., the disc in between L1 and L2 is named L1-L2. In
clinical practice, the radiologist reports the diagnosis at each disc level and at each
vertebra level. Hence, the first requirement of any lumbar Computer Aided Diag-
nosis (CAD) system is to localize and label the lumbar discs and vertebrae as shown
in Fig. 1 [5]. Specifically, localization refers to providing centroids or bounding
boxes for each of the lumbar discs, and labeling refers to identifying each localized
disc as one of the six lumbar discs (T12-L1, L1-L2, L2-L3, L3-L4, L4-L5, L5-S1).
While some researchers have discussed methods to provide a point within each
lumbar disc [5, 76], there are also methods [32] that provide a bounding box around
every visible disc in clinical lumbar MRIs as illustrated in Fig. 2.

Another important tissue structure in the lumbar spine is the Dural Sac. It is the
membranous sac that encases the spinal cord within the bony structure of the

Fig. 2 This figure illustrates the results of an automatic lumbar disc localization method [32]
which detects all the visible discs in a lumbar MRI. In case more than six discs are detected, the
lower most six discs are identified as the lumbar discs. The red boxes are the bounding boxes
provided for each of the visible discs in the clinical MRI. The red stars show the automatic disc
centers, while the green stars show the true centers
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vertebral column. The human spinal cord extends from the foramen magnum and
continues through to the conus medullaris near the second lumbar vertebra, ter-
minating in a fibrous extension known as the filum terminale. The Dural Sac
usually ends at the vertebral level of the second sacral vertebra. Intensity inho-
mogeneity within the sac due to varying amounts of white and gray matter makes
the segmentation of the Dural Sac and the spinal cord very challenging. Moreover,
automatic segmentation in clinical MRIs is even harder due to variations in
appearance and a lack of bright spinal fluid in cases with certain abnormalities such
as stenosis.

After localization and labeling, comes the challenging task of tissue segmenta-
tion. Segmentation of discs is quite difficult due to extreme variability in shape, size
and appearance of intervertebral discs in lumbar MRI. Moreover, discs with
abnormalities can be very fuzzy and difficult to segment manually leading to

Fig. 3 Illustration of automated lumbar tissue segmentation [34]: a shows the original mid-sagittal
MRI, b–e show the manual segmentation (ground truth), f–h show the label maps for the dural sac,
disc and vertebra respectively using method 1 (probability map + HOG features), while i and
j show the dural sac and disc segmentation after morphological post processing. k–m Show the
label maps generated at the end of iteration number 1, 6 and 200 respectively using method 2
(probability map + HOG features + neighborhood labels via Gibbs sampling), while n and o show
the dural sac and disc segmentation after morphological post processing
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significant inter-observer variability. At the same time, segmentation of interver-
tebral discs is a very important part of lumbar CAD systems in order to diagnose
and quantify abnormalities such as herniation, desiccation and degeneration.

Requirements for CAD systems of the lumbar region are unique since we need to
segment the Dural Sac and localize, label and segment the lumbar intervertebral
discs before we can initiate the diagnosis. Figure 3 shows an illustration of auto-
mated segmentation [34] of the discs, vertebrae and the Dural Sac of a clinical MRI
using two methods, the first using a probability map and HOG features, while the
second method uses neighborhood label information as well, in a Gibbs Sampling
approach.

2 The Vertebral Column

This section is dedicated to present the anatomy of the vertebral column in general
with focus on the lumbar area. It also provides the standardized nomenclature of the
various abnormalities in the vertebral column as endorsed by the North American
Spine Society (NASS), the American Society of Spine Radiology (ASSR), and the
American Society of Neuroradiology (ASNR) [24].

The vertebral column, also known as the backbone or the spinal column, is
typically made up of (33) individual bones called vertebra (plural: vertebrae) that
interlocks with each other. These vertebrae are classified into five areas from top to
bottom: Cervical (7), Thoracic (12), Lumbar (5), Sacral (5), and Coccyx (4).
Among these (33) vertebrae, only the top (24) are movable due to which clinicians
often state that the vertebral column consists only of (26) vertebrae counting the
Sacral vertebrae as one and the Coccyx as one. In each of these four regions, the
vertebrae have unique features that allows certain functionality [88].

There are five distinct regions in the vertebral column. The top most region is the
Cervical region which consists of seven vertebrae anatomically named from top to
bottom as C1 (also called Atlas), C2 (also called Axis), C3, C4, C5, C6, and C7.
The main function of this region is to support the weight of the head [normally
weighs about 10 pounds (4.5 kg)]. The cervical has the most range of motion due to
the first two specialized vertebrae that connect to the skull.

The Thoracic region comes next and consists of twelve vertebrae named from
top to bottom as T1, T2, T3, T4, T5, T6, T7, T8, T9, T10, T11, and T12. The major
role of the thoracic spine is to protect the organs that lie in the chest by supporting
the rib cage. The motion is limited due to the nature of the chest.

The Lumbar region comes next and has the largest vertebrae. This region is
responsible for the whole flexibility of the back as well as bearing the weight of the
body. Five vertebrae exist in this area that are named (from top to bottom) as L1,
L2, L3, L4, and L5. The spinal cord stops, typically at the L1-L2 area where the
nerves hang down inside the Pachymeninx (Dural Mater) which is the tough and
inflexible outermost of the three layers of the meninges surrounding the brain and
spinal cord. The Sacral and the Coccyx regions have less functionality and they are
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barely movable. The sacral one fused vertebra (named as S or S1) provides
attachment for the Ilium (hip) bones and protects the pelvic organs while the coccyx
region fused vertebra are not recognized for main functionality.

2.1 Lumbar Spine Region

Since our focus is on the lumbar region, we present more details on the anatomy of
the lumbar region as well as details of the MRI. There are two common anatomic
terms that relate to the low back: anterior and posterior. Anterior refers to the front
of the spine while posterior refers to back of the spine as shown in Figs. 4 and 5.
The section of the spine that makes up the low back is called the lumbar spine.
Lumbar spine includes these main structures: Intervertebral discs, vertebrae, and
other structures.

2.1.1 Intervertebral Discs

Intervertebral discs are unique structures that absorb shocks between adjacent
vertebrae. They act as the ligaments that connect the vertebrae together and the
pivot point which allows the spine mobility by bending and rotating. They make
about one fourth of the spinal column length [88].

Fig. 4 Sagittal T2-SPIR-
weighted MRI showing
anterior and posterior terms
[5]
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An intervertebral disc is composed of two parts: an outer strong ring called
Annulus Fibrosus and a soft gel-like inner called Nucleus Pulposus. The nucleus
pulposus consists of 80–85 % water in normal cases. By aging the disc dehydrates
limiting its ability to absorb shocks. The outer rings gets weaker as well and start
having tears that causes various abnormalities. The bottom up view is the anterior
while top down is the posterior direction. Figures 6 and 7 show T1- and T2-
weighted MRI for the same lumbar disc from our dataset, respectively.

Fig. 5 Axial T1-weighted
MRI showing anterior and
posterior terms [5]

Fig. 6 Sagittal T1 MRI for
L1-L2 disc [5]
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2.1.2 Vertebrae

A vertebra (plural: vertebrae) is a bone with specific structure that supports and
protects the spinal cord. A typical vertebra consists of two segments: Anterior
(front) and posterior (back). The anterior part of the vertebra is the body while the
posterior, which is known also as the vertebral (neural) arch, includes: the vertebral
foramen, a pair of pedicles and a pair of laminae, and supports seven processes
[four articular, two transverse, and one spinous (aka neural spine)].

2.1.3 Other Structures

In addition to the main structures within the vertebral column, there are few other
structures including.

Nerves: The spinal cord hangs inside a bony ring through the vertebral column
that is made up of millions of nerve fibers. The spinal cord extends down to the L2
vertebra. Below L2, a bundle of nerves named as Cauda Equina hangs down in what
is known as the Thecal Sac. Two large nerves branch off the spinal cord, one from
each side passing through the neural foramina of each vertebra. These spinal nerves
group together to form the main nerves that go to the organs and limbs. The nerves of
the lumbar spine (Cauda Equina) go to the pelvic organs and lower limbs [88].

Connective tissues: They are the fibrous connections that hold the cells of the
body together. The ligaments are strong connective tissues that attach bones
together. There are many long ligaments that connect on the front and back sections
of the vertebrae. The anterior longitudinal ligament runs lengthwise down the front
of the vertebral bodies. Two other ligaments run full-length within the spinal canal.
The posterior longitudinal ligament attaches on the back of the vertebral bodies.
The Ligamentum Flavum is a long elastic band that connects to the front surface of

Fig. 7 Sagittal T2 MRI for
L1-L2 disc [5]
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the lamina bones (just behind the spinal cord). Thick ligaments also connect the
bones of the lumbar spine to the sacrum (the bone below L5) and pelvis.

Muscles in the lower back are arranged in layers. The superficial layer, the
closest to the skin, is covered by a thick tissue called Fascia. The middle layer,
called the Erector Spinae, has strap-shaped muscles that run up and down over the
lower ribs, chest, and low back. They join in the lumbar spine to form a thick
tendon that binds the bones of the low back, pelvis, and sacrum. The deepest layer
of muscles attaches along the back surface of the spine bones, connecting the low
back, pelvis, and sacrum. These deepest muscles coordinate their actions with the
muscles of the abdomen to help hold the spine steady during activity [95].

Spinal segments is a notion that includes two vertebrae separated by an inter-
vertebral disc, the nerves that leave the spinal column at each vertebra, and the
small facet joints that link each level of the spinal column. The intervertebral disc
separates the two vertebral bodies of the spinal segment. The disc normally works
like a shock absorber. It protects the spine against the daily pull of gravity. It also
protects the spine during heavy activities that put strong force on the spine, such as
jumping, running, and lifting. The spinal segment is connected by two facet joints
described earlier. When the facet joints of the lumbar spine move together, they
bend and turn the low back [95].

3 Popular Lumbar Imaging Modalities

Most image based research literature focuses on X-ray radiography, Dual-energy X-
ray Absorptiometry (DEXA or DXA), CT, and MRI. X-ray radiography and DEXA
are cheaper and widely popular modalities as an initial diagnostic tool. Hence, the
availability of the data provided researchers with great opportunities to investigate
labeling, localization, and even diagnosis problems.

On the other hand, MRI (Fig. 8) and CT (Fig. 9) are more expensive and less
available for researchers. Hence, fewer researchers obtained access to such data and
were able to investigate localization, segmentation, and diagnosis problems on the
various anatomical structures. Few efforts utilized other modalities such as ultra-
sound, especially, for fetal spine detection and abnormality detection.

Both X-ray and DEXA (aka DXA) radiography consist only from one 2D slice
that shows the area of interest. On the other hand, CT scans show a full 3D volume
for the area of interest. Clinical CT spans the whole area in slice-by-slice fashion
that can be directly used to produce a full 3D volume. Usually CT consists of a set
of axial slices with specific thickness depending on the available technology.

Moreover, clinical MRI consists of few protocols that vary depending on the
available technology. The current standard in MRI in North America, for low back,
is the 3 T MRI. Most of the current MRI radiology centers produce: (1) T1-
Weighted sagittal (T1 W-sagittal), (2) T2-Weighted sagittal (T2 W-sagittal), (3) T2-
Weighted axial (T2 W-axial) for a set of selected discs, (4) T2-Weighted axial
(T2 W-axial) and (5) Myelo MR images (Fig. 8). While the sagittal views span the

Vertebral Column Localization, Labeling, and Segmentation 201



side-to-side dimension of the body, the axial views are acquisitions of each inter-
vertebral disc within the area of interest. Each disc has a set of axial slices that are
aligned with the dimension of the major axis of the disc. MRI acquisition technician
spends a manual effort for planning the acquisition to make sure that each disc
volume is acquired correctly and that all acquired protocols are manually co-reg-
istered. The patient is not allowed to move during the whole acquisition period.

Fig. 8 This figure illustrates a sample image from each of the five popular clinical MRI protocols
—T1 weighted sagittal, T2 weighted sagittal, T2 weighted axial, T2-SPIR sagittal and Myelo [6]

Fig. 9 This figure shows samples of a lumbar CT scan. The first two images show sagittal and
coronal slices from a CT volume, while the last image shows a 3D reconstruction [2]

202 R.S. Alomari et al.



Many clinical MRI protocols exist that have trade-offs in diagnosis of various
backbone abnormalities. The technician has four main parameters to tune before
MRI acquisition that control the appearance (intensity) of the resulting image: (1)
proton density, (2) longitudinal relaxation time (T1), (3) transverse relaxation time
(T2), and (4) the flow. The proton density refers to the concentration of protons in
the tissue in the form of water and macromolecules (proteins, fat, etc.). Both T1 and
T2 relaxation times define the way that the protons revert back to their resting states
after the initial RF pulse. The most common effect of the flow is the loss of signal
from rapidly flowing arterial blood.

Two common pulse sequences for MR imaging are widely used: T1- and T2-
weighted spin-echo sequences. The T1-weighted sequence uses a short Repetition
Time (TR) and a short TE (Echo Time) (TR ≤ 1,000 ms, TE ≤ 30 ms). The T2-
weighted sequence uses a long TR and long TE (TR ≥ 2,000 ms, TE ≥ 80 ms).
Moreover, two major techniques are used for suppression of fat signals in MRI:
Short Tau Inversion Recovery (STIR) and selective partial inversion recovery
(SPIR). The STIR sequences suppress fat signal by using an initial 180° radiofre-
quency pulse to invert the longitudinal magnetization. Image acquisitions are then
performed with the inversion time equivalent to the known null point for fat
(approximately 0.69 × T1) [92]. SPIR is a more recent fat-suppression technique
that is based on the use of frequency-specific pulse sequences [93]. Only the fat
magnetization pulse is inverted leaving water resonances as is. This technique is
useful for suppressing any tissue-specific pulse given the known-frequency of that
tissue. However, the SPIR technique is extremely sensitive to the magnetic field
inhomogeneity. SPIR is used with both T1- and T2-weighted MRI [44].

Furthermore, another important MRI sequence generator that is related to
common current clinical MRI is called MR Myelography [57] (Myelo is a new
Latin word, from Greek muelos, which means spinal cord). In this method, the
background signal is suppressed by using heavily T2-weighted fast spin-echo pulse
sequences and obliterating fat signal by pre-saturation. The resulting slices are then
projected into a composite image using a standard maximum intensity projection
(MIP) algorithm [57].

It is worth mentioning that inter-observer variability exist in lumbar diagnosis
similar to many diagnosis tasks from various imaging modalities including X-ray
radiographs, MRI, CT, Single-Photon Emission Computed Tomography (SPECT),
and High Resolution (HR). However, MRI shows high inter-observer reliability
compared to plain radiographs in lumbar area diagnosis (e.g., [62]). Mulconrey
et al. [70] showed that abnormality detection for degenerative disc and Spondyl-
olisthesis with MRI has κ = 0.773 and κ = 0.728, respectively, which is considered
high in showing inter-observer reliability where this reliability is considered perfect
when 0.8 ≤ κ ≤ 1.
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4 Challenges

Automatic detection of abnormalities from MRI or CT scans has been studied by
researchers for quite some time. The challenges are manifold—ranging from
variations in scanner specifications, parameter settings, modalities, differences in
body structure and composition and last but not the least the task of segmentation
which is a big challenge in computer vision.

In general, the segmentation of CT and MRI scans is difficult due to three main
reasons.

(1) Partial Volume Effect: It is a scenario where multiple tissues contribute to
pixels and blurs intensity across boundaries as illustrated in Fig. 10.

(2) Intensity Inhomogeneity: It is defined as non-anatomic intensity variations of
the same tissue over the image, and may be caused by the imaging instru-
mentation (RF non-uniformity, static field inhomogeneity) or due to patient
movement as seen in Fig. 11.

(3) Intensity Similarity: Very often two or more tissues have the same intensities
in MRI scans as illustrated in Fig. 12.

All these factors contribute to the fact that segmentation of a lumbar MRI is a
very challenging task.

Real world clinical MRIs are even more challenging since patients very often
suffer from one or more lumbar abnormalities such as vertebral fractures, Spon-
dylolysis, Spondylolisthesis, Scoliosis, intervertebral disc abnormalities (degener-
ation, desiccation, herniation, bulge and annular tears) and spinal Stenosis. In
addition, there is lumbar variability due to patient age, height and structure leading
to diverse images. Figure 13 shows a sample set of clinical lumbar MRIs showing
some of the variability [5].

Fig. 10 This figure shows an illustration of partial volume effect in an imaginary scan consisting
of two different kinds of tissues. While the first image shows the expected image the second one
shows the actual image with fuzzy boundaries due to partial volume effect [32]
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Fig. 11 This figure illustrates intensity inhomogeneiy in a Lumbar MRI [32]

Fig. 12 This figure shows
intensity similarity of different
tissues in a T1 weighted
lumbar MRI [32]
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5 Advances in Localization, Labeling, and Segmentation

There are three main steps for the proper diagnosis in medical imaging: (1)
Localization and labeling of anatomic structures, (2) Segmentation and (3) Diag-
nosis and quantification of abnormalities. There has been an extensive amount of
work done in the area of vertebral body localization and segmentation from X-ray
radiographs and CT scans in the past two decades. On the other hand, localization
of soft tissues in MRI and diagnosis of disc abnormalities is comparatively more
recent and has been of central focus for low back research in the last decade.

In this section, we review in detail, the current literature in the context of spinal
tissue localization, segmentation and abnormality diagnosis. We classify the liter-
ature based on the medical imaging modality.

Fig. 13 Variability in disc appearances, shapes, locations, and sizes in different abnormal cases.
a Shows variability in appearance of discs. The lower two discs (L4-L5 and L5-S1) have less
intensity levels due to abnormalities (Herniation, Stenosis and Desiccation). b Shows variability in
shape of discs with close intensity levels due to abnormalities in the lower two discs (Herniation
and Stenosis). c Shows clear difference at the lowest disc level (L5-S1) as well as the difference in
bending of the lumbar vertebral column which results in variability in location. d Shows variability
in location of discs from other figures, sizes of discs, and the missing disc at L4-L5 disc. e Shows
variability in disc sizes between the upper four discs and the lowest disc L5-S1. Ages of these
patients are 35, 36, 29, 47, and 27, respectively from a to e. All images have been edited by
cropping and contrast enhancement for better visualization
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5.1 X-ray Radiography

Since X-ray radiographs use ionizing radiation and show better detailing of the
bony tissues, there has been plenty of research in the direction of vertebrae seg-
mentation from X-ray scans. Moreover, the availability of X-ray radiographs data
helped boost the related amount of research.

5.1.1 Vertebrae

More than two decades ago, Hedlund and Gallagher [39] performed vertebral
morphometry on lateral thoracic and lumbar X-ray radiographs of 153 women with
a preliminary diagnosis of Spinal Osteoporosis. Measurements included anterior
and posterior vertebral height, width, area, wedge angle, percent reduction of
Anterior to Posterior Height (PRH) and Percent Difference in Anterior Height
between adjoining vertebrae (PDAH). They showed that among individuals with
mild Osteoporosis (0–2 fractures) PDAH identified 86 % of the fractures and 95 %
of the individuals with fractures.

Manual selection of anatomical points for vertebral abnormality diagnosis is
time consuming, imprecise and subjective. To obtain a more objective and accurate
description of the vertebral body shape, semi-automatic methods were proposed
that were based on statistical models of vertebral bodies in the sagittal view. Very
early on, in 1993, a computerized quantifying technique for vertebral morphometry
on lateral radiographs of the spine was proposed by Nicholson et al. [73]. Although
fracture detection was improved by expanding the description of the vertebral body
shape from six points to a contour, the amount of traumatic spinal injury or latent
vertebral fracture was often underestimated. The main reason for the wrong diag-
nosis originated from the limited measurement possibility caused by the lack of
depth perception in X-ray radiographs. Later in 1997, Smyth et al. [87] described
how Active Shape Models (ASM) could be used to locate both normal and frac-
tured vertebrae from Dual energy X-ray Absoptiometry (DXA) images of the spine.
However, three initialization points have to be manually selected. To overcome the
lack of depth perception in X-ray images, Benameur et al. [8] performed projection
of a three-dimensional (3D) statistical shape model of a vertebra to a pair of
orthogonal 2D X-ray radiographs. They validated this method on 57 scoliotic
vertebrae images. However, the proposed segmentation was highly dependent on
model initialization.

Various efforts that target the diagnosis of certain vertebra conditions involved
localization and segmentation. In 2000, Long and Thoma [60] investigated the
segmentation of C2 and C3 vertebrae from the cervical area using an ASM as a first
step for building an image based retrieval system for a dataset consisting of
7,000 lumbar X-ray radiographs and 10,000 cervical spine X-ray radiographs. They
built the Web-based Medical Information Retrieval System (WebMIRS) based on
the National Health and Nutrition Examination Surveys (NHANES). Later,
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Cherukuri et al. [16] proposed image processing techniques for computing size-
invariant, convex hull-based features to highlight anterior Osteophytes. Feature
evaluation of 714 lumbar spine vertebrae using a multi-layer perceptron yielded
normal and abnormal average correct discrimination of 90.5 and 86.6 %, respec-
tively. Despite that the main purpose of this work is diagnosis, a great portion of
this effort was to identify the vertebra.

Another work was presented by de Bruijne and Nielsen [11] who used Shape
Particle Filter [23] and k-nearest neighbor pixel-level classification for a semi-
automatic segmentation of the lumbar vertebrae. Around the same time, Kaminsky
et al. [47] presented a standardized protocol that combined newly developed
interactive tools (rotation transformation, warped dissection plane) with standard
segmentation tools to provide both a fast and accurate 3D spine segmentation
procedure. Howe et al. [42] proposed a multi-level segmentation technique for
vertebrae from cervical and lumbar X-ray radiographs using an ASM and a gen-
eralized Hough transform. Their validation is based on a leave-one-out test with an
error of 2 mm for 57 % of the cervical cases and less than 4 mm for 68 % of the
lumbar cases. However, their method needs manual intervention for initialization.

Later, Crimi et al. [22] presented a Bayesian approach and used prior infor-
mation to estimate the covariance matrix from a small number of samples in a high
dimensional shape to segment the vertebrae from X-ray radiographs. Moreover,
Zewail et al. [103] segmented the vertebrae from X-ray radiographs using a con-
tourlet-based salient point matching and a localized multi-scale shape prior. They
tested their work on 100 X-ray radiographs and obtained an average segmentation
error of 1.2 mm. Later, Crimi et al. [22] presented a Bayesian approach and used
prior information to estimate the covariance matrix from a small number of samples
in a high dimensional shape to segment the vertebrae from X-ray radiographs.
Moreover, Zewail et al. [103] segmented the vertebrae from X-ray radiographs
using a Contourlet-based salient point matching and a localized multi-scale shape
prior. They tested their work on 100 X-ray radiographs and obtained an average
segmentation error of 1.2 mm.

More recently, Lecron et al. [59] presented a fully automated vertebrae detection.
They used an edge polygonal approximation to detect vertebral edges and a SIFT
descriptor to train an SVM-model. They achieved a corner detection rate of 90.4 %
and a vertebra detection rate from 81.6 to 86.5 % on 250 cervical cases.

5.1.2 Intervertebral Discs and Dural Sac

Despite that X-ray radiographs are mainly used for bone visualization, few efforts
have been performed in the analysis of the intervertebral discs and the spinal canal.
Chamarthy et al. [14] introduced image analysis techniques, including scale-
invariant, distance transform-based features to characterize the disc space narrowing
(with four grades zero to three) in cervical vertebrae. For a data set of 294 vertebrae
X-ray images, experimental results yielded average correct grade assignment of
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greater than 82.10 %. However, the testing images had to be manually labeled with
the boundary points.

Later on, Koompairojn et al. [56] described a fully automatic Spinal Stenosis
diagnosis system via vertebral morphometry [73], using an Active Appearance
Model (AAM) for segmentation and a Bayesian framework for classification.
Experimental results on 86 lumbar spine X-ray images from the NHANES II
database showed accuracy ranging from 75 to 80 %. Moreover, Stanley et al. [89]
investigated new size-invariant features (claw and traction) for the detection of
anterior Osteophytes for efficient Content Based Image Retrieval (CBIR). Using a
K-means clustering and nearest neighbor classification approach, average correct
classification rates of 85.80, 86.04 and 84.44 % were obtained for claw, traction and
anterior Osteophytes, respectively, on 390 cervical vertebrae.

5.2 Computed Tomography (CT)

CT imaging technique has become indispensable for diagnosis of spine abnor-
malities by providing a detailed 3D representation of the anatomy. Compared to X-
ray radiography and MR imaging, CT proved to have higher sensitivity and
specificity in the visualization of the bone structures.

5.2.1 Vertebrae

A number of automatic and semi-automatic methods for segmentation of vertebrae
and vertebral structures in CT have been proposed [27, 50, 52, 64, 80, 84, 91, 96,
98, 102] over the last decade. On one hand some researchers proposed techniques
that segment each vertebra separately [50, 61, 64, 84, 98], which might lead to mis-
segmentation due to absence of a clear boundary between vertebrae. To overcome
this issue, some authors proposed techniques for simultaneous segmentation of all
vertebrae [52, 80].

Early last decade, Hahn [36], proposed a fully automated approach to evaluate
rotation of the cervical vertebrae in 3D using a multidimensional Powell minimi-
zation algorithm for spiral CT scans. Later, in 2004, the same research group [37]
presented a method for determination of the planes separating the individual ver-
tebrae of the spine from CT volumes using a Balloon based model. This model
requires careful initialization similar to the 2D active contours (snakes) besides its
high dependency on the edge detector.

Meanwhile, Ghebreab and Smeulders [27] presented a combination of Strings
[26] and Necklaces [28] to model the spine in the lumbar area using both a priori
knowledge about natural variation and anatomical saliency in the visual appearance
of the spine. The Strings model focuses on learning the most relevant biological
variation in the visual appearance of the spine as a whole, and Necklaces aims at
exploiting inhomogeneities in multiple continuous shape and gray-level features of
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vertebrae. Thus they were able to use both a priori knowledge about natural vari-
ation and anatomical saliency in the visual appearance of the spine. However, they
tested their method on only six CT cases and with minimal spinal and vertebral
deformations. Furthermore, manual intervention is used for initialization of their
model. On the other hand, Vrtovec et al. [96] detected the spine curve from CT
using a polynomial model to provide a Curved Planar Reformation (CPR) of the 3D
spinal column. They fit the spinal curve to a set of points extracted from a distance
map that emphasized the vertebral bodies and tested the method on five cases,
including one Scoliotic case achieving mean positional errors between 2 and 6 mm.

Furthermore, Yao et al. [102] presented a systematic algorithm for segmenting
the spinal column from chest and/or abdominal CT scans, without labeling of
vertebrae. Their method is based on thresholding, Watershed, and directed graph
search besides modeling the vertebral bony tissue as a four-part model. They
showed correct segmentation of 69 cases out of the 71 total cases. Meanwhile,
Mastmeyer et al. [64] segmented the lumbar vertebral bodies in CT images by
combining viscous deformable models with the geometrical shape of the vertebral
body, starting from a point in the center of each vertebral body. Tan et al. [91]
presented a level set-based segmentation algorithm for the vertebrae and validated
their work on synthetic 3D vertebrae volumes. After parameter selection, they
tested the algorithm on 50 vertebrae (from ten subjects), obtaining 90 % success
rate. Later, Shen et al. [84] presented a segmentation technique for vertebrae from
3D CT scans using prior knowledge with a set of high level features to form a
surface model. However, they did not perform labeling. They tested their model on
150 vertebrae with a comparative segmentation to two experts’ segmentation. In the
same year, Klinder et al. [51] presented a two-scale framework for modeling and
segmenting the spine from thoracic CT scans, achieving a segmentation accuracy of
1.0 mm in average for ten thoracic CT volumes. By applying statistical models of
shape, gradient and appearance of spinal structures in 3D, the same research group
[52] detected, identified and segmented the vertebrae in CT volumes. However,
their identification algorithm is based on vertebrae Active Appearance Model for
spatial registration and matching which is very computationally expensive
(20–30 min per case). Their framework was tested on 64 CT images including
pathologies like Scoliosis, Kyphosis and collapsed vertebrae. Later, Kim and
Kim [50] automatically segmented the vertebrae by a region growing algorithm
inside a volume limited by a 3D fence that was obtained from a deformable model.
They obtain 80 % success on a 50 patient dataset. More recently, Ma and Lu [61]
proposed a method for segmentation and identification of thoracic vertebrae in CT
images by training an edge detector to bone structures via steerable gradient fea-
tures and using a deformable surface model in a two-stage coarse-to-fine scheme.
They achieve point-to-surface error 0.95 ± 0.91 mm on 40 volumes.

Segmentation that is not based on deformable models [50, 91, 102], generally do
not provide any quantitative information of vertebral deformations for CAD sys-
tems, while the segmentation based on deformable models is mathematically too
abstract for describing deformations in clinical practice [52, 61, 64]. For example,
Štern et al. [98] proposed a parametric method for quantitative description of
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vertebral body deformations; evaluated from the parameters of a 3D super-quadratic
model, which is initialized as an elliptical cylinder and then gradually deformed by
introducing transformations that yield a more detailed representation of the verte-
bral body shape. Their method was validated on 75 CT and 75 MRI vertebrae
extracted from none normal and ten abnormal subjects; showing a success rate of
94.5 and 88.6 %, respectively.

Meanwhile, Kadoury et al. [46] proposed a method for inferring articulated spine
models from pre-operative X-ray to intra-operative CT images. This approach
automatically segments the entire spinal column with annotated landmarks by
modeling complex, non-linear patterns of prior deformations from a Riemannian
manifold embedding, showing an accuracy of 0.7 ± 1.8 mm for thoracic vertebra
and 2.1 ± 2.5 mm for lumbar vertebra based on the localization of surgical land-
marks. Recently, Rasoulian et al. [80] developed a statistical multi-vertebrae shape
and pose model and proposed a registration-based technique to segment the CT
images of spine using a reduced number of registration parameters. Validation on
lumbar vertebrae of 32 subjects shows a mean error less than 2 mm, which the
authors argue, is sufficient for many spinal needle injection procedures, such as
facet joint injections.

In another recent approach that avoids an explicit parametric model of appear-
ance, Glocker et al. [35] proposed a vertebrae localization and identification
algorithm which builds upon supervised classification forests. They overcome the
tedious requirement for dense annotations by a semi-automatic labeling strategy.
Extensive evaluation on a dataset of 224 spine CT scans of patients with pathol-
ogies (including high-grade Scoliosis, Kyphosis, and presence of surgical implants)
shows a mean localization error of 12.4 mm and 70 % identification rates on
pathological spines, which outperforms a parametric approach using Regression
Forests and Hidden Markov Models (HMM).

One major effort in vertebrae segmentation was part of a semi-automated ver-
tebra fracture detection system [2]. In the segmentation of vertebra, they started
with the CT volume and select the middle slice as a starting point for segmentation.
There are two main steps to train their model: (1) Inter vertebral disc localization
(that leads to vertebra localization as illustrated below). (2) ASMs for each vertebra
level.

For the first training task, they trained the proposed model in [5] by allowing a
radiologist to place a point inside each disc for the six discs enclosing the five
lumbar vertebrae. Then they saved this data with the corresponding images to train
the model for the disc localization step (a point inside each disc).

The second training task is the selection of a fixed set of points (16 points) for
each vertebra. Then produced a separate model for each vertebra level and prepare
the training data required for an ASM (x-, y-coordinates and the image itself).
Figure 14 shows a sample image with the 16 points on the edges of each vertebra as
selected by the expert radiologist.

The steps for the segmentation of the lumbar vertebrae from CT are explained
below in three sub steps: vertebrae localization, vertebra point distribution
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modeling by the ASM, and vertebra boundary delineation by a Gradient Vector
Flow (GVF-)snake [1, 2].

The vertebrae localization step provides a point inside each vertebra. This step
utilized an earlier work on disc localization from clinical MRI [5]. After producing
a point inside each disc, they take the average point between each two discs and
consider this as the vertebra localization point as shown in Fig. 15.

The next step is to model the vertebra point distribution by an ASM [20]. In this
work, they produced a separate model for each vertebra level. A radiologist pre-
pares the training data where he manually marks 16 landmark points for each
vertebra as shown in Fig. 14. These points are named from k1 to k16. Similar to
[20], they initially calculated the mean shape �x ¼ 1

N

PN
1 x where N is the size of the

training data. Then each vertebra shape xi, where i 2 1; . . .;Nf g; is recursively
aligned to the mean shape �x using generalized Procrustes analysis to remove
translational, rotational, and isotropic scaling from the shape.

Then, they model the remaining variance around the mean shape for each ver-
tebra with principal components analysis (PCA) to extract the Eigen vectors of the
covariance matrix associated with 98 % of the remaining point position variance
according to the standard method for deriving the ASM’s linear shape
representation.

However, they did not use the original CT image for training the ASM of each
vertebra. Rather, they applied the range filter R first on the image to obtain a better
edge enhancement for vertebrae. R is the range filter operator where the intensity
levels in each 3 × 3 window are replaced by the range value (maximum–minimum)

Fig. 14 Preparation of
training data [2]. An expert
radiologist manually selects a
set of 16 points based on a
predefined model for locating
these points
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in that window. This operator R has high values in abrupt-change regions and small
values in smooth regions as shown in Fig. 16.

To apply the ASM for detection of the point distribution of the vertebra body
boundary, they applied the mean shape �x around the vertebra point produced by the
localization step (cross inside each vertebra). Then, allowed the ASM to converge
and obtain the boundary. They then fed this boundary to the GVF-snake in the next
step.

The ASM can capture the rough boundary of the vertebra as a point distribution
model. However, fine detailed delineation of the vertebra body need a more refining
model. They [1] selected the GVF-snake proposed by Xu and Prince [101] because
it has been proven to move toward desired image properties such as edges including
concavities. GVF-snake is the parametric curve that solves:

xtðs; tÞ ¼ ax00ðs; tÞ � bx0000ðs; tÞ þ v ð1Þ

where a and b are weighting parameters that control the contour’s tension and
rigidity, respectively. x00 and x0000 are the second and fourth derivatives, respectively,
of x: v x; yð Þ is the Gradient Vector Flow (GVF), s 2 0; 1½ �; and t is time component
to make a dynamic snake curve from x(s) yielding x(s, t).

GVF-snake requires an edge map that is a binary image highlighting the desired
features (edges) of the image. Most researchers use Canny edge detector or Sobel
operator on the original image. They presented the GVF-snake with a canny edge
map applied on the range-filtered image I.

Fig. 15 Automated vertebrae
localization. Filled circles are
disc labels from Alomari et al.
[5]. Crosses are the average
location between each two
disc labels
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They then applied the GVF-snake by initializing its contour to the contour
produced by the ASM, that is the points k1 to k16. Figure 15 shows the same
example after the convergence of the GVF-snake.

Figures 17 and 18 show four cases selected from the data set to show the
robustness of the final contour despite the various abnormalities in various lumbar
levels. They performed qualitative measure where a radiologist visually and care-
fully examined each vertebra contour and approved the automated segmentation
contour for all cases.

Fig. 16 Range filter 3 × 3
window on the CT image [1]
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Fig. 17 Final contour for two cases. Images are contrast-enhanced for visual convenience [1]

Fig. 18 Final contour for two cases. Left severely abnormal L4 vertebra. Images are contrast-
enhanced for visual convenience [1]
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5.2.2 Spinal Cord and Canal

Many research groups have focused on the segmentation of the spinal cord and the
spinal canal in CT. Early on, Karangelis and Zimeras [48] introduced a semi-
automatic 3D method for segmenting the spinal cord and tested that on 14 CT
volumes. On each slice image, they used a boundary tracking method along with
linear interpolation in the z-direction. However, proper selection of the seed point
and the threshold limits its applicability. Meanwhile, Archip et al. [7] presented a
top-down knowledge-based technique that identified the spinal cord in CT images.
This approach used an Anatomical Structures Map and a task-oriented architecture
plan solver. They claimed that the method was flexible enough to handle inter-
patient variation and transparent to the radiologist ensuring that the experts can take
control of undesirable results by image analysis. On 23 cases, the spinal canal was
localized with an accuracy of 92 %, the spinal cord with an accuracy of 85 % and
the lamina with an accuracy of 72 %. Couple years later, Burnett et al. [12]
developed a semi-automatic algorithm for spinal canal segmentation of CT scans.
The spinal canal was partially delineated by wavelet-based edge detection and fitted
to a deformable model. Later, the template was aligned manually to fit more
accurately to the spinal canal. Experiments on 557 axial images showed that
automatic delineation of the spinal canal was successful on 91 %, unsuccessful on
2 % and requiring further editing on the rest 7 % of the images. Around same time,
Nyúl et al. [75] proposed a semi-automatic method using 2D snakes for segmenting
the spinal cord in a slice-by-slice manner testing that on 27 CT images for the
Thoracic region. The 3D volume is then generated by interpolation. Snakes [49] are
highly sensitive for the initialization which is usually performed manually.

On the other hand, because CT scans are better than X-rays and MRIs in terms of
boney structure visualization, there has been great efforts toward building a CAD
system for detection of various abnormalities such as Syndesmophytes (abnormal
bone structures at the vertebral end plates) [90], spine Metastases [38] and vertebral
fractures [2, 29]. Most of these efforts include localization, labeling, or segmen-
tation work.

Mid last decade, Tan et al. [90] provided a quantitative measure of the Syn-
desmophytes using high resolution CT images. They first segmented the whole
vertebra using a cascade of successive level sets, and then used curvature infor-
mation to segment and quantify Syndesmophytes achieving 0.898 Pearson corre-
lation between manual (medical expert) and the automated diagnosis which a high
positive correlation level.

More recently, Hammon et al. [38] proposed a method of automatic detection of
Lytic and Blastic Thoracolumbar spine Metastases (malignant tumors) from 3D CT
images. They first detected the vertebral bodies using iterative marginal space
learning and then use a cascade detector consisting of three random forest-based
discriminative models to detect Metastases. Evaluation on 20 patients with 42 Lytic
and on 30 patients with 172 Blastic Metastases (where the CAD system was trained
using CT images of 114 subjects with 102 Lytic and 308 Blastic spinal Metastases)
showed a sensitivity of 88 % for Lytic and 83 % for Blastic Metastases.
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In vertebral fracture detection, Ghosh et al. [29] developed an unsupervised and
non-parametric approach for vertebral segmentation using Hough lines and mor-
phological operations. They also proposed a set of clinically motivated features
including vertebral height features for automatic fracture detection using a Support
Vector Machine (SVM). On 50 clinical cases they showed a segmentation error of
1.5 mm and a wedge fracture detection accuracy of 97 %. More recently, Al-helo
et al. [2] proposed another method using ASM and a GVF-snake for vertebra
segmentation and clinically motivated features for wedge fracture detection
resulting in 98 % accuracy (specificity of 87.5 % and sensitivity over 99 %) using
an unsupervised learner.

5.3 Magnetic Resonance Imaging (MRI)

While CT proved to have higher sensitivity and specificity in the visualization of
the bone structures, MRI provides superior contrast in visualizing the soft tissue that
surrounds the vertebrae, without ionizing radiation associated with CT or X-ray
imaging. Moreover, MRI does not subject the patient for harmful radiations of the
X-ray radiography and CT. It is important to highlight that research efforts in the
literature have not been focused on distinct problems. There are many overlaps in
research papers that may target localization, labeling, segmentation, and even
diagnosis. We provide approximate categorization below for the literature based on
the target problem.

5.3.1 Localization and Labeling

As early as 1989, Chwialkowski et al. [19] studied the localization of discs, ver-
tebrae and spinal cord in one MRI case using intensity profiles and edge detectors.
A decade later, Booth et al. [10] used an algorithm based on symmetry, active
contours and edge detection to identify the vertebral body edges from cross-sec-
tional vertebral MRI. However, the unavailability of data prevented these efforts
from robust validation. Later in the last decade, Vrtovec et al. [97] detected the
spine curve from MRI using a polynomial model to provide a Curved Planar
Reformation (CPR) of the 3D spinal column. Their optimization framework is
based on the automatic image analysis of MR spine images that exploits some basic
anatomical properties of the spine. They tested the method on 21 axial MR scans of
the spine from twelve subjects, achieving mean errors of 2.5 mm and 1.7° for the
position of the 3D spine curve and axial rotation of vertebrae, respectively.

Mid last decade, Peng et al. [78] performed vertebra and disc labeling on five
whole spine MRIs, by extracting intensity profiles of discs and use a convolution
operation to match a template of the disc. Later, Masaki et al. [63] proposed a
method for automated geometry planning based on intensity and a Hough transform
to localize the spine and the discs. They only used ten MRI normal cases for
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validation. The dependency on static values (thresholds) limits the capability of
segmentation methods when they are tested on different datasets. Furthermore,
performing many sequential steps to achieve the segmentation task increases the
error rate due to propagation of the error from each step to the next. Another study
by Weiss et al. [100] proposed a semi-automatic technique for disc labeling. The
upper and lower halves of the spine are separately labeled after histogram pro-
cessing, filters and the use of threshold values. They tested their algorithm on fifty
MRI cases.

In surgery planning, Pekar et al. [77] developed a labeling method for the whole
spine. Initially, a set of disc candidates are located by a filter using eigenvalues
analysis of the Hessian matrix. Then using prior structural knowledge of the spine,
they picked the disc centers from the candidates. After that labeling takes place
starting from the first spine point and moving upward/downward. They also used a
distance constraint for locating the next disc, otherwise a new point is introduced
and that disc is considered missing due to abnormality. They used 15 subjects for
validation producing 60 image volumes for lumbar and cervical areas with two
poses for each subject.

Bhole et al. [9] presented a method for automatic detection and labeling of
lumbar vertebrae and discs from clinical MRI by combining tissue property and
geometric information from T1-Weighted (T1 W) sagittal, T2-Weighted (T2 W)
sagittal and T2 W axial MRI protocols. They achieved 98.8 % accuracy for disc
labeling on 67 sagittal images. However, they relied on specific threshold values
extracted from the dataset which prevents the extension for their method to another
dataset with variable parameter settings.

Schmidt et al. [82] introduced a probabilistic inference method using a part-
based model achieving up to 97 % disc detection rate on 30 cases. In another similar
approach, Oktay and Akgul [76] proposed a method using Pyramidal Histogram of
Oriented Gradients (PHOG) based on SVM and a probabilistic graphical model and
achieved 95 % accuracy on forty cases.

Localization and labeling has been better understood in the literature. The
author’s research group developed and tested a myriad of techniques. Koh et al.
[54] proposed a joint attention and active contour models to segment the low back
spine and subsequently label discs in later research efforts. However, the initial
contour is highly sensitive to the inhomogeneous MRI signal intensity. Further-
more, [5] proposed a novel probabilistic model of the lumbar discs. This model
adequately insulates the localization variables from the pixel intensities while at the
same time modeling the exact disc geometry rather than solely pixel-level labels.
Let D ¼ fd0; d1; . . .; d6g. be the set of disc variables with each di ¼ xi; yið ÞT; i 2
1; 6½ � representing the disc center (it could also include disc angle, boundary, etc.),
d0 is a label for non-disc pixels. Inferring D from an image is our ultimate goal, but
we avoid doing it directly due to its large computational complexity. We thus
introduce a set of auxiliary variables, called disc-label variables and denoted by
L ¼ fli; 8i 2 Kg. Each disc-label variable can take a value of {−1, +1} for non-
disc or disc, respectively. The disc-labels make it plausible to separate the disc
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variables from the image intensities, i.e., the disc-label variables will capture the
local pixel-level intensity models while the disc variables will capture the high-level
geometric and contextual models of the full set of discs. This approach is simpler
and more robust than the model by Schmidt et al. [82] where they had a particular
label for each disc. Next, we present more details about this highly cited work. This
approach marginalizes over the possible disc-labelings since these are auxiliary
variables giving the following optimization function:

D� ¼ argmax
D

X
L

PðL;DjIÞ ð2Þ

¼ argmax
D

X
L

PðIjD;LÞPðD;LÞ
PðIÞ ð3Þ

¼ argmax
D

X
L

PðI;LÞPðLjDÞPðDÞ ð4Þ

where the second equality follows from the multi-level nature of the model (the disc
variables are assumed independent of the intensities). Note the summation is over a
very large set of possible assignments 2jKj

� �
. Then, the authors model it as a Gibbs

distribution:

PðI;LÞ ¼ 1
Z
exp½�b1

X
s2K

UIðls; IðsÞÞ� ð5Þ

PðLjDÞ ¼ 1
Z
exp½�b2

X
s2K

UDðls;DÞ� ð6Þ

PðDÞ ¼ 1
Z
exp½�b3

X
di2D

ULðdiÞ � b4
X
ði� jÞ

VDðdi; djÞ� ð7Þ

where bk � 0; k ¼ 1; . . .; 4f g are tunable parameters and Z �½ � are the partition
functions. The ð�� �Þ notation denotes the set of neighboring elements on the disc
chain. The potentials UI and UD model the pixel (low)-level intensity and spatial
models, respectively. The potentials UL and VD model the object (high)-level
location and context, respectively.

The exact inference is infeasible for this model because of the dependencies of D
on all L despite that D is a Markov chain. They used the generalized Expectation
Maximization (gEM) algorithm to optimize Eq. (4). Whereas an EM algorithm
requires maximization in the M step, a generalized EM algorithm only requires an
improvement over the current state. This particular method has a high disc local-
ization rate. However, the spatial information assumes higher locality in low spine
area within the MRI. Moreover, it does not incorporate other aspects such as angles
within the disc chain and most importantly, it does not take into consideration the

Vertebral Column Localization, Labeling, and Segmentation 219



meta-data of the patient such as weight, height, and history. Patient’s low back
structures vary based on their weight, height, and history.

While most of the literature in localization provides disc centroids [5, 9, 76, 82].
Ghosh et al. [32] presented an approach using heuristics and machine learning
methods to provide tight bounding boxes for each disc achieving 99 % localization
accuracy on 53 cases. This method can by-pass complicated segmentation algo-
rithms and directly feed the detected disc region to a CAD system that extracts
relevant features and automatically provides diagnostic results [30, 31].

5.3.2 Segmentation

Few research efforts have been conducted on segmentation of vertebrae from MRI
despite that bones are better outlined in CT scans. In 2004, Carballido-Gamio et al.
[13] discussed the segmentation of vertebral bodies from sagittal T1-Weighted
(T1 W) MRI using normalized cuts [85] with Nyström approximation method [25].
T1 W MRI were first preprocessed by Anisotropic Diffusion algorithm [79] that
smooths the image without distorting the edges. However, they test their work on
only six subjects for lumbar area. Five years later, Huang et al. [43] proposed a
statistical learning approach based on an improved AdaBoost algorithm for efficient
vertebra detection from MRI with a success of 98 % on less than 25 cases.

As early as 1997, Roberts et al. [81] proposed a method based on watershed
algorithm to segment the five lumbar level discs from MRI. However, they required
major user intervention by carefully selecting an ROI. Their work studies the
relation between patient age and disc height. They concluded that the disc height
increases with aging and that it increases from L1-L2 level and decreases at L5-S
level. Later on, Hoad and Martel [40] presented a technique to segment the bone
and soft tissues from MRI. However, their method requires sensitive initialization
by the user to locate four points on each vertebrae. Wachter et al. [99] used various
image segmentation techniques including shape model, Hough transforms, and
edge detectors to segment the 3D spine and discs in the cervical area from full 3D
MRI. They did not report the number of validation cases except stating that they are
several T1 W and T2 W cases. Couple years later, Chevrefils et al. [17] proposed a
method to segment the discs based on Watershed and many image processing
techniques including opening and erosion. This method, however, encounters an
over-segmentation issue. To overcome this problem, the same group [18] also
presented a framework for automatic segmentation of intervertebral discs of Sco-
liotic spines from 2D and 3D MRI. Twenty two texture features (18 statistical and
four spectral) were extracted from every closed region obtained from their earlier
segmentation procedure [17]; followed by PCA and clustering which resulted in an
overall accuracy of 85 %, specificity of 83 % and sensitivity of 87 % on 505 images
derived from only three patients.

A Hough transform based approach was presented by Shi et al. [86] which
showed success on 48 out of 50 cases but no quantitative evaluation was discussed.
Moreover, the first disc has to be hand labeled for initialization. Another approach
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was proposed by Michopoulou et al. [68] based on three variations of atlas based
segmentation. However, they start from a manually input point for the center of
each disc. Evaluation on 42 normal and 78 degenerated discs showed best per-
formance by the atlas-robust-fuzzy C-Means approach which combines prior ana-
tomical knowledge with fuzzy clustering techniques.

More recently, Neubert et al. [71] presented a method for the 3D segmentation of
Vertebral Bodies (VBs) and Intervertebral Discs (IVDs) from the thoracolumbar
region using statistical shape analysis and registration of gray-level intensity pro-
files. Validation on a dataset of high resolution 3D MR SPACE scans from 28
asymptomatic volunteers resulted in Dice values of 0.89 and 0.88 (lumbar and
thoracic IVDs, respectively). Furthermore, Law et al. [58] proposed an unsuper-
vised disc segmentation method that employs an Anisotropic Oriented Flux
detection scheme to distinguish the discs from the neighboring structures with
similar intensity, recognize ambiguous disc boundaries, and handle the shape and
intensity variation of the discs. However, they require two user provided points for
initialization. Evaluation on mid-sagittal slices of 69 cases (110 normal vertebrae)
showed an average of 0.92 Dice similarity coefficient.

Most of the methods presented to date for the segmentation of the spinal cord
from MRI, has been semi-automatic [21, 41, 65, 74]. They include various
approaches such as B-spline active surface optimization [21], watershed segmen-
tation [74] and deformable models [65]. Horsfield et al. [41] proposed a semi-
automatic method utilizing a constrained active surface model of the cord surface
assess multiple Sclerosis.

In the past few years there has been few research efforts towards the fully
automated spinal cord segmentation. Koh et al. [53] developed an approach using
Gradient Vector Flow Field which achieved a similarity index of 0.7 on 52 cases.
They estimated the spinal cord using the magnitude of the gradient vector flow edge
map, followed by a connected component analysis to remove holes in the seg-
mentation. The same research group [54] proposed an unsupervised and fully
automatic method based on an active contour model based on saliency maps,
achieving 0.71 Dice Similarity Index on 60 cases. Similarly, Mukherjee et al. [69]
applied an active contour approach, which evolved an image gradient based, open-
ended contour using dynamic programming-based energy-minimization. Evaluation
on MRI scans of cat showed a mean positive correlation of 0.94. More recently,
Chen et al. [15] proposed a deformable atlas-based registration combined with a
topology preserving classification to robustly segment the spinal cord and the
CeroSpinal Fluid (CSF).

In a knowledge-based approach to reconstruct the cervical tissues of the cervical
spine, Seifert et al. [83] used the Hough transform and knowledge about spine
curvature to find initial seed points for discs which are then refined by clustering by
considering the center of gravity of the cluster as the disc center. Disc centers are
then used to segment the soft tissues (spinal cord, trachea and discs) from nine
cervical MRIs resulting in 91 % accuracy. However, due to the use of a number of
rules and heuristics, it is not clear if this approach will work for pathological cases.
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In most of the previous work, segmentation of the Dural Sac, vertebrae and
intervertebral discs have been handled separately which might lead to overlapping
tissue regions. Moreover, some techniques depend on shape models giving rise to
errors in case of high variability in appearance. Recently Ghosh et al. [34], used a
Gibbs sampling approach to simultaneously label all tissues in the lumbar MRI.
This method uses both neighborhood intensity information and label information
for each update. Experimental results on 53 cases showed an average Similarity
Index of 0.77 and 0.66 for the Dural Sac and Intervertebral discs respectively.
Within the same research group, Alomari et al. [6] presented a coordinated joint
model to accurately segment the lumbar discs from clinical MRIs in addition to
their diagnosis work.

On the other hand, due to better discrimination of soft tissues in MRI, there has
been a growing interest in the research community for automatic diagnosis of
InterVertebral Discs (IVD) abnormalities such as Herniation, Degeneration, Des-
iccation, as well as Spinal Stenosis and Spinal Scoliosis from 2D and 3D MRIs.
Most of these efforts include steps for localization and segmentation of the target
structure.

Early last decade, Tsai et al. [94] detected Herniation from 3D MRI and CT
volumes of the discs by using geometric features such as shape, size and location.
However, it is a computationally expensive method and served better for
visualization.

Clinical MRIs are, however, mostly 2D due to the high cost and acquisition time
involved. Michopoulou et al. [67] presented the classification of the Intervertebral
Discs (IVDs) into normal or degenerated, by using fuzzy C-Means to perform semi-
automatic atlas-based disc segmentation and then used a Bayesian classifier. They
achieved 86–88 % accuracy on 34 cases. They also reported 94 % accuracy using
texture features [66] for 50 manually segmented discs.

A reasonable amount of research involving the use of real clinical MRIs on large
dataset from the same research group [3, 4, 31, 30, 55] and diagnostic reports has
also been reported. Alomari et al. [4] presented a fully automated herniation
detection system using GVF-snake for an initial disc contour and then trained a
Bayesian classifier on the resulting shape features. They achieved 92.5 % accuracy
on 65 clinical MRI cases but a low sensitivity of 86.4 %. Alomari et al. [3] also
presented a desiccation diagnosis system in lumbar discs from clinical MRI using a
probabilistic model and achieving over 96 % accuracy. Ghosh et al. [31, 30] pre-
sented a comprehensive comparison of features, dimensionality reduction tech-
niques and classifiers for herniation detection resulting in high specificity and
sensitivity. They were however evaluated on only 35 clinical cases. Koh et al. [55]
developed a computer-aided diagnosis framework for lumbar spine with a two-level
classification scheme using heterogeneous classifiers. They used clinical MR image
data from 70 subjects in T1 and T2-weighted sagittal view for evaluation of the
system achieving 99 % herniation detection accuracy along with a speedup factor of
30 times in comparison with radiologist’s diagnosis.

Jäger et al. [45] presented a complete system for computer-aided assessment of
anomalies in 3-D MRI images of Scoliotic spine which provided an orthogonal
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view onto every vertebra. First the spinal cord is segmented using a manual seed
point and an iterative process where the segmentation is updated by an energy
based scheme derived from Markov random field (MRF) theory. Then the vertebrae
are labeled using an intensity profile and finally using parametric approximation
MPRs (Multi-planar reformatting) are computed that are orthogonal to the back-
bone for every position of the spinal cord. Evaluation on 20 clinical 3-D MRI
SPACE datasets, results in a mean angle difference of less than six degrees.

Along with proposing a method for the 3D segmentation of vertebral bodies and
IVDs, Neubert et al. [71] showed that the shape parameters describing the extracted
3D volumes of lumbar IVDs allowed successful identification (100 % sensitivity,
98.3 % specificity) of IVDs with early degenerative changes. They also noted that
the 28 subjects used were asymptomatic, and that the shape features seemed to
work well for early detection of degeneration. Recently, the same group [72]
evaluated the performance of 3D shape parameters, intensity features, and planar
measurements of lumbar IVDs to detect degeneration in 28 asymptomatic and 11
symptomatic patients, concluding that intensity features are the most relevant in
symptomatic patients.

In another exploratory work, Ghosh et al. [33] showed the utility of axial lumbar
MRI for automatic diagnosis of abnormal discs using Convolutional Neural Net-
work for dynamic feature extraction and classification. They achieved 80.81 %
accuracy (specificity of 85.29 % and sensitivity of 75.56 %) on 86 clinical cases
(391 discs) using only an axial slice for each disc.

6 Summary

We provided a detailed description of the challenges and the current status towards
a fully automated lumbar diagnostic system. Not only is there variability in scans
due to varying modalities and parameter settings, there is also extreme inter-patient
vulnerability due to patient structure, age, gender and abnormalities. In addition,
medical scans suffer from problems like partial volume effects and intensity inho-
mogeneity which makes segmentation, labeling and diagnosis from medical
imaging scans a very challenging problem. While CT uses harmful radiation, it is
cheaper than MRI. However, MRIs are better in terms of soft tissue details and is a
preferred modality to diagnose underlying causes of back pain. There has been
significant efforts in the past few decades towards automatic labeling, segmentation
and diagnosis via vertebral column CT and MRI scans. Approaches suggested in
the current literature use various image processing, machine learning and computer
vision techniques. However, in the direction of automatic diagnosis using real
clinical MRI data, work has been rather limited due to the unavailability of data and
the fact that clinical data are relatively more challenging.
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Automated Determination
of the Spine-Based Coordinate System
for an Efficient Cross-Sectional
Visualization of 3D Spine Images

Tomaž Vrtovec

Abstract The most common and straightforward visualization of three-dimensional
(3D) images of the spine and vertebrae, usually obtained by computed tomography
(CT) or magnetic resonance (MR) imaging techniques, is based on multi-planar
cross-sections that are positioned in the coordinate system of the 3D image. However,
such multi-planar cross-sections may not provide sufficient or qualitative enough
diagnostic information, because they cannot follow the curvature of the spine. As a
result, not all of the important details can be shown simultaneously in any cross-
section. To overcome this problem, cross-sections have to be generated in the
coordinate system of the spine, which can be achieved by curved-planar 3D image
reformation that reduces the structural complexity in favor of an improved feature
perception of anatomical structures. The parameters for such cross-sectional image
reformation are determined from the spine-based coordinate system, which is defined
by the curve representing the vertebral column and by the rotation of vertebrae about
the spine curve. This chapter is focused on the techniques for automated determi-
nation of the spine-based coordinate system for an efficient cross-sectional visuali-
zation of 3D spine images, acquired by the CT and MR imaging techniques. The
reformatted cross-sections are diagnostically valuable, enable easier navigation,
manipulation and orientation in 3D space, and are useful for initializing segmentation
and other automated image analysis tasks.

1 Introduction

Medical images are of extreme importance for diagnosing and understanding of
normal and pathological conditions of the human body. To some extent, the quality of
image-assisted medical examinations depends on the acquisition of images, inter-
pretation of the information present in images achieved through proper visualization,
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and on the research activity and clinical environment that stimulate image formation
and its application. Image formation can be defined as the process ofmapping selected
properties of the imaged object into the image space. The image space represents the
basis for visualization of the object and its properties, and may be further used
for quantitative evaluation of its structure or function, and interpretation of the
information it contains. As quantitative evaluation and interpretation of images
depend on the quality of the information of interest, the main purpose of image
visualization is effective information extraction. In the field of medical image visu-
alization, the extraction of clinically relevant information is therefore of significant
importance for the development of accurate and non-invasive techniques for medical
diagnosis and treatment.

Technological advances in medical imaging and computerized medical image
processing led to the development of new three-dimensional (3D) image acquisition
techniques that have become important clinical tools in modern diagnostic radiol-
ogy and medical health care. Two-dimensional (2D) images, especially radiographs
(X-ray images), are still widely present in clinical examination due to a relatively
low acquisition price and wide area of application. However, the continuous
increase in the number of acquired cross-sections, reduction in cross-sectional
thickness and relatively short acquisition times led to the expansion of 3D imaging
techniques [70]. Among the most important 3D techniques are computed tomog-
raphy (CT) and magnetic resonance (MR) imaging, which provide qualitative data
of the imaged structures. However, characteristic features of these techniques and
variable positioning of the patient during image acquisition still represent a major
source of variability that causes errors in the interpretation of image information.
On the other hand, human capability of discovering and diagnosing diseases by
proper interpretation of medical images is limited due to our non-systematic search
patterns. Moreover, the presence of noise may conceal the natural anatomical
background, such as actual geometrical relationships among anatomical structures,
which may further hamper mental reconstruction of the 3D image information.
Errors in interpretation may also be caused by similar characteristics of normal and
pathological conditions, and by the natural biological variability of human anatomy.
Image interpretation and quantitative evaluation therefore to a great extent depend
on adequate visualization of the information about anatomical structures. As the
information of interest is often associated with characteristic features of the selected
structure or process, it is crucial to use specially designed image processing tech-
niques for visualization and quantitative evaluation. As the number of acquired
medical images is rapidly growing [7], computerized tools and devices may
potentially help radiologists to reduce their workloads [73, 77] and direct clinicians
towards an accurate interpretation and quantitative evaluation of the large amount
of data within a reasonable time frame [75, 76]. Techniques for visualization and
quantitative evaluation of medical images are therefore extremely valuable in the
development of image-assisted diagnosis, planning of surgical interventions and
assessment of medical treatment outcomes.

Both CT and MR are established image acquisition techniques for diagnosing
and managing spinal and spine-related disorders [12, 81], as they provide
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qualitative insight into the spinal anatomy, and have become indispensable inves-
tigative tools in related clinical decision making [44]. The CT imaging technique is
appropriate for observing bones and other dense structures of the spine, especially
relatively small and complex structures such as vertebral pedicles, facets and pro-
cesses. On the other hand, the MR imaging technique allows examination of soft
tissues, such as intervertebral discs, spinal cord and nerve roots. However, the
identification, visualization and quantitative evaluation of many spinal disorders by
routine examinations is difficult because the spine is a complex and articulated
anatomical structure. The most common and straightforward visualization of 3D CT
and MR images of the spine and vertebrae is based on multi-planar cross-sections
that are defined in the coordinate system of the 3D image. However, such multi-
planar cross-sections may not provide sufficient or qualitative enough diagnostic
information, because they cannot follow the curvature of the spine. As a result, not
all of the important details can be shown simultaneously in any cross-section. To
overcome this problem, cross-sections have to be generated in the coordinate
system of the spine, which can be achieved by curved-planar 3D image reformation.
The parameters for such cross-sectional image reformation are determined from the
spine-based coordinate system, which is defined by the curve representing the
vertebral column and by the rotation of vertebrae around the spine curve.

This chapter is focused on the techniques for automated determination of the
spine-based coordinate system for an efficient cross-sectional visualization of 3D
spine images. The geometrical representation of the spine in 3D images (Sect. 2) is
used to define the spine-based coordinate system, which provides means for
quantitative evaluation of the spine as the observed anatomical structure, and
represents the basis for cross-sectional reformation of 3D spine images (Sect. 3).
Cross-sectional image reformation reduces the structural complexity in favor of an
improved feature perception of the spinal anatomy, and results in valuable cross-
sections that enable not only easier navigation, manipulation and orientation in 3D
space, but can be also used for initializing spine image segmentation or other
automated image analysis techniques. Further development of spine visualization
and quantitative evaluation techniques may improve medical diagnosis and the
design of more effective strategies for the treatment of spinal disorders. The fields of
visualization and quantitative evaluation of spine images are closely related, as
knowledge of spine parameters may provide a more effective spine visualization,
and, on the other hand, proper spine visualization may allow a more effective
measurement of spine parameters.

2 Geometrical Representation of the Spine in 3D Images

Geometrical representation of anatomical structures can be considered as a gener-
alization of the anatomical information, as the most relevant properties of the
observed anatomical structures are described by geometrical primitives such as
points, lines or line segments, curves or curve segments, etc. Geometrical primitives
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allow to quantify the location, size and shape of anatomical structures observed in
medical images without making use of advanced image analysis techniques, such as
segmentation. In the case of 3D spine images, the most relevant geometrical
properties of the spine as the observed anatomical structure can be represented by
the spine curve and axial rotation of vertebrae. To enable a proper geometrical
representation of the spine in a 3D image, image-based and spine-based coordinate
systems are introduced (Sect. 2.1), the spine-based coordinate system is formally
defined (Sect. 2.2), and methods for automated determination of the spine-based
coordinate system are presented (Sect. 2.3).

2.1 Coordinate Systems

Given a 3D image of an anatomical structure, the image-based coordinate system
(Sect. 2.1.1) describes the acquisition of the image with respect to the observed
anatomical structure. However, several 3D anatomical structures (e.g. spine, colon,
arteries) have geometrical properties that enable the introduction of the structure-
based or anatomy-based coordinate systems, which can be in the case of the spine
as the observed anatomical structure termed spine-based coordinate system
(Sect. 2.1.2).

2.1.1 Image-Based Coordinate System

The image-based coordinate system is the coordinate system of the acquired image.
In the case of 3D images, it is defined by a 3-tuple ðx; y; zÞ 2 R

3
I of mutually

orthogonal axes x, y and z, represented by unit vectors êIx ¼ ½1; 0; 0�I , êIy ¼ ½0; 1; 0�I
and êIz ¼ ½0; 0; 1�I , respectively. In the case of 3D spine images, the image-based
coordinate system usually corresponds to the coordinate system of the imaging
device (i.e. CT or MR scanner), in which the body is longitudinally aligned. The
image-based coordinate system is, in general, aligned with the coordinate system of
the body, and therefore its axes represent the following anatomical directions:

• the sinistro-dexter axis x represents the direction êIx from the left to the right part
of the body,

• the ventro-dorsal axis y represents the direction êIy from the anterior to the
posterior part of the body,

• the cranio-caudal axis z represents the direction êIz from the superior to the
inferior part of the body (i.e. the longitudinal axis of the body).

As a result, the following three imaging planes can be defined:

• a sagittal or lateral plane ðy; zÞ is any plane that passes from the anterior to the
posterior, and from the superior to the inferior part of the body, therefore
dividing the body into left and right sections (the sagittal plane that passes
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through the midline of the body and, assuming bilateral symmetry, divides the
body into left and right halves is the mid-sagittal plane),

• a coronal or frontal plane ðx; zÞ is any plane that passes from the left to the right,
and from the superior to the inferior part of the body, therefore dividing the
body into anterior and posterior sections (the coronal plane that passes through
the midline of the body and, assuming bilateral symmetry, divides the body into
anterior and posterior halves is the mid-coronal plane),

• an axial or transverse plane ðx; yÞ is any plane that passes from the left to the
right, and from the anterior to the posterior part of the body, therefore dividing
the body into superior and inferior sections.

The image-based coordinate system is therefore a right-handed Cartesian coor-
dinate system with a standard orthonormal basis (Fig. 1).

Fig. 1 The image-based coordinate system R
3
I ! ðx; y; zÞ of a 3D image of a scoliotic spine,

shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
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2.1.2 Spine-Based Coordinate System

The spine-based coordinate system [84] is the coordinate system of the spine as the
observed anatomical structure. In the case of 3D spine images, it is defined by a
3-tuple ðu; v;wÞ 2 R

3
S of mutually orthogonal axes u, v and w, represented by unit

vectors êSu ¼ ½1; 0; 0�S, êSv ¼ ½0; 1; 0�S and êSw ¼ ½0; 0; 1�S, respectively. The spine-
based coordinate system is aligned with the spine, and its axes represent the
following structural directions:

• the anatomical axis u represents the direction êSu from the left to the right part of
the spine,

• the anatomical axis v represents the direction êSv from the anterior to the
posterior part of the spine,

• the anatomical axis w represents the direction êSw from the superior to the
inferior part of the spine (i.e. the longitudinal axis of the spine).

As a result, the following three anatomical (structural) planes can be defined:

• a sagittal or lateral plane ðv;wÞ is any plane that passes from the anterior to the
posterior, and from the superior to the inferior part of the spine, therefore
dividing the spine into left and right sections,

• a coronal or frontal plane ðu;wÞ is any plane that passes from the left to the
right, and from the superior to the inferior part of the spine, therefore dividing
the spine into anterior and posterior sections,

• an axial or transverse plane ðu; vÞ is any plane that passes from the left to the
right, and from the anterior to the posterior part of the spine, therefore dividing
the spine into superior and inferior sections.

The spine-based coordinate system is therefore a right-handed Cartesian coor-
dinate system with a standard orthonormal basis (Fig. 2).

2.2 Definition of the Spine-Based Coordinate System

To define the spine-based coordinate system, two geometrical properties of
the spine have to be determined, namely the spine curve (Sect. 2.2.1) and axial
vertebral rotation (Sect. 2.2.2), which serve to define the transformation from the
image-based to the spine-based coordinate system (Sect. 2.2.3).

2.2.1 Spine Curve

The spine curve C is the curve that follows the curvature of the spine along its entire
longitudinal length. If i is an independent parameter that denotes an arbitrary
location on the spine, then cðiÞ is the parametrization of the spine curve C:
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C: cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ; i 2 ½isp; iep�; ð1Þ

where i ¼ isp and i ¼ iep represent the locations on the spine at its start and end
point of observation, respectively, and cxðiÞ, cyðiÞ and czðiÞ represent the sagittal,
coronal and axial coordinate, respectively, of the same anatomical reference point at
any location i on the spine in the image-based coordinate system. Although arbi-
trary anatomical reference points can be chosen (e.g. the centers of the spinal canal),
the most established anatomical reference points are the centers of vertebral bodies.
For K observed consecutive vertebrae, let points fvðkÞ ¼ ðvxðkÞ; vyðkÞ; vzðkÞÞ; k ¼
1; 2; . . .;Kg represent the corresponding centers of vertebral bodies. The spine

Fig. 2 The spine-based coordinate system R
3
S ! ðu; v;wÞ of a 3D image of a scoliotic spine,

shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view (Note
The spine corresponds to Fig. 1)
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curve cðiÞ can be then obtained by continuous interpolation of vðkÞ between
cðispÞ ¼ vð1Þ and cðiepÞ ¼ vðKÞ (Fig. 3).

For a differentiable curve cðiÞ, the geometric properties of the curve can be
described in terms of differential geometry by the Frenet-Serret frame, which is
defined as an orthonormal basis by the unit tangent, normal and binormal vectors to
the curve. The unit tangent vector t̂ðiÞ represents the direction of the curve that
corresponds to increasing values of parameter i:

t̂ðiÞ ¼ tðiÞ
tðiÞk k ; tðiÞ ¼ dcðiÞ

di
; ð2Þ

where tðiÞ is the tangent vector to the curve cðiÞ, obtained as the first derivative of
cðiÞ with respect to i, and �k k denotes the vector norm. The unit normal vector n̂ðiÞ
represents the deviation of the curve from being a straight line:

n̂ðiÞ ¼ nðiÞ
nðiÞk k ; nðiÞ ¼ d̂tðiÞ

di
¼ dcðiÞ

di
� d2cðiÞ

di2
� dcðiÞ

di

� �
; ð3Þ

where nðiÞ is the normal vector to the curve cðiÞ, obtained as the first derivative of
t̂ðiÞ with respect to i, and � denotes the cross vector product. To satisfy the
orthonormality of the basis, the unit binormal vector b̂ðiÞ is orthogonal to both the
unit tangent vector and the unit normal vector:

b̂ðiÞ ¼ t̂ðiÞ � n̂ðiÞ ¼ bðiÞ
bðiÞk k ; bðiÞ ¼ dcðiÞ

di
� d2cðiÞ

di2
; ð4Þ

where bðiÞ is the binormal vector to the curve cðiÞ, obtained as the cross vector
product of the first and the second derivative of the curve cðiÞ.

The unit tangent vector t̂ðiÞ and the unit normal vector n̂ðiÞ at location i on curve
cðiÞ define the osculating plane at that location. The deviation of the curve from

Fig. 3 The sagittal cxðiÞ,
coronal cyðiÞ and axial czðiÞ
component of the spine curve
cðiÞ against the independent
parameter i 2 ½0; 1�. Labels
C7, T1, …, L3 indicate
vertebral segments (Note The
spine corresponds to Fig. 1)
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being a straight line relative to the osculating plane is measured by the geometrical
curvature jðiÞ (Fig. 4):

jðiÞ ¼ 1
rjðiÞ ¼

dcðiÞ
di � d2

cðiÞ
di2

����
����

dcðiÞ
di

��� ���3 ; ð5Þ

where rjðiÞ is the radius of curvature that represents the radius of the osculating
circle in the osculating plane. On the other hand, the deviation of the curve from
being a plane curve, represented by the rotation of the unit binormal vector b̂ðiÞ
about the unit tangent vector t̂ðiÞ, is measured by the geometrical torsion sðiÞ
(Fig. 5):

sðiÞ ¼ 1
rrðiÞ ¼

dcðiÞ
di � d2

cðiÞ
di2

� �
� d

3
cðiÞ
di3

dcðiÞ
di � d2

cðiÞ
di2

����
����
2 ; ð6Þ

where � denotes the dot vector product, and rrðiÞ is the radius of torsion. By using
the geometrical curvature and torsion, the resulting Frenet-Serret frame can be
written in matrix form as:

d
di

t̂ðiÞ
n̂ðiÞ
b̂ðiÞ

2
4

3
5 ¼ dcðiÞ

di

����
����

0 jðiÞ 0
�jðiÞ 0 sðiÞ
0 �sðiÞ 0

2
4

3
5 t̂ðiÞ

n̂ðiÞ
b̂ðiÞ

2
4

3
5: ð7Þ

Fig. 4 The geometrical curvature jðiÞ of the spine curve cðiÞ against the independent parameter
i 2 ½0; 1�. Labels C7, T1,…, L3 indicate vertebral segments (Note The spine corresponds to Fig. 1)
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The form of Eqs. 2–7 corresponds to a regular parametrization of the curve by
location i on the curve (Eq. 1). In the case the curve is reparameterized by its arc
length s, the natural parametrization cðsÞ of cðiÞ is yielded:

cðsÞ ¼ cðiðsÞÞ; iðsÞ ¼ s�1ðiÞ; sðiÞ ¼
Z i

isp

dcðkÞ
dk

����
����dk: ð8Þ

Considering the natural parametrization of the curve, the unit tangent vector t̂ðsÞ,
unit normal vector n̂ðsÞ and unit binormal vector b̂ðsÞ are computed as:

t̂ðsÞ ¼ dcðsÞ
ds

; n̂ðsÞ ¼
dt̂ðsÞ
ds
dt̂ðsÞ
ds

��� ��� ; b̂ðsÞ ¼ t̂ðsÞ � n̂ðsÞ; ð9Þ

the corresponding geometrical curvature jðsÞ and torsion sðsÞ are computed as:

jðsÞ ¼ d̂tðsÞ
ds

����
���� ¼ d2cðsÞ

ds2

����
����; sðsÞ ¼ �n̂ðsÞ � db̂ðsÞ

ds
; ð10Þ

and the Frenet-Serret frame in the matrix form is:

d
ds

t̂ðsÞ
n̂ðsÞ
b̂ðsÞ

2
4

3
5 ¼

0 jðsÞ 0
�jðsÞ 0 sðsÞ
0 �sðsÞ 0

2
4

3
5 t̂ðsÞ

n̂ðsÞ
b̂ðsÞ

2
4

3
5: ð11Þ

However, the natural parametrization is in the case of spine curves rare, as it is
often based on the axial coordinate z at the start and end point of the spine curve (i.e.
isp ¼ z1 and iep ¼ z2, where p1 ¼ ðx1; y1; z1Þ is the start point and p2 ¼ ðx2; y2; z2Þ is
the end point), or on pre-defined constant values (e.g. isp ¼ 0 and iep ¼ 1).

Fig. 5 The geometrical
torsion sðiÞ of the spine curve
cðiÞ against the independent
parameter i 2 ½0; 1�. Labels
C7, T1, …, L3 indicate
vertebral segments (Note The
spine corresponds to Fig. 1)
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2.2.2 Axial Vertebral Rotation

Axial vertebral rotation is the rotation U of vertebrae around their longitudinal axes
when projected onto the transverse plane of the corresponding coordinate system. If
i is an independent parameter that denotes an arbitrary location on the spine, then
uðiÞ is the parametrization of the axial vertebral rotation U:

U: uðiÞ; i 2 ½isp; iep�; ð12Þ

where i ¼ isp and i ¼ iep represent the locations on the spine at its start and end
point of observation, respectively. For K observed consecutive vertebrae, let angles
fdðkÞ; k ¼ 1; 2; . . .;Kg represent the corresponding axial vertebral rotation angles.
The axial vertebral rotation uðiÞ can be then obtained by continuous interpolation of
dðkÞ between uðispÞ ¼ dð1Þ and uðiepÞ ¼ dðKÞ (Fig. 6).

Axial vertebral rotation cannot be uniformly measured, as the vertebral anatomy
observed in the transverse plane is not completely symmetrical due to normal
developmental as well as pathological conditions affecting the spine. As a result,
several methods were developed to determine axial vertebral rotation from 3D
images of the spine [88] that measured the angle between the reference sagittal
plane and a line connecting specific anatomical reference points in the transverse
plane. For example, axial vertebral rotation was measured as the angle between the
reference sagittal plane and the line connecting the posterior junction of the two
laminae of the vertebral arch with the center of vertebral body [1], as the angle
between the reference sagittal plane and the line bisecting the angle between the
two lines connecting the junction of each lamina and the pedicle with the posterior
junction of the two laminae [26], as the angle between the reference sagittal plane
and the line connecting the tip of the spinous process with the center of vertebral
body [39], or as the angle between the reference sagittal plane and the line con-
necting the most posterior points of the two pedicles [20].

Let points rðiÞ ¼ ðrxðiÞ; ryðiÞ; rzðiÞÞ represent locations of the selected anatom-
ical reference points in the corresponding transverse planes of measurement, and let

Fig. 6 The axial vertebral
rotation uðiÞ against the
independent parameter
i 2 ½0; 1�. Labels C7, T1, …,
L3 indicate vertebral
segments (Note The spine
corresponds to Fig. 1)
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cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ represent the spine curve that passes through the centers
of vertebral bodies. If the transverse planes of measurement are image-based, i.e.
orthogonal to axis z of the image-based coordinate system, then the axial vertebral
rotation uðiÞ ¼ uzðiÞ can be determined by considering rzðiÞ ¼ czðiÞ as:

uzðiÞ ¼ arctan
rxðiÞ � cxðiÞ
ryðiÞ � cyðiÞ
� �

; ð13Þ

which for every i corresponds to the angle between the line connecting the
anatomical reference point with the center of the vertebral body, and the line
representing the reference sagittal plane (i.e. the line in the direction of axis y of
the image-based coordinate system). However, because vertebrae can be sagittally
or coronally inclined against axis z, the centers of vertebral bodies and the corre-
sponding reference anatomical points may not represent corresponding anatomical
locations along the longitudinal vertebral axes. On the other hand, if the transverse
planes of measurement are spine-based, i.e. orthogonal to axis w of the spine-based
coordinate system and therefore orthogonal to cðiÞ, then the axial vertebral rotation
uðiÞ ¼ uwðiÞ is measured at corresponding anatomical locations and can be
determined as:

uwðiÞ ¼ arccos
ðrðiÞ � cðiÞÞ � ~eIyðiÞ

rðiÞ � cðiÞk k
� �

; ~eIyðiÞ ¼ t̂ðiÞ � êIy � t̂ðiÞ� �
; ð14Þ

where ~eIyðiÞ is the unit vector in the direction of the projection of êIy ¼ ½0; 1; 0�I to
the plane orthogonal to the spine curve, defined by the unit tangent vector t̂ðiÞ as the
normal of that plane.

2.2.3 Transformation from Image-Based to Spine-Based Coordinate
System

The continuous transformation from the image-based coordinate system (Fig. 7) to
the spine-based coordinate system (Fig. 8) is possible by having a continuous
description of the spine curve C (Eq. 1) and axial vertebral rotation U (Eq. 12) that
are parameterized by the same variable i representing the location on the spine:

fC;Ug: fðiÞ ¼ ðcðiÞ;uðiÞÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞ;uðiÞÞ; i ¼ ½isp; iep�; ð15Þ

where i ¼ isp and i ¼ iep represent the locations of the spine curve and axial ver-
tebral rotation at the start and end point of observation on the spine, respectively.

The Frenet-Serret frame (Eq. 7) describes the geometrical properties of the curve
and can be therefore applied to the spine curve cðiÞ. However, the spine-based
coordinate system ðu; v;wÞ 2 R

3
S has to represent also the course of the axial vertebral

rotation uðiÞ. The unit tangent vector t̂ðiÞ defines the unit vector êSw ¼ ½0; 0; 1�S
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representing axisw at any point i on the spine curve. At the same time it defines, as the
normal, the plane orthogonal to the spine curve at any point i, which is the plane that
contains unit vectors êSu ¼ ½1; 0; 0�S and êSv ¼ ½0; 1; 0�S representing axes u and v,
respectively. However, êSu and êSv do not correspond to the unit normal vector n̂ðiÞ or
unit binormal vector b̂ðiÞ, although they lie in the same plane, i.e. the plane
orthogonal to the spine curve, because n̂ðiÞ and b̂ðiÞ rotate about t̂ðiÞ as described by
the geometrical torsion sðiÞ. The directions of êSu and êSv are namely defined by the
axial vertebral rotation uðiÞ. IfuðiÞ ¼ uzðiÞ (Eq. 13), meaning that the axial vertebral
rotation is defined in transverse planes of measurement that are orthogonal to axis z of

Fig. 7 The spine curve (red line) and axial vertebral rotation (blue directions) in the image-based
coordinate system R

3
I of a 3D image of a scoliotic spine, shown in a 3D view, b left sagittal view,

c posterior coronal view and d superior axial view. The spine curve is defined between the start
point p1 and end point p2, while the coordinates are shown also for a selected point pc ¼
ðxc; yc; zcÞ on the spine curve
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the image-based coordinate system, then the modified unit normal vector n̂uðiÞ
equals:

n̂uðiÞ ¼ t̂ðiÞ � ðRzðuzðiÞÞêIy � t̂ðiÞÞ; ð16Þ

where matrix RzðuzðiÞÞ represents the rotation for angle uzðiÞ about axis z of the
image-based coordinate system:

Fig. 8 The spine curve (red line) and axial vertebral rotation (blue directions) in the spine-based
coordinate system R

3
S of a 3D image of a scoliotic spine, shown in a 3D view, b left sagittal view,

c posterior coronal view and d superior axial view. The spine curve is defined between the start
point p1 and end point p2, while the coordinates are shown also for a selected point pc ¼
ðuc; vc;wcÞ on the spine curve
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RzðuzðiÞÞ ¼
cosuzðiÞ � sinuzðiÞ 0
sinuzðiÞ cosuzðiÞ 0

0 0 1

2
4

3
5; ð17Þ

with the center of rotation at point cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ. On the other hand, if
uðiÞ ¼ uwðiÞ (Eq. 14), meaning that the axial vertebral rotation is defined in
transverse planes of measurement that are orthogonal to the spine curve cðiÞ, then
the modified unit normal vector n̂uðiÞ equals:

n̂uðiÞ ¼ Rt̂ðiÞðuwðiÞÞ~eIyðiÞ; ð18Þ

where ~eIyðiÞ is the unit vector in the direction of the projection of êIy ¼ ½0; 1; 0�I to
the plane orthogonal to the spine curve (Eq. 14), and matrix Rt̂ðiÞðuwðiÞÞ represents
the rotation for angle uwðiÞ about the axis defined by the unit tangent vector t̂ðiÞ:

Rt̂ðiÞðuwðiÞÞ ¼ cosðuwðiÞÞI3
þ sinðuwðiÞÞ½̂tðiÞ��
þ ð1� cosðuwðiÞÞÞ½̂tðiÞ � t̂ðiÞ�;

ð19Þ

with the center of rotation at point cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ. In Eq. 19, I3 denotes
the identity matrix of size 3 � 3, and ½̂tðiÞ�� and ½̂tðiÞ � t̂ðiÞ� are, respectively, the
cross and tensor product matrix of t̂ðiÞ:

½̂tðiÞ�� ¼
0 �t̂zðiÞ t̂yðiÞ
t̂zðiÞ 0 �t̂xðiÞ

�t̂yðiÞ t̂xðiÞ 0

2
4

3
5; ð20Þ

½̂tðiÞ � t̂ðiÞ� ¼
ð̂txðiÞÞ2 t̂xðiÞ t̂yðiÞ t̂xðiÞ t̂zðiÞ
t̂xðiÞ t̂yðiÞ ð̂tyðiÞÞ2 t̂yðiÞ t̂zðiÞ
t̂xðiÞ t̂zðiÞ t̂yðiÞ t̂zðiÞ ð̂tzðiÞÞ2

2
64

3
75: ð21Þ

In both cases, the unit binormal vector also changes its direction to fit the
orthonormal basis, and is therefore equal to b̂uðiÞ ¼ t̂ðiÞ � n̂uðiÞ. The resulting
axes u, v and w of the spine-based coordinate system are therefore represented by:

u: êSu ¼ ½1; 0; 0�S $ b̂uðiÞ; ð22Þ

v: êSv ¼ ½0; 1; 0�S $ n̂uðiÞ; ð23Þ

w: êSw ¼ ½0; 0; 1�S $ t̂ðiÞ: ð24Þ
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In contrast to the image-based coordinate system, which is defined in the
Euclidean space, the spine-based coordinate system is defined in a non-Euclidean
space, and therefore morphometric measurements based on Euclidean metrics can
not be obtained directly from the spine-based coordinate system.

2.3 Automated Determination of the Spine-Based Coordinate
System

The spine-based coordinate system can be manually determined by identifying
distinctive anatomical points on each vertebra (e.g. the centers of vertebral bodies)
and the corresponding rotation of vertebrae, and then interpolating through these
points to obtain a continuous description of both the spine curve and axial vertebral
rotation along the whole length of the spine. However, navigation through 3D spine
images is time-consuming and subjective, moreover it is practically impossible to
manually define the plane orthogonal to the spine curve, in which axial vertebral
rotation is defined, basing only on the identified anatomical points on each vertebra.
As a result, several automated and semi-automated methods based on image pro-
cessing and analysis techniques were proposed to determine the spine curve and/or
axial vertebral rotation in 3D spine images.

2.3.1 Automated Determination of the Spine Curve

In the past, the only possibility for measuring the geometrical properties of the spine
curve was based on examining the antero-posterior and/or lateral radiographs. As a
result, the spine curve in 3D was observed as its projection in 2D in the form of
coronal and sagittal spinal curvatures. Moreover, these curvatures were usually
evaluated by one-dimensional measures including angles of curvature (e.g. the
Ferguson angle, the Cobb angle, the tangent line angle) and indices of curvature
(e.g. the Greenspan index, the Ishihara index). A detailed review of methods for
the determination of spinal curvature was performed by Vrtovec et al. [89].

With the development of 3D imaging techniques, methods that captured the
3D nature of the spine started to emerge, followed by application of computerized
techniques that automatically or semi-automatically (i.e. with minimal observer
interaction) determined the spine curve in 3D images. Due to the continuous course
of the spinal curvature, a number of studies attempted to model the spine curve with
a mathematical curve in stereoradiographic (i.e. in multiple radiographs acquired
at different angles), CT or MR spine images. Different functions were used
for modeling, such as harmonic functions (i.e. sines, cosines or Fourier series)
[13, 15, 27, 58, 74], spline functions [6, 33, 55, 82] and standard polynomial
functions [56, 83, 85, 86], as well as statistical interpolation techniques, such as
kriging [59].
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By computerized least-squares aligning of a parametric sine function to the
stereographically reconstructed landmarks, Stokes et al. [74] measured the Cobb
angle between the normals to the obtained curve at inflection points in the coronal
and sagittal plane, and in the plane of maximal curvature. Drerup and Hierholzer
[13–15] also considered the sine function appropriate, as it most resembled the
appearance of curves in idiopathic scoliosis. On the other hand, Patwardhan et al.
[55] justified the use of spline functions by stating that splines are used to describe
geometries with continuously changing curvature, such as scoliotic spines. In their
framework for spine segmentation from CT images, Kaminsky et al. [33] used
spline functions because they proved appropriate to describe both the anatomical
shape and scoliotic deformations of the spine. Berthonnaud and Dimnet [6] con-
structed the spine curve separately in coronal and sagittal projections by computing
the average of two spline functions that connected the anatomical landmarks on
vertebral body walls. On the other hand, Peng et al. [56] used polynomial functions
to detect and segment vertebrae from MR images using vertebral disc templates.
Polynomial functions were also used to model both normal and pathological spine
curves in CT images by Vrtovec et al. [83]. The spine curve was automatically
determined by aligning the polynomial function with the centers of vertebral bodies
in 3D, obtained by maximizing the distance from the edges of vertebral bodies. The
same authors also developed a method for MR images [86], where the center of
vertebral body was first automatically detected in each axial cross-section by
maximizing the entropy of image intensities inside a circular region, and the
detected centers of vertebral bodies in 3D were then joined by a polynomial
function using the robust least-trimmed-squares regression. The method was also
used by Neubert et al. [49] for extracting the spine curve from MR images of high
resolution, obtained by applying the sequence named sampling perfection with
application optimized contrasts using different flip angle evolution (SPACE). The
work was continued by Štern et al. [78], who proposed a modality-independent
method for the determination of the spine curve that was extracted from locations
where lines connecting opposite edge points on vertebral body walls in the direction
of corresponding image intensity gradients most often intersected. Kadoury et al.
[30, 31] determined the spine curve of a scoliotic spine in biplanar radiographs by
first embedding cubic B-spline functions onto a non-linear manifold to predict an
initial curve according to a given database of scoliotic curves, and then performing
analytical regression to obtain a statistical model of the final curve.

To extract the spinal canal centerline from CT images, Yao et al. [96] applied a
watershed algorithm followed by a graph search, while Hay et al. [24] applied the
fast marching minimal path technique that was based on the distance transform of
the spinal canal segmentation, obtained by morphological region growing. On the
other hand, Klinder et al. [36] segmented the spinal canal by a progressive adap-
tation of small tubular segments, represented as triangulated surface meshes, and
then determined the spinal canal centerline by calculating the centers of mass for all
contours of the obtained tubular mesh. A similar approach was proposed by
Forsberg et al. [17, 18], who extracted the spinal canal centerline in CT images by
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first modeling the vertebral foramen in 2D axial cross-sections with circles, and
then fitting a cubic B-spline function to the centers of the obtained circles.

Besides modeling the spine curve in 3D, different geometrical descriptors of
spinal curvature were derived from mathematical functions. Poncet et al. [58]
proposed the geometrical torsion as a measure for classifying spinal deformities,
and Kadoury et al. [29, 32] further showed that it can be potentially used to
discriminate among different types of thoracolumbar deformations of the spine.
Vrtovec et al. [85] showed that clinically relevant features of the spine can be
identified in 3D by observing the geometrical curvature as well as the curvature
angle, which was defined as the angular magnitude of the geometrical curvature on
an arbitrary spine section, and was as such independent of the size of the spine. Hay
et al. [24] observed both the geometrical curvature and geometrical torsion that
were scaled to a subject-independent coordinate system, and showed that they can
be used to detect and quantify pathological spinal curvatures.

2.3.2 Automated Determination of the Axial Vertebral Rotation

Similarly as for the spinal curvature, measurements of axial vertebral rotation were
in the past possible only by examining the location of pedicles and spinous pro-
cesses in relation to corresponding vertebral bodies in antero-posterior radiographs.
As a result, the axial vertebral rotation in 3D was observed as its projection in 2D,
and several methods based on indices (e.g. the Cobb method, the Nash-Moe
method, the Fait-Janovec method) or actual angles (e.g. the Bunnell method, the
Drerup method, the Stokes et al. method) were proposed. With the introduction of
3D imaging techniques, cross-sectional imaging in the axial plane became possible
and stimulated the development of methods that were based on manual identifi-
cation of distinctive anatomical reference points (e.g. the tip of spinous process, the
center of the vertebral body, etc.). A detailed review of methods for the determi-
nation of axial vertebral rotation was performed by Lam et al. [40] and Vrtovec
et al. [88].

The measurement of axial vertebral rotation was also approached by comput-
erized techniques based on image processing and analysis, although manual ini-
tialization was still required. Haughton et al. [23] and Rogers et al. [66, 67]
proposed a method that required manual determination of the axial CT [66] or MR
[23, 67] cross-section, the center of rotation and the circular area that encompassed
the observed lumbar vertebra. After initialization, the method automatically mea-
sured the axial vertebral rotation relative to the cross-section of a different vertebra
by searching for the maximal correlation of image intensities between the circular
areas determined in both cross-sections. Oblique CT cross-sections were used by
Adam and Askin [2], who determined the axial vertebral rotation from the line that
bisected the thresholded image of the vertebral body according to the symmetry
ratio, defined by the maximal correlation of image intensities in the bisected
regions. Kouwenhoven et al. [37, 38] manually selected axial cross-sections
through the centers of vertebral bodies in CT [38] and MR [37] images of normal
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spines, and applied automated region growing segmentation to obtain reference
points, such as the center of the vertebral canal, the center of the sternum at the T5
vertebra and the center of the anterior half of the vertebral body, which were used to
define the axial vertebral rotation. Axial vertebral rotation was studied in both CT
and MR images of whole spines also by Vrtovec et al. [83, 86]. In CT images [83],
circular cross-sections that were orthogonal to the spine curve were first automat-
ically extracted, and axial vertebral rotation was then defined from the line that
bisected the cross-section and resulted in the maximal correlation of image inten-
sities in the bisected regions. For MR images [86], the rotation was defined in an
optimization procedure that searched for the orientation angle of the line of sym-
metry in each axial-cross section, and then smoothed with a polynomial function
along the whole spine using the least-trimmed-squares regression technique. The
same authors also combined both approaches into a method that was modality-
independent, i.e. applicable to both CT and MR images [87]. Basing on the pre-
defined location of the vertebral body center in 3D, they obtained the relation
between the image-based and vertebra-based coordinate systems by matching
image intensity gradients that defined the best available symmetry of vertebral
anatomical structures. The method was thoroughly evaluated and compared to
established manual methods when applied to CT [91] and MR [90] images of
normal and scoliotic spines. To segment vertebral bodies in both CT and MR
images, Štern et al. [79] proposed to use a parametric model based on superquadrics
that, among several shape parameters, included also the axial rotation of the
vertebral body, and which was later used to perform quantitative vertebral mor-
phometry in CT images of normal and fractured vertebrae [80]. Axial vertebral
rotation was determined from the symmetry of vertebral anatomical structures also
in the study of Forsberg et al. [18], who for each vertebra in CT images extracted a
cross-section that was orthogonal to the spine curve and passed through the center
of the vertebral body, and then minimized the sum of absolute differences in image
intensities over the line that bisected the cross-section at the evaluated rotation
angle. The same group of authors also developed a method for segmentation of
vertebrae by registering a spine model to CT spine images, and then measured axial
vertebral rotation from landmarks that were placed at distinctive anatomical loca-
tions in the spine model and mapped to each CT image by using the obtained
registration transformation fields [17].

2.3.3 Examples of Automated Determination of the Spine Curve
and Axial Vertebral Rotation

Among automated methods for the determination of the spine curve cðiÞ and/or
axial vertebral rotation uðiÞ, the following approaches are presented in detail:

• automated determination of the spine curve and axial vertebral rotation in CT
images [83] (section Automated Determination of the Spine Curve and Axial
Vertebral Rotation in CT Images),
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• automated determination of the spine curve and axial vertebral rotation in MR
images [86] (section Automated Determination of the Spine Curve and Axial
Vertebral Rotation in MR Images),

• automated modality-independent determination of the spine curve and axial
vertebral rotation in 3D images [78, 83, 86] (section Automated Modality-
Independent Determination of the Spine Curve and Axial Vertebral Rotation in
3D Images).

In all of the presented approaches [78, 83, 86], the spine-based coordinate
system is determined from 3D spine images of normal and scoliotic subjects by
parameterizing the spine curve cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ and axial vertebral rotation
uðiÞ with polynomial functions:

cðiÞ ¼
XKx

k¼0

bx;k
b̂k

i k;
XKy

k¼0

by;k
b̂k

i k;
XKz

k¼0

bz;k
b̂k

i k
 !

; ð25Þ

uðiÞ ¼
XKu

k¼0

bu;k

b̂k
i k; ð26Þ

where bx ¼ fbx;k; k ¼ 0; 1; . . .;Kxg, by ¼ fby;k; k ¼ 0; 1; . . .;Kyg and bz ¼ fbz;k;
k ¼ 0; 1; . . .;Kzg are the parameters of polynomial functions cxðiÞ, cyðiÞ and czðiÞ of
degrees Kx, Ky and Kz, respectively, corresponding to the spine curve cðiÞ, and
bu ¼ bu;k; k ¼ 0; 1; . . .;Ku

� �
are the parameters of the polynomial function uðiÞ of

the degree Ku corresponding to the axial vertebral rotation uðiÞ. The normalization
coefficients b̂k:

b̂k ¼
Ziep
isp

ji kjdi; ð27Þ

where i ¼ isp and i ¼ iep represent the locations on the spine at its start and end
point of observation, respectively, regularize the impact of each polynomial
parameter to the absolute variation of the corresponding term. With such parame-
trization, the goal is to automatically determine polynomial parameters bc ¼
bx [ by [ bz that describe the spine curve cðiÞ, and polynomial parameters bu that
define the axial vertebral rotation uðiÞ in the given 3D spine image.

Moreover, it is assumed that the 3D image is cropped to a volume of interest
according to the start and end point of observation along axis z of the image-based
coordinate system, so that the resulting cropped 3D image contains only axial cross-
sections that display the observed anatomy of the spine. Although the presented
examples may be therefore labeled as semi-automated, manual determination of the
volume of interest does not represent a very demanding or time-consuming task. An
advantage of such an assumption is that the parametrization of the spine curve and
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axial vertebral rotation can be based on axial pixel coordinates z at the start and
end point of observation, resulting in isp ¼ 1 and iep ¼ Z, respectively, with the
corresponding number of samples equal to N ¼ iep � isp þ 1 ¼ Z, where Z is
the number of axial cross-sections in the 3D image. Such parametrization is, con-
sidering the usual in-plane resolution and slice thickness of CT and MR spine
images, in general sufficient for a smooth and continuous description of the spine
curve cðiÞ and axial vertebral rotation uðiÞ.

Automated Determination of the Spine Curve and Axial Vertebral Rotation
in CT Images

Vrtovec et al. [83] proposed a method for automated determination of the spine
curve and axial vertebral rotation in CT images. If the spine curve cðiÞ is repre-
sented by a curve that passes through the centers of vertebral bodies, then its
determination can be based on the anatomical property that vertebral bodies are
locally the largest bone structures of the spine, and on the geometrical property that
the center of each vertebral body is represented by the point that is most distant
from corresponding edges of the vertebral body. To obtain a quantitative repre-
sentation of these properties, a distance transform function based on Euclidean
metrics is applied twice to image I ¼ IðpÞ, resulting in distance map DI ¼ DIðpÞ:

DIðpÞ ¼ þd\ðp; ~pÞ; IðpÞ� T; Ið~pÞ\T;
�d� ðp; ~pÞ; IðpÞ\T; Ið~pÞ� T;

	
ð28Þ

where d\ðp; ~pÞ and d� ðp; ~pÞ are the Euclidean distances between the observed
point p ¼ ðx; y; zÞ and point ~p ¼ ð~x;~y;~zÞ, which represents the closest point to p
with Ið~pÞ\T and Ið~pÞ� T , respectively. The image intensity threshold T , which
separates the bone structures from the background, can be in the case of CT images
determined from the corresponding Hounsfield values. Each value at point p in the
resulting distance map DI , which is of the same size as image I, represents the
Euclidean distance from p to the edges of the bone structures, and this distance is
positive when p is located inside and negative when p is located outside the bone
structures (Fig. 9). As vertebral bodies are locally the largest bone structures of the
spine, distance map values are expected to be the highest in geometrical centers of
vertebral bodies and smoothly decrease by moving away from the centers. The
optimal polynomial parameters b�c that define the spine curve cðiÞ (Eq. 25) are
finally obtained in an optimization procedure that searches for the combination of
parameters that corresponds to the maximal sum of distance map values along the
spine curve:

b�c ¼ argmax
bc

XN
i¼1

DIðcðiÞjbcÞ
 !

: ð29Þ
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In order to increase the optimization robustness, two additional mechanisms can
be applied. First, the amount of information taken into account during optimization
can be increased by considering distance map values within a radius from the spine
curve, which can be defined from the quantitative morphometrical vertebral anal-
ysis [52–54]. Second, optimization can be designed hierarchically and performed
on multiple levels. On the first level, the polynomial functions are initialized with
degrees of Kx ¼ Ky ¼ Kz ¼ 1, i.e. as straight lines. When the optimization reaches
the termination criterion, polynomial degrees are increased by 1 and the optimi-
zation is restarted on the next level, using the polynomial parameters from the
previous level for initialization (optionally, the degree of the polynomial function
czðiÞ can be fixed to Kz ¼ 1, therefore always representing a straight line that

Fig. 9 Original image I (left) and the corresponding distance transform DI with superimposed
spine boundaries (right), displayed for a selected a sagittal, b coronal and c axial cross-section of a
3D CT image of a scoliotic spine. In the distance transform DI , brighter elements represent
positive distances, while darker elements represent negative distances
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describes the longitudinal axis of the spine). The maximal polynomial degree can
be determined from the flexion points in normal and scoliotic spinal curvatures, as
the number of flexion points of a polynomial function is equal to its degree
decreased by one (e.g. a straight line is of the first degree and has zero flexion
points). For example, when observing the thoracolumbar section of the spine, three
distinctive flexion points exist in a normal spinal curvature, i.e. the maximal tho-
racic kyphosis, the thoracolumbar junction, and the maximal lumbar lordosis, and
therefore polynomial functions of the fourth degree represent an adequate choice.
Accordingly, a scoliotic spinal curvature can be adequately described by polyno-
mial functions of the fifth degree.

As the axial vertebral rotation is defined as the rotation of vertebrae about the
spine curve, it can be determined automatically in planes that are orthogonal to the
spine curve cðiÞ, defined by polynomial parameters b�c (Eq. 29). In each such ith
plane, a circular domain of radius d and centered at point cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ
is defined (Fig. 10a). The circular domain is then bisected by a line that passes
through the center of the domain and is inclined for angle u against the projection
~eIyðiÞ of the unit vector êIy ¼ ½0; 1; 0�I to the plane (Eq. 14). In the obtained halves A
and B of the ith circular domain, sA and sB represent image intensities at mirror
pixels according to the line of bisection:

sAði; j;uÞ ¼ IðRzðuÞ½�u; v; czðiÞ�Þ
¼ IðRt̂ðiÞðuÞ½�x; y; 0� þ ½cxðiÞ; cyðiÞ; czðiÞ�Þ; ð30Þ

sBði; j;uÞ ¼ IðRzðuÞ½þu; v; czðiÞ�Þ
¼ IðRt̂ðiÞðuÞ½þx; y; 0� þ ½cxðiÞ; cyðiÞ; czðiÞ�Þ; ð31Þ

where j is the index of the mirror point pair (a total of J mirror point pairs exist),
consecutively assigned on the basis of each ðu; vÞ with u[ 0 and u2 þ v2 	 d2, or
each ðx; yÞ with x[ 0 and x2 þ y2 	 d2 (Fig. 10b). Matrices Rz (Eq. 17) and Rt̂ðiÞ
(Eq. 19) represent, respectively, the rotation1 about axis w of the spine-based
coordinate system and the rotation about the unit tangent vector t̂ðiÞ to the spine
curve cðiÞ at point i in the image-based coordinate system.

Radius d is defined so that the anatomy of the whole vertebra (and not only of
the vertebral body) is captured within the circular domain, and can be defined from
the quantitative morphometrical vertebral analysis [52–54]. From the obtained
mirror image intensity pairs, the in-plane similarity between the two mirror halves
of the ith circular domain at inclination u can be quantitatively evaluated by the
correlation coefficient RABði;uÞ:

1 It is assumed that point p ¼ ½x; y; z� is a column vector. If p is a row vector, vector transpose
operation is required, therefore the equation p0 ¼ ðx0; y0; z0Þ ¼ R ½x; y; z� ¼ Rp turns into
p0 ¼ ðx0; y0; z0Þ ¼ R ½x; y; z�T� �T¼ RpTð ÞT .
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RABði;uÞ ¼

PJ
j¼1

ðsAði; j;uÞ � �sAði;uÞÞðsBði; j;uÞ � �sBði;uÞÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPJ
j¼1

ðsAði; j;uÞ � �sAði;uÞÞ2
PJ
j¼1

ðsBði; j;uÞ � �sBði;uÞÞ2
s ; ð32Þ

where �sAði;uÞ ¼ 1
J

PJ
j¼1 sAði; j;uÞ and �sBði;uÞ ¼ 1

J

PJ
j¼1 sBði; j;uÞ are the mean

image intensities in parts A and B, respectively, of the circular domain. It is
important to note that features other than image intensities can be extracted at
mirror points (e.g. image intensity gradients), and similarity measures other than the
correlation coefficient can be computed (e.g. mutual information) for the corre-
sponding circular domain halves. Nevertheless, the domain must be circular so that
irrespectively of inclination u, the same points are taken into account for the
computation of the in-plane similarity. The optimal polynomial parameters b�u that
define the axial vertebral rotation uðiÞ (Eq. 26) are finally obtained in an optimi-
zation procedure that searches for the combination of parameters that corresponds
to the maximal sum of correlation coefficients along the spine curve:

b�u ¼ argmax
bu

XN
i¼1

RABði;uÞjbu
 !

: ð33Þ

Similarly as in the case of the spine curve, optimization can be designed hier-
archically and performed on multiple levels. However, in the case of the axial
vertebral rotation, on the first level the optimization starts with a zero degree
polynomial, i.e. Ku ¼ 0, and with polynomial parameter bu;0 ¼ 0, meaning that the
initial axial vertebral rotation is constant and equal to zero along the whole length of

Fig. 10 a A circular domain of radius d and centered at the point on the spine curve cðiÞ, defined
in the plane orthogonal to the spine curve cðiÞ. b For a bisecting line that is inclined for an angle u
against the direction of ~eIy, image intensities sA and sB at mirror point pairs are used to evaluate the
similarity between the two halves of the circular domain
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the spine. When the optimization reaches the termination criterion, the polynomial
degree is increased by 1 and the optimization is restarted on the next level, using the
polynomial parameters from the previous level for initialization. The maximal
polynomial degree of 5 is adequate for modeling the axial vertebral rotation in both
normal and scoliotic spines.

The method was evaluated [83, 85] on 30 normal and one scoliotic CT image of
the thoracolumbar spine, and the reported mean difference between the obtained
spine curve in 3D and manually defined ground truth points was 2:1
 1:4 mm. The
performance of the determination of the axial vertebral rotation was, using the sum
of absolute differences instead of the correlation coefficient (Eq. 32), evaluated [18]
on 68 vertebrae extracted from CT images, and the reported mean difference against
reference values was around �0:6� with the corresponding 95% confidence interval
of around 4:8�.

Automated Determination of the Spine Curve and Axial Vertebral Rotation
in MR Images

Vrtovec et al. [86] proposed a method for automated determination of the spine
curve and axial vertebral rotation in MR images. The method is based on ana-
tomical properties that vertebral bodies and intervertebral discs are nearly circular in
shape and that vertebrae are nearly symmetrical over the lines that pass through the
centers of vertebral bodies. In each axial cross-section z ¼ zi of the MR image
(Fig. 11a), an arbitrary in-plane line yi ¼ yiðxÞ that divides the observed cross-
section into two image parts, i.e. part A and part B, can be defined as:

yiðxÞ ¼ x� kið Þ tan p
2
� ci

� �
; ð34Þ

where tan p
2 � ci
� �

is the slope and ki is the intersection of the line with axis x of the
image-based coordinate system (Fig. 11b). The line that splits the observed cross-
section into two symmetrical parts can be obtained by maximizing the similarity
between image parts A and B:

fc�i ; k�i g ¼ argmax
fci;kig

ðSðIðpA; ziÞ; IðpB; ziÞÞÞ; ð35Þ

where pA ¼ ðxA; yAÞ; 8p ¼ ðx; yÞ[ yiðxÞ and pB ¼ ðxB; yBÞ; 8pB ¼ ðx; yÞ\yiðxÞ
represent all points p ¼ ðx; yÞ that lie in image parts A and B, respectively, and S is
the similarity measure that can be computed as the standard mutual information
between image parts A and B:

SðIðpA; ziÞ; IðpB; ziÞÞ ¼
X
pA2A

X
pB2B

pQðpA; pBÞ log
pQðpA; pBÞ

pQðpAÞpQðpBÞ

 !
; ð36Þ
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where pQðpAÞ and pQðpBÞ are the probability distributions of image intensities in
image parts A and B, respectively, pQðpA; pBÞ is the joint probability distribution of
image intensities, and Q is the number of bins used for probability estimation. The
resulting parameters c�i and k�i (Eq. 34) define the in-plane line of symmetry, which
passes through the center of the vertebral body in the observed ith axial cross-
section.

To determine the exact location of the center of the vertebral body, the shape
properties of the vertebral anatomy are combined with the appearance of the vertebral
body inMR images.When observed in axial cross-sections, the shape of the vertebral
body is relatively circular. For a circular structure displayed in a MR image, a certain
amount of variation in image intensities is always present along any radial direction,
however, in the tangential direction, the variation in image intensities is relatively
small. To obtain a quantitative estimation of these properties, the entropy-based
operator C is introduced that is centered at an arbitrary point p ¼ ðx; yÞ and consists

Fig. 11 a The search for the line of in-plane symmetry is performed in each ith axial orthogonal
multi-planar cross-section of the MR spine image. b The in-plane line yiðxÞ is defined by
parameters ci and ki. c The operator C is centered in ðxi; yiÞ and consists of M concentric rings;
m ¼ 1; 2; . . .;M, each with radial width of Dr. d The resulting center of the vertebral body ðx�i ; y�i Þ
and in-plane rotation c�i
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of M concentric rings of radii frm;m ¼ 1; 2; . . .;Mg with 8m: rm\rmþ1 and radial
width of each ring equal to Dr ¼ rmþ1 � rm (Fig. 11c):

C ¼
PM

m¼1 wmHm

H
PM

m¼1 wm
; wm ¼ exp � 1

2
m
M

L
� �� �

; ð37Þ

where Hm ¼ �PQ
q¼1 pq;m log pq;m is the entropy defined by the probability distri-

bution pq;m of image intensities in the mth ring, H ¼ �PQ
q¼1 pq log pq is the

entropy defined by the probability distribution pq of image intensities within the
entire operator (i.e. within all rings), and Q is the number of bins used for proba-
bility estimation. The ring weights wm are chosen to be within L standard deviations
of the Gaussian distribution, so that the inner rings have a relatively stronger impact
to the operator response in comparison to the outer rings. The number of rings can
be automatically adjusted from M ¼ 15 rings in the cervical region, to M ¼ 20
rings in the thoracic region, and to M ¼ 30 rings in the lumbar region of the spine.
The radial width of each ring can be set to Dr ¼ 1 mm, the ring weights to be
within L ¼ 2 standard deviations of the Gaussian distribution, and the probability
distributions can be computed using Q ¼ 16 bins. The variation in image intensities
in the tangential direction is estimated by the sum of entropies Hm in individual
concentric rings, while the variation in image intensities in the radial direction is
estimated by the entropy H within the entire operator, which also serves to penalize
the regions that are homogeneous in image intensity. The center of the vertebral
body ðx�i ; y�i Þ is found by minimizing the response of the entropy-based operator C
along the in-plane line of symmetry yiðxÞ:

x�i ¼ argmin
x

ðIðx; yiðxÞ; ziÞjCðx; yiðxÞÞÞ; ð38Þ

y�i ¼ yiðx�i Þ ¼ x�i � k�i
� �

tan
p
2
� c�i

� �
: ð39Þ

The resulting points fci ¼ ðx�i ; y�i ; ziÞ; i ¼ 1; 2; . . .;Ng represent the detected
centers of vertebral bodies in each ith axial cross-section of the MR spine image
(Fig. 11d). A continuous representation of the spine curve cðiÞ is obtained by fitting
polynomial functions to points fcig to determine the optimal polynomial parameters
b�c (Eq. 25). However, as each point in fcig is obtained independently and therefore
outliers may be present, it is recommended to apply a robust regression method, for
example, the non-linear least trimmed squares (LTS) regression [69]:

b�c ¼ argmin
bc

Xhc
i¼1

r2c;½i�jbc
 !

; ð40Þ

where r2c;½i� ¼ ðci � cðiÞÞ2 represent the ordered squared residuals in increasing

order; r2c;½1� 	 r2c;½2� 	 � � � 	 r2c;½N�, and hc is the trimming constant that satisfies the
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condition 0:5\ hc
N 	 1 and determines the number of ordered residuals used in the

computation.
Basing on the obtained spine curve cðiÞ, planes that are orthogonal to the spine

curve can be extracted from the MR image for each location i on the spine. In these
planes, axial vertebral rotations fui; i ¼ 1; 2; . . .;Ng are computed by finding the
in-plane lines of symmetry (Eqs. 34–36) and using angles fc�i ; i ¼ 1; 2; . . .;Ng as
initialization values. A continuous representation of the axial vertebral rotation uðiÞ
is then obtained by fitting a polynomial function to the resulting angles fuig. To
determine the optimal polynomial parameters b�u (Eq. 26), the non-linear LTS
regression can be again applied:

b�u ¼ argmin
bu

Xhu
i¼1

r2u;½i�jbu
 !

; ð41Þ

where r2u;½i� ¼ ðui � uðiÞÞ2 represent the ordered squared residuals in increasing

order; r2u;½1� 	 r2u;½2� 	 . . .	 r2u;½N�, and hu is the trimming constant that satisfies the

condition 0:5\ hu
N 	 1 and determines the number of ordered residuals used in the

computation. Two thirds of ordered residuals can be used to determine the optimal
polynomial parameters for the spine curve (i.e. hc ¼ 2

3N in Eq. 40) and axial
vertebral rotation (i.e. hu ¼ 2

3N in Eq. 41).
The method was evaluated [86] on 21 MR images of the thoracic and lumbar

region of the spine, and the reported mean difference between the obtained spine
curve in 3D and manually defined ground truth points was 2:5
 1:1 mm, while
the reported mean difference between the obtained axial vertebral rotation and
manually defined ground truth angles was 1:7
 0:9�.

Automated Modality-Independent Determination of the Spine Curve and
Axial Vertebral Rotation in 3D Images

Štern et al. [78] proposed a method for automated determination of the spine curve
cðiÞ that is applicable to both CT and MR images of the spine, and can be therefore
regarded as a modality-independent method. The method is based on the anatomical
property that the walls of each vertebral body usually form a cylindrically shaped
structure, which can be represented by a closed surface that contains the edges of
the vertebral body in 3D, and on the geometrical property that any line orthogonal
to vertebral body walls intersects with these edges in two points located on the
opposite sides of vertebral body walls. The spine curve, defined as a curve in 3D
that passes through the center of each vertebral body, is therefore located in the
middle of any pair of opposite edge points on vertebral body walls.

The directions of lines that define the pairs of opposite edge points can be
represented by image intensity gradient vectors in 3D, which are orthogonal to the
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extracted edges in the 3D image, while their magnitude is proportional to the
strength of the extracted edges in the 3D image. For a given 3D image, the edge
points fpm ¼ ðxm; ym; zmÞ;m ¼ 1; 2; . . .;Mg of anatomical structures (Fig. 12a) can
be extracted by the 3D Canny edge detector (using e.g. high threshold thigh that
captures 50 % of image pixels and low threshold tlow ¼ 0:4 thigh for hysteresis
thresholding), while the corresponding image intensity gradient vectors fgðpmÞ ¼
½gxðxmÞ; gyðymÞ; gzðzmÞ�;m ¼ 1; 2; . . .;Mg (Fig. 12b) can be extracted by the 3D
Sobel gradient operator (using e.g. kernel size of 3 � 3 � 3 mm3) and normalized
so that 8gðpmÞ ) 0	 gðpmÞk k	 1. Before computing the edges and gradient
vectors, the images can be smoothed with a 3D Gaussian filter (with e.g. standard
deviation of r ¼ 1:5 mm).

For each edge point pm, a search for the opposite edge point p�m is therefore
performed in the direction of the normalized gradient vector gðpmÞ, however,

Fig. 12 An axial cross-section of a CT spine image I. a Edge points fpmg, extracted by the 3D
Canny edge detector. b Image intensity gradient vectors fgðpmÞg, extracted by the 3D Sobel
gradient operator (the number of gradient vectors was considerably reduced for visualization
purposes). c An illustration of the determination of a pair of opposite edge points ðpm; p�mÞ in the
direction of gradient vector þgðpmÞ. d The resulting accumulator AI with superimposed edge
points
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multiple candidate points fpm;n; n ¼ 1; 2; . . .;Ng for the opposite edge point p�m
exist along the search direction (Fig. 12c). By computing the absolute dot vector
product between the corresponding normalized gradient vectors gðpmÞ and gðpm;nÞ:

Sðpm; pm;nÞ ¼
XQ
q;r¼0

gðpmÞjq:gðpm;nÞjr; ð42Þ

the congruence Sðpm; pm;nÞ between the edge point pm and its candidate opposite
point pm;n is evaluated, i.e. the more parallel the normalized gradient vectors gðpmÞ
and gðpm;nÞ, the larger the congruence between the corresponding points, as edge
points on the opposite sides of the vertebral body walls have gradient vectors of
similar magnitudes and approximately opposite directions. However, the determi-
nation of such edge points is obstructed by edges that do not represent vertebral
body walls, and an opposite edge point may not always exist for each edge point.
To increase the robustness of the computation, gradient vectors in neighbourhoods
of edge points, represented with Qþ 1 points on planes orthogonal to the gradient
vectors, are taken into account. As a result, the summation in Eq. 42 is performed
over every qth point in the neighborhood of edge point pm and the corresponding
rth mirror point in the neighborhood of edge point pm;n:

gðpmÞjq:gðpm;nÞjr ¼ gxðxm þ qÞgxðxm;n þ rÞ
þ gyðym þ qÞgyðym;n þ rÞ
þ gyðym þ qÞgyðym;n þ rÞ:

ð43Þ

As the size of vertebral bodies varies due to the biological variability of human
anatomy (e.g. age, gender, pathology), among all candidate opposite edge points
fpm;n; n ¼ 1; 2; . . .;Ng for edge point pm, only points that are less than dvb;min ¼ 7
mm and up to dvb;max ¼ 60 mm distant from pm are taken into account (values are
determined according to the average size of the human vertebral body [47, 52, 53]):

p0m;n 7! pm;n; 8pm;n: dvb;min 	 dðpm; pm;nÞ	 dvb;max; n ¼ 1; 2; . . .;N; ð44Þ

where dðpm; pnÞ is the Euclidean distance between points pm and pm;n. Among the
resulting candidate points fp0m;n; n ¼ 1; 2; . . .;N 0g; N 0 	N, the point that results in
the largest congruence Sðpm; p0m;nÞ is selected as the opposite edge point p�m to edge
point pm:

p�m ¼ argmax
p0m;n

ðSðpm; p0m;nÞÞ; n ¼ 1; 2; . . .;N 0: ð45Þ

The search for opposite edge points is performed in both the positive direction
þgðpmÞ and the negative direction �gðpmÞ of the gradient vector, as it may point
inwards or outwards vertebral body walls due to variations in the distribution of
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image intensities in different image modalities (i.e. CT, T1-weighted MR and
T2-weighted MR images). As a result, two opposite edge points p�þm and p��m are
respectively determined, and by repeating the procedure for all edge points
fpm;m ¼ 1; 2; . . .;Mg extracted from the 3D spine image, two sets of pairs of
opposite edge points fðpm; p�þm Þ;m ¼ 1; 2; . . .;Mþ;Mþ 	Mg and fðpm;p��m Þ;m ¼
1; 2; . . .;M�;M� 	Mg are respectively formed. The final set of pairs of opposite
edge points fðpm; p�mÞ ¼ ðpm;p�þm Þ [ ðpm; p��m Þ;m ¼ 1; 2; . . .;M0;M0 	 2Mg is
obtained by joining the results of the search in the positive and negative gradient
vector directions.

As the spine curve passes through the center of each vertebral body, it is located
where the lines connecting pairs fðpm; p�mÞ;m ¼ 1; 2; . . .;M0g of opposite edge
points most often intersect. For this purpose, a 3D accumulator AI , which is of the
same size as the observed 3D spine image I, is generated in the image-based
coordinate system and initialized with zero values, i.e. AIðpÞ ¼ 0; 8p ¼ ðx; y; zÞ 2 I:
Each line connecting a pair ðpm; p�mÞ of opposite edge points is assigned a weighting
function, normally distributed according to the distance dðpm; p�mÞ and scaled
according to the congruence Sðpm; p�mÞ between opposite edge points pm and p�m. The
3D accumulator value AIðplÞ at point pl is then increased by the value of the
weighting function at each point fpl ¼ ðxl; yl; zlÞ; l ¼ 1; 2; . . .; Lg along the con-
necting line:

AIðplÞ ¼ AIðplÞ þ Sðpm; p�mÞ exp �ðdðpm; plÞ � dðpm; p�mÞ=2Þ2
2ðdðpm; p�mÞ=6Þ2

 !
; ð46Þ

where dðpm; plÞ is the Euclidean distance between edge point pm and each point pl on
the line, and dðpm; p�mÞ=6 represents the standard deviation of the normally distrib-
uted weighting values. By accumulating the lines connecting all pairs fðpm; p�mÞ;m ¼
1; 2; . . .;M0g of opposite edge points in the 3D spine image, the values in the 3D
accumulator AI increase most along the longitudinal axes of vertebral bodies, as
vertebral body walls contribute to most pairs of opposite edge points. The resulting
normalized accumulator values, 8p ¼ ðx; y; zÞ 2 I ) 0	 AIðpÞj j 	 1, therefore
represent the probability that the spine curve passes through the corresponding
locations (Fig. 12d).

Although maximal accumulator values point to the location of the spine curve,
they may not always represent its exact location, as the generation of the accu-
mulator is obstructed by edges that do not represent vertebral body walls. To
determine the exact location of the spine curve, the coordinates of H ¼ 5 largest
maxima are extracted from each axial cross-section of the 3D accumulator AI and
connected into line segments. The line segments that are shorter than one half of the
average size of the human vertebral body dvb ¼ 30 mm [47, 52, 53] are discarded
(i.e. segments shorter than dvb=2 ¼ 15 mm). The remaining line segments, i.e. the
set of points fpj; j ¼ 1; 2; . . .; Jg, represent the candidate locations for the spine
curve. A robust estimation of the polynomial parameters bc of the spine curve cðiÞ
(Eq. 25) can be obtained by applying the random sample consensus (RANSAC)
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technique [16]. By randomly selecting K þ 1 ¼ 4 points fpk; k ¼ 1; 2; . . .;K þ 1g
from set fpjg, i.e. fpkg � fpjg, a curve in the form of a polynomial function c0ðiÞ of
degree K ¼ 3 can be generated, resulting in a combination of polynomial param-
eters bc. To evaluate the agreement of curve c0ðiÞ against points in
fpj; j ¼ 1; 2; . . .; Jg, the criterion CðbcÞ is computed as the number of points in fpjg
that are less than r ¼ 3 mm distant from c0ðiÞ in each axial cross-section:

CðbcÞ ¼ countðdðc0ðiÞjbc ; pjÞ\rÞ; j ¼ 1; 2; . . .; J; ð47Þ

where dðc0ðiÞjbc ; pjÞ denotes the Euclidean distance between curve c0ðiÞ and point
pj. Among 1000 generated polynomial functions c0ðiÞ (the number of iterations can
be even larger), the optimal polynomial parameters b�c of the spine curve cðiÞ
correspond to the maximal criterion CðbcÞ:

b�c ¼ argmax
bc

ðCðbcÞÞ: ð48Þ

The obtained spine curve cðiÞ therefore represents the best fit to the maxima of
the 3D accumulator, which are located in the middle of vertebral body walls
(Fig. 13).

The method was evaluated [78] on 42 3D images of the lumbar spine (29 CT
images and 13 MR images), and the reported mean difference between the obtained
spine curves in 3D and manually defined ground truth points was 1:8
 1:1 mm
(1:7
 1:0 mm for CT images and 2:3
 1:5 mm for MR images).

Once the spine curve cðiÞ is determined, the axial vertebral rotation uðiÞ can be
obtained by extracting planes that are orthogonal to the spine curve. By intersecting
each of these planes with a line passing through cðiÞ and inclined for an angle that
corresponds to the polynomial function defined by parameters bu, the optimal
polynomial parameters b�u representing the axial vertebral rotation uðiÞ (Eq. 26) can
be computed by maximizing the in-plane similarity of the resulting image parts, e.g.
by finding the maximal correlation of image intensities between mirror image
halves (Eqs. 30–33) or the maximal mutual information of image intensities
between plane parts (Eqs. 34–36), or by using a different similarity measure.

3 Cross-Sectional Reformation of 3D Spine Images

Volumetric image visualization can be defined as the transformation of image
information from a 3D image space onto a 2D display device. The most straight-
forward 2D visualization of 3D images is based on original cross-sections that
display the primarily reconstructed images, composed of original pixels in image
reconstruction planes. A 2D cross-section of a 3D image is defined as the
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intersection of the 3D image with the reconstruction plane, on which image
intensities are sampled. In CT imaging, reconstruction planes are usually trans-
versely oriented, while in MR imaging they are usually oriented parallel to the
excited slab. In both cases, the image reconstruction planes and the corresponding
original cross-sections define the image-based coordinate system (Sect. 2.1.1).

The established techniques for 2D visualization of anatomical structures are
therefore based on multi-planar reformation (MPR) that results in a series of
sagittal, coronal and axial multi-planar cross-sections. However, multi-planar cross-
sections do not always follow curved or tubular anatomical structures (e.g. spine,
arteries, colon). As all of the important parts of the structure are not simultaneously
visible in a single multi-planar cross-section, the visualization of such structures is

Fig. 13 Original image I (left) and the corresponding accumulator AI with superimposed spine
boundaries (right), displayed for a selected a sagittal, b coronal and c axial cross-section of a 3D
CT image of a scoliotic spine. In the accumulator AI , brighter elements correspond to a larger
number of intersections of lines connecting opposite edge points
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often unsatisfying, which may seriously affect the quality of the diagnostic infor-
mation of the observed curved structures. When visualizing 3D spine images with
multi-planar cross-sections, the spine may intersect with sagittal and coronal planes,
while the axial plane may not always be located at the same level of vertebral
bodies or intervertebral discs. The important structural parts of the spine may
therefore not be displayed simultaneously in any single multi-planar cross-section,
which may therefore not provide sufficient or qualitative enough diagnostic infor-
mation, because they cannot follow the curvature of the spine and the rotation of
vertebrae. This is already the case when visualizing a normal spine due to its natural
“S”-shaped curvature, and is even more emphasized in pathological spinal curva-
tures, for example in the case of scoliosis or increased kyphosis/lordosis. Curved
planar reformation (CPR) is a 2D image visualization technique that displays the
originally reconstructed pixels along any user-defined curved surface that is flat-
tened in order to appear as a plane. The use of the CPR visualization technique,
which generates cross-sections that are orthogonal or tangent to the curve along the
structure, represents a solution to the above mentioned problem. The standard
coordinate system, which is determined by the 3D image, is transformed into a
coordinate system that is determined by the observed 3D anatomical structure, for
example, into the spine-based coordinate system in the case of 3D spine images
(Sect. 2.1.2).

As a visualization technique, CPR is used in the field of angiography to display
and evaluate blood vessels [25, 34, 35, 46, 51, 61, 63, 64, 72], in the field of
pancreatography to display and evaluate pancreatic diseases [21, 60], for brain
visualization [43], in the field of bronchoscopy [42, 57] and in the field of colon-
oscopy [19, 71, 92]. In all of the CPR visualization approaches, the determination
of the curve that represents the central course of the visualized tubular structure is of
utmost importance [3, 5, 9, 41, 97]. Dedicated commercial software or software
provided by CT and MR scanner manufacturers already allows generation of curved
cross-sections, however, this requires manual determination of the curve that fol-
lows the anatomical structure. Although MR scanners allow arbitrary orientation of
the imaging plane and can therefore simulate the generation of oblique cross-
sections, such visualization is greatly influenced by the scanner operator that
determines the orientation of the imaging plane and by the position of the subject in
the scanner. Curved cross-sections can be also acquired directly from the MR
scanner [10, 11, 28], however, the quality of the obtained images in not adequate
due to low spatial resolution of images, presence of intensity modulation artefacts
and the fact that images can be curved only in one dimension. New concepts in
curved-slice imaging allow to maintain a close-to-rectangular voxel size [93] and
constant cross-sectional thickness [94]. On the other hand, by applying a combi-
nation of linear and/or non-linear spatial encoding magnetic fields for excitation and
geometrically matched local encoding of curved-slice imaging, it is possible to
achieve an almost rectangular voxel size [93] and constant cross-sectional thickness
[94] of curved cross-sections.

Many approaches that aim to improve quantitative and qualitative evaluation of
spinal deformities by an effective visualization of CT spine images have already
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been proposed. By generating oblique sagittal images, Rabassa et al. [62] showed
that visualization of vertebral facet joints improved, while oblique axial images
allowed views that were parallel to intervertebral discs. Although the visualization
was limited to oblique cross-sections, the authors concluded that in certain clinical
situations, such as for the evaluation of neural foraminal stenosis or localization of
spinal lesions, reformatted images could supplement the original 3D images.
Oblique cross-sections that were orthogonal to the long axis of both left and right
neural foraminae of the cervical spine region were also generated by Roberts et al.
[65], who showed that by oblique MPR, consistency in the interpretation of neural
foraminal stenosis between observers was improved, and suggested that such an
approach should be considered in routine evaluation. Rothman et al. [68] demon-
strated that curved cross-sections, obtained by connecting manually selected points
into a continuous curve, were useful for the evaluation of anatomical relationships
in the coronal spine region. After reformation, structures such as nerve roots,
vertebral facet joints and spinal cord could be observed in a single 2D cross-section.
Congenital spinal abnormalities were examined by Newton et al. [50], who man-
ually outlined the boundaries of the spine in multi-planar cross-sections and created
curved cross-sections that improved the identification and interpretation of abnor-
malities. The benefit of curved cross-sections was, in comparison with multi-planar
or oblique cross-sections, most valuable in the case of significant sagittal or coronal
spinal curvature, as they may help spine surgeons to achieve a more complete
understanding and evaluation of spinal deformities. Menten et al. [48] presented a
curved planospheric reformation method that was based on the reconstruction from
a cylindrical plane, defined around the approximate boundary of the spinal canal
within an axial cross-section. As a result, the anterior and posterior anatomical
structures of the spine were displayed simultaneously in the same plane, which
improved the evaluation of congenital spinal deformities. Manual determination of
points or curves that determined the curved cross-sections was required in all of the
above mentioned studies. A semi-automated method was presented by Kaminsky
et al. [33], who segmented the spine on reformatted 3D images in order to over-
come the problems of orientation in the standard multi-planar configuration. The
transformation axis was determined by a 3D spline, obtained either manually by
delineating centerlines in sagittal and coronal cross-sections, or automatically by
dropping spheres of maximum possible radius through vertebral bodies or the spinal
canal. Vrtovec et al. [83, 85] extracted curved cross-section from 3D spine images
by representing the spine curve and the rotation of vertebrae as polynomial func-
tions in 3D that formed the transformation axes for the reformation procedure,
while Klinder et al. [36] reformatted 3D images by stacking curved cross-sections
in order to reduce the region of interest and make the subsequent detection of
vertebrae independent of the spinal curvature. Hanaoka et al. [22] extracted curved
cross-sections by simultaneously aligning one elliptical column to the vertebral
bodies and intervertebral discs, and a second elliptical column to the spinal canal,
which allowed virtual straightening of the 3D image.

Image reformation was also identified as a valuable visualization technique in
MR imaging of the spine. Apicella and Mirowitz [4] reported that multi-planar
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cross-sections could compensate for the apparent asymmetry of 3D anatomical
structures, caused by improper patient positioning or patient motion during image
acquisition, and that reformatting can be applied to different anatomical structures.
In the case of spine images, reformatted images can be used to improve the visu-
alization of the spinal canal and intervertebral foraminae. In order to avoid mea-
surement errors, Birchall et al. [8] and Adam and Askin [2] computed the rotation
of vertebrae from the position of landmarks that were manually placed in each
oblique axial cross-section, defined in sagittal and coronal MR cross-sections
through the superior and inferior vertebral endplates, or parallel to the endplates
through the centers of each vertebral body. Liljenqvist et al. [45] focused their study
on vertebral morphology related to pedicle screw placement for the treatment of
scoliosis. The pedicle width, length and angle were measured in manually deter-
mined oblique MR cross-sections that were orthogonal to vertebral bodies. In a
study of automated survey of MR spine images [95], it was reported that automated
reformation of 3D spine images along the true sagittal, coronal or axial vertebral
body axes may potentially facilitate image interpretation. Vrtovec et al. [86] gen-
erated curved cross-section from MR spine images by extracting the 3D spine curve
and axial vertebral rotation, and representing them as polynomial functions that
guided the reformation procedure. The same method for the extraction of the spine
curve and axial vertebral rotation was used by Neubert et al. [49] to initialize
statistical shape models for the purpose of segmentation and analysis of high-
resolution MR spine images.

Although 3D image reformation is often used for observing and analysing a
variety of anatomical structures and related pathologies, it can be concluded that 3D
spine images can be in general reformatted according to the following two
principles:

• multi-planar reformation (MPR) is defined and performed in the image-based
coordinate system (Sect. 3.1),

• curved-planar reformation (CPR) is defined in the spine-based coordinate
system and performed in the image-based coordinate system (Sect. 3.2).

In both MPR and CPR, the plane of reformation is defined in the corresponding
coordinate system, which is then represented as a plane or a curved surface in the
image-based coordinate system, where image intensities are sampled. By flattening
the extracted cross-sections onto a plane, visualization of the spine in both the
image-based and the spine-based coordinate system is enabled (Sect. 3.3).

3.1 Multi-planar Reformation

Multi-planar reformation is the most straightforward 3D image reformation. The
volume of the 3D image is cut by a plane, and image intensities are sampled on that
plane. According to the orientation of the sampling plane in the image-based
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coordinate system, the following types of MPR can be applied to 3D images of the
spine:

• orthogonal MPR, where the sampling plane is orthogonal to one of the axes of
the image-based coordinate system (Sect. 3.1.1),

• oblique MPR, where the orthogonal sampling plane, defined in the image-based
coordinate system, is rotated about the axes of the image-based coordinate
system (Sect. 3.1.2).

The common characteristic of all types of MPR is that sampling planes are
defined on the basis of the image-based coordinate system R

3
I .

3.1.1 Orthogonal Multi-planar Reformation

The most common MPR is orthogonal, meaning that the sampling plane is
orthogonal to one of the axes of the image-based coordinate system. By applying
orthogonal MPR to a 3D spine image, the following orthogonal multi-planar cross-
sections can be obtained:

• sagittal orthogonal multi-planar cross-sections are obtained by sampling the 3D
image on selected sagittal planes defined in the-based coordinate system (sec-
tion Sagittal Orthogonal Multi-planar Cross-Sections),

• coronal orthogonal multi-planar cross-sections are obtained by sampling the
3D image on selected coronal planes defined in the image-based coordinate
system (section Coronal Orthogonal Multi-planar Cross-Sections),

• axial orthogonal multi-planar cross-sections are obtained by sampling the 3D
image on selected axial planes defined in the image-based coordinate system
(section Axial Orthogonal Multi-planar Cross-Sections).

By selecting a point pc ¼ ðxc; yc; zcÞ in the image-based coordinate system R
3
I ,

exactly one sagittal (x ¼ xc), one coronal (y ¼ yc) and one axial (z ¼ zc) orthogonal
multi-planar cross-section can be defined through pc. If pc is located on the spine
curve cðiÞ, e.g. at point i ¼ ip so that pc ¼ cxðipÞ; cyðipÞ; czðipÞ

� �
, the obtained cross-

sections show, depending on the shape of the spine, parts of the spinal anatomy.

Sagittal Orthogonal Multi-planar Cross-Sections

Sagittal orthogonal multi-planar cross-sections are obtained by sampling the 3D
image on selected sagittal planes that are orthogonal to axis x of the image-based
coordinate system. The sagittal orthogonal multi-planar cross-section Mx¼xc is
therefore obtained by selecting a fixed coordinate x ¼ xc, and sampling the 3D
image I along coordinates y and z in the image-based coordinate system:
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Mx¼xcðy; zÞ ¼ Iðxc; y; zÞ: ð49Þ

In the case of normal spines, the anatomy of all vertebrae can be usually
observed simultaneously in selected sagittal orthogonal multi-planar cross-sections.
However, in the case scoliotic spines, vertebrae come in and out of the sampling
plane, and therefore the anatomy of all vertebrae cannot be simultaneously observed
in any selected sagittal orthogonal multi-planar cross-section, as shown in Fig. 14.

Fig. 14 A sagittal orthogonal multi-planar cross-section Mx¼xc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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Coronal Orthogonal Multi-planar Cross-Sections

Coronal orthogonal multi-planar cross-sections are obtained by sampling the 3D
image on selected coronal planes that are orthogonal to axis y of the image-based
coordinate system. The coronal orthogonal multi-planar cross-section My¼yc is
therefore obtained by selecting a fixed coordinate y ¼ yc, and sampling the 3D
image I along coordinates x and z in the image-based coordinate system:

My¼ycðx; zÞ ¼ Iðx; yc; zÞ: ð50Þ

Fig. 15 A coronal orthogonal multi-planar cross-section My¼yc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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In the case of normal spines, the anatomy of all vertebrae cannot be simulta-
neously observed in any selected coronal orthogonal multi-planar cross-section, as
vertebrae come in and out of the sampling plane. On the other hand, in the case of
scoliotic spines, the anatomy of all vertebrae can be usually observed simulta-
neously in selected coronal orthogonal multi-planar cross-sections, as shown in
Fig. 15.

Axial Orthogonal Multi-planar Cross-Sections

Axial orthogonal multi-planar cross-sections are obtained by sampling the 3D
image on selected axial planes that are orthogonal to axis z of the image-based

Fig. 16 An axial orthogonal multi-planar cross-section Mz¼zc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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coordinate system. The axial orthogonal multi-planar cross-section Mz¼zc is there-
fore obtained by selecting a fixed coordinate z ¼ zc, and sampling the 3D image I
along coordinates x and y in the image-based coordinate system:

Mz¼zcðx; yÞ ¼ Iðx; y; zcÞ: ð51Þ

In the case of normal spines, vertebrae are usually sagittally inclined, while in
the case of scoliotic spines, vertebrae are usually coronally inclined against axis z.
As a result, axial orthogonal multi-planar cross-sections (Fig. 16) in general do not
show a completely geometrically correct shape of the vertebral anatomy, because
sampling planes cut through vertebrae at different anatomical locations. For
example, similarly as an ellipse can be obtained by intersecting a circular cone with
an inclined plane, the shape of the vertebral body is observed as a more elliptical
structure than it may actually be.

3.1.2 Oblique Multi-planar Reformation

An established type of MPR is oblique (slanted), meaning that the orthogonal
sampling plane is rotated (inclined) for selected angles about the axes of the image-
based coordinate system. By applying oblique MPR to a 3D spine image, the
following oblique multi-planar cross-sections can be obtained:

• sagittal oblique multi-planar cross-sections are obtained by sampling the 3D
image on selected rotated sagittal orthogonal planes, defined in the image-based
coordinate system (section Sagittal Oblique Multi-planar Cross-Sections),

• coronal oblique multi-planar cross-sections are obtained by sampling the 3D
image on selected rotated coronal orthogonal planes, defined in the image-based
coordinate system (section Coronal Oblique Multi-planar Cross-Sections),

• axial oblique multi-planar cross-sections are obtained by sampling the 3D
image on selected rotated axial orthogonal planes, defined in the image-based
coordinate system (section Axial Oblique Multi-planar Cross-Sections),

• generalized oblique multi-planar cross-sections are obtained by sampling the
3D image on planes that are arbitrarily defined in the image-based coordinate
system (section Generalized Oblique Multi-planar Cross-Sections).

The rotation for angles a, b and c about axes x, y and z, respectively, of the
image-based coordinate system can be represented by rotation matrices RxðaÞ,
RyðbÞ and RzðcÞ, respectively:

RxðaÞ ¼
1 0 0
0 cos a � sin a
0 sin a cos a

2
4

3
5; ð52Þ
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RyðbÞ ¼
cos b 0 sin b
0 1 0

� sin b 0 cos b

2
4

3
5; ð53Þ

RzðcÞ ¼
cos c � sin c 0
sin c cos c 0
0 0 1

2
4

3
5; ð54Þ

and the composition of extrinsic rotations about axes x (first), y (second) and z (last)
can be represented by the rotation matrix Rða; b; cÞ:

Rða; b; cÞ ¼ RzðcÞRyðbÞRxðaÞ: ð55Þ

For an arbitrary point p ¼ ðx; y; zÞ in the image-based coordinate system R
3
I , its

location p0 ¼ ðx0; y0; z0Þ after rotation is obtained by:

p0 ¼ ðx0; y0; z0Þ ¼ Rða; b; cÞ½x; y; z�
¼ Rða; b; cÞp; ð56Þ

with the center of rotation at the origin p0 ¼ ð0; 0; 0Þ of the image-based coordinate
system.2 If the center of rotation is at point pc ¼ xc; yc; zcð Þ, then the location of p
after rotation is:

p0 ¼ ðx0; y0; z0Þ ¼ ðRða; b; cÞ½x� xc; y� yc; z� zc�Þ þ ½xc; yc; zc�
¼ ðRða; b; cÞ p� pcð ÞÞ þ pc;

ð57Þ

By selecting a point pc ¼ ðxc; yc; zcÞ in the image-based coordinate system R
3
I

and rotation angles a ¼ ap, b ¼ bp, and c ¼ cp, three different sagittal
x ¼ xc and b ¼ bp; c ¼ cp or both
� �

, coronal y ¼ yc and a ¼ ap; c ¼ cp or both
� �

and axial (z ¼ zc and a ¼ ap, b ¼ bp or both) oblique multi-planar cross-sections
can be defined through pc, which also represents the center of rotation. If pc is
located on the spine curve cðiÞ, e.g. at point i ¼ ip so that
pc ¼ cxðipÞ; cyðipÞ; czðipÞ

� �
, the obtained cross-sections show, depending on the

shape of the spine, parts of the spinal anatomy.

Sagittal Oblique Multi-planar Cross-Sections

The sagittal oblique multi-planar cross-section Mx¼xc;b¼bp;c¼cp is obtained by sam-
pling the 3D image I on the sagittal orthogonal plane at the selected fixed

2 It is assumed that p is a column vector. If p is a row vector, vector transpose operation is
required, therefore Eq. 56 turns into p0 ¼ ðx0; y0; z0Þ ¼ Rða; b; cÞ½x; y; z�T� �T¼ Rða; b; cÞpTð ÞT .

272 T. Vrtovec



coordinate x ¼ xc that is additionally rotated for angle b ¼ bp about axis y and/or
for angle c ¼ cp about axis z of the image-based coordinate system:

Mx¼xc;b¼bp;c¼cpðy; zÞ ¼ IðRð0; bp; cpÞ½xc; y; z�Þ; ð58Þ

with the center of rotation at point pc ¼ ðxc; yc; zcÞ (Eq. 57). The rotation angles
must be on the closed interval bp; cp

� � 2 ½� p
4 ;þ p

4�, otherwise the cross-section
turns into an axial or coronal oblique multi-planar cross-section. However, in
practice only one rotation is usually applied:

Mx¼xc;b¼bpðy; zÞ ¼ IðRð0; bp; 0Þ½xc; y; z�Þ ¼ IðRyðbpÞ½xc; y; z�Þ; ð59Þ

Mx¼xc;c¼cpðy; zÞ ¼ IðRð0; 0; cpÞ½xc; y; z�Þ ¼ IðRzðcpÞ½xc; y; z�Þ: ð60Þ

Figure 17 displays the sagittal oblique multi-planar cross-section Mx¼xc;c¼cp
(Eq. 60) at x ¼ xc and c ¼ cp ¼ 25�.

Coronal Oblique Multi-planar Cross-Sections

The coronal oblique multi-planar cross-section My¼yc;a¼ap;c¼cp is obtained by
sampling the 3D image I on the coronal orthogonal plane at the selected fixed
coordinate y ¼ yc that is additionally rotated for angle a ¼ ap about axis x and/or
for angle c ¼ cp about axis z of the image-based coordinate system:

My¼yc;a¼ap;c¼cpðx; zÞ ¼ IðRðap; 0; cpÞ½x; yc; z�Þ; ð61Þ

with the center of rotation at point pc ¼ ðxc; yc; zcÞ (Eq. 57). The rotation angles
must be on the closed interval ap; cp

� � 2 ½� p
4 ;þ p

4�, otherwise the cross-section
turns into an axial or sagittal oblique multi-planar cross-section. However, in
practice only one rotation is usually applied:

My¼yc;a¼apðx; zÞ ¼ IðRðap; 0; 0Þ½x; yc; z�Þ ¼ IðRxðapÞ½x; yc; z�Þ; ð62Þ

My¼yc;c¼cpðx; zÞ ¼ IðRð0; 0; cpÞ½x; yc; z�Þ ¼ IðRzðcpÞ½x; yc; z�Þ: ð63Þ

Figure 18 displays the coronal oblique multi-planar cross-section My¼yc;c¼cp
(Eq. 63) at y ¼ yc and c ¼ cp ¼ 25�.

Axial Oblique Multi-planar Cross-Sections

The axial oblique multi-planar cross-section Mz¼zc;a¼ap;b¼bpðx; yÞ is obtained by
sampling the 3D image I on the axial orthogonal plane at the selected fixed
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coordinate z ¼ zc that is additionally rotated for angle a ¼ ap about axis x and/or for
angle b ¼ bp about axis y of the image-based coordinate system:

Mz¼zc;a¼ap;b¼bpðx; yÞ ¼ IðRðap; bp; 0Þ½x; y; zc�Þ; ð64Þ

with the center of rotation at point pc ¼ ðxc; yc; zcÞ (Eq. 57). The rotation angles
must be on the closed interval ap; bp

� � 2 ½� p
4 ;þ p

4�, otherwise the cross-section
turns into a coronal or sagittal oblique multi-planar cross-section. However, in
practice only one rotation is usually applied:

Fig. 17 A sagittal oblique multi-planar cross-section Mx¼xc ;c¼cp of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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Mz¼zc;a¼apðx; yÞ ¼ IðRðap; 0; 0Þ½x; y; zc�Þ ¼ IðRxðapÞ½x; y; zc�Þ; ð65Þ

Mz¼zc;b¼bpðx; yÞ ¼ IðRð0; bp; 0Þ½x; y; zc�Þ ¼ IðRyðbpÞ½x; y; zc�Þ: ð66Þ

Figure 19 displays the axial oblique multi-planar cross-section Mz¼zc;a¼ap
(Eq. 65) at z ¼ zc and a ¼ ap ¼ 25�.

Fig. 18 A coronal oblique multi-planar cross-section My¼yc;c¼cp of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)

Automated Determination of the Spine-Based Coordinate System … 275



Generalized Oblique Multi-planar Cross-Sections

Generalized oblique multi-planar cross-sections are obtained by sampling the 3D
image I on a sagittal (x ¼ xc), coronal (y ¼ yc) or axial (z ¼ zc) orthogonal plane
that is additionally rotated for angles a ¼ ap, b ¼ bp and/or c ¼ cp about axes x, y
and z, respectively, of the image-based coordinate system:

Mx¼xc;a¼ap;b¼bp;c¼cpðy; zÞ ¼ IðRðap; bp; cpÞ½xc; y; z�Þ; ð67Þ

My¼yc;a¼ap;b¼bp;c¼cpðx; zÞ ¼ IðRðap; bp; cpÞ½x; yc; z�Þ; ð68Þ

Fig. 19 An axial oblique multi-planar cross-section Mz¼zc;a¼ap of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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Mz¼zc;a¼ap;b¼bp;c¼cpðx; yÞ ¼ IðRðap; bp; cpÞ½x; y; zc�Þ; ð69Þ

with the center of rotation at point pc ¼ ðxc; yc; zcÞ (Eq. 57). However, in the case of
3D spine images, the value of such generalized oblique multi-planar cross-sections
is questionable since the arbitrarily defined sampling plane may not include any
spinal anatomy.

A more valuable result can be achieved by defining the sampling plane according
to the spine as the observed anatomical structure. By selecting three non-collinear
points p1 ¼ ðx1; y1; z1Þ, p2 ¼ ðx2; y2; z2Þ and p3 ¼ ðx3; y3; z3Þ on the spine, which
may be located on the spine curve cðiÞ, e.g. at points i ¼ i1, i ¼ i2 and i ¼ i3 so that
p1 ¼ ðcxði1Þ; cyði1Þ; czði1ÞÞ, p2 ¼ ðcxði2Þ; cyði2Þ; czði2ÞÞ and p3 ¼ ðcxði3Þ; cyði3Þ;
czði3ÞÞ, respectively, a sampling plane P can be uniquely defined in the image-based
coordinate system and used to redefine the rotationmatrix R (Eq. 55). The unit normal
vector n̂P of plane P is:

n̂P ¼ ½n̂Px; n̂Py; n̂Pz� ¼ nP
nPk k ; nP ¼ ðp1 � p3Þ � ðp2 � p3Þ: ð70Þ

To redefine the rotation matrix R, two unit vectors ê1 and ê2 have to be addi-
tionally defined that are, including n̂P, mutually orthogonal. We have one degree of
freedom for the selection of ê1, e.g.:

n̂P � ê1 ¼ 0

ê1 ¼ ½ê1x; ê1y; ê1z� ¼ e1
e1k k ; e1 ¼ ½�n̂Pz;�n̂Pz; n̂Px þ n̂Py�; ð71Þ

which is then used to determine ê2:

ê2 ¼ ½ê2x; ê2y; ê2z� ¼ ê1 � n̂P: ð72Þ

In 3D spine images, normal spines are usually aligned with sagittal orthogonal
planes, while scoliotic spines are usually alignedwith coronal orthogonal planes. As a
result, n̂P (Eq. 70) represents, in the coordinate system of plane P, the unit vector
êPx ¼ ½1; 0; 0�P in the case of normal spines, and the unit vector êPy ¼ ½0; 1; 0�P in the
case of scoliotic spines. On the other hand, ê1 (Eq. 71) is selected so that it always
represents the unit vector êPz ¼ ½0; 0; 1�P, while ê2 (Eq. 72) represents the remaining
unit vector in the coordinate system of plane P. As a result, the rotation matrix is in the
case of normal spines redefined as Rn and used to obtain the generalized oblique
multi-planar cross-section Mn

p1;p2;p3
:

Mn
p1;p2;p3

ðy; zÞ ¼ IðRn½xj; y; z�Þ; Rn ¼
n̂Px ê2x ê1x
n̂Py ê2y ê1y
n̂Pz ê2z ê1z

2
4

3
5; ð73Þ
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with the center of rotation at point pj (Eq. 57), arbitrarily chosen among points p1,
p2 and p3. On the other hand, in the case of scoliotic spines, the rotation matrix is
redefined as Rs and used to obtain the generalized oblique multi-planar cross-
section Ms

p1;p2;p3
:

Ms
p1;p2;p3

ðx; zÞ ¼ IðRs½x; yj; z�Þ; Rs ¼
ê2x n̂Px ê1x
ê2y n̂Py ê1y
ê2z n̂Pz ê1z

2
4

3
5; ð74Þ

with the center of rotation again at point pj (Eq. 57), arbitrarily chosen among points
p1, p2 and p3. Figure 20 displays the generalized oblique multi-planar cross-section

Fig. 20 A generalized oblique multi-planar cross-section Ms
p1 ;p2 ;p3

of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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Ms
p1;p2;p3

(Eq. 74) with p1 as the spine curve start point, p2 as the spine curve end
point, and p3 ¼ pc ¼ cðipÞ as a point on the spine curve at i ¼ ip.

3.2 Curved-Planar Reformation

Curved-planar reformation is an efficient technique for cross-sectional visualization
of curved 3D anatomical structures, where the goal is to visualize the structure
along its entire length within a single cross-section. The volume of the 3D structure
is cut by a plane, and image intensities are sampled on that plane. According to
the orientation of the sampling plane in the spine-based coordinate system, the
following types of CPR can be applied to 3D images of the spine:

• orthogonal CPR, where the sampling plane is orthogonal to one of the axes of
the spine-based coordinate system (Sect. 3.2.1),

• oblique CPR, where the orthogonal sampling plane, defined in the spine-based
coordinate system, is rotated about the axes of the spine-based coordinate
system (Sect. 3.2.2).

The common characteristic of all types of CPR is that sampling planes are defined
on the basis of the spine-based coordinate system R

3
S. However, image intensities

can be accessed only in the image-based coordinate system, therefore a transfor-
mation from the spine-based to the image-based coordinate system is required
(Sect. 2.2.3) and achieved through a continuous representation of the spine curve
cðiÞ (Sect. 2.3.1) and axial vertebral rotation uðiÞ (Sect. 2.3.2). As the axial vertebral
rotation uðiÞ represents axes u and v in the spine-based coordinate system, it must be
defined in planes orthogonal to axis w. The axial vertebral rotation can be therefore
represented by matrix RwðuðiÞÞ of rotation about axis w of the spine-based coor-
dinate system, which has the same form as Rz (Eq. 54), i.e. RwðuðiÞÞ ¼ RzðuðiÞÞ.
However, the rotation in the image-based coordinate system has to be performed
about the axis defined by the unit tangent vector t̂ðiÞ ¼ ð̂txðiÞ; t̂yðiÞ; t̂zðiÞÞ to the spine
curve cðiÞ, which represents axis w in the spine-based coordinate system. The
rotation in the form of axis-angle representation can be achieved by matrix
RtðiÞðuðiÞÞ (Eq. 19).

3.2.1 Orthogonal Curved-Planar Reformation

The most straightforward approach to CPR is orthogonal, meaning that the sam-
pling plane is orthogonal to one of the axes of the spine-based coordinate system.
By applying orthogonal CPR to a 3D spine image, the following orthogonal curved-
planar cross-sections can be obtained:
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• sagittal orthogonal curved-planar cross-sections are obtained by sampling the
3D image on selected sagittal planes, defined in the spine-based coordinate
system (section Sagittal Orthogonal Curved-Planar Cross-Sections),

• coronal orthogonal curved-planar cross-sections are obtained by sampling the
3D image on selected coronal planes, defined in the spine-based coordinate
system (section Coronal Orthogonal Curved-Planar Cross-Sections),

• axial orthogonal curved-planar cross-sections are obtained by sampling the 3D
image on selected axial planes, defined in the spine-based coordinate system
(section Axial Orthogonal Curved-Planar Cross-Sections).

By selecting a point pc ¼ ðuc; vc;wcÞ in the spine-based coordinate system R
3
S,

exactly one sagittal (u ¼ uc), one coronal (v ¼ vc) and one axial (w ¼ wc)
orthogonal curved-planar cross-section can be defined through pc. If pc is located
on the spine curve cðiÞ, e.g. at point i ¼ ip so that pc ¼ ðcxðipÞ; cyðipÞ; czðipÞÞ, the
obtained sagittal and coronal cross-sections show, irrespectively of the shape of the
spine, the spinal anatomy at its midline along its entire length, while the obtained
axial cross-section shows the spinal anatomy in the direction orthogonal to its
midline.

Sagittal Orthogonal Curved-Planar Cross-Sections

Sagittal orthogonal curved-planar cross-sections are obtained by sampling the 3D
image on selected sagittal planes that are orthogonal to axis u of the spine-based
coordinate system. The sagittal orthogonal curved-planar cross-section Cu¼uc is
therefore obtained by selecting a fixed coordinate u ¼ uc, and sampling the 3D
image I along coordinates v and w in the spine-based coordinate system:

Cu¼uc v;wð Þ ¼ I uc; v;wð Þ: ð75Þ

In the image-based coordinate system, the sampling plane is represented by a
curved surface that is parallel to the spine curve cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ and
follows the axial vertebral rotation uðiÞ. If the selected fixed coordinate uc is
represented as uc $ cxðiÞ þ Dx, where Dx is a fixed offset in the left or right
direction from the spine curve cðiÞ that corresponds to the sagittal offset of point
pc ¼ ðuc; vc;wcÞ from the origin of the spine-based coordinate system, then the
sagittal orthogonal curved-planar cross-section Cu¼uc can be obtained as:

Cu¼ucðy; czðiÞÞ ¼ IðRt̂ðiÞðuðiÞÞRxðaðiÞÞ½cxðiÞ þ Dx; y; czðiÞ�Þ; ð76Þ

where matrix Rt̂ðiÞðuðiÞÞ (Eq. 19) represents the axial vertebral rotation for angle

uðiÞ about axis defined by t̂ðiÞ (i.e. uðiÞ ¼ uwðiÞ, Eq. 14), and matrix Rx aðiÞð Þ
(Eq. 52) represents the rotation for angle aðiÞ ¼ arctanð̂tyðiÞ=̂tzðiÞÞ about axis x of
the image-based coordinate system, considering that t̂ðiÞ ¼ ½̂txðiÞ; t̂yðiÞ; t̂zðiÞ� is the
unit tangent vector to the spine curve, and cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ is the center of
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rotation (Eq. 57) for every point i on the spine curve cðiÞ. Exactly one sagittal
orthogonal curved-planar cross-section passes through the spine curve (i.e. Dx ¼ 0)
and therefore displays the spinal anatomy along its midline, which is represented by
a straight line (Fig. 21).

However, in the resulting cross-sections, anatomical deformations are present that
result from the intersections of sagittal profiles due to the rotation for angle aðiÞ about
axis x of the image-based coordinate system. To avoid anatomical deformations, the
sagittal orthogonal curved-planar cross-section Cu¼uc can be obtained as:

Cu¼ucðy; czðiÞÞ ¼ IðRzðuðiÞÞ½cxðiÞ þ Dx; y; czðiÞ�Þ; ð77Þ

Fig. 21 A sagittal orthogonal curved-planar cross-section Cu¼uc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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where matrix RzðuðiÞÞ (Eq. 54) represents the axial vertebral rotation for angle uðiÞ
about axis z of the image-based coordinate system. In this case, the axial vertebral
rotation uðiÞ has to be defined in transverse planes that are orthogonal to axis z of
the image-based coordinate system (i.e. uðiÞ ¼ uzðiÞ, Eq. 13). As a result, the
resulting cross-sections are no longer defined on the basis of the spine-based
coordinate system, and therefore the spine curve is no longer represented by a
straight line.

Coronal Orthogonal Curved-Planar Cross-Sections

Coronal orthogonal curved-planar cross-sections are obtained by sampling the 3D
image on selected coronal planes that are orthogonal to axis v of the spine-based
coordinate system. The coronal orthogonal curved-planar cross-section Cv¼vc is
therefore obtained by selecting a fixed coordinate v ¼ vc, and sampling the 3D
image I along coordinates u and w in the spine-based coordinate system:

Cv¼vc u;wð Þ ¼ I u; vc;wð Þ: ð78Þ

In the image-based coordinate system, the sampling plane is represented by a
curved surface that is parallel to the spine curve cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ and
follows the axial vertebral rotation uðiÞ. If the selected fixed coordinate vc is
represented as vc $ cyðiÞ þ Dy, where Dy is a fixed offset in the anterior or pos-
terior direction from the spine curve cðiÞ that corresponds to the coronal offset of
point pc ¼ ðuc; vc;wcÞ from the origin of the spine-based coordinate system, then
the coronal orthogonal curved cross-section Cv¼vc can be obtained as:

Cv¼vcðx; czðiÞÞ ¼ IðRt̂ðiÞðuðiÞÞRyðbðiÞÞ½x; cyðiÞ þ Dy; czðiÞ�Þ; ð79Þ

where matrix Rt̂ðiÞðuðiÞÞ (Eq. 19) represents the axial vertebral rotation for angle

uðiÞ about axis defined by t̂ðiÞ (i.e. uðiÞ ¼ uwðiÞ, Eq. 14), and matrix RyðbðiÞÞ
(Eq. 53) represents the rotation for angle bðiÞ ¼ arctanð̂txðiÞ=̂tzðiÞÞ about axis y of
the image-based coordinate system, considering that t̂ðiÞ ¼ ½̂txðiÞ; t̂yðiÞ; t̂zðiÞ� is the
unit tangent vector to the spine curve, and cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ is the center of
rotation (Eq. 57) for every point i on the spine curve cðiÞ. Exactly one coronal
orthogonal curved-planar cross-section passes through the spine curve (i.e. Dy ¼ 0)
and therefore displays the spinal anatomy along its midline, which is represented by
a straight line (Fig. 22).

However, in the resulting cross-sections, anatomical deformations are present
that result from the intersections of coronal profiles due to the rotation for angle bðiÞ
about axis y of the image-based coordinate system. To avoid anatomical defor-
mations, the coronal orthogonal curved-planar cross-section Cv¼vc can be obtained
as:
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Cv¼vcðx; czðiÞÞ ¼ IðRzðuðiÞÞ½x; cyðiÞ þ Dy; czðiÞ�Þ; ð80Þ

where matrix RzðuðiÞÞ (Eq. 54) represents the axial vertebral rotation for angle uðiÞ
about axis z of the image-based coordinate system. In this case, the axial vertebral
rotation uðiÞ has to be defined in transverse planes that are orthogonal to axis z of
the image-based coordinate system (i.e. uðiÞ ¼ uzðiÞ, Eq. 13). As a result, the
resulting cross-sections are no longer defined on the basis of the spine-based
coordinate system, and therefore the spine curve is no longer represented by a
straight line.

Fig. 22 A coronal orthogonal curved-planar cross-section Cv¼vc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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Axial Orthogonal Curved-Planar Cross-Sections

Axial orthogonal curved-planar cross-sections are obtained by sampling the 3D
image on selected axial planes that are orthogonal to axis w of the spine-based
coordinate system. The axial orthogonal curved-planar cross-section Cw¼wc is
therefore obtained by selecting a fixed coordinate w ¼ wc, and sampling the 3D
image I along coordinates u and v in the spine-based coordinate system:

Cw¼wc u; vð Þ ¼ I u; v;wcð Þ: ð81Þ

If the selected fixed coordinate wc is represented as wc $ czðipÞ, where i ¼ ip
defines the point cðipÞ ¼ ðcxðipÞ; cyðipÞ; czðipÞÞ on the spine curve cðiÞ, then the
sampling plane is, in the image-based coordinate system, orthogonal to the spine
curve at point cðipÞ and rotationally aligned with the axial vertebral rotation uðipÞ.
The axial orthogonal curved-planar cross-section Cw¼wc can be therefore obtained as:

Cw¼wc x; yð Þ ¼ IðRt̂ðiÞðuðipÞÞRyðbðipÞÞRxðaðipÞÞ½x; y; czðipÞ�Þ; ð82Þ

where matrix Rt̂ðipÞðuðipÞÞ (Eq. 19) represents the axial vertebral rotation for angle

uðipÞ about axis defined by t̂ðipÞ (i.e. uðipÞ ¼ uwðipÞ, Eq. 14), matrix RxðaðipÞÞ
(Eq. 52) represents the rotation for angle aðipÞ ¼ arctanð̂tyðipÞ=̂tzðipÞÞ about axis x
of the image-based coordinate system, and matrix RyðbðipÞÞ (Eq. 53) represents the
rotation for angle bðipÞ ¼ arctanð̂txðipÞ=̂tzðipÞÞ about axis y of the image-based
coordinate system, considering that t̂ðiÞ ¼ ½̂txðiÞ; t̂yðiÞ; t̂zðiÞ� is the unit tangent
vector to the spine curve and cðipÞ ¼ ðcxðipÞ; cyðipÞ; czðipÞÞ is the center of rotation
(Eq. 57) at the selected point i ¼ ip on the spine curve cðiÞ. Axial orthogonal
curved-planar cross-sections in general show a geometrically correct shape of the
vertebral anatomy, because sampling planes cut through vertebrae at the same
anatomical locations (Fig. 23).

In the case the axial vertebral rotation uðiÞ is defined in transverse planes that are
orthogonal to axis z of the image-based coordinate system (i.e. uðiÞ ¼ uzðiÞ,
Eq. 13), then the axial orthogonal curved cross-section Cw¼wc can be obtained as:

Cw¼wcðx; yÞ ¼ IðRzðuðipÞÞRyðbðipÞÞRxðaðipÞÞ½x; y; czðipÞ�Þ
¼ IðRðaðipÞ; bðipÞ;uðipÞÞ½x; y; czðipÞ�Þ;

ð83Þ

where matrix RzðuðipÞÞ (Eq. 54) represents the rotation for angle uðipÞ about axis z,
and matrix RðaðipÞ; bðipÞ;uðipÞÞ (Eq. 55) represents the composition of extrinsic
rotations for angles aðipÞ, b; ðipÞ and uðipÞ about axes x, y and z, respectively, of the
image-based coordinate system.
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3.2.2 Oblique Curved-Planar Reformation

A useful type of CPR is oblique (slanted), meaning that the orthogonal sampling
plane is rotated (inclined) for selected angles about the axes of the spine-based
coordinate system. The rotation for angles #, w and / about axes u, v and w,
respectively, of the spine-based coordinate system can be represented by rotation
matrices Ruð#Þ ¼ Rxð#Þ (Eq. 52), RvðwÞ ¼ RyðwÞ (Eq. 53) and Rwð/Þ ¼ Rzð/Þ
(Eq. 54), respectively. By applying oblique CPR to a 3D spine image, the following
oblique curved-planar cross-sections can be obtained:

Fig. 23 An axial orthogonal curved-planar cross-section Cw¼wc of a 3D CT image of a scoliotic
spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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• sagittal oblique curved-planar cross-sections are obtained by sampling the 3D
image on selected rotated sagittal orthogonal planes, defined in the spine-based
coordinate system (section Sagittal Oblique Curved-Planar Cross-Sections),

• coronal oblique curved-planar cross-sections are obtained by sampling the 3D
image on selected rotated coronal orthogonal planes, defined in the spine-based
coordinate system (section Coronal Oblique Curved-Planar Cross-Sections),

• axial oblique curved-planar cross-sections are obtained by sampling the 3D
image on selected rotated axial orthogonal planes, defined in the spine-based
coordinate system (section Axial Oblique Curved-Planar Cross-Sections).

The rotation principle is therefore in general the same as in the case of oblique
MPR (Sect. 3.1.2), however, in the case of oblique CPR, only rotation about one
axis is usually applied for sagittal and coronal cross-sections so that they remain
aligned with the observed spinal anatomy. As a result, by selecting a point pc ¼
ðuc; vc;wcÞ in the spine-based coordinate system R

3
S and rotation angles # ¼ #p,

w ¼ wp, and / ¼ /p, exactly one sagittal (u ¼ uc and / ¼ /p), one coronal (v ¼ vc
and / ¼ /p) and three axial (w ¼ wc and # ¼ #p, w ¼ wp or both) oblique curved-
planar cross-sections can be defined through pc. If pc is located on the spine curve
cðiÞ, e.g. at point i ¼ ip so that pc ¼ ðcxðipÞ; cyðipÞ; czðipÞÞ, the obtained sagittal and
coronal cross-sections show, irrespectively of the shape of the spine, the spinal
anatomy at its midline along its entire length, while the obtained axial cross-section
is arbitrarily inclined against the midline of the spinal anatomy.

Sagittal Oblique Curved-Planar Cross-Sections

The sagittal oblique curved-planar cross-section Cu¼uc;/¼/p
is obtained by sampling

the 3D image I on the sagittal orthogonal plane at the selected fixed coordinate
u ¼ uc that is additionally rotated for angle / ¼ /p about axis w of the spine-based
coordinate system:

Cu¼uc;/¼/p
ðv;wÞ ¼ IðRwð/pÞ½uc; v;w�Þ; ð84Þ

with the center of rotation at point pc ¼ ðuc; vc;wcÞ (Eq. 57). The rotation angle
must be on the closed interval /p 2 ½� p

4 ;þ p
4�, otherwise the cross-section turns into

a coronal oblique curved-planar cross-section. In the image-based coordinate sys-
tem, the sampling plane is represented by a curved surface that is parallel to the
spine curve cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ and follows the axial vertebral rotation uðiÞ
with an offset of / ¼ /p. If the selected fixed coordinate uc is represented as
uc $ cxðiÞ þ Dx, where Dx is a fixed offset in the left or right direction from the
spine curve cðiÞ that corresponds to the sagittal offset of point pc ¼ ðuc; vc;wcÞ from
the origin of the spine-based coordinate system, then the sagittal oblique curved-
planar cross-section Cu¼uc;/¼/p

can be obtained as:
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Cu¼uc;/¼/p
ðy; czðiÞÞ ¼ IðRt̂ðiÞðuðiÞ þ /pÞRxðaðiÞÞ½cxðiÞ þ Dx; y; czðiÞ�Þ; ð85Þ

where matrix Rt̂ðiÞðuðiÞ þ /pÞ (Eq. 19) represents the axial vertebral rotation for

angle uðiÞ þ /p about axis defined by t̂ðiÞ (i.e. uðiÞ ¼ uwðiÞ, Eq. 14), and matrix
RxðaðiÞÞ (Eq. 52) represents the rotation for angle aðiÞ ¼ arctanð̂tyðiÞ=̂tzðiÞÞ about
axis x of the image-based coordinate system, considering that t̂ðiÞ ¼ ½̂txðiÞ; t̂yðiÞ; t̂zðiÞ�
is the unit tangent vector to the spine curve, and cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ is the
center of rotation for every point i on the spine curve cðiÞ. Figure 24 displays
the sagittal oblique curved-planar cross-section that passes through the spine curve
(i.e. Dx ¼ 0) and is rotated for / ¼ /p ¼ 25�.

Fig. 24 A sagittal oblique curved-planar cross-section Cu¼uc ;/¼/p
of a 3D CT image of a scoliotic

spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Note The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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However, in the resulting cross-sections, anatomical deformations are present that
result from the intersections of sagittal profiles due to the rotation for angle aðiÞ about
axis x of the image-based coordinate system. To avoid anatomical deformations, the
sagittal oblique curved-planar cross-section Cu¼uc;/¼/p

can be obtained as:

Cu¼uc;/¼/p
ðy; czðiÞÞ ¼ IðRzðuðiÞ þ /pÞ½cxðiÞ þ Dx; y; czðiÞ�Þ; ð86Þ

where matrix Rz uðiÞ þ /p

� �
(Eq. 54) represents the axial vertebral rotation for

angle uðiÞ þ /p about axis z of the image-based coordinate system. In this case, the
axial vertebral rotation uðiÞ has to be defined in transverse planes that are
orthogonal to axis z of the image-based coordinate system (i.e. uðiÞ ¼ uzðiÞ,
Eq. 13). As a result, the resulting cross-sections are no longer defined on the basis
of the spine-based coordinate system, and therefore the spine curve is no longer
represented by a straight line.

Coronal Oblique Curved-Planar Cross-Sections

The coronal oblique curved-planar cross-section Cv¼vc;/¼/p
is obtained by sampling

the 3D image I on the coronal orthogonal plane at the selected fixed coordinate
v ¼ vc that is additionally rotated for angle / ¼ /p about axis w of the spine-based
coordinate system:

Cv¼vc;/¼/p
ðu;wÞ ¼ IðRwð/pÞ½u; vc;w�Þ; ð87Þ

with the center of rotation at point pc ¼ ðuc; vc;wcÞ. The rotation angle must be on
the closed interval /p 2 ½� p

4 ;þ p
4�, otherwise the cross-section turns into a sagittal

oblique curved-planar cross-section. In the image-based coordinate system, the
sampling plane is represented by a curved surface that is parallel to the spine curve
cðiÞ ¼ cxðiÞ; cyðiÞ; czðiÞ

� �
and follows the axial vertebral rotation uðiÞ with an offset

of / ¼ /p. If the selected fixed coordinate vc is represented as vc $ cyðiÞ þ Dy,
where Dy is a fixed offset in the anterior or posterior direction from the spine curve
cðiÞ that corresponds to the sagittal offset of point pc ¼ ðuc; vc;wcÞ from the origin
of the spine-based coordinate system, then the coronal oblique curved-planar cross-
section Cv¼vc;/¼/p

can be obtained as:

Cv¼vc;/¼/p
ðx; czðiÞÞ ¼ IðRt̂ðiÞðuðiÞ þ /pÞRyðbðiÞÞ½x; cyðiÞ þ Dy; czðiÞ�Þ; ð88Þ

where matrixRt̂ðiÞðuðiÞ þ /pÞ (Eq. 19) represents the axial vertebral rotation for angle
uðiÞ þ /p about axis defined by t̂ðiÞ (i.e. uðiÞ ¼ uwðiÞ, Eq. 14), and matrix RyðbðiÞÞ
(Eq. 53) represents the rotation for angle bðiÞ ¼ arctanð̂txðiÞ=̂tzðiÞÞ about axis y of the
image-based coordinate system, considering that t̂ðiÞ ¼ ½̂txðiÞ; t̂yðiÞ; t̂zðiÞ� is the unit
tangent vector to the spine curve, and cðiÞ ¼ ðcxðiÞ; cyðiÞ; czðiÞÞ is the center of
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rotation (Eq. 57) for every point i on the spine curve cðiÞ. Figure 25 displays the
coronal oblique curved-planar cross-section that passes through the spine curve (i.e.
Dy ¼ 0) and is rotated for / ¼ /p ¼ 25�.

However, in the resulting cross-sections, anatomical deformations are present that
result from the intersections of coronal profiles due to the rotation for angle bðiÞ about
axis y of the image-based coordinate system. To avoid anatomical deformations, the
coronal oblique curved-planar cross-section Cv¼vc;/¼/p

can be obtained as:

Cv¼vc;/¼/p
ðx; czðiÞÞ ¼ IðRzðuðiÞ þ /pÞ½x; cyðiÞ þ Dy; czðiÞ�Þ; ð89Þ

Fig. 25 A coronal oblique curved-planar cross-section Cv¼vc ;/¼/p
of a 3D CT image of a scoliotic

spine, shown in a 3D view, b left sagittal view, c posterior coronal view and d superior axial view
of the image-based coordinate system (Notes The image-based coordinate system and the spine
curve correspond to Figs. 1 and 7)
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where matrix RzðuðiÞ þ /pÞ (Eq. 54) represents the axial vertebral rotation for angle
uðiÞ þ /p about axis z of the image-based coordinate system. In this case, the axial
vertebral rotation uðiÞ has to be defined in transverse planes that are orthogonal to
axis z of the image-based coordinate system (i.e. uðiÞ ¼ uzðiÞ, Eq. 13). As a result,
the resulting cross-sections are no longer defined on the basis of the spine-based
coordinate system, and therefore the spine curve is no longer represented by a
straight line.

Axial Oblique Curved-Planar Cross-Sections

Axial oblique curved-planar cross-sections are obtained by rotating the axial
orthogonal curved-planar cross-section for angles # ¼ #p about axis u and/or for
angle w ¼ wp about axis v of the spine-based coordinate system. However, the
resulting cross-sections are similar to axial oblique multi-planar cross-sections
(section Axial Oblique Multi-planar Cross-Sections), with the difference that they
are centered at the selected point pc ¼ ðuc; vc;wcÞ in the spine-based coordinate
system, and that rotation angles #p and wp are defined against the axes of the spine-
based and not against the axes of the image-based coordinate system.

3.3 Cross-Sectional Visualization

The efficiency of the spine-based coordinate system for cross-sectional visualization
of 3D spine images can be observed in cross-sections that result from flattening
different types of reformations (i.e. MPR and CPR) onto a 2D plane. The examples
are presented for a 3D MR image of a normal spine (Figs. 26, 28 and 30) and for a
3D CT image of a scoliotic spine (Figs. 27, 29 and 31).

By applying MPR, sagittal orthogonal and oblique multi-planar cross-sections of
the normal spine (Fig. 26a, b) simultaneously display the anatomy of all vertebrae
along the whole length of the spine, although in the sagittal oblique multi-planar
cross-section, cervical vertebrae go out of the sampling plane because the center of
rotation was at a selected point on the thoracic spine curve. On the other hand, in
the case of the scoliotic spine (Fig. 27a, b), the anatomy of all vertebrae cannot be
simultaneously displayed in sagittal orthogonal or oblique multi-planar cross-sec-
tions, because the vertebrae come in and out of the sampling plane due to the
curvature of the spine in the coronal plane. The situation is reversed in the case of
coronal orthogonal and oblique multi-planar cross-sections. In the case of the nor-
mal spine (Fig. 28a, b), vertebrae go out of the sampling plane due to the curvature
of the spine in the sagittal plane, while in the case of the scoliotic spine (Fig. 29a,
b), all vertebrae can be simultaneously observed along the whole length of the spine
in coronal orthogonal or oblique multi-planar cross-sections. Axial orthogonal
multi-planar cross-sections (Figs. 30a and 31a) in general do not display the
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Fig. 26 A sagittal cross-section of a 3D MR image of a normal spine, obtained by a orthogonal
MPR, b oblique MPR, c orthogonal CPR (with anatomical deformations), d orthogonal CPR
(without anatomical deformations), e oblique CPR (with anatomical deformations) and f oblique
CPR (without anatomical deformations)

Fig. 27 A sagittal cross-section of a 3D CT image of a scoliotic spine, obtained by a orthogonal
MPR, b oblique MPR, c orthogonal CPR (with anatomical deformations), d orthogonal CPR
(without anatomical deformations), e oblique CPR (with anatomical deformations) and f oblique
CPR (without anatomical deformations)
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Fig. 28 A coronal cross-section of a 3D MR image of a normal spine, obtained by a orthogonal
MPR, b oblique MPR, c orthogonal CPR (with anatomical deformations), d orthogonal CPR
(without anatomical deformations), e oblique CPR (with anatomical deformations) and f oblique
CPR (without anatomical deformations)

Fig. 29 A coronal cross-section of a 3D CT image of a scoliotic spine, obtained by a orthogonal
MPR, b oblique MPR, c orthogonal CPR (with anatomical deformations), d orthogonal CPR
(without anatomical deformations), e oblique CPR (with anatomical deformations) and f oblique
CPR (without anatomical deformations)
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vertebral anatomical structures at corresponding anatomical locations. Although
visualization at corresponding anatomical locations can be achieved by axial
oblique multi-planar cross-sections (Figs. 30b and 31b), it is difficult to determine
the correct angles of rotation so that the resulting cross-sections are orthogonal to
the spine curve.

The above mentioned problems with visualization are solved by applying CPR.
Sagittal and coronal orthogonal and oblique curved-planar cross-sections simulta-
neously display the anatomy of all vertebrae along the whole length of the spine,
both in the case of the normal spine (Figs. 26c–f and 28c–e) and scoliotic spine
(Figs. 27c–f and 29c–e). In the case the spine curve is displayed as a straight line in
curved-planar cross-sections of both the normal spine (Figs. 26c, e and 28c, e) and
scoliotic spine (Figs. 27c, e and 29c, e), then anatomical deformations are present in
the resulting cross-sections due to the intersections of successive sagittal and

Fig. 30 An axial cross-section of a 3D MR image of a normal spine, obtained by a orthogonal
MPR, b oblique MPR and c orthogonal CPR

Fig. 31 An axial cross-section of a 3D CT image of a scoliotic spine, obtained by a orthogonal
MPR, b oblique MPR and c orthogonal CPR
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coronal profiles. In such cross-sections, however, morphometric measurements
based on Euclidean metrics are not possible. On the other hand, curved-planar
cross-sections that display the anatomy of all vertebrae along the whole length of
the spine without anatomical deformations can be obtained, but in this case the
spine curve is no longer always displayed as a straight line. As a result, the spinal
curvature of the normal spine in the sagittal plane is visible in sagittal orthogonal
and oblique curved-planar cross-sections (Fig. 26d, f), while the spinal curvature of
the scoliotic spine in the coronal plane is visible in coronal orthogonal and oblique
curved-planar cross-sections (Fig. 29d, f). However, a significant advantage of such
visualization is that morphometric measurements based on Euclidean metrics can be
performed directly from these cross-sections. The axial orthogonal curved-planar
cross-sections are always orthogonal to the spine curve and aligned with the cor-
responding axial vertebral rotation, both in the case of the normal spine (Fig. 30c)
and scoliotic spine (Fig. 31c).

4 Conclusion

Techniques for visualization and quantitative evaluation of medical images are in
general valuable for the development of image-assisted diagnosis, planning of
surgical interventions and assessment of medical treatment outcomes. In the field of
spine image analysis, visualization and quantitative evaluation of spinal curvature
and axial vertebral rotation is important not only for planning of orthopaedic sur-
gical procedures and analysis of surgical results, but also for diagnosing and
monitoring of the progression of spinal deformities. Computer-assisted visualiza-
tion and quantitative evaluation of 3D spine images therefore remain challenging
tasks in the field of medical image analysis.

In this chapter, automated determination of the spine-based coordinate system
for an efficient cross-sectional visualization of 3D spine images was presented. The
introduction of the spine-based coordinate system allows to determine curved-
planar cross-sections that follow the spine curve and axial vertebral rotation along
the whole length of the spine. The main purpose of the described image reformation
technique is to reduce the structural complexity in favor of an improved feature
perception of the spine, and to provide clinically relevant quantitative analysis of
the 3D spinal anatomy. Displaying the whole length of the spine within a single 2D
image makes the inspection of images quicker and more precise, while the prob-
ability of overlooking certain important features of the spine is reduced. The spine
curve and rotation of vertebrae about the spine curve can be obtained automatically
and used to transform 3D spine images from the image-based to the spine-based
coordinate system. As the spine curve and axial vertebral rotation are inherent
properties of the spine and therefore not affected by rigid body transformations, the
generated curved-planar cross-sections are independent of the position of the patient
in the scanner and of the orientation of the image acquisition plane. When visu-
alizing and inspecting 3D images in the spine-based coordinate system,
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pathological anatomy is oriented comparable to healthy anatomy, thus facilitating
image interpretation and allowing a more objective evaluation and diagnosis of the
abnormalities, especially in the case of significant coronal (e.g. scoliosis) or sagittal
(e.g. hyper-kyphosis or hyper-lordosis) spinal curvatures. Furthermore, the
knowledge on the location and orientation of the spine in 3D can be exploited by
other image analysis techniques.
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Cross-Modality Vertebrae Localization
and Labeling Using Learning-Based
Approaches

Yiqiang Zhan, Bing Jian, Dewan Maneesh and Xiang Sean Zhou

Abstract Spine is one of the major organs in human body. It consists of multiple
vertebrae and inter-vertebral discs. As the locations and labels of vertebrae provide
a vertical reference framework to different organs in the torso, they play an
important role in various neurological, orthopaedic and oncological studies. On the
other hand, however, manual localization and labeling of vertebrae is often time
consuming. Therefore, automatic vertebrae localization and labeling has drawn
significant attentions in the community of medical image analysis. While some
pioneer studies aim to localize and label vertebrae using domain knowledge, more
recent studies tackle this problem via machine learning technologies. With the spirit
of “data-driven”, learning-based approaches are able to extract the appearance and
geometric characteristics of vertebrae more efficient and effective than hand-crafted
algorithms. More importantly, it facilitates cross-modality vertebrae localization,
i.e., a generic algorithm working on different imaging modalities. In this chapter,
we start with a review of several representative learning-based vertebrae localiza-
tion and labeling methods. The key ideas of these methods are re-visited. In order to
achieve a solution that is robust to severe diseases (e.g., scoliosis) and imaging
artifacts (e.g., metal artifacts), we propose a learning-based method with two novel
components. First, instead of treating vertebrae/discs as either repetitive compo-
nents or completely independent entities, we emulate a radiologist and use a
hierarchial strategy to learn detectors dedicated to anchor (distinctive) vertebrae,
bundle (non-distinctive) vertebrae and inter-vertebral discs, respectively. At run-
time, anchor vertebrae are detected concurrently to provide redundant and dis-
tributed appearance cues robust to local imaging artifacts. Bundle vertebrae
detectors provide candidates of vertebrae with subtle appearance differences, whose
labels are mutually determined by anchor vertebrae to gain additional robustness.
Disc locations are derived from a cloud of responses from disc detectors, which is
robust to sporadic voxel-level errors. Second, owing to the non-rigidness of spine
anatomies, we employ a local articulated model to effectively model the spatial
relations across vertebrae and discs. The local articulated model fuses appearance
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cues from different detectors in a way that is robust to abnormal spine geometry
caused by severe diseases. Our method is validated on a large scale of CT (189) and
MR (300) spine scans. It exhibits robust performance, especially to cases with
severe diseases and imaging artifacts.

1 Introduction

Spine is one of the major organs in the human body. It includes vertebral column
and spinal cord. A human vertebral column typically consists of 33 vertebrae. 24 of
them are articulating (7 cervical, 12 thoracic and 5 lumbar vertebrae) and 9 of them
are fused vertebrae in the sacrum and the coccyx. As spine strongly correlates to
both neural and skeletal systems, various neurological, orthopaedic and oncological
studies involve the investigations of spine anatomies. In addition, due to the strong
spatial correlations between specific vertebrae and their surrounding organs, spine
may also be used as a vertical reference framework to describe the locations of other
organs in the trunk, e.g., transpyloric plane. Thereby, spine becomes one of the
most frequently targeted anatomies in the interpretation of medical images.

In spine image analysis, localization and labeling of vertebrae is often the first
step, which is tedious and time consuming for manual operators. This task becomes
even more challenging for disease patients. For example, since vertebrae of a strong
scoliotic spine may not be simultaneously visible in any single coronal and sagittal
slice, a manual operators have to navigate multiple slices back and forth before
localizing and labelling all vertebrae correctly. Accordingly, an automatic spine
detection algorithm, i.e., localization and labeling of vertebrae and inter-vertebral
discs, becomes an interesting research topic. A robust spine detection algorithm will
not only benefit various clinical applications but also paves the way to other
medical image analysis tasks, e.g., body part identification and cross-modality
registration, etc.

2 Literature Review

The investigation of automatic spine detection can be traced back to the 1980s [1].
The study conducted by Chwialkowski et al. [1] aimed to detect lumbar spine discs
in 2D MR slices. Prewitt edge detectors are employed to extract morphological
information from the raw images. With the development of medical image analysis
technologies, various algorithms have been applied on vertebrae or inter-vertebrae
discs detection. In [2], Inesta et al. investigated the feasibility of identifying ver-
tebrae levels using artificial neuron network. Active shape model was employed by
Smyth et al. [3] to locate and measure vertebrae shapes in dual energy X-ray
absorptiometry. In order to analyze intervertebral kinematics, Bifulco et al. [4]
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proposed to recognize vertebral landmarks by comparing vertebral features in two
adjacent fluoroscopic frames. Booth et al. [5] designed a system to construct a 3-D
spinal image from axial MRI cross-sections. Key technologies in this system
include vertebrae detection using anatomical symmetry estimation followed by a
deformable template. Peng et al. [6] proposed to detect inter-vertebral discs in 2D
MR slices with a polynomial function-based template followed by local postpro-
cessing. Zheng et al. [7] combined congruency and hough transform to localize
lumbar vertebrae in digital videofluoroscopy (DVF). Deschenes et al. [8] proposed
to segment vertebrae in digital radiographs using multi-resolution wavelets. Naegel
[9] proposed to segment the spine in CT images using mathematical morphology.
Specifically, it consists of finding markers inside the vertebrae and computing the
watershed from markers.

Compared to other human anatomies, spinal structures has some unique attri-
butes, e.g., the repetitive appearance patterns of vertebrae and a characteristic
geometry of spinal cord. To leverage these attributes, researchers start to use model-
based approaches for spine detection. In the comprehensive spinal column
extraction system proposed by Yao et al. [10], a four-part vertebra model is
designed to separate vertebral region with surrounding anatomies in CT
images. Alomari et al. [11] proposed a vertebrae labeling method for 2D lumbar
MR scans. A two-level probabilistic model is designed to incorporate pixel-level
(appearance) and object-level (geometrical) priors. Klinder et al. [12] proposed a
method to detect and identify vertebrae in CT images, in which a set of models are
constructed to encode shape, gradient and appearance priors.

With the success of machine learning technologies in medical imaging applica-
tions, learning-based approaches gain more attentions in spine detection as
well. Schmidt et al. [13] proposed one of the first 3D MR whole spine detection
methods. In their method, local appearance cues are learned by random trees. Ver-
tebrae are localized by combining the responses of the random trees with non-local
geometrical priors modeled by a parts-based graphical model. In Ma et al.’s [14]
work for thoracic vertebrae identification in CT images, a discriminative classifier is
trained to detect vertebrae edges and the shape of thoracic vertebrae are learned to
identify their labels. In Kelm et al.’s [15] method, intervertebral disc detection in MR
images is formulated as a classification problem in a nine dimensional transforma-
tion spaces. Iterative marginal space learning is proposed to generate candidates
comprising position, orientation, and scale of the discs, which are further pruned by
an anatomical network. Huang et al. [16] proposed a statistical learning approach
based on AdaBoost algorithm to detect vertebrae centers in MR images. The
detected locations are further refined to fit a spine curve. Glocker et al.’s [17] work
aims to detect vertebrae in CT images using regression forest. The visible part of the
spine are first roughly detected by a trained regression forest. Accurate localization
and identification of individual vertebrae is then obtained through a generative shape
and appearance model. The robustness of spine detection to pathological cases are
further improved by using a discriminative centroid classifier using local and
contextual features [18]. Major et al. [19] proposed an algorithm to label spine in
both full and partial body CT scans. They employed probabilistic boosting trees
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to detect spinal canal, intervertebral disks and three reference regions for landmark
initialization. Final landmarks and labels are selected by Markov Random Field-
based matches of a 3-disk models. Wu et al. [20] proposed a method to distinguish
thoracic and lumbar vertebrae in CT images. To exploit the local context informa-
tion, e.g., if a rib is attached to the vertebra, a dictionary-based classification method
is designed. Specifically, a cascade of simultaneous orthogonal matching pursuit
(SOMP) classifiers are applied on 2D vertebral regions extracted from the maximum
intensity projection (MIP) images.

In general, spine detection algorithms are moving from heuristic rules/filters-
based to learning-based approaches due to two reasons. (1) Learning-based
approaches are able to effectively extract appearance/geometry/shape characteristics
of spine anatomies. In learning-based approaches, spine detection is usually for-
mulated as a classification [13, 16] or regression problem [17], in which image and
geometry features are selected and combined to distinguish spine anatomies with
others. Thanks to the development of machine learning technologies, learning-
based algorithms are often able to find and optimally combine low level features
that may not be easily designed by researchers to identify spine anatomies. (2)
Learning-based approaches provide the scalability for extending the same algorithm
to different imaging modalities, in which the appearance characteristics of spine
may vary dramatically. Since learning-based approaches treat spine detection as a
general classification/regression problem, they are purely data-driven and thus
transparent to highly different image appearances. Given enough training dataset of
an imaging modality, learning-based approaches are able to adapt themselves by
selecting the most distinctive features from the specific imaging modalities.

In real clinical settings, patients with severe diseases may appear quite frequently
and the imaging artifacts are sometimes unavoidable because of special patient
conditions, e.g., metal implants (see Fig. 1). Thus, an auto-spine detection algo-
rithm to be deployed in real clinical environment has to be highly robust to both
imaging artifacts and spine diseases.

In this chapter, we introduce a spine detection method that is highly robust to
severe imaging artifacts and spine diseases. In principle, our method also use
machine learning technologies to capture the appearance and geometry character-
istics of spine anatomies. Similar to [11, 13, 15], i.e., low-level appearance and
high-level geometry information are combined to derive spine detection. In par-
ticular, our method leverages two unique characteristics of spine anatomies. First,
although a spine seems to be composed by a set of repetitive components (vertebrae
and discs), these components indeed have different distinctiveness. Hence, different
anatomies provide different levels of reliability and should be employed hierar-
chically in spine detection. Second, spine is a non-rigid structure, in which local
articulations exist in-between vertebrae and discs. This kind of articulation can be
quite large in the presence of certain spine diseases, e.g., scoliosis. An effective
geometry modeling should not consider vertebrae detections from scoliotic cases as
errors just because of the abnormal geometry.

Our method includes two strategies to leverage these two characteristics effec-
tively. First, instead of learning a general detector for vertebrae/discs, we use a
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hierarchical strategy to learn detectors for anchor vertebrae, bundle vertebrae and
inter-vertebral discs, respectively. Specifically, different learning strategies are
designed to learn anchor, bundle and disc detectors considering different levels of
“distinctiveness” of these anatomies. At run-time, these detectors are invoked in a
hierarchial way. Second, a local articulation model is designed to describe spine
geometries. It is employed to fuse the responses from hierarchical detectors. As the
local articulation model satisfies the intrinsic geometric characteristics of both
health and disease spines, it is able to propagate information from different detectors
in a way that is robust to abnormal spine geometry. With the hallmarks of hier-
archical learning and local articulated model, our method becomes highly robust
to severe imaging artifacts and spine diseases.

3 Problem Statement

Notations: Human spine usually consists of 24 articulated vertebrae, which can be
grouped as cervical (C1–C7), thoracic (T1–T12) and lumbar (L1–L5) sections.
These 24 vertebrae plus the fused sacral vertebra (S1) are the targets of spine
labeling in our study.

We define vertebrae and inter-vertebral discs as V ¼ fviji ¼ 1. . .Ng and
D ¼ fdiji ¼ 1. . .N � 1g, where vi is the i-th vertebra and di is the inter-vertebral disc
between the i-th and i + 1-th vertebra. Here, vi 2 R

3 is the vertebra center and

Fig. 1 Challenges of vertebrae labeling in clinical cases. aAMR scan of a scoliosis patient. bACT
scan of a scoliosis patient. c A MR scan with folding artifact. d A CT scan with metal implant
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di 2 R
9 includes the center, orientation and size of the disc. It is worth noting that i is

not a simple index but bears anatomical definition. In this paper, without loss of
generality, vi is indexed in the order of vertebrae from head to feet, e.g., v1, v24, v25
represents C1, L5 and S1, respectively.

Formulation: Given an image I, spine detection problem can be formulated as
the maximization of a posterior probability with respect to V and D as:

ðV�;D�Þ ¼ argmax
V ;D

PðV ;DjIÞ ð1Þ

Certain vertebrae that appear either at the extremity of the entire vertebrae column,
e.g., C2, S1, or at the transition regions of different vertebral sections, e.g., L1, have
much better distinguishable characteristics (red ones in Fig. 2a). The identification
of these vertebrae helps in the labeling of others, and are defined as “anchor
vertebrae”. The remaining vertebrae (blue ones in Fig. 2a) are grouped into a set of
continuous “bundles” and hence defined as “bundle vertebrae”. Vertebrae char-
acteristics are different across bundles but similar within a bundle, e.g., C3–C7 look
similar but are very distinguishable from T8–T12.

Denoting VA and VB as anchor and bundle vertebrae, the posterior in Eq. (1) can
be rewritten and further expanded as:

PðV ;DjIÞ ¼ PðVA;VB;DjIÞ ¼ PðVAjIÞ � PðVBjVA; IÞ � PðDjVA;VB; IÞ ð2Þ

In this study, we use Gibbs distributions to model the probabilities. The logarithm
Eq. (2) can be then derived as Eq. (3).

log½PðV ;DjIÞ� ¼ A1ðVAjIÞ ( PðVAjIÞ
þA2ðVBjIÞ þ S1ðVBjVAÞ ( PðVBjVA; IÞ
þA3ðDjIÞ þ S2ðDjVA;VBÞ ( PðDjVA;VB; IÞ

ð3Þ

Fig. 2 a Schematic explanation of anchor (red) and bundle (blue) vertebrae. b Proposed spine
detection framework
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Here, A1, A2 and A3 relate to the appearance characteristics of anchor, bundle
vertebrae and inter-vertebral discs. S1 and S2 describe the spatial relations of
anchor-bundle vertebrae and vertebrae-disc, respectively. It is worth noting that the
posterior of anchor vertebrae solely depends on the appearance term, while those of
bundle vertebrae and inter-vertebral discs depend on both appearance and spatial
relations. This is in accordance to the intuition: while anchor vertebrae can be
identified based on its distinctive appearance, bundle vertebrae and inter-vertebral
discs have to be identified using both appearance characteristics and the spatial
relations to anchor ones.

Figure 2b gives a schematic explanation of Eq. (3). Our framework consists of
three layers of appearance models targeting to anchor, bundle vertebrae and
discs. The spatial relations across different anatomies “bridge” different layers (lines
in Fig. 2). Note that this framework is completely different from the two-level model
of [11], which separates pixel- and object-level information. Instead, different layers
of our framework target to anatomies with different appearance distinctiveness.

4 Hierarchical Learning Framework

4.1 Learning-Based Anatomy Detection

Before detailing hierarchical learning framework, we first introduce the basic
learning modules for anatomy detection. Due to the complex appearance of verte-
brae and discs, particularly in MR images, we resort to learning-based approach to
model the appearance characteristics of vertebrae and inter-vertebral discs. Thanks
to its data-driven nature, learning-based approaches also provide the scalability to
extend our method on both CT and MR images. We formulate anatomy detection as
a voxel-wise classification problem. Specifically, voxels within the anatomy prim-
itive, i.e., vertebrae or inter-vertebral discs, are considered as positive samples and
voxels away from the anatomy primitive are regarded as negative samples. To learn
an anatomy detector, we first annotate vertebrae and inter-vertebral discs in training
images. For each training sample (voxel), a set of elementary features are extracted
in its neighborhood. Our elementary features are generated by a set of mother
functions, fHlðxÞg extended from Haar wavelet basis. As shown in Eq. (4) and
Fig. 3, each mother function consists of one or more 3D rectangle functions with
different polarities.

HðxÞ ¼
XN
i¼1

piRðx� aiÞ ð4Þ

where polarities pi ¼ f�1; 1g, RðxÞ ¼ 1; kxk1 � 1
0; kxk1 [ 1

�
denotes rectangle func-

tions and ai is the translation.
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By scaling the mother functions and convoluting them with the original image, a
set of spatial-frequency spaces are constructed as Eq. (5).

Flðx; sÞ ¼ HlðsxÞ � IðxÞ ð5Þ

where s and l denote the scaling factor and index of mother functions, respectively.
Finally, for any voxel x0 2 <3, its feature vector Fðx0Þ is obtained by sampling

these spatial-frequency spaces in the neighborhood of x0 (Eq. 6). It provides cross-
scale appearance descriptions of voxel x0.

Fðx0Þ ¼
[

l¼1...L

fFlðxi; sjÞjxi 2 Nðx0Þ; smin\sj\smaxg ð6Þ

Compared to standard Haar wavelet, the mother functions we employed are not
orthogonal. However, they provide more comprehensive image features to char-
acterize different anatomy primitives. For example, as shown in Fig. 3, mother
function (a) potentially works as a smoothing filter, which is able to extract regional
features. Mother functions (b) and (c) can generate horizontal or vertical “edgeness”
responses, which are robust to local noises. More complicated mother function like
(d) is able to detect “L-shape” patterns, which might be useful to distinguish some
anatomy primitives. In addition, our features can be quickly calculated through
integral image [21]. It paves the way to an efficient anatomy detection system.

All elementary features are then fed into a cascade classification framework [22]
as shown in Fig. 4. The cascade framework is designed to address the highly
unbalanced positive and negative samples. In fact, since only voxels around ver-
tebrae centers or intervertebral discs are positives, the ratio of positives to negatives
is often less than 1:105. In the training stage, all positives but a small proportion of

Fig. 3 Some examples of haar-based mother functions

Fig. 4 Schematic explanation of cascade Adaboost classifers
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negatives are used at every cascade level. The training algorithm is “biased” to
positives, such that each positive have to be correctly classified but the negatives are
allowed to be misclassified. These misclassified negatives i.e., False Positives, will
be further trained in the following cascades. At run-time, while positives will go
through all cascades, most negatives can be rejected in the first several cascades and
do no need further evaluation. In this way, the run-time speed can be dramatically
increased. In our study, we use Adaboost [23] as the basic classifier in the cascade
framework. The output of the learned classifier AðFðxÞÞ indicates the existence
likelihood of a landmark at x.

Our learning-based framework is general to detect different anatomical structures
in different imaging modalities due to two reasons. (1) The extended Haar wavelet
generates thousands of features. In this large feature pool, there are always some
features that are distinctive to specific anatomies. (2) The cascade learning
framework is able to select the most distinctive features for a specific anatomy in a
specific imaging modality.

In spine detection, a straightforward way to use this general detection framework
is to train detectors for each vertebrae independently. However, these trained
detectors might be confused by the similar appearances of neighboring vertebrae,
particularly in the presence of diseases or imaging artifacts. An alternative way is to
train a general detector to all vertebrae. However, due to the large shape and
appearance variability across different vertebrae, e.g., the shape and size of cervical
vertebrae are very different from lumbar vertebrae, it is very different to capture the
common characteristics of all vertebrae with one detector/classifier. By observing
these two limitations, we design a hierarchical learning scheme, which essentially
categorize vertebrae and discs into different groups and use different training
strategies based on their different characteristics. Specifically, our learning scheme
consists of three layers, anchor vertebrae, bundle vertebrae and inter-vertebral discs.

4.2 Anchor Vertebrae

Anchor vertebrae (red ones in Fig. 2a) are vertebrae with distinctive characteristics.
They are usually the vertebrae located at the extremes of vertebral column (e.g., C2,
S1) or at the transition border of different spine sections (e.g., C7, L1). In radiology
practices, anchor vertebrae usually provide critical evidences for labels of other
vertebrae. To leverage the distinctive characteristics of anchor vertebrae, we build
anchor vertebrae detectors as the first layer of our hierarchical learning scheme. The
learning scheme is designed to achieve two goals. First, since anchor vertebrae have
distinctive characteristics and can be identified exclusively, the detectors of anchor
vertebrae should be very discriminative and only have high responses around the
specific vertebrae centers. Second, as anchor vertebrae will be used to derive the
labels of other vertebrae, the detection of anchor vertebrae should be highly robust.

To achieve the first goal, we train anchor vertebra detectors in a very discrim-
inative way. Specifically, we only select voxels close to the specific anchor vertebra
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as the positives and all others are treated as negatives. Although the numbers of
positive and negative samples become highly balanced, thanks to the cascade
learning framework, we can still learn a discriminative detector for each anchor
vertebra. To reach the second goal, for each anchor vertebrae, we define a set of
“supporting landmarks” surrounding it. For example, for S1 vertebra, we use tip
of coccyx, center of sacrum and spinous process of L5, etc., as its supporting
landmarks. The strong spatial correlation between the supporting landmarks and
the anchor vertebra are exploited to achieve robust detection. Mathematically, we
employ a linear model to capture the spatial correlation between the anchor vertebra
vi and its supporting landmarks SðviÞ as Eq. (7):

mi ¼ C � U ð7Þ

Here, U is a vector concatenated by coordinates of supporting landmarks and C
denotes the linear correlation matrix. Given a set of training samples, C can be
learned by solving a least squares problem. At run-time, besides detecting anchor
vertebrae, we also detect its supporting landmarks. The learned linear correlation
matrix are then used to verify the detected anchor vertebrae. In principle, we resort
to “redundancy” [24] for highly robust anchor vertebrae detection.

4.3 Bundle Vertebrae

Different from anchor vertebrae, other vertebrae have less distinctive shapes and
appearances. These vertebrae look similar to their neighbors but different from
remote ones. On one hand, training a general detector for all bundle vertebrae is
almost infeasible due to the large variations across distal ones. On the other hand,
an attempt to learn the subtle differences between a bundle vertebra and its
neighborhoods also adversely affects the robustness. For example, T9 and T10 are
two neighboring vertebrae with similar appearance and shape characteristics. For
normal cases (see Fig. 5a), the two detectors are still possible to distinguish the
subtle differences between T9 and T10. However, when the appearance of T9
becomes abnormal due to imaging artifacts or diseases, T9 detector might have
higher responses at T10 than T9 (Fig. 5b), which induces wrong/miss labeled ver-
tebrae. In fact, this problem is also observed in [15], where “(standard) MSL
approach may end up with detections for the most salient disks only”.

To avoid this problem, we propose to group neighboring vertebrae as “bundles”
(Fig. 2a). Vertebrae within the same bundle are treated as equivalent positives in the
learning algorithm. In this way, each bundle has one detector that encodes the
commonality of corresponding vertebrae and distinguishes them from other bundles.
This kind of detectors are learnable as in-bundle vertebrae often have much more
similar characteristics than cross-bundle ones. Compared to anchor vertebrae
detectors, bundle detectors are less discriminative. Bundle detectors are not able to
identify specific vertebrae, e.g., T9 or T10, but specific vertebrae bundle, e.g., T6–T8
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or T9–T11. At run-time, bundle vertebrae detectors are expected to return multiple
peak responses at vertebrae centers belong to the bundle. The locations of these
responses will be further verified based on anchor vertebrae and the local articulated
spine model (see Sect. 5). The specific vertebrae labels are assigned in the same way.

4.4 Inter-vertebral Discs

To detect an inter-vertebral disc, not only its center but also its orientation and size
should be determined. Compared to vertebrae center detection (3-D hypothesis
space), disc detection has a higher dimensional hypothesis space with 9 spatial
parameters. In [15], this problem is tackled by marginal space learning (MSL),
which detect the center, orientation and sequentially. In principle, MSL treats the
inter-vertebral disc as a whole and aims to sequentially determine the spatial
parameters through sub-space learning. The sequential nature, however, might
influence the robustness of the algorithm. For example, a gross error of disc center
detection may not be corrected by the following orientation/size detection.

Instead of treating the disc as a whole, we propose to formulate the disc detection
as a voxel-wise classification problem. Specifically, for each voxel, the disc detector
aims to predict the likelihood of this voxel belonging to the inter-vertebral
disc. Therefore, in the training stage, each voxel is considered as an individual
training sample. On-disc and off-disc voxels are used as positives and negatives,
respectively. At runtime, the learned disc detector will derive a response map. The 9
spatial parameters of the disc is then derived by fitting disc response maps with an
elliptical cylinder using principal component analysis. This strategy brings
robustness in twofold. First, since each voxel is labelled independently, the clas-
sification errors of one voxel will not influence any others. Second, since principal
component analysis is robust to outliers, sporadic classification errors at voxel-level
will not dramatically change the derived disc positions.

Fig. 5 An example of “over-discriminative” vertebrae detectors. “Filled circle” and “Plus sign”
denote the highest response of T9 and T10 detectors, respectively
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It is worth noting that this learning scheme follows the same trend from anchor
to bundle vertebrae. As previously discussed, neighboring vertebrae are “bundled”
since they are not easy to be distinguished. Hence, the bundle vertebrae detectors
are not as distinctive as anchor vertebrae detectors and have multiple peaky
responses at runtime. Since voxels on the same disc are even more indistinguish-
able, all of them are “bundled” in the training stage. Hence, the learned detectors
becomes even less distinctive and expected to have high responses at any voxels
located on the disc.

To further enhance the robustness, we leverage the information from vertebrae
centers in learning disc detectors. Specifically, the training images of a disc are
aligned by the line connecting its two neighboring vertebrae centers. Since the inter-
vertebral discs are roughly perpendicular to the line connecting its, this alignment
will effectively remove the variations of the appearance features resulting from
different disc orientations. (Note that Haar-like features are not rotation invariant.)
At runtime, based on the previously detected vertebrae centers, the subject image is
aligned in the same way before applying the disc detectors.

4.5 Summary

The differences in training anchor vertebrae, bundle vertebrae and inter-vertebral
discs detectors primarily exist in the selection of positive/negative samples and
image alignment before feature extraction (see Table 1). Moving down the table
from anchor vertebrae to inter-vertebral discs, as the targeted anatomies become
less and less distinctive, more positive samples are extracted, i.e., voxels around the
center of a specific anchor vertebra ! voxels around centers of several neighboring
vertebrae ! any voxels located at a specific inter-vertebral disc. This results in less
discriminative detectors that are expected to return high responses at more voxels.
On the other hand, the image alignment becomes more and more sophisticated.

Table 1 Training scheme of detectors for anchor vertebrae, bundle vertebrae and inter-vertebral
discs

Detector Positive samples Negative samples Image alignment

Anchor
vertebrae

Voxels close to the
center of the spe-
cific vertebrae

Remaining voxels in the
entire volume image

No alignment

Bundle
vertebrae

Voxels close to the
centers of any
vertebrae within the
bundle

Remaining voxels in the
local volume image
covering neighboring
bundles

Aligned by anchor
vertebrae

Inter-vertebral
Discs

Voxels located on
the disc

Remaining voxels in the
local volume image cover-
ing the two neighboring
vertebrae

Aligned by two
neighboring
vertebrae
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The alignment essentially removes the feature variations from spatial transforma-
tion, hence, the learning task becomes easier.

Using the above strategy, we train detectors for anchor vertebrae, bundle ver-
tebrae and inter-vertebral discs as AiðFðpÞÞ, BjðFðpÞÞ, and DkðFðpÞÞ. Here, FðpÞ
denotes the over-complete Haar features extracted around voxel p, and Ai, Bj and
Dk are the trained cascade Adaboost classifiers, which select and combine a small
proportion of FðpÞ to achieve best anatomy detection. The appearance terms in
Eq. (3) are eventually concretized as A1ðVAjIÞ ¼

P
vi2VA AiðFðmiÞÞ, A2ðVBjIÞ ¼P

mj2VB BjðFðmjÞÞ and A3ðDjIÞ ¼
P

dk2D
P

p2dk DkðFðpÞÞ.

5 Local Articulated Spine Model

Recall the definition of Eq. (3), S1ðVBjVAÞ and S2ðDjVA;VBÞ model the spatial
relations between anchor-bundle vertebrae and vertebrae-discs, respectively. In
our spine detection method, spatial relations are exploited in threefold. First, it
determines where the detectors should be invoked. For example, after the anchor
vertebrae are detected, we can predict the positions of bundle vertebrae and only
invoke the bundle vertebrae detectors in these local regions. Second, spatial rela-
tions can be used to verify the detection. For example, if a detected disc is almost
parallel to the line connecting its two neighboring vertebrae center, it is highly
probable that either vertebrae centers or disc are erroneously detected. Third, since
bundle vertebrae detectors only determines which bundle the vertebra belongs to,
spatial relations should be employed to assign exact labels to bundle vertebrae.
Accordingly, a proper modeling of spatial relations across vertebrae and inter-
vertebral discs becomes critical to the success of spine detection.

Various methodologies, including principal component analysis [25] and sparse
representation [26], have been investigated for anatomy shape/geometry modeling
and achieved tremendous success. However, since spine is a flexible structure
where each vertebra has freedom of local articulation (see Fig. 6). those methods
that treat the object as a whole may not model the characteristics of spine geometry
properly. For example, for a patient with severe scoliosis (see Fig. 1a), the spine
geometry appears as an outlier in eigen space. Hence, even when the vertebrae
detection is correct, they will be “mis-corrected” to follow a normal spine geometry
using standard active shape model [25].

To deal with the specialty of spine geometry, local articulated model is designed
in [27, 28]. In our study, we employ similar model to describe the spatial relations
across vertebrae. The key idea is to decompose the spatial transformation of a spine
into a set of local transformations between neighboring vertebrae. Instead of
enforcing constraints on the global transformation, we constrains local transfor-
mations based on learned statistics. In addition, smoothness across neighboring
local transformations is applied as another constraints. Note that this constraint still
holds for patients with severe scoliosis, since the spinal cord usually forms a
smoothing curve even for scoliosis patients.
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Assume mi is an anchor vertebra and fmiþ1; . . .; miþMg are the subsequent bundle
vertebrae. As shown in Fig. 6, the spatial relations between anchor and bundle
vertebrae are modeled as ½Ti; Ti � Tiþ1; . . .; Ti; � Tiþ1 � . . . � TiþM�1�, where Ti
defines a local similarity transformation between vi and viþ1. S1ðVBjVAÞ is defined as:

S1ðVBjVAÞ ¼
X
i

e�ðwðTiÞ�lTi Þ
TNTi ðwðTiÞ�lTi Þ þ 2=ð1þ eckwðTiÞ�wðTiþ1Þk2Þ ð8Þ

Here, wð:Þ is an operator that converts Ti to a vector space, i.e., the rotation part of
Ti is converted to its quaternion. lTi and NTi are the Frechet mean and generalized
covariance of local transformation Ti, calculated as [27]. The first term contains the
prior information of local transformations across population. The second term
evaluates the difference between local Ti across the same spine. These two terms
complement each other, such that a scoliotic spine still get a high value of S1, due to
the continuity of its local transformations.

Spatial configurations between vertebrae and discs, S2ðDjVA;VBÞ, is modeled
with two assumptions: (1) A vertebral disc is roughly perpendicular to the line
connecting its neighboring vertebrae centers; and (2) Center of a vertebral disc is

Fig. 6 Local articulation
model
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close to the mid point of the two neighboring vertebrae centers. S2ðDjVA;VBÞ is
then defined as:

S2ðDjVA;VBÞ ¼
X
i

½e�ð1�Uðvi�viþ1Þ�Ddi Þ2=k21 þ e�kðviþviþ1
2 Þ�Cdik2=k22 � ð9Þ

where mi and miþ1 denote the centers of the two neighboring vertebrae of disc di,
whose center and norm are Ddi and Cdi . Uð:Þ is the normalization operator. The first
and second terms of Eq. (9) in fact reflects the two aforementioned spatial con-
strains between neighboring vertebrae and discs, respectively. The modeling of
spatial correlations between vertebrae and discs allow our system to propagate
information of vertebrae layer to disc layer for robust detection.

6 Hierarchical Spine Detection

Based on the descriptions in Sects. 4 and 5, we have all terms in Eq. (3) defined. At
runtime, spine detection becomes an optimization procedure of Eq. (3). As Eq. (3)
is a high-dimensional and non-linear function, we design a multi-stage algorithm to
optimize it.

Different stages target to anchor vertebrae, bundle vertebrae and inter-vertebral
discs, respectively. In each stage, we alternatively optimize the appearance terms
and spatial terms. More specifically, optimization starts from the concurrent
detection of anchor vertebrae, which is equivalent to the maximization of A1. Based
on the detected anchor vertebrae, S1 is maximized to predict the positions of sub-
sequent bundle vertebrae. It determines the local regions where bundle vertebrae
detectors will be invoked to maximize A2. S1 is then further maximized. In this step,
the responses of bundle vertebrae detectors are verified and the exact spine labels
are assigned. Subsequently, A3 and S2 are optimized in the same fashion.

Figure 2a gives a schematic explanation of the optimization procedure. This
hierarchial detection scheme emulates a manual operator and achieves the robust-
ness in three aspects: (1) Anchor vertebrae are detected concurrently to provide
redundant and distributed appearance cues. With the redundant detection of sup-
porting landmarks, the detection of anchor vertebrae is very robust. Even when
some anchor vertebrae are missed due to severe local imaging artifacts, others still
provide reliable clues for spine detection. (2) Detectors of bundle vertebrae and
discs provide supporting cues. More specifically, instead of trying to directly derive
vertebrae labels, bundle vertebrae detectors provide a set of candidates whose labels
are mutually assigned according to relative positions to anchor vertebrae. Note that
labels assigned by different anchor vertebrae might be different, and are fused
through the maximization of S1. Disc detectors return a cloud of responses for disc
localization, which is robust to individual false classifications as well. (3) Local
articulated model propagates these appearance cues in a way robust to abnormal
spine geometry resulting from severe diseases.
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7 Results

7.1 Data Descriptions

We evaluated our method on both CT and MR datasets. Our CT data includes 189
randomly selected CT cases with partial or whole spine coverage. A wide range of
imaging parameters are used for these dataset. For example, slice thickness ranges
from 0.75 to 20 mm and different reconstruction kernel (B30s, B31f, B35f, B60f,
H20f, H31s, H70h) are used. Our MR data includes 300 T1-weighted 3D MR scout
scans. These scout scans have relatively low but isotropic resolution 1.7 mm and
large fields of view. It is not designed for diagnostic purpose but for vertebrae and
disc detections. Our MR data also covers partial or whole spines. These datasets
come from different clinical sites and were generated by different types of Siemens
MR Scanners (Avanto 1.5T, Verio 3T, Skyra 3T, etc.).

7.2 Evaluations

The automatic spine detection results are shown to experienced radiologists and
rated as “perfect” (no manual editing required), “acceptable” (minor manual editing
required) and “rejected” (major manual editing required).

As shown in Table 2, our method reaches “perfect” detection in 95þ % cases. It
is worth noting that our testing set includes CT/MR scans with severe diseases or
imaging artifacts. However, our method can still detect vertebrae and discs
robustly. Figures 7 and 8 show the results of our method on challenging CT and
MR scans. As shown in these cases, our method is robust to different kinds of
imaging artifacts (Figs. 7a, b and 8c, g), large imaging noises (Fig. 7f), metal
implants (Figs. 7d, e and 8d, f), severe scoliosis (Fig. 8a), pathologies (Figs. 7c and
8e) congenital abnormality (Fig. 8b) and scans that have anchor vertebrae out of
field of view (Fig. 8h).

We also conduct quantitative evaluation on 355 discs and 340 vertebrae
from 15 WholeSpine MR scans. The average translation errors of discs and ver-
tebrae are 1.91 and 3.07 mm. The average rotation errors of discs is 2.33°.

Table 2 Evaluations of spine detections in CT and MR scans

Number of cases Perfect Acceptable Reject

CT 189 180 (95.2 %) 6 (3.2 %) 3 (1.6 %)

MR 300 293 (97.7 %) 4 (1.3 %) 3 (1.0 %)
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7.3 Comparisons

To illustrate the importance of hierarchical learning and the local articulation
model, we also evaluate results from two adapted versions of the proposed
method. In Method1, we take out the hierarchical learning part. Specifically, ded-
icated detectors are trained for each vertebra and inter-vertebral disc. In Method2,
we take out local articulated model and use the standard PCA-based method to
model the spine geometry (Table 3).

In Table 3, we list the qualitative results of these three methods on 300 MR scout
scans. The proposed method generates “perfect” results in more than 97 % cases,
which is significantly better than the others. In general, Method2 is better than

Fig. 7 Examples of spine detection in challenging CT scans. a C-Spine scan with metal artifacts.
b C-Spine scan with motion artifacts. c L-Spine scan with spinal cord disease. d L-Spine scan with
metal implant. e Whole spine scan with metal artifacts. f Whole spine scan with large imaging
noises
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Method1, since the lack of articulated model mainly affects scoliosis cases, which
has a small proportion in clinically representative dataset. Another interesting
observation is that Method1 has larger impacts on CSpine than LSpine, but
Method2 is in the other way around. This phenomenon in fact results from the
different sizes of cervical and lumbar vertebrae. Due to the smaller size of cervical
vertebrae, it is prone to erroneously detection using non-hierarchical detectors. On
the other hand, the larger size of lumbar vertebrae L-Spine makes the detection
more sensitive to abnormal spine geometry, that only can be tackled with the local
articulated model. Two representative failure cases of Method1 and Method2 are

Fig. 8 Examples of spine detection in challenging MR scans. a Whole-spine scan with strong
scoliosis. b Whole-spine scan with congenital abnormality (6 lumbar vertebra). c Whole-spine
scan with folding artifact. d L-spine scan with metal implant. e L-spine scan with vertebra
pathology. f C-spine scan with metal artifact. g C-spine scan with ring artifact. h C-spine scan
where anchor vertebra is out of field of view
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shown in Fig. 9. As shown in Fig. 9a, the detection results of a scoliotic patient is
wrong if the spine geometry is modeled with the standard PCA-based approach. In
Fig. 9b, the specifically trained detectors are “confused” by the imaging artifacts
and pathology in both C-spine and L-spine regions. Hence, the vertebrae labels are
wrong. In contrast, our method can robustly detect spine in both scenarios.

8 Conclusions

In this chapter, we introduced a method to automatically detect and label vertebrae
and inter-vertebral discs in medical images. By employing learning-based tech-
nologies, our method is generic for different imaging modalities. In order to achieve
a solution that is robust to severe diseases (e.g., scoliosis) and imaging artifacts
(e.g., metal artifacts), two novel components are designed in our system. First, we
emulate a radiologist and use a hierarchial strategy to learn detectors dedicated to
anchor (distinctive) vertebrae, bundle (non-distinctive) vertebrae and inter-vertebral
discs, respectively. At run-time, anchor vertebrae are detected concurrently to
provide redundant and distributed appearance cues robust to local imaging artifacts.
Bundle vertebrae detectors provide candidates of vertebrae with subtle appearance
differences, whose labels are mutually determined by anchor vertebrae to gain
additional robustness. Disc locations are derived from a cloud of responses from
disc detectors, which is robust to sporadic voxel-level errors. Second, owing to the
non-rigidness of spine anatomies, we employ a local articulated model to effec-
tively model the spatial relations across vertebrae and discs. The local articulated
model fuses appearance cues from different detectors in a way that is robust to
abnormal spine geometry resulting from severe diseases.

We tested our method on a large scale of CT (189) and MR (300) spine
scans. Verified by experienced radiologists, our method reaches “perfect” labeling

Fig. 9 Comparisons of spine detection using different methods. a A scoliotic case using Method2
(a1) and the proposed method (a2). b An artifact case using Method1 (b1) and the proposed
method (b2)
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in 95%þ cases. In particular, our method exhibits robust performance, especially to
cases with severe diseases and imaging artifacts. This method opens the door to
improve the speed and quality of spine imaging workflow. It can also benefits
various spine applications, e.g., quantitative measurements of spine geometry for
scoliosis diagnosis.

It is worth noting that the validation of the chapter is conducted on an in-house
dataset. Recently, a public dataset becomes available at SpineWeb http://spineweb.
digitalimaginggroup.ca. This public dataset opens the window to compare different
methods in a much more fair way. Interested readers may test different methods or
develop new ones on this public dataset.
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Articulated Statistical Shape Models
of the Spine

Jonathan Boisvert

Abstract The spine is a complex assembly of rigid vertebrae surrounded by
various soft tissues (ligaments, spinal cord, intervertebral discs, etc.). Its motion for
a given individual and its shape variations across a population are greatly influenced
by this fact. We show in this chapter how statistical shape models can be
constructed, used, and analyzed while taking into account the articulated nature of
the spine. We begin by defining what articulated models are and how they can be
extracted from existing 3D reconstructions or segmented models. As an example,
we use data from scoliotic patients that have been reconstructed in 3D using bi-
planar radiographs. Articulated models naturally belong to a manifold where con-
ventional statistical tools are not applicable. In this context, a few key concepts
allowing the computation of statistical models on Riemannian manifolds are pre-
sented. When properly visualized, the resulting statistical models can be quite
useful to analyze and compare the shape variations in different groups of patients.
Two different approaches to visualization are demonstrated graphically. Finally,
another important use of statistical models in medical imaging is to constrain the
solution of inverse problems. Articulated models can readily be used in this context,
we illustrate this in the context of 3D model reconstruction using partial data. More
precisely, we will show the benefits of integrating a simple regularization term
based on articulated statistical models to well known algorithms.

1 Introduction

The human spine is naturally curved, and its exact shape varies from one individual to
another. These variations may be normal variations between healthy individuals, but
they may also be a sign of pathology. Unfortunately, healthy variations in shape are
large enough that they may be hard to distinguish from problematic deformations.
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In order to better analyze spine shapes and potentially compare different groups
of patients to find commonalities, one has to aggregate the data from a large number
of patients and create statistical shape models. These models can then be used in a
variety of ways, but we will concentrate on two important classes of applications in
this chapter.

First, statistical shape models can be used in a descriptive fashion. In this
context, they are used to describe, visualize, or summarize a large number of
complex 3D models. They enhance healthcare workers’ or researchers’ under-
standing of how the spine shape varies for different groups of people and allow
them to act accordingly. As an example, one can compare the spine shape of
patients with and without a brace to slow down the progression of scoliosis. It is
then possible to fine-tune the brace itself based on the comparison results.

Second, statistical shape models can be used to assist in image analysis tasks.
Tasks such as 3D model reconstruction, registration, or the labeling of anatomical
parts can be tedious to perform manually and difficult to perform automatically
without a prior shape model. Because they implicitly encode what constitute a valid
spine model, statistical shape models can be used to constrain the possible solutions.
This reduces the solution space for image analysis algorithms, which translates into
better accuracy or faster algorithms that necessitate fewer human interventions.

There are several ways to represent the shape of the spine. Therefore, there are
several ways to create statistical shape models of the spine. One possibility is to
have clinicians derive clinically relevant indices from the 3D models and then
compute statistics based on these indices. This avenue was exploited in the context
of studies on scoliosis. Several studies [11–13, 30, 41] examined the variations in
the clinical indices used by physicians to quantity the severity of the deformations.

These indices have the advantage of enabling physicians to quickly and easily
assess the severity of the scoliosis. However, they also present many problems.
First, most clinical indices are global to the whole spine, and thus do not provide
spatial insight about the local geometry. Furthermore, most of the indices (including
the Cobb angle) are computed using 2D projections, where a significant part of the
curvature could be hidden (since the deformity is three-dimensional). In addition,
they describe the characteristics of the deformation, rather than the shape itself. It is
usually not possible to move backward from clinical indices and compute a 3D
model that could be compared with radiographs. This situation makes clinical
indices far from being ideal for assisting image analysis algorithms. Finally, clinical
indices are created based on the experience of clinical practitioners in order to
describe certain types of deformations. Thus, clinical indices that are relevant to one
pathology may be useless for another.

An alternative to clinical indices is to describe the geometry of the spine directly
and not indirectly via the characteristics of a pathology. For instance, one can build
statistical shape models based on a collection of predefined 3D points located on the
spine. This idea is attractive because conventional multivariate probabilities and
statistics can be leveraged to analyze and use the data. Thus, there are a large
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number of statistical shape models based on the idea of using a set of 3D points that
are anatomically comparable to build a statistical model. This is the basic idea
behind the popular active shape models published by Cootes et al. [7]. Point-based
statistical shape models were applied to spine applications on many occasions (for
instance in [2, 3, 9, 16, 18, 21, 39]). The fact that the spine is composed of inter-
connected vertebrae can be integrated with this approach by making explicit the
notion of neighboring vertebrae [10, 36, 37].

However, points do have limitations when one is interested in studying the
whole spine. In general, points can be effectively adopted when the statistical
relationship between different locations on the 3D model can be described by a
linear combination of the points’ coordinates. However, the spine is a complex
articulated structure. The position and orientation of one vertebra affects the posi-
tions and orientations of its neighbors. These vertebrae then influence their own
neighbors’ orientations and positions. The successive small changes in orientations
associated with a series of vertebrae result in large rotations. Unfortunately, these
large rotations introduce a non-linear element into the statistical relationships,
which needs to be taken into account when modeling the shape of the whole spine.

Graphical models can be used to integrate more complex probabilistic rela-
tionships between the modeled entities [8, 14, 38]. In theory, these could provide a
framework in which the nonlinearities caused by the cumulative vertebral rotation
would be explicitly taken into account, but they do not solve the problem by
themselves.

It is possible to take into account a certain level of nonlinearity by using more
complex statistical models. For instance, Kadoury et al. [23] used a locally linear
embedding model, and Kirschner et al. [24] used a statistical shape model based on
kernel principal component analysis (kernel-PCA) [27]. However, a more natural
choice is to simply describe the spine as an articulated object. Then, one can
compute statistics for this object, and the nonlinearities caused by the vertebrae
rotations can be handled explicitly. Once this cause of nonlinearities is explicitly
handled, it is still possible to use non-parametric methods in combination with
articulated models [26] to analyze other causes of nonlinearities (pathology pro-
gression, various types of deformations, etc.).

In this chapter, we will investigate how articulated models can be used to
compute statistics on the shape of the spine, and how these statistical models can be
used in the context of 3D shape inference from images. Section 2 will therefore
introduce articulated models and briefly describe how they can be extracted from
existing data. Section 3 is then dedicated to the computation of statistical shape
models from a series of articulated models. Visual methods to analyze the statistical
models are also discussed. Various results based on a cohort of patients suffering
from adolescent idiopathic scoliosis are shown as early as possible in the text to
demonstrate the different concepts. Finally, Sect. 4 analyzes the use of an articu-
lated statistical shape model to perform inference on 3D spine models.
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2 Articulated Models

We define an articulated model as a collection of simpler models that all have an
associated frame of reference and which normally move rigidly with respect to each
other. In order to keep things simple, we will consider that each sub-model is in fact
a point-based model (although there is nothing preventing someone from using
more complex representations). More precisely, we will represent an articulated
model as a series of rigid transformations Ti and 3D points p j

i . The rigid trans-
formations Ti describe the relative position and orientation of each sub-model, and
the points p j

i describe the local shape in the coordinate system associated with the
ith sub-model. An example of anatomical landmarks that can be used to describe
the shape of a vertebra is shown in Fig. 1. In this case, only the vertebral end-plates
and pedicles are used, which leads to a compact model. However, more landmarks
could be used to better describe the shape of the vertebral body or processes.
In order to obtain the position and orientation of a vertebra with respect to a global
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Fig. 1 Example of local
anatomical landmarks that can
be used to model shape of
vertebra. Top lateral view.
Bottom anterior view.
1 Center of the superior end
plate. 2 Center of the inferior
end plate. 3 Top of the right
pedicle. 4 Bottom of the right
pedicle. 5 Top of the left
pedicle. 6 Bottom of the left
pedicle
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frame of reference, several transformations will need to be composed (see Fig. 2,
for instance).

This representation of the spine is both intuitive and useful. The spine is a
complex anatomical structure, which supports a large portion of our body weight
and yet remains flexible enough to allow for complex motions. It includes the
vertebrae as well as a variety of soft-tissues (inter-vertebral discs, ligaments, etc.).
Vertebrae do not deform significantly in typical circumstances, but because they sit
on top of one another; the orientation and position of one vertebra influence its
direct neighbors. These relative transformations between neighboring vertebrae
would not be captured correctly by a simple set of points and would result in an
overestimation of the variability of the spine’s geometry.

2.1 Reconstructing Articulated Models from Existing
3D Data

Articulated representations can be obtained from several sources. Most medical
imaging modalities that are routinely applied to the spine can be used to produce
articulated spine models. The exact procedure used to extract the articulated

T1

T0

T2

T3

. .
.

T5 ◦ T6 ◦ . . .

T4

Fig. 2 Relative rigid
transformations are used to
represent a spine as an
articulated object. To obtain
absolute positions and
orientations with respect to a
global frame of reference, one
would need to compose a
series of inter-vertebral
transformations. For instance,
the position and orientation of
the third vertebra from the
bottom would be obtained by
applying the rigid
transformation T0 � T1 � T2 to
the global frame of reference
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models, as well as their accuracy will vary. However, clinical imperatives are likely
to decide the imaging modality and posture of the patient.

Volumetric modalities such as computed tomography (CT), magnetic resonance
(MR), and even 3D ultrasound can be processed by registering template vertebral
models, manually identifying a predefined set of anatomical landmarks, or com-
puting spine-based coordinate systems as part of a curve planar reformation
approach [42]. The vast majority of CT or MR scanners require the patient to lie
down. Therefore, one has to be very conscious that the variability encoded in the
articulated statistical model will represent the anatomical variations for this par-
ticular posture.

Traditional bidimensional modalities can also be used to recreate articulated
models of the spine. More than one image will generally be necessary to remove the
ambiguities that are inherent to 2D images. The most common case in this category
is the reconstruction of 3D models of the spine from multiple radiographs (see
Chap. 5 of this book for an in-depth discussion). In essence, a human expert
provides a computer program with indications about the matching locations in the
different radiographs. A three-dimensional model can then be reconstructed by
performing triangulation on the matched image coordinates. The way the human
expert interacts with the computer program and how the computer program uses
these interactions to perform matching varies significantly from one system to
another.

Many methods that use an articulated statistical shape model can be used to
extract new articulated models with relative ease. For instance, Klinder et al. [25]
and Rasoulian et al. [35] used articulated models as part of segmentation methods
of the spine applied to CT (computed tomography). The three-dimensional recon-
struction of the spine from multiple radiographs was also performed with the help
of an articulated statistical shape model [4, 29], and even ultrasound segmentation
has been considered for an articulated biomechanical shape prior [20].

In order to illustrate the different concepts presented in this chapter and dem-
onstrate the use of certain techniques, we will use a database of approximately 300
scoliotic patients that was collected at the Sainte-Justine Hospital (Montreal,
Canada). These cases were all examined using stereo-radiographs of the spine. Six
anatomical landmarks were manually identified by a skilled technician (the same
landmarks presented in Fig. 1) on each vertebra from T1 (first thoracic vertebra) to
L5 (last lumbar vertebra) on the two radiographs (a posterior-anterior and a lateral
radiograph). Then, the 3D coordinates of the landmarks were computed using a
triangulation procedure. The accuracy of this method was previously established to
be 2.6 mm [1]. Once the landmarks are reconstructed in 3D, each vertebra can be
rigidly registered to its upper neighbor. The resulting rigid transformations can then
be used to build the articulated representation.
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3 Statistics on Articulated Models

An articulated model is well adapted to represent the spine because it intuitively
describes its natural degrees of freedom. Building statistical models based on this
type of articulated representation is therefore very attractive. However, there are
theoretical complications. Because articulated models rely on rigid transformations
to encode inter-vertebral transformations, it is necessary to compute the statistics on
these rigid transformations.

Rigid transformations are special because they cannot be added together like real
numbers. Unfortunately, concepts as simple as the mean or standard deviation
require summing the measurements as part of their computation. This calls for the
generalization of a few basic concepts.

These generalizations are performed using a few mathematical tools borrowed
from the field of Riemannian geometry. These tools will be introduced as simply as
possible; thus, no prior knowledge of Riemannian geometry is needed. Neverthe-
less, interested readers can find a more complete introduction in [6].

We will first discuss a few properties of the rigid transformations related to
Riemannian geometry that will be needed to build a statistical model of the spine.
Then, we will present the generalization of the mean and covariance that are used in
articulated statistical models of the spine. Finally, the visualization of the mean and
covariance of the articulated spine models will be discussed.

3.1 Riemannian Geometry and Rigid Transformations

The most common method for numerically representing a rigid transformation T is
to use the combination of a rotation matrix R and translation vector t T ¼ R; tf gð Þ.
Using this representation, the action of T on a 3D point x can be written as
y ¼ Rxþ t, and the composition of two rigid transformations T2 and T1 is given by
T2 � T1 ¼ fR2R1;R2t1 þ t2g.

The composition and action on points have very simple and efficient expressions
using this representation. Thus, it may be tempting to compute statistics directly on
R and t. However, naively summing rotation matrices and dividing the number of
transformations in an attempt to compute an average rotation matrix will most likely
result in a matrix that is not a rotation matrix. It could even lead to a singular matrix.

Fortunately, there are several other ways to represent rotations beyond the con-
ventional rotation matrix. For instance, Euler angles are a compact notation that can
be useful in certain applications. Unit quaternions require less mathematical opera-
tions to perform multiple compositions. Unfortunately, computing statistics directly
on these representations leads to problems because the results depend on the orien-
tation of the global frame of reference. Another, perhaps less known representation,
called the rotation vector, offers certain advantages. This representation is defined
using an axis of rotation n and an angle of rotation θ (see Fig. 3). The rotation vector
r is then simply defined as the product of the unit vector n and θ.
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A rotation vector can be converted into a rotation matrix using Rodrigues’
formula:

R ¼ I þ sinðhÞSðnÞ þ ð1� cosðhÞÞS2ðnÞ ð1Þ

where SðnÞ ¼
0 �nz ny
nz 0 �nx
�ny nx 0

2
4

3
5:

It is also possible to compute the rotation vector from a rotation matrix using the
following equations:

h ¼ arccosðTrðRÞ � 1
2

Þ and SðnÞ ¼ R� RT

2 sinðhÞ : ð2Þ

Let T
!

be an alternate representation of rigid transformation T that uses the

rotation vector instead of a rotation matrix; thus, T
!¼ fr; tg. One of the main

advantages of this representation is that it enables us to define a left-invariant

distance (dðT1!; T2
!Þ ¼ dðT3!� T1!; T3

!� T2!Þ) between two rigid transformations. This
distance is defined as follows:

dðT1!; T2
!Þ ¼ NkðT2!

�1 � T1!Þ
with: NkðT!Þ2 ¼ Nkðfr; tgÞ2 ¼ rk k2þ ktk k2:

ð3Þ

The parameter k makes it possible to change the relative importance of rotational
changes in comparison to translational changes. It is a parameter worth considering
carefully, because the rotation and translation are measured in different units. It
would be easy to almost completely discard one in favor of the other without a well
chosen value. In our experience, choosing a value that leads to variabilities that are
approximately equally distributed in the translational and rotational parts of the
transformations works well for descriptive studies.

x

y

z

x

θ
π
4

n

y

z

= (0,0,1)

=

Fig. 3 Rotation vector is defined as a rotation of θ radians around an axis of rotation n and
represented as their product (h n

knk)
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The distance d actually comes from the fact that rigid transformations constitute
a Riemannian manifold equipped with a metric. Because of this Riemannian
structure, it is possible to locally define tangent planes to the manifold and map
vectors from these tangent planes to the manifold itself in such a way that the
magnitude of the vectors are consistent with the distances on the manifold.

We can express this mapping (called the exponential map) and its inverse
(the logarithmic map) around the identity transformation as follows:

ExpIdð~TÞ ¼ RðrÞ
t

���� and LogIdðTÞ ¼ rðRÞ
kt

���� ; ð4Þ

where RðrÞ and rðRÞ are the conversion from the rotation vector to rotation matrix
and vice versa, respectively.

The exponential and logarithmic map around any rigid transformation l can then
be related to the map around the identity transformation. Because of the left-
invariance property of the distance d, that relation can then be expressed as follows:

Explð x!Þ ¼ l � Exp IdðJLðlÞð�1Þ x!Þ
LoglðTÞ ¼ JLðlÞLog Idðl�1 � TÞ;

ð5Þ

where JLðT2!Þ is the Jacobian of the composition (JLðT2!Þ ¼ @

@T2
!T2

!� T1!j
T1
!

¼Id
). Its

detailed derivation can be found in [32]. Even though these exponential and
logarithmic maps are advanced mathematical concepts, they will be precious tools
to generalize statistical concepts for rigid transformations and, by extension, for
articulated models of the spine.

3.2 Mean and Centrality

As mentioned earlier, rigid transforms cannot be added together. They can, how-
ever, be composed, inversed, and compared using a valid distance. We should
therefore use a generalization of the conventional mean that takes advantage of
these properties.

It can be observed that the conventional mean minimizes the Euclidian distance
of the measures with the mean. Thus, given a general distance, a generalization of
the conventional mean would be to define the mean as the element l of a manifold
M that minimizes the sum of the distances with a set of elements x0...N of the same
manifold M. Thus, l is given by the following:

l ¼ argmin
x2M

XN
i¼0

dðx; xiÞ2: ð6Þ
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This generalization of the mean is called the Fréchet mean [19]. It is equivalent
to the conventional mean for vector spaces with a Euclidian distance.

The computation of the Fréchet mean directly from the definition is difficult
because of the presence of a minimization operator. Fortunately, a simple gradient
descent procedure can be used to compute the mean [31] when the exponential and
logarithmic maps are known. This procedure is summarized by the following
recurrent equation:

lnþ1 ¼ Explnð
1
N

XN
i¼0

LoglnðxiÞÞ: ð7Þ

This equation is guaranteed to converge. Moreover, in practice it converges
rather quickly. We observed that it generally converged in less than five iterations
for articulated models of the spine.

To use Eq. (7), it is necessary to initialize the mean to start the procedure. The
initial value can be one of the points of the set from which the mean is computed.
Furthermore, more than one starting point can be tried to test the uniqueness of the
mean and escape local minimums.

The Fréchet mean is not unique in general, and the starting point of the iterative
procedure is theoretically important. However, in the case of an articulated model of
the spine,multiple strategieswere tried, but generally produced the exact same results.

3.3 Covariance and Variability

In conventional statistics, variations would first be studied with the covariance
matrix. However, because the covariance matrix is defined using the conventional
mean, we need to define its generalization around the Fréchet mean.

The exponential map can be intuitively understood as a local linearized vector
space around a given point on a manifold. Thus, as a simple generalization, it is
possible to simply compute a covariance matrix around the Fréchet mean on the
exponential map. Mathematically, this can be expressed by the following:

R ¼ E LoglðxÞTLoglðxÞ
� �

¼ 1
N

XN
i¼0

LoglðxiÞTLoglðxiÞ:
ð8Þ

This generalized covariance computed in the tangent space of the mean and
associated variance are connected because TrðRÞ ¼ r2, which is also the case for
the usual vector space definitions.

Articulated models contain several rigid transformations and sub-models, which
can all be correlated to each other. To explore the covariance of a whole articulated
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model, one only needs to consider the logarithmic map of the Cartesian product of
its components. In other words, it is possible to concatenate the logarithmic map of
individual inter-vertebral transformations and sub-models to obtain the logarithmic
map of the whole articulated model and use it to compute the generalized covari-
ance matrix.

3.4 Graphical Visualization

It is crucial to be able to visualize a statistical shape model in an intuitive way in
order to efficiently communicate results. Large tables filled with numbers are far
from being ideal. Fortunately, there is an easier and more intuitive method to do so
using an articulated statistical model.

Visualizing the mean model is rather simple; one can simply render the mean
model, as it would be done for any of the individual models that were used to build
the statistical models. For instance, Fig. 5 was produced by rendering a template
model that was deformed based on the positions and orientations of the Fréchet
mean computed over a large set of individual spine models from scoliotic patients.

However, it is more challenging to properly illustrate the variabilities. One
relatively easy way to do so is to focus on the individual covariance matrices
associated with the rotations and translations. Each three-by-three matrix can then
be visualized as a 3D ellipsoid. The ellipsoid geometric description is obtained by
performing an eigenvalue decomposition on the covariance matrix. The eigenvec-
tors become the principal axes of the ellipsoid, and the eigenvalues are used to scale
the length of the ellipsoid along the principal axes.

In the case of translations, the ellipsoid can be interpreted by thinking of the
lengths along the principal axes as the standard deviations of the translations
measured along these three-dimensional directions. For rotations, the interpretation
relies on the fact that the exponential map is given by the rotation vector. Therefore,
the lengths of the ellipsoid along the principal axes may be interpreted as the
standard deviations of the rotations measured around these axes (see Fig. 4).

x

y
z

λ0 v0

λ1 v1λ2 v2

Fig. 4 Three-dimensional ellipsoids can be used to visualize covariance matrices associated with
translations or rotations. The generalized covariance matrices of these transformations are
decomposed into their eigenvectors v and eigenvalues k, which are used to determine the directions
and lengths of the ellipsoid’s principal axes, respectively
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3.5 Graphical Visualization of Scoliotic Patient Variability

Adolescent idiopathic scoliosis is a pathology that causes three-dimensional
deformations of the spine. Because these deformations have various shapes and
severities, a dataset comprised of scoliotic patients is ideal to illustrate the different
concepts introduced so far. We thus used a database of approximately 300 scoliotic
patients who were diagnosed with scoliosis, but had never before received ortho-
pedic treatment. The mean model and variability associated with the relative rigid
transformations are illustrated in Fig. 5.

It can be observed that an average scoliotic patient has a curvature in the frontal
plane that a healthy individual would not have. Because right thoracic curvatures

Fig. 5 Frontal view (above) and lateral view (below) of a statistical model of the relative poses for
a group of scoliotic patients. From left to right mean spine model, rotation covariance, and
translation covariance

334 J. Boisvert



are known to be more prevalent than left thoracic curvatures among scoliotic
patients, this imbalance is reflected in the mean spine shape. The normal healthy
kyphosis and lordosis are also present in the average model.

The variability of the relative rigid transformations between vertebral levels is
also interesting to observe. Its largest departure from the mean shape in terms of
orientation appears to be along the posterior–anterior axis. This means that the
variability would be most noticeable in a posterior–anterior radiograph, which is
the one on which the Cobb angle is generally measured. Finally, one can note that
the most important translational variability appears to be in the axial direction,
which is explained by the fact that most patients are growing adolescents and,
consequently, the variations in the patients’ heights are important.

As an alternative to relative rigid transformations between neighboring verte-
brae, one might instead consider the absolute transformations, where one vertebra
serves as a global reference. This may seem like an appealing option, because it
would reduce the number of rigid transformation compositions needed to use the
model in inference applications. However, as can be seen in Fig. 6 (where L5 is
used as a reference), the variabilities become much larger and their values then
depend on the arbitrary choice of the reference vertebra. For these reasons, absolute
transformations should be used with caution.

The tools presented so far can also be used to study the effect of orthopedic
treatment on the spine shape of patients. The computation of the mean shape before
and after treatment remains identical to the procedure used in Figs. 5 and 6.
However, the variability is computed on the rigid transformations that transform the
articulated model before treatment into the articulated model recorded after treat-
ment. Figure 7 illustrates this procedure on a cohort of patients who received
orthopedic braces to slow down the progression of scoliosis. It is also possible to
test for differences between the effect and a control group [5] to locate significant
effects and help optimize treatments.

3.6 Component Analysis

Another useful way to visualize the variability in a large dataset is to find unidi-
mensional axes along which the variability is particularly strong. Then, a series of
models can be reconstructed along these axes and viewed either as an animation or
side-by-side (which has obvious advantages for printed media).

The best-known method in this family is called principal component analysis
[15]. This method was developed for multi-dimensional vector spaces. However, it
was shown that it could also be applied to manifolds under certain conditions [17].

The general idea is that, unlike the manifold itself, the tangent plane around the
mean is a vector space, and its basis can be changed by applying a linear trans-
formation. Thus, we seek an orthonormal matrix A AAT ¼ Ið Þ to linearly transform
the tangent plane (LoglðgÞ ¼ ALoglðf Þ) so that the resulting components would
be uncorrelated to each other and have decreasing variances. In other words, the
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generalized covariance in the transformed tangent space would be a diagonal matrix
with decreasing values on the diagonal (Rgg ¼ diag k1; k2; . . .; kkð Þ with k1 �
k2 � � � � � kk). The covariance matrix in the transformed tangent space can be
computed from the original covariance matrix R and the transformation matrix A:

Rgg ¼ diag k1; k2; . . .; kkð Þ ¼ ARff A
T : ð9Þ

Fig. 6 Frontal view (above) and lateral view (below) of a statistical model of the absolute poses of
the vertebrae for a group of scoliotic patients. From left to right mean spine model, rotation
covariance, and translation covariance
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If A is rewritten as A ¼ ½a1; a2; . . .; ak�T , then it is easy to show that

k1a1; k2a2; . . .; kkak½ � ¼ Rff a1;Rff a2; . . .;Rff ak
� �

: ð10Þ

The line vectors of matrix A are therefore the eigenvectors of the original
covariance matrix, and the elements of the covariance matrix in the transformed
space are the eigenvalues of the original covariance. This is exactly the same
procedure that is used to perform PCA (principal component analysis) in real vector
spaces. As in real vector spaces, the variance is left unchanged because
r2 ¼ TrðRff Þ ¼ TrðRggÞ, and the cumulative fraction of the variance explained by
the first n components is

Fig. 7 Frontal view (above) and lateral view (below) of a statistical model of the spine shape
deformations associated with the Boston brace. From left to right mean shape prior treatment,
mean shape with the brace, rotation covariance of the deformations, and translation covariance of
the deformations
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p ¼ 1
r2

X
i¼1...n

ki: ð11Þ

A shape model can be recreated from the coordinates of the transformed tangent
space simply by going back to the original tangent space and projecting the model
on the manifold using the exponential map. Thus, if ai is the coordinate associated
with the ith principal component, the following equation can be used to re-create a
shape model:

S ¼ Explð
Xk
i¼1

aiaiÞ: ð12Þ

The visualization of the components allows an analysis of not only the variations
of individual inter-vertebral transformations, but also of the variations of the spine
shape as a whole. In a sense, the method presented in Sect. 3.4 allowed us to
analyze the variations of individual translations and rotations in the articulated
models of the spine, and component analysis can be used for the major modes of
variation of the whole spine. These visualization methods are thus complementary.

Component analysis helps identifying and analyzing deformation trends that
changes the shape of the whole spine. This can often be used to better understand
different concurrent factors that contribute to the variation in the spine’s shape. For
instance, the first principal deformation mode of our database of scoliotic patients
illustrated in Fig. 8 shows an elongation of the spine combined with the develop-
ment of a thoracic curve. This component explains the largest amount of variance in
the spine shapes. It could also be analyzed more generally as being a combination

Fig. 8 First principal deformation modes for a dataset of adolescent idiopathic scoliosis patients.
Spine models were rendered (from left to right) for −3, 0, and 3 times the standard deviation
explained by the corresponding deformation mode. a Front view. b Lateral view
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of adolescent patients being at various stages in their growth and the development
of a scoliotic curve.

The second mode (as seen in Fig. 9) can be described as a double thoraco-lumbar
curve. In this case, there are two opposing curves: one in the thoracic segment
(upper spine) and another in the lumbar segment (lower spine). The third mode of
deformation (illustrated by Fig. 10) is another thoracic curve, but it affects a more
important portion of the spine than the curve observed in the first mode. It is also
interesting to note that, in addition to the curves visible on the posterior–anterior
view, the second and third principal deformation modes are also associated with the
development of a kyphosis (back hump) that can be observed in the lateral view.

Fig. 9 Second principal deformation modes for a dataset of adolescent idiopathic scoliosis
patients. Spine models were rendered (from left to right) for −3, 0, and 3 times the standard
deviation explained by the corresponding deformation mode. a Front view. b Lateral view

Fig. 10 Third principal deformation modes for a dataset of adolescent idiopathic scoliosis
patients. Spine models were rendered (from left to right) for −3, 0, and 3 times the standard
deviation explained by the corresponding deformation mode. a Front view. b Lateral view
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4 Shape Inference

Articulated models of the spine can be used beyond their role in descriptive statistics.
They model inter-patient variability quite well and offer a compact representation of
what is and is not a valid 3D spine model. Furthermore, most common manipulations
of articulated models have closed-form solutions and are differentiable. These two
qualities make an articulated model well suited for integration with different shape
estimation algorithms. Shape estimation systems are generally large and complex
systems where image processing, system calibration, and a user interface all have to
work in synergy to produce suitable results. We will, however, focus our attention
only on the integration of the articulated statistical models to simplify our exposition,
make it more understandable, and keep it concise.

4.1 Articulated Shape Prior for 3D Reconstruction
from 2D Correspondences

A common and simple 3D reconstruction problem is the computation of the three-
dimensional coordinates of points based on image coordinates in multiple images.
This basic problem can be solved by calibrating the projective geometry of the
system and then performing triangulation on the image coordinates corresponding
to the same 3D point in multiple images. The corresponding points can be obtained
automatically using an elaborate image processing system or manually defined by
an expert in spinal anatomy. This general idea has been applied to 3D spine
reconstruction from multiple radiographs for many years [33].

The performances deteriorate quickly as the image calibration and image corre-
spondences are degraded, either by human error or simply by lower quality radio-
graphs. However, an articulated statistical shape model prior can be integrated quite
simply to mitigate some of these problems. Thus, let pi;j;k2D be the image coordinates of
an anatomical landmark identified in a radiograph. The index i associates a landmark
with a vertebra. The index j indicates the position of the anatomical landmark within
the set of landmarks used for the ith vertebra. Finally, k denotes the index of the
radiograph on which the coordinates were measured. In addition, let S be the
departure from the Fréchet of an articulated model, which is defined as follows:

S ¼ s1; s2; . . .; sNð Þ with si ¼ �T�1
i � Ti; pi;1 � �pi;1; pi;2 � �pi;2; . . .; pi;M � �pi;M

� �
:

ð13Þ

A simple but effective way to combine the similarity between pi;j;k2D and S with
prior knowledge of possible spine shapes is to sum the Mahalanobis distance and
the quadratic error on the anatomical landmarks. The following equation summa-
rizes this operation:
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CðSÞ ¼ SR�1ST þ a
Xn
i¼1

Xm
j¼1

Xo
k¼1

pi;j;k2D ðSÞ � p̂i;j;k2D

��� ���2; ð14Þ

where a is the relative weight of the anatomical landmark error with respect to the
prior spine shape knowledge. If identification errors come from a Gaussian distri-
bution with known variance and the departures from the Fréchet mean can be
approximated by another Gaussian distribution, then a can be chosen to obtain the
maximum a posteriori. However, the distribution and variance of the identification
errors are rarely known in advance, and a has to be adjusted manually. A non-linear
optimization is then performed to estimate the best articulated model given p̂i;j;k2D .
The initial solution from which the optimization procedure starts can be provided
by a direct linear transform.

To illustrate the benefits of this approach, we numerically simulated a radio-
graphic setup with a posterior–anterior and a lateral radiograph. A set of six ana-
tomical landmarks per vertebra were then identified in the radiographs and
corrupted using different noise levels. The conventional DLT (direct linear trans-
form) algorithm was applied to the noise corrupted correspondences, as well as the
algorithm summarized by Eq. (14). The procedure was repeated for 50 spine models
for each noise level.

The results of the simulations are shown in Fig. 11. It appears that the methods
yield comparable results when the errors on the correspondences are low. The direct
linear method even seems to enjoy a small advantage, which may have to do with
the articulated reconstruction being prone to reach a local minimum with low noise
levels. However, the articulated reconstruction appears to cope better with high
levels of noise. The reconstruction errors obtained with the articulated recon-
struction method were better when the standard deviation of the noise was more
than approximately 3 pixels.
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Fig. 11 Three-dimensional
reconstruction performed by
applying direct linear
transform to corresponding
image coordinates and by
maximizing the posterior
probability of the articulated
model
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This example illustrates that powerful prior models such as a statistical model of
the spine based on articulated modeling make it possible to mitigate the effect of
noise. In the particular case of the reconstruction of the spine from two radiographs,
it appears that using an articulated model of the spine may be interesting only when
there is a high level of noise.

However, a more important problem for 3D spine reconstruction using radio-
graphs is the amount of user interaction required and the impossibility of finding
meaningful correspondences for certain anatomical landmarks.

4.2 Completing Partial Models

Thus, another interesting problem would be to complete a three-dimensional spine
model that has been partially reconstructed. Incomplete models can be caused by
several factors. Surgical instrumentation could have occulted parts of the spine.
Certain vertebrae may be outside the radiograph’s borders, or a user may just want
to save time by reconstructing only a few vertebrae.

The problem then involves reconstructing an articulated model of the whole
spine based on a few vertebrae. The idea is to use the statistical model to fill the
gaps by computing the most likely model given a set of constraints. This can be
done, in the case of a Gaussian distribution, by minimizing the Mahalanobis dis-
tance while preserving certain constraints. This idea may be formalized by the
following equation:

~S ¼ arg min
S

SR�1ST ð15Þ

Subject to : ~Tabsolute
i ¼ Tabsolute

i�1 � �Ti � Ti 8i 2 K

pi;j ¼ ~pi;j 8 ði; jÞ 2 L;

where ~Tabsolute
i are the absolute poses of known vertebrae, ~pi;j are known anatomical

landmarks, K is the set of all known vertebrae, and L is the set of known landmarks.
In summary, Eq. (15) states that we seek the closest model to the mean with

respect to the Mahalanobis distance. This model should, however, match the poses
and shapes of the already available vertebrae.

The optimization method used to minimize Eq. (15) is sequential quadratic
programming [40]. It was selected because the cost function is quadratic and the
constraints are usually close to linear constraints when an initial solution sufficiently
close to the optimum is provided. Sequential quadratic programming is a gener-
alization of Newton’s method for unconstrained optimization, which iteratively
solves a quadratic model of the problem using linear approximations of the con-
straints. Like Newton’s method, it is a local optimization method, and it is subject
to entrapments in local minima.
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A good starting point that satisfies all the constraints is thus necessary. A simple
solution that worked well in practice was to use the one-parameter subgroup
(computed from the matrix exponential) of the rigid transformations to split a rigid
transformation into smaller equal transformations when more than two consecutive
vertebrae were missing.

To get an idea of the achievable performances of this type of method, we
selected 50 cases from a database of 3D spine models from the Sainte-Justine
hospital. We then removed a certain number of vertebrae from the models (com-
plete models include both lumbar and thoracic vertebrae, which means a total of 17
vertebrae), and reconstructed them by minimizing Eq. (15). The removed vertebrae
were equally distributed along the spine. The reconstructed vertebrae were then
compared with the original model, and the results are illustrated in Fig. 12.

These results are a great demonstration of the power of statistical models based
on an articulated modeling of the spine. It was possible to remove eight vertebrae
from a complete model and still expect a mean absolute error of just less than 1 mm.
In this experiment, the known vertebrae were not corrupted by calibration errors.
Thus, these results should be considered as a minimum bound for real-world
experiments.

Nonetheless, these interesting results demonstrate that representing a spine using
a large number of anatomical landmarks (102 in this case) is very redundant from a
statistical point of view. A statistical model based on an articulated modeling of the
spine can harness this redundancy and reduce the amount of information needed to
recreate a valid 3D model.
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Fig. 12 Three-dimensional spine models with missing vertebrae reconstructed using an
articulated model prior. The mean absolute error and standard deviation of the individual
landmark reconstruction errors are shown for different numbers of missing vertebrae
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4.3 Fast Reconstruction with Reduced Human Intervention

Producing complete 3D reconstructions based on a large number of manually
identified anatomical landmarks is a long and labor intensive process that is subject
to human error. This task can be greatly accelerated by reducing the amount of
human intervention required for one reconstruction. Section 4.2 provided a hint that
an efficient way to do so would be to use a statistical shape model to find the most
likely spine given reduced human input.

However, instead of completing partial models, it is possible for a human user to
provide more general cues about the shape of the whole spine. Then, a complete 3D
model can be generated based on these cues. For instance, a human expert can
quickly define a spline that crosses the center of the vertebral bodies from a few
control points on each radiograph. Then, a computer program can find the most
likely articulated model corresponding to that input [29].

Figure 13 shows an example where a posterior–anterior radiograph and a lateral
radiograph were used. A human expert then selected five or six control points to
define the splines shown in yellow. An articulated model was then computed, and
its associated anatomical landmarks are shown in blue.

The method optimizes a combination of the prior probability of the reconstructed
model and that of the distances between the user-defined splines and the centers of
the vertebral bodies. This method is obviously not the only fast reconstruction
method available (see for instance [22, 28, 34], Chap. 5, and the references therein).

Fig. 13 Articulated spine models can be used as a priori shape models to perform three-dimensional
spine reconstruction from multiple radiographs. In this example, a spline is defined on each
radiograph, and the most likely articulated model is computed based on an optimization scheme
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This family of methods is of great importance because it transforms the 3D
reconstruction of the spine from radiographs from a long process that had to be
performed by a specialist to a relatively fast procedure that can be performed by a
skilled user (who is not necessarily an expert in either spine anatomy or 3D
reconstruction). In [29], mild cases were reconstructed in 90 s, on average, and
severe cases in 110 s (these times include both user interactions and computations).

5 Future Directions and Conclusion

Articulated statistical models are powerful tools for the analysis of the three-
dimensional shape of the human spine. Their use for descriptive statistics of the
spine shape of large patient groups was demonstrated, and the interpretation of the
results proved to be intuitive thanks to an appealing visualization scheme. We also
provided overviews of the methods needed to build articulated statistical models
and use these as a valuable part of more complex systems that perform 3D shape
inference.

It cannot be denied that articulated models are more complex to comprehend and
handle than unstructured point clouds. However, this chapter provides the basis of a
framework to handle articulated models rigorously. Fortunately, this does not mean
overly complex methods. In most cases, it means computing the Fréchet mean
instead of the traditional mean and using the rotation vector instead of other rep-
resentations in the computations. Once these operations are isolated in dedicated
computer methods, the additional complexity associated with articulated models
becomes remarkably easy to manage.

Articulated models, however, do necessitate more mathematical operations when
they need to be compared to absolute 3D points or reprojected on images. This can
be important when comparisons have to be performed multiple times as part of an
optimization scheme. These additional computations are, however, partly balanced
by the strong constraints that a statistical model based on an articulated model can
place on the solution space.

We most certainly have not yet explored all the scenarios in which these
articulated statistical models could be useful. For instance, in this chapter, we
discussed in length three-dimensional shape modeling of the spine, but we did not
tackle the fourth dimension. However, time is the key to numerous challenging new
applications. For instance, tracking and analyzing the effect of a disease or the effect
of a treatment on the geometry of the spine are important endeavors. Studying the
deformation of the spine under different types of strain may also reveal important
information about the spine’s biomechanics. Interpreting multiple images of the
spine taken at different times and in different postures using multiple modalities
would be needed to model the influence of time in a sensible way. It therefore
seems that incorporating temporal variations will offer numerous opportunities and
challenges for further developing statistical articulated models of the spine.
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Reconstruction of 3D Vertebral Models
from a Single 2D Lateral Fluoroscopic
Image

Guoyan Zheng and Lutz-P. Nolte

Abstract Accurate three-dimensional (3D) models of lumbar vertebrae are required
for image-based 3D kinematics analysis. MRI or CT datasets are frequently used
to derive 3D models but have the disadvantages that they are expensive, time-con-
suming or involving ionizing radiation (e.g., CT acquisition). In this chapter, we
present an alternative technique that can reconstruct a scaled 3D lumbar vertebral
model from a single two-dimensional (2D) lateral fluoroscopic image and a statistical
shape model. Cadaveric studies are conducted to verify the reconstruction accuracy
by comparing the surface models reconstructed from a single lateral fluoroscopic
image to the ground truth data from 3D CT segmentation. A mean reconstruction
error between 0.7 and 1.4 mm was found.

1 Introduction

Several studies have shown that fluoroscopy is well-suited to in vivo lumbar spine
kinematics analysis due to its capability of screening patients during free motion
with an acceptably low radiation dosage [1, 2]. The disadvantage of this technique,
however, lies in its limitation to planar motion analysis. To enable fluoroscopic
image-based 3D kinematic analysis, accurate three-dimensional (3D) models are
needed [3, 4]. If kinematics of an implanted prosthesis is the interest, a Computer
Aided Design (CAD) model can be used [5]. However, this is not the case for
analyzing in vivo lumbar spine kinematics. Thus, MRI or CT datasets are frequently
used to derive 3D models, but have the disadvantages that they are expensive, time-
consuming or involving ionizing radiation (e.g., CT acquisition). In this paper, we
present a technique to reconstruct a scaled 3D lumbar vertebral model from a single
two-dimensional (2D) lateral fluoroscopic image.
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Constructing a 3D surface model of the vertebra from 2D calibrated fluoroscopic
image(s) is a challenging task. A priori information is often required to handle this
otherwise ill-posed problem. Previously, kriging-based methods [6–11] as well as
statistical shape model (SSM)-based methods [12–14] have been proposed. Unlike
the methods in the former category, where one generic object is used as the prior
information, the methods in the latter category use statistical shape models obtained
from statistical shape analysis. Statistical shape analysis is an important tool for
understanding anatomical structures from medical images [15–17, 32, 33]. Statis-
tical shape models give efficient parameterization of the shape variations found in a
collection of sample models of a given population. Model-based approaches are
popular due to their ability to robustly represent objects [18, 19]. In Benameur et al.
[12, 13], a SSM of scoliotic vertebrae was fitted to two radiographic views by
simultaneously optimizing both shape and pose parameters. The optimal estimation
was obtained by iteratively minimizing a combined energy function, which is the
sum of a likelihood energy term measured from an edge potential field on the
images and a prior energy term measured from the statistical shape model. Boisvert
et al. [14] used a statistical articulated model of the spine for 3D reconstruction
from partial radiographic data. Previously, we proposed a 2D-3D reconstruction
scheme combining statistical instantiation and regularized shape deformation with
an iterative image-to-model correspondence establishing algorithm, and showed its
application to reconstruct a surface model of the proximal femur [20, 21].

Common to all these previous works is that at least two images are used as the
input. Recently, we proposed a technique that could reconstruct a scaled, patient-
specific 3D surface model from a standard X-ray radiograph and showed its appli-
cation to reconstruct a surface model of the pelvis [22]. Based on this work, this paper
presents an improved technique that combines a landmark-to-ray registration with a
statistical shape model-based 2D/3D reconstruction scheme for reconstructing a
scaled, patient-specific 3D surface model of the lumbar vertebra from a single fluo-
roscopic image. The landmark-to-ray registration is used to find an initial scale and an
initial rigid transformation between the fluoroscopic image and the statistical shape
model. The estimated scale and rigid transformation are then used to initialize the
statistical shape model-based 2D/3D reconstruction scheme.

This chapter is organized as follows. Section 2 briefly presents the construction
of the statistical shape model. Section 3 describes the statistically deformable 2D/
3D reconstruction approach. Section 4 describes the experimental design and
results, followed by the discussion and conclusions in Sect. 5.

2 Construction of a Statistical Shape Model of the Lumber
Vertebrae

In this step, our goal was to construct a statistical shape model of the lumbar
vertebrae, simultaneously considering shape information from all five lumbar
levels, and thereby to determine the principal modes of shape variation. We chose
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the Point Distribution Model (PDM) [19] as the representation of the SSMs of the
lumbar vertebrae. The PDM was constructed from a training database consisting of
39 CT-segmentation based binary volumes of lumbar vertebrae (according to the
spine level, the distribution of these 39 binary volumes are as follows, L1 level: 3;
L2 level: 5; L3 level: 9; L4 level: 14; L5 level: 8). The PDM was constructed from
the training data based on following procedure. First, a binary volume of a L3 level
vertebra was chosen as the reference. Demon’s algorithm [23] was used to estimate
the deformation fields between the chosen reference binary volume and the other
floating volumes. Each estimated deformation field was then used to displace the
positions of the vertices on the reference surface model to the associated target
volume. We thus obtained a set of aligned surface models with established
correspondences.

Following the alignment, the PDM were constructed as follows. Let xi; i ¼
0; 1; . . .m� 1; be m (m = 39) members of the aligned training surface models. Each
member is described by a vector Xi with N (N = 5000) vertices:

xi ¼ fx0; y0; z0; x1; y1; z1; . . .; xN�1; yN�1; zN�1g ð1Þ

A PDM was then obtained by applying principal component analysis [24] to the
aligned training surface models:

D ¼ððm� 1Þ�1Þ �
Xm�1

i¼0

ðxi � �xÞðxi � �xÞT

P ¼ðp0; p1; . . .Þ; D � pk ¼ r2k � pk
ð2Þ

where �x and D are the mean vector and the covariance matrix of the PDM,
respectively. fr2kg are non-zero eigenvalues of the covariance matrix D, and fpkg
are the corresponding eigenvectors. The descendingly sorted eigenvalues r2k and the
corresponding eigenvector pk are the principal directions spanning a shape space
with �x representing its origin. Figure 1 shows the variability captured by the first
two modes of variations of the PDM.

3 Statistically Deformable 2D/3D Reconstruction

Without loss of generality, here we assume that the input image is calibrated and
image distortion is corrected. For more details about fluoroscopic image calibration,
we refer to our previous work [25]. Thus, for a pixel in the input image we can always
find a projection ray emitting from the focal point of the image through the pixel.

The single image based surface model reconstruction technique proposed in this
paper is based on a hybrid 2D/3D deformable registration process coupling a
landmark-based scaled rigid registration with an adapted SSM-based 2D/3D
reconstruction algorithm [20, 21]. Different from the situation in our previous works
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[20, 21], where two or more calibrated X-ray images were required as the input for
a successful reconstruction, here only a single lateral fluoroscopic image is avail-
able. Similar to the situation when multiple images are used, the convergence of the
single image based 2D/3D reconstruction also depends on the initialization and on
the image contour extraction. Thus, in the following we focus on the image contour
extraction and on a landmark-based scaled rigid registration for initializing the
single image based 2D/3D reconstruction.

3.1 Image Contour Extraction

As a feature-based 2D/3D reconstruction approach, our technique requires a pre-
requisite image contour extraction. Explicit and accurate contour extraction is a
challenging task, especially when the shapes involved become complex or when the
background of the image becomes complex. In this paper, we feel that it is a far better
choice to provide the user with a tool that supports interactive segmentation but at the
same time speeds up the tedious manual segmentation process and makes the results
repeatable. This leads us to developing a semi-automatic segmentation tool.

Our semi-automatic segmentation tool is based on the Livewire algorithm
introduced by Mortensen and Barrett [26]. In their paper, graph edges are defined as

Fig. 1 The first two principal modes of variation of the PDM used in this investigation. The shape
instances from left to right at each row were generated by evaluating �xþ arkpk; a 2
f�2;�1; 1; 2g with (a) Posterior view of the PDM (k = 1: the 1st row; k = 2: the 2nd row);
and (b) Lateral view of the PDM (k = 1: the 1st row; k = 2: the 2nd row)
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the connection of two 8-adjacent image pixels. A local cost function is assigned to
the graph edges to weight their probability of being included in an optimal path. In
this work, we use two static feature components to form this cost function. The first
component fG is calculated from Canny edge detectors [27] at three different scales
(the standard deviations of the Gaussian smoothing operator in these three scales
are 1.0, 2.0, and 3.0, respectively) as follows.

Let’s denote the edges extracted by the Canny edge detector at three different
scales as E1ðqÞ, E2ðqÞ, and E3ðqÞ, respectively. fEiðqÞ; i ¼ 1; 2; 3g are defined as
follows: if pixel q is a detected edge pixel at the ith scale, then EiðqÞ ¼ 1; other-
wise, it equals to zero. Let’s further denote the gradient magnitudes at different
scales as G1ðqÞ, G2ðqÞ, and G3ðqÞ, respectively. Then we have,

fGðqÞ ¼ ð1:0� G1ðqÞ
maxðG1ðqÞÞ � E

1ðqÞÞ þ ð1:0� G2ðqÞ
maxðG2ðqÞÞ � E

2ðqÞÞ þ ð1:0

� G3ðqÞ
maxðG3ðqÞÞ � E

3ðqÞÞ ð3Þ

According to Eq. (3), if q is not a detected edge pixel at the ith scale, a constant
cost of 1.0 will be added to the cost function. Otherwise, the cost depends on the
gradient magnitude: the bigger the magnitude, the smaller the cost.

The second component, the gradient direction fDðp; qÞ, is calculated according to
the form proposed in the original paper [26], which is used to add a smoothness
term to the contour definition by assigning high costs to sharp changes.

Finally, these two static features are combined by weighted summation to form a
single statistic local cost function as follows

lðp; qÞ ¼ 0:6fGðqÞ þ 0:4fDðp; qÞ ð4Þ

where the weights for these two terms are empirically determined.
Based on the Livewire algorithm, the semi-automatic contour extraction starts

with a seed point, which is interactively placed by the user with a click of the left
mouse button. During the extraction, the user can add more seed points by clicking
the left mouse button. A click of the right mouse button will finish the definition of
one contour. After that, clicking the left mouse button again starts the extraction of
a new contour. Figure 2 shows an example of how the livewire segmentation
technique is used to extract contours from the input image.

3.2 Landmark-Based Scaled Rigid Registration
for Initialization

Initialization here means to estimate the initial scale and the rigid transformation
between the mean model of the PDM and the input fluoroscopic image. For this
purpose, we have adopted an iterative landmark-to-ray scaled rigid registration. The
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four anatomical landmarks that we used here are the center of the top surface of the
vertebra body, the center of the bottom surface of the vertebra body, the geometrical
center of the vertebra body, and the center of the spinal process tip. Their positions
on the mean model of the PDM are obtained through point picking or center
calculation (the center of the vertebra body is computed as the center of four
boundary landmarks along the anterior-posterior direction as shown in Fig. 3a,
while their positions on the fluoroscopic image are defined through interactive
picking (see Fig. 3a, b for details).

Let us denote those landmarks defined on the mean model of the PDM, i.e., the
vertebra body center, the center of the top surface of the vertebra body, the center of
the bottom surface of the vertebra body and the center of the spinal process tip, as
v1Mean, v

2
Mean, v

3
Mean, and v4Mean, respectively; and their corresponding landmarks

interactively picked from the fluoroscopic image as v1X�ray, v2X�ray, v
3
X�ray, and

Fig. 2 Example of using livewire segmentation algorithm to extract image contours. The white
crosses show where the user clicks the mouse button

Fig. 3 Definition of initialization landmarks. a Landmarks extracted from the mean model of the
PDM. b Landmarks extracted from the fluoroscopic images
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v4X�ray, respectively. And for each X-ray landmark, we can calculate a projection ray
emitting from the focal point to the landmark. We then calculate the length between
v1Mean and v4Mean and denote it as l1;4Mean. Using the known image scale, we also
calculate the length l1;4X�ray between v1X�ray and v4X�ray. Then, we do:

Data Preparation. In this step, we assume that the line connecting the centers of
the vertebra body and the center of the spinal process tip is parallel to the input
fluoroscopic image and is certain distance away from the imaging plane. Using this
assumption and the correspondences between the landmarks defined in the CT
volume and those from the fluoroscopic image, we can compute two points �v1X�ray

and �v4X�ray on the projection rays of v1X�ray and v4X�ray, respectively (see Fig. 4a),
which satisfy:

�v1X�ray�v
4
X�ray==v

1
X�rayv

4
X�ray; and

j�v1X�ray � �v4X�rayj ¼ l1;4X�ray �
F � d
F

ð3Þ

where “//” symbol indicates that the two lines are parallel; F is the calibrated
distance from the focal point to the imaging plane and d is the assuming distance
from the line connecting the center of the vertebra body and the center of the spinal
process tip to the imaging plane.

The current scale s between the mean model and the input image is then esti-
mated as,

s ¼ j�v1X�ray � �v4X�rayj=l1;4Mean ð4Þ

Fig. 4 Iterative landmark-to-ray registration. a Schematic view of data preparation. b Schematic
view of finding 3D point pairs
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Using s, we scale all landmark positions on the mean model and denote them as
f�viMean; i ¼ 1; 2; 3; 4g. We then calculate the distances from �v2Mean and �v3Mean to the
line �v1Mean�v

4
Mean and denote it as �l2;1�4

Mean and �l3;1�4
Mean , respectively.

Next we find two points, point �v2X�ray on the projection ray of v2X�ray whose

distance to the line �v1X�ray�v
4
X�ray is equal to �l

2;1�4
Mean , and point �v3X�ray on the projection

ray of v3X�ray whose distance to the line �v1X�ray�v
4
X�ray is equal to �l3;1�4

Mean . A paired-

point matching based on f�viMean; i ¼ 1; 2; 3; 4g and f�viX�ray; i ¼ 1; 2; 3; 4g is used to

calculate an updated scale s0 and a rigid transformation �TX�ray
Mean (see Fig. 4a for

details). From now on, we assume that all information defined in the mean model
coordinate frame has been transformed into the fluoroscopic image coordinate
frame using s0 and �TX�ray

Mean . We denote the transformed mean model landmarks as
f~viMean; i ¼ 1; 2; 3; 4g.

Iteration. The following steps are iteratively executed until convergence:

• For a point ~viMean, we find a point on the corresponding projection ray of viX�ray

which has the shortest distance to the point ~viMean and denote it as ~viX�ray (see
Fig. 4b). We then perform a paired-point matching using the extracted point
pairs to compute a scale ~s and a rigid transformation update D~TX�ray

Mean .
• We update the mean model coordinate frame using ~s and D~TX�ray

Mean .

3.3 Statistical Shape Model-Based 2D/3D Reconstruction

The estimated scale and the rigid transformation between the mean model and the
input image are then treated as the starting values for the PDM-based 2D/3D
reconstruction scheme [20, 21], which depends on an iterative image-to-model
correspondence establishing algorithm that we introduced previously [28]. The
image-to-model correspondence is established using a non-rigid 2D point matching
process, which iteratively uses a symmetric injective nearest-neighbor mapping
operator and 2D thin-plate splines-based deformation to find a fraction of best
matched 2D point pairs between those contours extracted from the x-ray image as
we described above and the projections of the apparent contours extracted from the
3D model. The apparent contours of a statistically instantiated 3D model are
extracted using the approach introduced by Hertzmann and Zorin [29]. Previously,
we mathematically proved that the proposed non-rigid 2D point matching process
could automatically eliminate the cross-matching event [28], which was defined as
the interactions between the lines linking any matched point pair. Figure 5a shows
the mean mode of the complete-PDM initialized with respect to the input image
using the landmark-based scaled rigid registration, and the apparent contours
extracted from the mean model. An example of building 2D/2D correspondences
between the image contours and the projections of the apparent contours of the
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mean model as shown in Fig. 5a is presented in b. The obtained 2D point pairs are
then used to set up a set of 3D point pairs so that we turn a 2D/3D reconstruction
problem to a 3D/3D one. For details about how the proposed non-rigid 2D point
matching process works and about the mathematic proof of how the proposed
process eliminates the cross-matching event, we refer to our previous work [28]. In
the following, the details about how to convert the 2D/3D reconstruction problem to
a 3D/3D one and how the latter problem is solved are given for completeness.

3.3.1 Converting a 2D/3D Problem to a 3D/3D One

Assume that a set of 2D matched point pairs Ab; Ibð Þ; b ¼ 0; 1; . . .; n� 1f g have
been found, where Ab is the projection of a point on the apparent contours of a 3D
model that is instantiated from the PDM and Ib is a point on the image contours that
is matched to Ab; n is the number of point pairs. The corresponding 3D point pairs
are then constructed as follows (see Fig. 6 for a schematic illustration). For a 2D
point Ib, one can find a projection ray rb emitting from the focal point of the X-ray
image through the point Ib. Additionally, for its matched point Ab, one knows the
associated 3D point Xb on the apparent contours of the model whose projection
onto the image is Ab. By computing a point vb on the rayrb that has the shortest
distance to Xb, a 3D point pair ðXb; vbÞ can be obtained. Combining all these 3D
point pairs, one can establish 2D/3D correspondence between the input image and a
3D model instantiated from the PDM, and thus convert a 2D/3D reconstruction
problem to a 3D/3D one.

Fig. 5 Screenshots of establishing image-to-model correspondences. a the apparent contours
(yellow dots) of the mean model (dark grey) of the complete-PDM after the landmark-based
initialization. b 2D/2D correspondences (green lines) between the image contours (white) and the
projections of the apparent contours
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3.3.2 3D/3D Reconstruction

As soon as a set of 3D point pairs are available, the problem of surface recon-
struction is then solved optimally in three sequential stages using the algorithm
presented in [28]: scaled rigid registration, statistical instantiation, and regularized
shape deformation. For details about how to implement these three sequential
stages, we refer to our previous work [28]. Figure 7 shows different stages of the
reconstruction process, where a scaled surface model of the L2 lumbar vertebra was
reconstructed from a single lateral fluoroscopic image.

Fig. 6 Schematic illustration of computing 3D point pairs between a model and the input image
from the established 2D/2D correspondences

Fig. 7 Different stages of the reconstruction process. Left the smoothed contours; left middle the
landmark-based initialization of the mean model (grey) of the PDM; right middle the reconstructed
model (white); right the apparent contours (yellow) extracted from the reconstructed model versus
the image contours (white)
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4 Experimental Results

4.1 Experimental Design

We validated the present method on a single lateral fluoroscopic image of one
cadaveric lumbar spine segment (there are totally four vertebrae in this segment but
only three of them are visible in the image). All the binary volumes of the lumbar
vertebrae contained in the test spine segment were semi-automatically segmented
from the associated CT datasets using the commercially available software package
Amira 5.0 (TGS Europe, Paris, France). To evaluate the reconstruction accuracy, a
surface model derived from the binary volume of each test lumbar vertebra was
used as the ground truth. As we only reconstructed a scaled surface model of the
lumbar vertebra from each lateral fluoroscopic image, we had to first recover the
unknown scale factor of the reconstructed model with respect to the ground truth
surface model (or vice versa) before we could evaluate the reconstruction accuracy.
For this purpose, we proposed to estimate the unknown scale factor of the recon-
structed models by performing surface-based registrations [30]. After the registra-
tion, the open source tool MESH [31] was used to compute the distances between
the reconstructed surface models and their associated ground truth surface models,
which were regarded as the reconstruction errors. We adapted this tool to include
the computation of different error statistics.

Two studies were conducted to evaluate the robustness and the accuracy of the
present technique. Due to the reason that all 4 surface models of the lumbar ver-
tebrae contained in the test spine segment were part of the training database for
constructing the PDM, we named the first study as the leave-all-in study. In this
study, each time the PDM as described in Sect. 2 was used together with the single
lateral fluoroscopic image of the test spine segment to reconstruct a scaled surface
model of a test vertebra. In the second study, all 4 aligned training surface models
corresponding to the lumbar vertebrae in the test spine segment were removed from
the training database and a PDM constructed from the rest 35 training surface
models was used to reconstruct a scaled surface model of each test vertebra. We
thus called the second study as the leave-four-out study. In both studies, two
different surface-based registration techniques, i.e., a surface-based anisotropically-
scaled rigid registration and a surface-based isotropically-scaled rigid registration,
are used to estimate the unknown scale factors between the reconstructed surface
models and the associated ground truth surface models.

For all experiments, we used an Intel Duo Core 2.4-GHz laptop with 4 GB of
RAM. All programming was done using Visual C++ 2005 on Windows Vista.
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4.2 Experimental Results

In both studies, the present technique could successfully reconstruct 3D surface
models of all 3 test lumbar vertebrae. On average it took the present technique
about 105 s to finish the computation. The errors of reconstructing surface models
of all 3 lumbar vertebrae in both studies are shown in Table 1. A more detailed box-
plot description of the reconstruction errors in both studies is shown in Fig. 8. When
the surface-based anisotropically-scaled rigid registration was used to recover the
unknown scale factors, an average mean reconstruction error of 0.77 mm (range:
from 0.7 to 0.9 mm) was found for the leave-all-in study and an average mean
reconstruction error of 0.83 mm (range: from 0.8 to 0.9 mm) was found for the
leave-four-out study. In contrast, when the surface-based isotropically-scaled rigid
registration was used, the average mean reconstruction error of the leave-all-in
study was changed to 1.03 mm (range: 0.9–1.3 mm) and the average mean
reconstruction error of the leave-four-out study was changed to 1.17 mm (range:
1.0–1.4 mm).

Figure 9 shows the surface model reconstruction accuracies of all three vertebrae
in the leave-four-out study, where the ground truth models with a color-coded error
distribution (middle column) are displayed together with the reconstructed surface
models (right column) after surface-based anisotropically-scaled rigid registrations
were used to recover the associated unknown scale factors of all three vertebrae.

5 Discussions and Conclusions

In this chapter, we presented a single image based 2D/3D reconstruction technique
and showed its application to reconstruct a scaled, patient-specific 3D surface
model of the lumbar vertebra from a single lateral fluoroscopic image. This single

Table 1 Errors of reconstructing the surface models of the 3 lumbar vertebrae

Vertebra Cadaver_1_L1 Cadaver_1_L2 Cadaver_1_L3

Leave-all-in study, when the anisotropically-scaled rigid registration was used to recover
the scale

Errors (mm) 0.9 ± 0.7 0.7 ± 0.7 0.7 ± 0.6

Leave-one-out study, when the anisotropically-scaled rigid registration was used to
recover the scale

Errors (mm) 0.9 ± 0.8 0.8 ± 0.8 0.8 ± 0.7

Leave-all-in study, when the isotropically-scaled rigid registration was used to recover the
scale

Errors (mm) 1.3 ± 1.0 0.9 ± 0.8 0.9 ± 0.7

Leave-one-out study, when the isotropically-scaled rigid registration was used to recover
the scale

Errors (mm) 1.4 ± 1.1 1.0 ± 0.9 1.1 ± 0.8
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image based 2D/3D reconstruction technique is based on a hybrid 2D/3D
deformable registration process combining a landmark-to-ray registration with a
SSM-based 2D/3D reconstruction. We validated the present 2D/3D reconstruction
technique by designing and conducting two studies and in both studies the present
technique could successfully reconstruct scaled surface models of all test lumbar
vertebrae. To evaluate the overall reconstruction accuracy, we investigated two
different surface-based registration techniques to recover the unknown scale factors
between the reconstructed surface models and their associated ground truths: the
surface-based anisotropically-scaled rigid registration and the surface-based iso-
tropically-scaled rigid registration. Our experimental results demonstrated that the
present technique can reconstruct scaled surface models of all 3 test lumbar ver-
tebrae in a reasonably good accuracy, i.e., the mean reconstruction errors were
found to be in the range of 0.7–1.4 mm. The overall reconstruction accuracy was
slightly different when different surface-based registration techniques were used to
estimate the unknown scale factors. It was also reasonable to observer that the
results of the leave-all-in study were better than the other study. Such an obser-
vation indicated that the more shape variations that we integrated, the more accurate
the present technique was.

The differences between the present technique and other works on reconstructing a
patient-specific surface model of the vertebra should be discussed. Most of existing
works [6–11, 14], except those introduced by Benameur et al. [12, 13], focused on the
reconstruction of a surface models of the complete spine from two or more X-ray
radiographs, while in this investigation we were only interested in reconstructing a
surface model of the lumbar vertebra due to our targeted application, i.e., the spine
kinematics analysis. The main difference between the present technique and the

Fig. 8 Errors of reconstructing surface models of all 3 lumbar vertebrae when different surface-
based matching techniques were used to recover the unknown scale factors between the
reconstructed surface models and the associated ground truths. Top row when a surface-based
anisotropically-scaled rigid registration was used; and bottom row when a surface-based
isotropically-scaled rigid registration was used. In both rows, the left column shows results of
the leave-all-in study while the right column shows the results of the leave-four-out study
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methods introduced by Benameur et al. [12, 13] lies in the optimization techniques
that were used to reconstruct a patient-specific surface model. More specifically, in
Benameur et al. [12, 13] a PDM of scoliotic vertebrae was fitted to two calibrated X-
ray radiographs by simultaneously optimizing both the shape and the pose parameters
while in this investigation we sequentially optimized the shape and the pose

Fig. 9 Color-coded reconstruction error distribution. Left column error bar; middle column the
ground truth models with the color-coded error distributions; right column the reconstructed
models after surface-based iterative affine registrations were used to recover the unknown scale
factors of the associated vertebrae
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parameters. Furthermore, in this investigation the surface model obtained after the
statistical instantiation stage was further refined by the regularized shape deformation
algorithm. The advantages of integrating this additional stage into the present tech-
nique over other existing attempts to instantiate a patient-specific surface model from
a statistical shape model were explained in details in our previous work [28]. Briefly
speaking, such integration enables the present technique to handle more complicated
shape variation of any future instance [28].

While accurate, the present approach has limitations related with the number of
training models used to construct the statistical shape models and the number of
validation cases. The accuracy of the present approach depends not only upon how
accurate the image-to-model correspondences can be established but also upon how
well the unknown, patient-specific shape variation can be covered by the statistical
shape model that is constructed from a fixed number of training models. Although
the image-to-model correspondence establishing process has been thoroughly val-
idated in our previous works [20–22, 28] as well as in this investigation, the
statistical shape models used in the present study were constructed from a limited
number of training lumbar vertebral models (39 for the leave-all-in study and 35 for
the leave-four-out study). Furthermore, the validation of the present approach,
though successful, was only conducted on datasets of 3 lumbar vertebrae. Thus, the
results reported in this paper are regarded still preliminary and more thorough
validation study is needed before it can be transferred to a routine usage. None-
theless, the experiment results from the present study demonstrate the efficacy of
the present approach and the prediction power of the present approach can be
enhanced in the future by incorporating more training models into the statistical
shape model and/or by constructing a patient-oriented statistical shape model.
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Graphical Model-Based Vertebra
Identification from X-Ray Image(s)

Xiao Dong and Guoyan Zheng

Abstract Automated identification of vertebrae from X-ray image(s) is an
important step for various medical image computing tasks such as 2D/3D rigid and
non-rigid registration. In this chapter we present a graphical model-based solution
for automated vertebra identification from X-ray image(s). Our solution does not
ask for a training process using training data and has the capability to automatically
determine the number of vertebrae visible in the image(s). This is achieved
by combining a graphical model-based maximum a posterior probability (MAP)
estimate with a mean-shift based clustering. Experiments conducted on simulated
X-ray images as well as on a low-dose low quality X-ray spinal image of a scoliotic
patient verified its performance.

1 Introduction

Several studies have shown automated identification of vertebral bodies from
medical image(s) is important for medical image processing tasks such as seg-
mentation, registration, reconstruction and intervertebral disc identification. Due to
the complexity of the spinal structure, simple feature (for example, landmarks or
edges) based solutions are not reliable and researchers are paying more attention to
graphical model-based solutions [1–5]. The reason to use graphical models lies in
the following observations:

1. Human spine is a multi-component object with a stable anatomical structure. It
is preferable to explore those structural constraints among components to
achieve a joint identification of vertebral bodies or intervertebral discs rather
than dealing with them independently.
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2. Probabilistic graphical model is a general tool to model a multi-component
structure like spine such that both the local feature information of each
individual component and the constraints among components can be encoded in
a model parameter space.

3. Probabilistic graphical model also enables various inference methods to find the
optimal model parameters that can fit the model to the observation.

The current vertebral body or intervertebral disc identification approaches
usually face the following challenges:

• Unknown object number. Detecting an unknown number of vertebrae or
intervertebral discs invokes a model selection problem. In [1, 2], either the
lumbar or the whole spine is investigated such that the number of intervertebral
discs is taken as fixed. This is the reason why the authors can build their
graphical models with a fixed number of nodes and avoid the model selection
problem. In [6], the number of vertebrae is detected by a Generalized Hough
Transform (GHT) along the detected spinal cord. The robustness of the exact
number determination is highly dependent on the image quality.

• Off-line training. Due to the complexity of the spinal structure, most of the
existing work on spine area asks for the involvement of prior knowledge which
is usually obtained by off-line training. In [1, 2], both the low-level image
observation models and the high-level disc context potentials need to be trained
using training data. In [6], statistical surface models for each vertebra, the
sacrum, the vertebra coordinate system and GHT models are obtained from
the training data. Besides the fact that the model training and model building are
complex problems themselves, the dependency on training data makes these
approaches only applicable to the data with similar characteristics to the training
data.

Our contributions in this chapter are: (1) firstly we designed a graphical model to
model a spinal structure, which can adaptively determine the number of visible
vertebrae during the inference procedure; (2) secondly, in the graphical model, both
the low-level image observation model and the high-level vertebral context
potentials need not to be learned from training data. Instead they are designed such
that they can be learned from the target image data during the inference procedure.

2 Method

2.1 Graphical Model

Similar to [2], we build a graphical model G ¼ fV ;Eg with N nodes for the spinal
structure as shown in Fig. 1. Each node Vi; i ¼ 0; 1; . . .;N � 1 represents a con-
nected disc-vertebra-disc component of the spinal structure, in which both the discs
and the vertebral body are modelled as rectangular shapes. We assign a parameter
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set Xi ¼ fxi; yi; ri; hi; aiðhiÞ; hui ; hui ; hli; hlig to Vi to describe the positions, sizes and
orientations of the vertebral body and the upper/lower intervertebral discs of Vi as
shown in Fig. 2. E ¼ ei;j

� �
; i; j ¼ 0; 1; 2; . . .;N � 1 define a connection matrix of

the graph G. On this graphical model, the observation model of a single component
Vi is defined as p IjXið Þ; i ¼ 0; 1; . . .;N � 1 and the potential among neighboring
components Vi and Vj with ei;j ¼ 1 is defined as p Xi;Xj

� �
; i; j ¼ 0; 1; . . .;N � 1;

ei;j ¼ 1. From a probabilistic point of view, p IjXið Þ represents the probability that

Fig. 1 A schematic view of the graphical model based representation of a spinal structure
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the configuration Xi of the node Vi match the observed image(s) I and the
potential p Xi;Xj

� �
encodes the geometrical constraint between components. The

identification of the spinal structure is then to find the configuration
X ¼ fX0;X1; . . .;Xi; . . .;XN�1g, that maximizes.

pðXjIÞ /
Y
i

p IjXið Þ
Y
ei;j¼1

p Xi;Xj
� �

: ð1Þ

2.2 Component Observation Model

The component observation model p IjXið Þ is to match a template, which is
determine by Xi, with the observed image(s) I. We define our component obser-
vation model as:

p IjXið Þ ¼ pI IjXið ÞpG IjXið ÞpV IjXið Þ: ð2Þ

The three items in Eq. (2) come from the intensity, gradient and local variance of
the template as detailed below:

• Intensity observation model pI IjXið Þ: The intensity observation model repre-
sents the probability that the parameterized model of Vi with the correspondent
parameter set Xi fits the appearance of the observed image(s) I. Each Xi

determines a disc-vertebra-disc template as shown in Fig. 2. We assume that the
interior area of the vertebral body has a homogeneous intensity distribution
modeled as a Gaussian distribution Nðli; riÞ. While the border region, which is
defined as a small neighborhood outside the vertebral body as shown in Fig. 2, is
assumed to obey a different intensity distribution from the interior area of the
vertebral body. For each pixel s that falls in the interior and the border region of

Fig. 2 A schematic view of the vertebral body template for the component observation model
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the template with an intensity value IðsÞ, the image appearance value of s is
computed as

p sjXið Þ ¼ e
�ðI sð Þ�liÞ2

2r2
i : ð3Þ

We further define pI IjXið Þ ¼ exI ciI , where ciI is the cross-correlation between the
image appearance values p sjXið Þ and a binary template which sets value 1 to the
interior area of the template and 0 to the border region. xI [ 0 is a weighting
factor. Intuitively this means that we assume that the interior region of the
template should obey the Gaussian distribution and the border area should have
a different intensity distribution. The Gaussian model Nðli; riÞ can be learned
from the observed image(s) I once Xi is given, i.e., to fit a Gaussian distribution
with the intensity values of the interior region of the vertebral body determined
by Xi.

• Gradient observation model pG IjXið Þ: Similar to pI IjXið Þ, we can define
pG IjXið Þ ¼ exGciG , where ciG is the cross-correlation between the gradient image
values of the observed image(s) in the template area and a binary gradient
template, which sets 0 in the interior area and 1 in the border region. This means
that the interior region of the vertebral body is homogeneous and high gradient
values should only happen on the border of the vertebral template.

• Local variance observation model pV IjXið Þ: We define the local variance image
IV of a pixel in the image(s) I as the intensity variance in a small window
centered at this pixel. We set pV IjXið Þ ¼ exV ciV , where ciV is the cross-correlation
between the local variance values and a binary template identical to the gradient
template. Similar to the gradient observation model, this item is used to model
the observation that intensities of the interior area of a vertebral body should be
more homogeneous than those of the border region.

We only consider the image observation model of the vertebral bodies but ignore
the observation model of the discs. This is due to the fact that for X-ray image(s)
with different view direction(s), the above mentioned observation model is more
reliable for the vertebral bodies than for the discs. A unified observation model for
the discs is more difficult to be designed.

It can also be observed that the three components in the observation model do
not need to be trained with training data as done in [1, 2, 5]. Instead their parameters
can be directly learned from the target X-ray image(s) I.

2.3 Potentials Between Components

We define inter-node potentials to apply geometric constraints between neighboring
nodes such that all the nodes will be assembled to a meaningful spinal structure.
More specifically, we have:
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p Xi;Xj
� � ¼ pS Xi;Xj

� �
pO Xi;Xj

� �
pD Xi;Xj

� � ð4Þ

The three items in (4) specify the size, the orientation and the distance con-
straints as detailed below:

• Size constraint pS Xi;Xj
� �

: pS Xi;Xj
� �

is used to set constraint on the sizes
(radius and height of the vertebral body) of the neighboring components and is
defined as

pS Xi;Xj
� � ¼ e�

ðxr
ri�rjj j
riþrjj jþxh

hi�hjj j
hiþhjj jÞ

ji�jj ð5Þ

which means that neighboring components should have similar sizes and that
the strength of the constraint should decay with the order distance between these
two components.

• Orientation constraint pO Xi;Xj
� �

: we define

pO Xi;Xj
� � ¼ e�

x0ðaiðhiÞ�ajðhjÞÞ
ji�jj ð6Þ

to ensure that the neighboring vertebral bodies should have similar orientations,
in which aiðhiÞ defines the orientation of a vertebral body template as shown in
Fig. 2.

• Distance constraint pD Xi;Xj
� �

: for direct neighboring nodes Vi;Vj, i.e.,
i� jj j ¼ 1, we also define constraints on the spatial distance between their
vertebral body centers. Without losing any generality, for the case j ¼ iþ 1 we
define pD Xi;Xj

� �
as

pD Xi;Xj
� � ¼

e
�xD

dC;ij
dh;ij ; dC;ij\

dh;ij
4

e
�xD

dC;ij�
dh;ijþhl

i
þhu

jð Þ
2

dh;ij ; 5
4 dh;ij [ dC;ij [ 3

4 dh;ij
0; elsewhere

8>>><
>>>:

ð7Þ

where dC;ij ¼ Ci � Cj

�� ��, dh;ij ¼ hi þ hj; Ci and Cj are the centers of the
neighboring nodes Vi and Vj, respectively. The value of pD Xi;Xj

� �
with respect

to the value of dC;ij=dh;ij is shown in Fig. 3. It can be observed that pD Xi;Xj
� �

obtains a high value in the regions 0–0.25 and 0.75–1.25. Intuitively this
constraint means that direct neighboring components should either be closely
connected side-by-side (around the region when dC;ij=dh;ij is in the range of
0.75–1.25 as shown in Fig. 3) or merge to one object (around the region when
dC;ij=dh;ij is in the range of 0.0–0.25 as shown in Fig. 3). This makes our
graphical model capable of automatically adjusting the configuration of the
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nodes in the component chain to adaptively determine the number of vertebrae
during the inference procedure. The details about the vertebra number
determination will be explained in details in part 2.5.

2.4 Optimization

The optimization procedure aims to find the configuration X ¼ fX0;X1; . . .;Xi; . . .;
XN�1g that maximizes

pðXjIÞ /
Y
i

p IjXið Þ
Y
ei;j¼1

p Xi;Xj
� � ð8Þ

i.e., to obtain the MAP estimation of the model configuration that can fit the
observed data.

In [1], the optimization is achieved by a generalized Expectation-Maximization
(EM) algorithm given the known disc number and a proper initialization. In [2], the
candidate configuration for each object can be detected by searching the whole data
volume using trained random classification trees and the inference is achieved by
the A* algorithm. Both of their optimization methods are not suitable for our
graphical model. This can be explained briefly as follows. Firstly, we do not have a
proper initialization as in [1]. Secondly, the configuration of each object in our case
is high dimensional so that the complete search for candidate configurations of each
object as presented in [2] is computationally expensive. In [5], the optimization is
achieved by a joint application of a decision forest to detect the vertebral centers
and a graphical model to refine the detection results.

Our optimization procedure to find the solution of Eq. (1) consists of two levels:

1. An inner iteration to find the configuration Xi of each individual component Vi

by a particle filtering.

Fig. 3 Distance constraints pD Xi;Xj
� �

w.r.t. dC;ij=dh;ij, where a higher value of pD indicates a
configuration Xi;Xj

� �
with a higher probability

Graphical Model-Based Vertebra Identification … 373



2. An outer iteration to find the joint configuration of the component set fXi; i ¼
0; 1; . . .;N � 1g by a belief propagation (BP) based inference [7].

The inner iteration and outer iteration are described as follows:

Algorithm I Inner iteration to find the configuration Xi of Vi

For an object Vi and its configuration parameters Xi

1. Randomly generate a set of K configurations of Vi, Xk
i ; k ¼ 0; 1; . . .;

K � 1.
2. Compute the belief of each configuration as xk

i / pðIjXk
i Þ based on the

component observation model as defined in Eq. (1), (2) and (3). Obviously
the K configurations of Vi, Xk

i ; k ¼ 0; 1; . . .;K � 1 with their correspon-
dent beliefs xk

i ; k ¼ 0; 1; . . .;K � 1 can be regarded as a particle based
non-parametric representation of the distribution pðIjXiÞ

3. Resample from the distribution pðIjXiÞ to obtain new samples of the
configuration of Vi, Xk

i;new; k ¼ 0; 1; . . .;K � 1., which can be approxi-

mated by drawing samples from the distribution density fxk
i g with the

correspondent configuration Xk
i followed by a random perturbation of the

configuration Xk
i .

4. Repeat 2–3 until the procedure converges.

Algorithm II Outer iteration (BP) to compute the joint distribution pðXjIÞ
Given all the samples Xk

i ; i ¼ 0; 1; . . .;N � 1; k ¼ 0; 1; . . .;K � 1g of
fVi; i ¼ 0; 1; . . .;N � 1} and the correspondent beliefs fxk

i ; i ¼ 0; 1; . . .;N � 1;
k ¼ 0; 1; . . .;K � 1}

1. Taking the randomly generated configurations fXk
i g as candidate con-

figurations of each component and the beliefs fxk
i g as local beliefs, run a

(loopy) belief propagation on the graphical model as shown in Fig. 1 to
approximate the joint distribution p XjIð Þ.

2. Compute the marginal distribution of each component as f�xk
i g, which can

be obtained from the distribution p XjIð Þ.

The basic concept of our optimization algorithm is to combine the inner and
outer iterations as shown in Algorithm III.
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Algorithm III Optimization of the joint configuration

1. For each component Vi, run the step 1 and 2 of the inner iteration to
compute {Xk

i ; k ¼ 0; 1; . . .;K � 1g with their correspondent beliefs
{xk

i ; k ¼ 0; 1; . . .;K � 1}.
2. Run the outer iteration to compute the joint distribution p XjIð Þ and update

marginal distribution f�xk
i g:

3. For each component Vi, run the step 3 of the inner iteration to update the
configuration of each component.

4. Repeat 1–3 until the procedure converges.

The particle filter based inner iteration and the BP based outer iteration are
combined such that

• The particle filtering in the inner iteration is used to find probable candidates for
each individual component.

• The belief propagation (BP) in the outer iteration is used to set regularization on
multiple components so that only the candidates that can fulfill the inter-com-
ponent constraint will be selected.

In our algorithm, the stop criteria is set to run Algorithm III for a fixed number
of iterations and the optimal configuration of Vi is set as the sample Xk

i with the
highest probability xk

i .

2.5 The Determination of the Number of Vertebrae

Vertebral number determination is a key factor for correct vertebral body detection.
In our approach we handle this problem by a semi-automatic method as described
below:

• User clicks two landmarks on the X-ray image to indicate the centers of the first
and the last visible vertebral bodies.

• From the locations of these two landmarks and the projection parameters of the
X-ray image(s), we can estimate a minimal number of vertebrae Nupper , by
dividing the distance between the two landmarks by an empirical estimation of
the average vertebral height. Usually Nupper is greater than the true number N of
the visible vertebrae in the image. We then construct a graph model with Nupper

nodes.
• Carry out the inference procedure described in Algorithm III. Due to the dis-

tance potential between neighboring components as shown in Fig. 3, neigh-
boring components will either be located side-by-side or overlap with each
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other. Therefore, some vertebrae will merge with their neighbors, i.e., multiple
nodes may be located very close to each other.

• After the optimization, a mean-shift based clustering on the central positions of
the components using the mean height of the vertebral bodies as its bandwidth is
used to merge overlapping components and therefore find the number of ver-
tebrae [8].

Fig. 4 Examples of detection vertebrae in different spinal regions. a An example of cervical
vertebra detection. b An example of thoracic vertebra detection. c An example of lumbar vertebra
detection
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• Using the detected vertebral number to construct a new graphical model and run
the inference procedure as shown in Algorithm III to detect all vertebrae visible
in the image(s).

3 Experimental Results

We validated the present approach on digitally reconstructed radiographs (DRRs) of
twenty-one cadaver spinal segments, where eight of them were from cervical
region, six of them were from thoracic region and the rest were from lumbar region,
as well as one low-dose X-ray radiography of a scoliotic patient. The DRRs were
constructed from the CT volumes of the associated spinal segments. For each CT
volume, a pair of DRRs consisting of an anterior-posterior (AP) image and a lateral-
medial (LM) image were generated. There are in total 132 vertebrae in the DRRs
(45 cervical vertebrae, 56 thoracic vertebrae, and 31 lumbar vertebrae) and there are
13 vertebrae visible in the low-dose X-ray radiography.

For each pairs of DRRs, we started the detection from the LM image due to the
observation that the vertebral bodies in the LM image were more homogeneous
than those in the AP image. As soon as all the vertebrae were detected from the LM
image, we could apply the same approach to the AP image but with a fixed number
of the vertebrae that is determined from the LM image. For each detection, the user
interactively specified two points as the input to our approach with one picked
around the center of the top vertebra and the other around the center of the bottom
vertebra. Our approach was then used to detect all vertebrae from the input image
pair. The outputs from our approach include the number of vertebrae in the image,
as well as the 3D location and orientation of each vertebra, which are reconstructed
from the associated 2D detection results in both images. Figure 4 shows three
examples of the automated detection of vertebrae in three different anatomical
regions.

The automated vertebral body detection results are presented in Table 1.
Although our approach had false/miss detection on four pairs of images, the false/
miss vertebra detection rate was low. From the totally 132 vertebrae, our approach
could successfully detect 122 vertebrae, which results in a 92.4 % success rate.

Table 1 Automated vertebral body detection results

Spine regions Detection results Image number Vertebra number

Cervical vertebrae Correct 6 38

False/miss 2 7

Thoracic vertebrae Correct 4 53

False/miss 2 3

Lumbar vertebrae Correct 7 31

False/miss 0 0
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For the low-dose X-ray radiography of the scoliotic patient, our algorithm can
successfully detect all 13 vertebrae. Figure 5 shows the detection results.

4 Discussions and Conclusions

In this chapter, different from previous work [9, 10], we proposed a graphical
model-based method for automated detection of vertebral bodies from X-ray image
(s). We validated our method on DRRs of twenty-one cadaver spinal segments of
different regions as well as on one low-dose X-ray radiography of a scoliotic
patient. Compared to previously introduced approach, our approach has following
advantages: (1) it does not need to be trained using training data, (2) it does not ask
for the prior information of the examined anatomical region and (3) it can auto-
matically identify the number of vertebrae visible in the image(s) and therefore does
not ask for a prior information about the number of vertebrae to be identified. Our
future work focuses on investigating the performance of the proposed approach on
more clinical X-ray images.

Acknowledgments The authors gratefully acknowledge the financial support from the Swiss
National Science Foundation through the National Centers of Competence in Research CO-ME.

Fig. 5 Results of automatic
vertebra detection from a
low-dose X-ray radiograph of
a scoliotic patient. All 13
visible vertebrae have been
successfully detected by our
algorithm
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Model-Based Segmentation,
Reconstruction and Analysis
of the Vertebral Body from Spinal CT

Melih Aslan, Ahmed Shalaby, Asem Ali and Aly A. Farag

Abstract In this chapter, we present novel vertebral body segmentation methods in
computed tomography (CT) images. Three pieces of information (intensity, spatial
interaction, and shape) are modeled to optimize new probabilistic energy functions;
and hence to obtain the optimum segmentation. The information of the intensity and
spatial interaction are modeled using the Gaussian and Gibbs distribution, respec-
tively. A shape model is proposed using new probabilistic functions to enhance the
segmentation results. The models are generic shape information which is obtained
using the cervical, lumbar, and thoracic spinal regions. The proposed methods are
validated with clinical CT images and on a phantom with various Gaussian noise
levels. This study reveals that the proposed methods are robust under various noise
levels, less variant to the initialization, and quite faster than alternative methods.
Applications on bone mineral density (BMD) measurements of vertebral body are
given to illustrate the accuracy of the proposed segmentation approach.

1 Introduction

Isolating an organ from its surrounding anatomical structures is a crucial step in
many unsupervised frameworks. Examples of these frameworks are those that
assess the organ functions and those that are proposed for automatic classification
of normal organ and acute rejection transplants. In this work, we propose seg-
mentation frameworks for spine bone [more specifically the Vertebral Body (VB)].

M. Aslan � A. Shalaby � A.A. Farag (&)
Computer Vision and Image Processing Laboratory, University of Louisville,
Louisville, KY, USA
e-mail: aly.farag@louisville.edu

M. Aslan
Computer Science Department, Wayne State University, Detroit, MI, USA

A. Ali
Electrical Engineering Department, Assiut University, Assiut, Egypt

© Springer International Publishing Switzerland 2015
S. Li and J. Yao (eds.), Spinal Imaging and Image Analysis,
Lecture Notes in Computational Vision and Biomechanics 18,
DOI 10.1007/978-3-319-12508-4_13

381



Segmentation can be defined as partitioning the image into the meaningful areas
using the existing (low level) information in the image and prior (high level)
information which can be obtained using a number of features of an object. The
human vision system aims to extract and use as much as possible information in the
image. The possible information includes the intensity, possible motion of the
object (in sequential images), spatial relations (interaction) as the existing infor-
mation, and the shape of the object which is learnt from the experience as the prior
information. The machine visual system cannot predict the prior information unless
it is supplemented. Hence, any prior cue can be specified beforehand to enhance the
segmentation or to obtain the desired segmentation. If the prior information of the
object is not given beforehand to the machine vision task, the segmentation method
may not give desired results due to noise, occlusion, and missing information in the
image.

One of the bone diseases, which is characterized by a reduction in bone mass, is
Osteoporosis. This disease results in an increased risk of fractures. Bone Mineral
Density (BMD) measurements and Fracture Analysis (FA) of the VBs should be
obtained to accurately diagnose the osteoporosis. To obtain these measurements and
analysis, VBs should be accurately segmented, which is our main objective in this
work.

Since BMD measurements and fracture analysis are restricted to the vertebral
bodies, segmentation approaches should successfully isolate VB from processes,
which constitute spine bone as shown in Fig. 1. However, due to region inhomo-
geneities existing in CT images, isolating a VB form its background is not an easy
task as shown in Fig. 2. To overcome these inhomogeneities and accurately seg-
ment VBs, we use both shape and appearance information.

Fig. 1 Vertebral Body: A CT
slice of vertebral body
illustrates its regions: the VB
region (in blue color), which
is our region of interest to be
segmented. Spinal processes
and ribs, which should not be
included in the BMD
measurements, are shown
as well
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The literature is rich with organ segmentation techniques. However, we will
discuss only some of these techniques whose basics depend on shape modeling and
whose application is VB segmentation. To tackle the problem of segmenting a spine
bones, various approaches have been introduced. For instance, Klinder et al. [1]
developed an automated model-based vertebra detection, identification and seg-
mentation approach. Kang et al. [2] developed a 3D segmentation method for
skeletal structures from CT images. Their method starts with a three dimensional
region growing step using local adaptive thresholds. Then a closing of boundary
discontinuities and an anatomically-oriented boundary adjustment steps are done.
They presented various anatomical bony structures as applications. They evaluated
their segmentation accuracy using the European Spine Phantom (ESP) [3]. In order
to measure bone mineral density, Mastmeyer et al. [4] presented a hierarchical
segmentation approach for the lumbar spine. They reported that it takes less than
10 min to analyze three vertebrae, which is a huge improvement compared to what
is reported in [5]: 1–2 h. However, this timing is far from the real time required for
clinical applications. To analyze the fracture of VBs, Roberts et al. [6] used the
active appearance model. Other techniques have been developed to segment skel-
etal structures and can be found for instance in [7–9].

Actually, there are a huge number of segmentation techniques in the literature:
simple techniques (e.g. region growing or thresholding), parametric deformable
models and geometrical deformable models. However, all these methods tend to fail
in the case of noise, gray level inhomogeneities, and diffused boundaries. Organs
have well-constrained forms within a family of shapes. Therefore segmentation
algorithms have to exploit the prior knowledge of shapes and other properties of the
structures to be segmented. Leventon et al. [10] combined the shape and deformable
model by attracting the level set function to the likely shapes from a training set
specified by principal component analysis (PCA). To make the shape guides the
segmentation process, Chen et al. [11] defined an energy functional, which basi-
cally minimizes an Euclidean distance between a given point and its shape prior.
Huang et al. [12], combined registration with segmentation in an energy minimi-
zation problem. The evolving curve is registered iteratively with a shape model

Fig. 2 Typical challenges for vertebrae segmentation. a Inner boundaries. b Osteophytes. c Bone
degenerative disease. d Double boundary
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using the level sets. They minimized a certain function to estimate the transfor-
mation parameters.

In this chapter, we present universal and probabilistic shape based segmentation
methods that are less variant to the initialization. Contribution of this chapter can be
generalized as follows:

• This chapter solves problems caused by noise, occlusion, and missing infor-
mation of the object by integrating the prior shape information.

• In this chapter, the conventional shape based segmentation results are enhanced
by proposing a new probabilistic shape models and a new energy functional to
be minimized. The shape variations are modelled using a probabilistic functions.

• The proposed shape based segmentation method is less variant to the
initialization.

• To optimize the energy functional, the original ICM method, which was orig-
inally proposed by Besag [13], is extended by integrating the shape prior. With
integrating the shape model to the original ICM method, possible local mini-
mums of the energy functional are eliminated as much as possible, and enhance
the results.

• One of the most important contributions of this study is to offer a segmentation
framework which can be suitable to the clinical works with acceptable results. If
the proposed method in this study is compared most published bone segmen-
tation methods, the large execution time is reduced effectively.

• Many works are restricted to the specific regions of spine bone column as such
lumbar, thoracic, and others. In this study, there is no any region restriction, and
the proposed framework is processed on different regions.

• The proposed framework and the new probabilistic shape model extract the
spinal processes and ribs which should not be included in the bone mineral
density measurements.

• This work is not dependent on any identification step thanks to the new uni-
versal shape model and its embedding step.

Next section details the proposed methods.

2 Proposed Framework

In this section, we describe the proposed methods. First, the general theoretical idea
of the proposed frameworks is described. Then, two pre-processing steps, the spinal
cord extraction and VB separation, are described. We present three methods which
differ mostly in the shape modeling and optimization parts.
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2.1 Overview

In this chapter, three pieces of information (intensity, spatial interaction, and shape)
are modelled to obtain the optimum segmentation. The data is assumed to have two
classes: background and object regions which are represented as “b” or “0” and “o”
or “1”, respectively. So, let L ¼ f0; 1g denotes the set of labels. In this work, the
given VB’s volume, the shape model and the desired map (labeled volume) are
described by a joint Markov-Gibbs random field (MGRF) model. We can define the
gray level volume I by the mapping P ! G and its desired map f by the mapping
P ! L, where P is the set of voxels and G is the set of gray levels. Shape
information is represented by the set of distances of variability region’s voxels d
(more details explained later). Since I and d are independent, a conditional distri-
bution model of input volume, its desired map, and the shape constraints can be
written by the as follows:

PðfjI; dÞ � PðIjfÞPðdjfÞPðfÞ; ð1Þ

where PðIjfÞ and PðfÞ represents appearance models, and the conditional distri-
bution PðdjfÞ is the shape model. Given I and d, the map f can be obtained using
Bayesian maximum-a posteriori estimate as follows:

f� ¼ argmax
f2F

LðI; d; fÞ; ð2Þ

where F is the set of all possible f 0s, and L I; d; fð Þ is the log-likelihood function,
which can be written as follows:

LðI; d; fÞ / logPðdjfÞ þ logPðIjfÞ þ logPðfÞ: ð3Þ

The parameters of the shape model PðdjfÞ and the volume appearance models
should be identified, to completely define this log-likelihood function.

Intensity and interaction models may not be enough to obtain optimum seg-
mentation. To segment the VB, a new shape based methods which integrate the
models of the intensity, spatial interaction, and shape prior information is proposed.
The proposed method presents several advantages which can be written as: (i) the
probabilistic shape model is automatically registered to the testing image, hence
manual interaction is eliminated, (ii) the registration benefits from the segmented
region to be used in the shape representation, and (iii) the probabilistic shape model
refines the initial segmentation result using the registered variability volume.

The segmentation part has following steps: (1) initial segmentation using only
intensity and spatial interaction information (this step is needed to obtain the feature
correspondence between the image domain and shape model), (2) shape model
registration, and (3) the final segmentation using three models.

Next section, we describe the spinal cord extraction stage as a preprocessing step.
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2.2 Spine Cord Extraction

As a pre-processing step, the spinal cord is extracted using the Matched filter. This
process helps to remove the spinal processes roughly; hence the shape model will
be registered to the image domain easily. In the first step, the Matched filter (MF)
[14, 15] is employed to detect the VB automatically. This procedure eliminates the
user interaction and improves the segmentation accuracy. Let f ðx; yÞ and gðx; yÞ be
template and test images, respectively. To compare the two images for various
possible shifts sx and sy, one can compute the cross-correlation cðsx; syÞ as

cðsx; syÞ ¼
Z Z

gðx; yÞf ðx� sx; y� syÞdxdy; ð4Þ

where the limits of integration are dependent on gðx; yÞ. The Eq. (4) can also be
written as

cðsx; syÞ ¼
Z Z

Gðfx; fyÞF�ðfx; fyÞ expðj2pðfxsx þ fysyÞÞdfxdfy
¼ FT�1ðGðfx; fyÞF�ðfx; fyÞÞ;

ð5Þ

where Gðfx; fyÞ and Fðfx; fyÞ are the 2-D FTs of gðx; yÞ and f ðx; yÞ, respectively with
fx and fy denoting the spatial frequencies. The test image gðx; yÞ is filtered by
Hðfx; fyÞ ¼ F�ðfx; fyÞ to produce the output cðsx; syÞ. Hence, Hðfx; fyÞ is the corre-
lation filter which is the complex conjugate of the 2-D FT of the reference image
f ðx; yÞ. Figure 3a shows the reference image used in the Matched filter. Some
examples of the VB detection are shown in Figs. 3b–d. The Matched filter is tested
using 4,000 clinical CT images. The detection accuracy for the VB region is
97.2 %. The detection accuracy is increased to around 100 % by smoothing all
detected points of a dataset in the z-axis.

To extract the spinal processes and ribs roughly, some simple steps are followed
as shown in Fig. 4. These steps are required to: (i) extract the spinal processes and
ribs roughly, (ii) crop the ROI minimize the execution time. Figures 5 and 6 show
different examples of this stage in the sagittal view.

2.3 Vertebrae Separation

This process is required in the proposed framework hence the shape model is
registered to each VB in an easy way. In this process, two methods are suggested to
separate each vertebrae. The first suggestion is the manual separation, and the
second one is the previously proposed automatic framework [16] as shown in
Fig. 7c.
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Fig. 3 a The template used for the Matched filter. b–d A few images of automatic VB detection.
The green line shows the detection of VB region

Fig. 4 In the first step, the MF is run on each slice of the 3D data. The output of this process is the
detected points of each CT slices as shown with the blue dot. After the center points are detected, a
mask is used to refine the data to specify the region of interest (ROI). In the mask, it is accepted
that a ¼ 50, b ¼ 60, and c ¼ 20. Any user can change these values. But the user should be careful
to extract the spinal processes and ribs roughly. Then, another mask can be used to crop the ROI
using the average center points (the red color) of all slices of 3D data. d ¼ 60 is accepted to
capture the VB region
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Fig. 5 The extraction of the spinal cord on a data set (Example-1). a Sagittal view of each data.
b The detected VB region. c The refined data to extract the spinal processes and ribs. d The
cropped data to reduce the size of the image

Fig. 6 The extraction of the spinal cord on a data set (Example-2). a Sagittal view of each data.
b The detected VB region. c The refined data to extract the spinal processes and ribs. d The
cropped data to reduce the size of the image
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The advantage of automatic separation is to eliminate user interaction(s).
However, there are two disadvantages: (i) increased error, (ii) current methods in
the literature have higher execution time respect to the manual methods. To give the
user his own choice, two methods are described.

2.3.1 Manual

After the spinal cord, processes, and ribs are extracted roughly, we need to separate
adjacent VBs in order to embed the shape model to the image domain. In the
manual separation, simple manual annotations are needed to specify the cut-points
of VBs. For instance, if there are three VBs in the dataset, six points are annotated
on the image. In the experiments, the average execution time to separate 12 adjacent
VBs is 18 s. This timing may still not be optimum one, however, with manual
annotations there should not be any possible data loss. In the next section, the
automated separation process, which Aslan et al. previously published in [16], is
described. It should be noted that segmentation accuracy is measured when the VBs
are separated manually.

2.3.2 Automatic

In this section, a 3D framework to separate vertebral bones in CT images without
any user intervention [16] is used. To separate the VBs, the previously developed
approach based on 4 points automatically placed on cortical shell is used. An
example of separation and segmentation of a VB is shown in Fig. 8c. After the
spinal cord is extracted; the approximate centerline of VB column is obtained.
These seeds are placed using the relatively higher gray level intensity values of the
cortex region.

Fig. 7 The separation of each VB in a data set. Two choices are given to the user: The Manual
and automatic options. Each option has its own advantages and disadvantages which are described
the section. a An image which has 3 adjacent VBs. b The manual separation process with 6 points
selected by a user. c The automatic separation method which was proposed by Aslan et al. in [16]
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Next, the histogram for a neighborhood around each seed is obtained. The
histogram represents the number of voxels whose intensity values are above
200 Hounsfield Unit (HU). This value is obtained empirically. Vertical boundaries
of a VB show higher gray level intensity than inner region of the VB and disks.
Figure 9 shows histograms (the red line), and thresholds (the black line). To search
vertical limits of the VB, the following adaptive threshold equation is used as
follows:

TH ¼ lðAÞ þ j � ½maxðAÞ � lðAÞ�; ð6Þ

where j ¼ 0:3 which is derived from experiments by trial-and-error, where A
represents each histogram vector with the red line as shown in Fig. 9, maxðAÞ and
lðAÞ are the maximum and average values in the histogram vector.

In the separation step, 30 patients which totals to 117 VBs are used. The results
can be classified as in [17]. There are five respective categories as described below.

• Excellent: The VB is successfully separated without any misclassification.
Vertical limits are correctly obtained.

• Good: The VB is separated with small parts of adjacent disk or VB. Around
90 % or vertical limits are correctly obtained.

• Bad: The VB is separated, however noticeable parts of it are missed. Around
70–90 % of vertical limits are correctly obtained.

• Poor: Large portions of anatomical structure of VB are missed. Around 50–70 %
of vertical limits are correctly obtained.

• Fail: The VB is not separated due to challenges.

Fig. 8 The separation of the VB region. a 3D view of three adjacent VB. b Automated placement
of 4 seeds on cortical bone and disc. c Separation of VB shown with red color

390 M. Aslan et al.



The proposed method produced about 85 % successful separation results, if
excellent and good grades are considered. Hence, 15 % separation results were
considered as fair, bad, or fail.

2.4 Segmentation Using Sign Distance-based Shape Model,
Gaussian-based Intensity Model, and Symmetric Gibbs
Potential-based Spatial Interaction Model

In the following subsections, we describe three proposed methods developed for the
VB segmentation problem. We, first, describe each method, then show its experi-
mental results.

The overall segmentation framework is shown in Fig. 10. The proposed
framework steps are described in Algorithm 1 as follows:

Algorithm 1:

A(Training)): 80 training VB shapes are used to obtain the new proba-
bilistic shape model. In this step, manually segmented VB shape which
are obtained from 20 different patients and different regions (such as
cervical, thoracic, and lumbar spine bone sections) are used.

Fig. 9 The VB separation:
The green volume shows the
4 four seeds. The red lines
correspond to the number of
voxels whose gray level are
bigger than 200 HU. The
black lines correspond to the
threshold written in Eq. (6)
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B) Spinal cord extraction (Pre-processing): The Matched filter is used
to detect the spinal cord. This step roughly extracts the ribs and spinal
processes. Also, the data size is reduced to 120x120xZ from 512x512xZ
where Z is the number of slices. This step reduces the execution time of
the segmentation process. The output of this phase is used in the following
steps.
C) Separation of VBs (Pre-processing): Two choices are given for the
user(s)-i) manual selection of disk to obtain each VB in a datasets, ii) fully
automatic VB separation using the histogram based information. It should
be noted all steps of the framework are fully automated except this step.
D) Segmentation: Three models are used to segment VBs: The intensity,
spatial interaction, and shape models. The following ‘While’ loop is
processed for the segmentation.

While j\Nslices do (Nslices: the number of slices.)

Fig. 10 The general segmentation framework. (Prior to this framework, it is required to obtain the
shape model). In the first phase, the spinal cord is extracted, processes, and ribs roughly using the
Matched filter. Also, the data size is reduced to minimize the execution time. In the second phase,
the VBs are separated with two choices: (i) manual, (ii) automatic. In the third phase, a new shape
based ICM method is proposed to segment the VBs
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1) The initial segmentation using the ICM method which integrates the
intensity and spatial interaction information. Using the EM algorithm,
pðIjf ¼ 0Þ and pðIjf ¼ 1Þ are estimated; and pðf ¼ 0Þ and pðf ¼ 1Þ are
estimated using the MGRF modeling. Then ICM method is used to select
the optimum labeling which maximizes logpðIjfÞ þ logpðfÞ.

2) The shape model is registered to the initially segmented region.
3) Final segmentation is carried out using the ICM which maximizes

logpðIjfÞ þ logpðfÞ þ logpðdjf;TÞ.
End While

To obtain a good intensity model, the conditional probability distribution, pðIjfÞ,
of the original image is estimated. The intensity information is modelled using the
Gaussian distribution. The Gaussian function can be written as

pðIjf ¼ iÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2pr2i

p expð� ðI� liÞ2
2r2i

Þ ð7Þ

The parameters of distributions (li; ri) are estimated using the expectation-
maximization (EM) method in [18, 19] where i = “0” and i = “1” represent
‘background’ and ‘object’ classes, respectively.

Spatial interaction helps correcting errors and recovering missing information in
the image labeling problem [20]. Stochastic process on a random field is used to
realize the image [21]. In this study, the unconditional probability distribution of the
desired map (labeling), pðfÞ, is obtained. To estimate pðfÞ, the Gibbs distribution is
used. The Gibbs distribution takes the following form

pðfÞ ¼ 1
Z
expð�UðfÞ

T
Þ ð8Þ

where

Z ¼
X
f2F

expð�Uðf)
T

Þ ð9Þ

is a normalizing constant called the partition function, T is a control parameter
called the temperature which is assumed to be 1 unless otherwise stated, and UðfÞ is
the Gibbs energy function. The energy is a sum of clique functions VcðfÞ over all
possible cliques C as

Uðf) =
X
c2C

VcðfÞ: ð10Þ
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A clique is a set of sites in which all pairs of sites are neighbors. The clique
potentials can be defined by

Vcðf Þ ¼ cc if all sites on c have the same label
�cc otherwise;

�
ð11Þ

where cc is the potential for type-c cliques. In this proposed method, the Potts
model [22] which is similar to Derin-Elliot model [23] is used. This model uses the
potentials of the Potts model describing the spatial pairwise interaction between two
neighboring pixels. The MGRF with the second order (8-pixel) neighborhood
depends only on the whether the nearest pairs of pixel labels are equal or not. In this
method, cc is estimated using the method proposed by Ali et al. in [24].

Human anatomical structures such as spine bones, kidneys, livers, hearts, and
eyes may have similar shapes. These shapes usually do not differ greatly from one
individual to another. There are many works which analyze the shape variability.
Cootes et al. [25] proposed effective approach using principle component analysis
(PCA). Abdelmumin [26] proposed another shape based segmentation method
using the Level sets algorithm. Tsai et al. [27] proposed a shape model which is
obtained using a signed distance function of the training data. Eigenmodes of
implicit shape representations are used to model the shape variability. Their method
does not require point correspondences. Their shape model is obtained using a
coefficient of each training shape. Cremers et al. [28] proposed a simultaneous
kernel shape based segmentation algorithm with a dissimilarity measure and sta-
tistical shape priors. This method is validated using various image sets in which
objects are tracked successfully. Most published works are theoretically valuable.
However, parameter optimization of the shape priors may take high execution time
if the training set is large. Also, the optimization methods used in shape registration,
such as the gradient descent, takes high execution time.

For the shape definition, mathematician and statistician D.G. Kendall writes: “All
the geometrical information that remains when location, scale, and rotational effects
are filtered out from an object.” Hence, the shape information is modeled after the
sample shapes are transformed into the reference space. Finally, the shape variability
is modeled using the occurrences of the transformed shapes. In the proposed work,
the vertebral body shape variability is analyzed using a probabilistic model.

In the next sections, each step is described in detail.

2.4.1 Shape Model Construction (Training)

Registration is the important method for shape-based segmentation, shape recog-
nition, tracking, feature extraction, image measurements, and image display. Shape
registration can be defined as the process of aligning two images of a scene. Image
registration requires transformations, which are mappings of points from the source
(reference) image to the target (sensed) image. The registration problem is for-
mulated such that a transformation that moves a point from a given source image to
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another target image according to some dissimilarity measure, needs to be esti-
mated. The dissimilarity measure can be defined according to either the curve or to
the entire region enclosed by the curve. The source and target images and trans-
formation can be defined as follows:

• Source (Is): Image which is kept unchanged and is used as a reference. This
image can be written as a function Is:R2 ! R for 8x 2 Xs.

• Target (It): Image which is geometrically transformed to the source image. This
image can be written as a function It:R2 ! R for 8y 2 Xt.

• Transformation (T): The function is used to warp the target image to take the
geometry of the reference image. The transformation can be written as a
function T:R2 ! R2 which is applied to a point x in Is to produce a transformed
point which is calculated as X ¼ TðxÞ. The registration error is calculated as
TðxÞ � y for each transformed pixel.

Steps in the registration can be categorized in 5 different ways such as:

(i) Preprocessing: Image smoothing, deblurring, edge sharpening, edge
detection, and etc.

(ii) Feature selection: Points, lines, regions and etc. from an the source and
target image.

(iii) Feature correspondence: The correspondence between two images.
(iv) The transformation functions: Affine, rigid, projective, curved and etc.
(v) Resampling: Transformed image should be resampled in the new image

domain.

In general, there are three categories of the registration methods: rigid, affine,
and elastic transformation. In literature the rigid and affine transformations are
classified as global transformations and elastic transformations are as local trans-
formation. A transformation is global if it is applied to the entire image. A trans-
formation is local if it is a composition of two or more transformations determined
on different domains (sub-images) of the image.

• A rigid body transformation is the most fundamental transformation and is
useful especially when correcting misalignment in the scanner. This transfor-
mation allows only translation and rotations, and preserves all lengths and
angles in an image.

• An affine transformation allows translation, rotation, and scaling. Some authors
defined the affine transformation as the rigid transformation plus scaling. Affine
transformations involving shearing (projection) are called projective transfor-
mation. An affine transformations will map lines and planes into lines and planes
but does not preserve length and angles.

• An elastic transformation allows local translation, rotation, and scaling, and it
has more number of parameters than affine transformations. It can map straight
lines into curves. An elastic registration is also called as a non-linear or curved
transformation. This transformation allows different regions to be transformed
independently.
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2.4.2 The Registration of Training Shapes

For the training stage, 80 VB cross-sections (34 thoracic, 34 lumbar, 12 cervical)
are used. These VBs are selected form 10 healthy and 10 with low bone mass
patients. The more information about the testing CT data sets will be given in the
experimental section.

In this subsection, we overview the shape representation approach used in this
work. The training set consists of VB shapes, {C1; . . .;CN }, as shown in Fig. 11;
with the signed distance functions {/1; . . .;/N }. Any pixel in this shape repre-
sentation is shown as x. The registration of all training shapes is done using the
similar approach described in [28] and used in [29, 30] as follows:

1. First, the average of the position factor (l) and scale factor (r) are obtained
using the following equations

l ¼ lx ly
� �T¼

PN

i¼1

P
X
xHð�/iðxÞÞPN

i¼1

P
X
Hð�/iðxÞÞ

PN

i¼1

P
X
yHð�/iðxÞÞPN

i¼1

P
X
Hð�/iðxÞÞ

� �T
; ð12Þ

r ¼ r2x r2y
� �T¼

PN

i¼1

P
X
ðx�lxÞ2Hð�/iðxÞÞPN

i¼1

P
X
Hð�/iðxÞÞ

PN

i¼1

P
X
ðy�lyÞ2Hð�/iðxÞÞPN

i¼1

P
X
Hð�/iðxÞÞ

� �T
; ð13Þ

where Hð:Þ is the Heaviside step function.
2. A global transformation is used to register training shapes with scale and

translation parameters. The transformation has scaling, S, and translation

Fig. 11 a The training VB images. In this experiment, 80 VB shapes which are obtained from 20
different patients and different regions (such as cervical, thoracic, and lumbar spine bone sections)
are proposed. b The average shape of all training VB images. The darker color represents the
higher object probability
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components Tr. Obtain the transformation parameters (tx; ty; sx; sy) for each
training shape, /, as

Tr ¼ tx ty½ �T¼ lx �
P

X
xHð�/ðxÞÞP

X
Hð�/ðxÞÞ ly �

P
X
yHð�/ðxÞÞP

X
Hð�/ðxÞÞ

� �T
; ð14Þ

S ¼ sx 0
0 sy

� �
¼

rxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
X
ðx�lxÞ2Hð�/ðxÞÞP
X
ðH�/ðxÞÞ

r 0

0 ryffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
X
ðy�lyÞ2Hð�/ðxÞÞP
X
Hð�/ðxÞÞ

r

2
66664

3
77775

T

ð15Þ

3. The transformation will be in the form TðxÞ ¼ X ¼ Sxþ Tr, where X is the
transformed point of x.

Note: In 2D case, the rotation parameter for the VB shape registration is not
necessary since VB shape does not show important variation in different rotation.

2.4.3 Training stage (Obtaining Probabilistic Shape Model)

1. Segment training images manually.
2. Align segmented images.
3. Generate shape variation. Intersection of training shape is accepted as an object

volume. The rest of the volume is accepted as variability volume except the
background region.

4. Obtain the probabilities of the object and background in the variability volume
of the shape model.

A new probabilistic shape model is formed using the training shapes as shown in
Fig. 11a. All registered training shapes are combined as shown in Fig. 11b. The
shape prior represented as R ¼ O [ B [ V is generated. The proposed shape model
functions are defined as follows:

O ¼
\N
i¼1

H(� /iÞ; ð16Þ

B ¼
\N
i¼1

Hð/iÞ; ð17Þ

V ¼
[N
i¼1

Hð�/iÞ �
\N
i¼1

Hð�/iÞ; ð18Þ

where /t
i represents any training shape.
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Figure 12 shows the detailed description of the shape models. The green color
shows the background region (B) which does not have any intersection with any
training shape. The blue color shows the object region (O) which is the intersection
of all training shapes. In (a), the gray color represents the variability region (V) that
can be described as the union of all projected training shapes subtracted by the
intersection of those shapes. In this variability region, the object and background
probabilistic shapes are modeled. The red color, in (b), shows the outer contour of
the variability region, and it is represented as (J). In the registration step, the shape
model is embedded to the initially segmented region. J is used to estimate the
registration parameters. The object (pðdjf ¼ 1Þ) and background (pðdjf ¼ 0Þ)
probabilistic models are defined in the variability region. The probabilistic shape
models are defined as follows:

• If x 2 O, then pðdxjfx ¼ 1Þ ¼ 1 and pðdxjfx ¼ 0Þ ¼ 0
• if x 2 B, then pðdxjfx ¼ 1Þ ¼ 0 and pðdxjfx ¼ 0Þ ¼ 1
• if x 2 V, then

Fig. 12 The shape model. The green color shows the background region which does not have any
intersection with any training shape. The blue color shows the object region which is the
intersection of all training shapes. a The gray color represents the variability region that can be
described as the union of all projected training shapes subtracted by the intersection of those
shapes. In this variability region, the object and background probabilistic shapes are defined. b The
red color shows the outer contour of the variability region. c The object ðpðdjf ¼ 1ÞÞ.
d background ðpðdjf ¼ 0ÞÞ shapes are modelled in the variability region in which the pixel values
are defined in (0:1)

398 M. Aslan et al.



pðdxjfx ¼ 1Þ ¼
PN

i¼1 Hð�/iðxÞÞ
N

; ð19Þ

pðdxjfx ¼ 0Þ ¼
PN

i¼1 Hð/iðxÞÞ
N

: ð20Þ

3D representation of the shape model is shown in Fig. 13. It should be noted that
Eqs. (19) and (20) represents the probability value at each pixel, x.

2.4.4 Initial Segmentation

To estimate the initial labeling f�, the ICM method which integrates the intensity
and spatial interaction information is used. It should be noted that the shape model
has not been used in this process. The initial segmented region is used to obtain the
SDF representation which is required in the registration process. An example of the
initial labeling is shown in Fig. 14. The method has acceptable results, because a
relatively large amount of pedicles and ribs are separated from the vertebral body. It
should be noted that there may still some portion of pedicles and ribs which could
not be separated. Between Fig. 14d, e, there is a shape registration process which is
shown in Figs. 15 and 16.

2.4.5 Embedding the Shape Model

To use the shape prior in the segmentation process, f� and the shape prior are
required to be registered. The shape model has a variability region as shown in
Fig. 12a. The outer contour is represented as J. In the registration process, J and f�

will be the source and target information, respectively. The registration step is done
in 2D slice by slice since the shape model can deform locally independently from

Fig. 13 The shape model is shown in 3D (when propagating 2D shape model into 3D). The outer
volume represents the variability region, the inner volume represents the object region
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other slices. This approach gives deformation flexibility between each slices which
stocks in z-axis. The transformation has 4 parameters such as sx, sy (for scale, S), and
tx, ty (for translation, Tr). It should be noted that the rotation is not necessary in the
method since the registration is done slice by slice; and the VB does not show
important rotational variation in the axial axes. Let us define the transformation
result by b that is obtained by applying a transformation T to a given contour/surface

Fig. 14 An example of the initial labeling. a Original CT images. b Detection of the VB region
and refinement. c The cropped VB region. d The initial labeling, f� using only the intensity and
spatial interaction models. e The final segmentation using three models
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Fig. 15 Embedding the shape model to the image domain and the final segmentation. (i) A CT
data after the extraction of spinal cord. (ii) Shape model initialization (the blue color show the
outer surface of the variability region J). The contour J is placed equally in every slice using the
obtained ROI. (iii) Embedding the shape model to the image domain. (iv) Final segmentation using
three models: The intensity, spatial interaction, and shape information. Images and results are
shown in the (a) sagittal, (b) coronal, and (c) axial views
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Fig. 16 Embedding the shape model to the image domain and the final segmentation. (i) A CT
data after the extraction of spinal cord. (ii) Shape model initialization (the blue color show the
outer surface of the variability region J). The contour J is placed equally in every slice using the
obtained ROI. (iii) Embedding the shape model to the image domain. (iv) Final segmentation using
three models: The intensity, spatial interaction, and shape information. Images and results are
shown in the (a) sagittal, (b) coronal, and (c) axial views
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a. In this case, b and a correspond to f� and J, respectively. The transformation can
be written for any point X in the space as TðxÞ ¼ X ¼ Sxþ Tr. Now consider
x 2 /J and X 2 /f� .

The registration of the shape model and testing image is done as follows:

(i) First, the average of the position factor (lf
�
) and scale factor (rf

�
) are

obtained using the following equations
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(ii) Obtain the transformation parameters (tx; ty; sx; sy) for the shape model, /J,
as

Tr ¼ tx ty½ �T¼ lf
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(iii) Transform each point x 2 X to the new point X. Hence, the shape model is
registered to the image domain.

(iv) The new probabilistic function at each pixel is pðdXjfXÞ ¼ pðdxjfx;TÞ.
Hence, the new transformed pixels will have the same probabilistic value
with corresponding pixels. An example of the registration and final seg-
mentation results are shown in Figs. 15 and 16.

2.4.6 Final Energy Minimization Using Three Models: Intensity,
Spatial Interaction, and Shape

Three probabilistic models are used. Before this step, the followings are obtained
already (i) the initial labeling f� that maximizes pðIjf�Þ, (ii) the MGRF model for
pðf�Þ, and (iii) the transformed shape prior to maximize pðdjf�;TÞ. It should be
noted that the transformation step is not an iterative process, and there is a unique
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solution for a given initial segmentation and shape model. Now, the objective is to
optimize the following equation to maximize the likelihood energy functional.
Algorithm 2 shows the proposed segmentation process using a new ICM method.

Algorithm 2: Optimization of Three Models

While do

For all do

Update by the value of which maximizes

End for

Increase 

End while

Note: It should be noted that X ¼ Sxþ Tr is any transformed pixel,and X is the
pixel domain in the image.

LðI; d; f;TÞ ¼ logpðIjfÞ þ logpðfÞ þ logpðdjf;TÞ: ð25Þ

2.4.7 Experimental Results-CT Data Population

The training and testing images were acquired from GE LightSpeed VCT, Toshiba
Aquilion, and Imatron C-150 CT scanners with an in-plane resolution range of
0.63–0.98 mm and a slice thickness of 0.63–3.00 mm. For the testing stage, 18
patient data sets, of which 10 are from female (‘F’) and 8 are from male (‘M’), and a
phantom are examined in this study. There are 16–96 axial slices with 512� 512
voxels. The proposed algorithm is tested on 932 CT slices/66 VBs which are
obtained from different spine bone regions (i.e. lumbar, thoracic, and etc.). In the
datasets, the number of visible VBs changes from 2 to 8. The data sets are also
categorized as ‘healthy’ (H) and ‘with low bone mass’ (L) with respect to their
calcium absorbtion. The experiments are run on 7 ‘H’ and 11 ‘L’ data sets. The ages
of the test subjects varies between 38 and 76 years with an average age of 61.3
years with 12.2 years standard deviation.

2.4.8 Experimental Results-Segmentation Measurements

Figure 17 shows the region of true positive (TP), true negative (TN), false positive
(FP), and false negative (FN). In this figure, the reference region represents the
ground truth which is verified by a radiologist. The test region represents the
automated segmented region. For the ESP, the segmentation quality is measured
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using the Jaccard distance whereas for the clinical data sets, the segmentation
quality is measured using 4 difference formulations. The measurements can be
defined as follows:

Accuracy ð%Þ ¼ 100 � TPþ TN
TPþ FPþ FN þ TN

ð26Þ

Precision ð%Þ ¼ 100 � TP
TPþ FP

ð27Þ

Jarrardcoefficient ð%Þ ¼ 100 � TP
TPþ FN þ FP

ð28Þ

Dice0scoefficient ð%Þ ¼ 100 � 2TP
2TP + FP + FN

ð29Þ

2.4.9 Experimental Results-Validation Using the Phantom

In the experiments, the ESP, which is an accepted standard for quality control [3] in
bone densitometry, is used to validate the segmentation algorithms. Because clinical
CT images have gray level inhomogeneity, noise, and weak edges in some slices,
the ESP was scanned with the same problems to validate the robustness of any
method. CT images may have various noise and image uncertainties. Image noise is
related to the numbers of X-ray photons absorbed by each small area of the image
[31]. The higher exposure levels result in a better image, and less image noise, but
more radiation is absorbed by a patient. Hence, segmentation methods should be
robust to various image conditions. It is assumed that CT images may have random
noise. To assess the proposed method under various challenges, Gaussian noise
with a zero mean and different variance r2n values (from 0 to 0.5) is added to the CT

Fig. 17 In the segmentation
quality measurements, there
are 4 regions to be considered
as: True positive (TP), false
positive (FP), true negative
(TN), and false negative (FN).
The reference and test regions
represent the ground truth and
automatic segmented regions
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images. The segmentation accuracy is measured for each method using the ground
truths. The proposed method is compared with other 3 alternatives which can be
represented as follows: A1: Active appearance method described in [32], A2: Level
sets method described in [33], and A3: Shape based level sets method described
in [29].

The segmentation results and the average accuracy on the ESP (when the ini-
tialization is optimal) are shown in Figs. 18 and 19, respectively. In this test, the
initial point is chosen at the center of the object of interest. The elapsed time1 to
segment 12 ESP images is 136.2 s for A1, 194 s for A2 (with 30-pixel radius seed
size), 248 s for A3 (with 30-pixel radius seed size) and 12.8 s for the proposed
method (without the detection and VB separation parts). It should be noted that the
all results are obtained until each method reaches its possible convergence stage.

Fig. 18 Good Initialization: Segmentation comparison under (a) no noise, noise variances
(b) r2n = 0.1, (c) r2n = 0.25, and (d) r2n = 0.5. (i) Initialization. The results of (ii) A1, (iii) A2, (iv) A3
and (v) the proposed method. (The red and yellow colors show the contour of the ground truths and
segmented regions, respectively.)
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The results show that the proposed method is robust under various noise levels as
well as faster than other famous alternatives.

The initialization effect is also validated in this experiments. It should be noted that
A1–A3 need perfect manual initializations. However, the method is almost inde-
pendent of the initialization (which is usually required in the registration step). The
segmentation results and the accuracy on the ESP (when the initialization is not
optimal) are shown in Figs. 20 and 21, respectively. In this figures, the initial point is
chosen not close to the center point of the object of interest. It’s clear that the proposed
method performance is almost constant with different initial points. On the contrary,
the alternative methods are severely suffering from performance degradation.

The effect of each model is validated as shown in Fig. 22. In the figure, (i) shows
the initialization place for each method. The results which are based on (ii) only the
intensity model, (iii) intensity and spatial interaction, (iv) intensity, spatial inter-
action, and shape models are shown. The intensity based approach is not robust
under various noise levels. After the spatial interaction model is used, the seg-
mentation is getting better and most of the noise is eliminated. However, there are
still missing information and some noise using the two models. With the proposed
approach much better results are obtained compared with other models. The seg-
mentation accuracy with respect to the various noise levels is shown in Fig. 23.

2.4.10 Experimental Results-Results on Clinical CT Images

In this study, different type of data sets are used. Classification of data sets are
categorized into 3 groups as shown in Table 1. Classification is based on 6 features.

Fig. 19 Average segmentation accuracy of the VB segmentation on 12 CT images (ESP) with
respect to the various noise levels
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Slice thickness, resolution, spine column region (shape), fractures, diseases, and
spine bone edges are main factors of the classification. Class A is the best data sets
which can be segmented and analyzed easily. Data sets which are classified in class
C have serious problems such as diseases, fractures, weak spine edges, and low
resolution. Data sets in class B have some problems but they are better than data
sets in class C. Categorization could help to analyze the results separately.

As mentioned above, the proposed algorithm is tested on 932 CT slices/66 VBs
which are obtained from 18 (7 H and 11 L) different patients and different spine
bone regions (i.e. lumbar, thoracic, and etc.). The segmentation accuracy is given
with respect to the health condition of bone (‘H’, ‘L’, and ‘H + L’), and the
classification criteria (Class A, B, and C). Table 2 shows the quality measurement
results of the proposed segmentation method. The four different measurements are
given to be judged fairly. As can be interpreted from the results in the table, the

Fig. 20 Worse Initialization: Segmentation comparison under (a) no noise, noise variances
(b) r2n = 0.1, (c) r2n = 0.25, and (d) r2n = 0.5. (i) Initialization. The results of (ii) A1, (iii) A2, (iv) A3
and (v) the proposed method. (The red and yellow colors show the contour of the ground truths and
segmented regions, respectively.)
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Fig. 21 The effect of the initialization on the segmentation accuracy of 12 CT images (ESP) using
A1, A3, and ours. x0 and y0 represent the initial point in the X-direction and Y-direction
respectively w.r.t. the center of the object

Fig. 22 Segmentation results of an ESP CT slice with (a) no noise, noise variances (b) r2n = 0.1,
(c) r2n = 0.25, and (d) r2n = 0.5. (i) The original gray level image with various noise levels. The
results of (ii) only the intensity based segmentation, (iii) the initial segmentation f� based on the
intensity and spatial interaction models, (iv) proposed method integrating three models (intensity,
interaction, and shape)
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Jaccard coefficient gives the lowest quality score respect to the others. Also, the
accuracy gives the highest quality score respect to the other measurements. By
using this information, the proposed segmentation reaches the scores of ‘Jaccard

Fig. 23 Average
segmentation accuracy of the
VB segmentation method on
12 ESP CT images. After
each VB is detected, the size
is reduced to 120 × 120 that
the segmentation
measurements are calculated

Table 1 Classification of clinical data sets used in the experiments: There are totally 18 data sets
in the data base

Class A Class B Class C

Slice thickness Usually
<2.5 mm

Usually ≥2.5 mm,
but may be <2.5 mm

Usually ≥3.00 mm,
but can be smaller
if disease exists

Resolution High Usually low Lower

Shape Straight Straight/Curvy Usually curvy but it
can be straight

Bone degeneration or
osteophyte

No May have disease May have disease

Fracture No No serious fracture May have serious
fractures

Edge Strong Strong/Weak Usually weak

Note Optimum
data

This class has some
problems

This class has very
serious problems

Class A, B, and C have 7, 5, and 6 data sets, respectively

Table 2 Segmentation results of each data class based on different measures

‘H’ ‘L’ ‘H + L’ Class A Class B Class C

Accuracy, % 98.2 97.9 97.6 99.0 98.7 98.0

Precision, % 91.1 86.6 88.6 90.9 89.9 84.4

Jaccard coefficient, % 87.6 83.0 85.0 87.7 86.9 80.3

Dice’s coefficient, % 93.1 90.4 91.5 93.8 92.9 89.0

The measurements are based on data sets with 120� 120� Z size where Z represents number of
slices
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coefficient’ 87.6, 83.0, and 85.0 % for ‘H’, ‘L’, and ‘H + L’, respectively. The same
measurements gives 87.7, 86.9, and 80.3 % for classes A, B, and C, respectively.
The proposed method reaches the scores of ‘accuracy’ measurement 98.2, 97.9, and
97.6 % for ‘H’, ‘L’, and ‘H + L’, respectively. The same measurements gives 99.0,
98.7, and 98.0 % for classes A, B, and C, respectively.

Figure 24 shows the shape model registration and final segmentation result on
end-plate slices of VBs. The proposed method is able to segment end-plate slices
thanks to the shape embedding process although the shape model is obtained using
the full view of VB slices. However, further improvements can be searched for
more accuracy. The unnecessary regions such as ribs and processes are extracted as
much as possible using the shape model. Figure 25 shows some of the segmentation
examples in axial view.

Fig. 24 The shape registration process and segmentation results of end-plate slices of VBs. (i) The
shape model is registered to the initial segmented region. The blue color shows the contour of the
registered variability region, J. (ii) Final segmentation results. The yellow color shows the contour
of the segmented region

Fig. 25 Some of segmentation results are shown in the axial view. These images are from thoracic
and lumbar regions. The yellow color shows the contour of the segmented region
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The proposed framework is compared with two of very important spinal bone
related publications using features of each method. The features can be described as
follows: F1: User interactions, F2: Execution time (minutes) to run all steps respect
to segment 12VBs, F3: Extraction of spinal processes, F4: Vertebra identification,
F5: Suitability to all or specific location of spinal column (such as thorocic, lumbar,
and etc.), F6: The BMD measurements. Since the direct comparison with these two
methods are very difficult, each feature is compared as shown in Table 3. Although
the results are obtained using difference computer system for each method, the most
important contribution of this work is to segment VBs in very low execution times
with the acceptable segmentation accuracy. We maintain that the proposed method
can be applied in real time clinical studies.

It should be noted that VBs were manually separated in this test. The framework
take 167.2 s (less than 3 min) to segment 12 VBs—see Table 4. The number of
slices affects the execution time. For the 2D/3D framework, the execution time is
related to the number of slices in the image. Some experimental images of 3D
results are shown on coronal and sagittal views in Figs. 26, 27, 28 and 29.

2.5 Segmentation Using Euclidian Distance-based Shape
Model, LCG- based Intensity Model, and Asymmetric
Gibbs Potential-based Spatial Interaction Model

In this method, image modeling is a unified approach, which is created by inte-
grating several of our previous and ongoing efforts in image modelling techniques.
The first step is modeling shape variations using our new distance probabilistic

Table 3 Relative Comparison

F1 F2 F3 F4 F5 F6

Klinder et al. [1] No >36.5 No Yes All No

Mestmayer et al. [4] Yes >36 Yes No Specific Yes

Proposed Optional <3 Yes No All No

Table 4 Average execution time of the framework: The average time calculation is based on
12 VBs/96 CT slices

Framework stages Execution time (seconds)

Spinal cord extraction 15.7

VB separation 18 (manual)/45 (automatic)

Initial segmentation 54.1

Shape registration 32.6

Final segmentation 46.8

Total 167.2 (when manual VB separation is considered)
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model [34]. Where the distance marginal densities of the VB and its background
inside the variability region are approximated using a Poisson distribution, which is
refined by positive and negative Gaussian components. In order to use this distance
probabilistic model with any given VB set of images, we align this given volume
with the training 3D shape. The second step is approximating VB’s gray level using
our linear combination of Gaussian distributions (LCG) model with positive and
negative components [35, 36]. Moreover to model the spatial relationships between

Fig. 26 The shape embedding and final segmentation results are shown in 3D views. a A CT data
is shown in the sagittal axis (without the refinement). b The initial location of the shape models.
2D shape models are propagated in z-axis to form 3D models. The blue color (outer volume)
shows the variability region, whereas the yellow color (inner volume) represents the object region.
c The shape model after registration. d The final segmentation results using the three models
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the region labels, Potts model is used. The spatial pairwise interactions between two
neighboring voxels, which define the potentials of Potts model, are estimated using
our new analytical approach [37]. The last step is integrating these region and
boundary properties as well as the shape information using a new energy function,
which is globally minimized using s/t graph cuts to get the optimal segmentation.

In this method, only the VB separation process is used as a pre-processing step.

2.5.1 Shape Modeling

We create a 3D shape of vertebral body a subset of VB data sets. This is done as
follows: The VBs’ volumes, where each VB consists of 8 CT slices, are manually
segmented by a medical expert. The segmented VB slices are binary images, as
shown in the Fig. 30. These segmented images are aligned to the ESP, which is

Fig. 27 The shape embedding and final segmentation results are shown in 3D views. a A CT data
is shown in the sagittal axis (without the refinement). b The initial location of the shape models.
2D shape models are propagated in z-axis to form 3D models. The blue color (outer volume)
shows the variability region, whereas the yellow color (inner volume) represents the object region.
c The shape model after registration. d The final segmentation results using the three models
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used as a reference to align any given VB later to use the proposed shape model.
This alignment approach is similar to the method presented in the previous method.
Finally, a “shape volume” Ps ¼ O [ B [ V is generated, which its slices are shown
in Fig. 30. Three regions in this shape model: white color represents O (VB), black
represents B (its background), and gray is the variability region V. Figure 31a
illustrates a 3D view of the VB and its variability region.

We use a distance probabilistic model, to model variability region V i.e., the 3D
shape variations. A normal distance is used to describe the VB and its background
in the variability region in the distance probabilistic model as follows.

dp ¼ min
c2COV

k p� c k; ð30Þ

Equation (30) represents the distance from a voxel p 2 V to the organ/variability
surface COV . Figure 31b, c shows iso-surfaces for COV , where an iso-surface Cdp is
a set of voxels located at equal distance dp from COV . Assuming each iso-surface

Fig. 28 The shape embedding and final segmentation results are shown in 3D views. a A CT data
is shown in the sagittal axis (without the refinement). b The initial location of the shape models.
2D shape models are propagated in z-axis to form 3D models. The blue color (outer volume)
shows the variability region, whereas the yellow color (inner volume) represents the object region.
c The shape model after registration. d The final segmentation results using the three models
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Fig. 29 Some segmentation results examples on coronal (the first row) and sagittal (the second
row) views of 3D segmentation

Fig. 30 Constructing the shape prior volume. fVB1; � � � ;VBng training CT slices of different data
sets. (n represents the number of training data sets). Last column shows the shape prior slices with
variability region

Fig. 31 a A 3D view of the 3D shape prior. O (green color), V (yellow color). b, c Different 3D
views for the iso-surfaces Cdp ; p 2 V
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Cdp is a normally propagated wave from COV , the probability of an iso-surface to be
VB decays exponentially as the discrete index dp increases. Therefore; we can use a
Poisson distribution to model the distance histogram, which is estimated as follows.
The value of the histogram at a distance dp can be calculated as

hdp ¼
XM
i¼1

XK
j¼1

X
p2Cdp

dðp 2 OijÞ; ð31Þ

where d Að Þ is an indicator function equals 1 when the condition A is true, and zero
otherwise, M is the number of training data sets, K is the number of CT slices of
each data set, and Oij is the VB region in the training set i and in the slice j. The
domain of the distance dp is the variability region. The histogram should be mul-
tiplied by the VB prior value, which can be estimated as follows:

pO ¼ 1
MK Vj j

XM
i¼1

XK
j¼1

X
p2V

dðp 2 OijÞ: ð32Þ

Same computations can be done to estimate the marginal density of VB’s
background

Distance Probabilistic Model

Assuming the conditional distribution PðdjfÞ is an independent random field of
distances, then

Pðd fj Þ¼
Y
p2V

ðPdp fp
�� Þ: ð33Þ

We model the distance marginal density of each class PðdpjfpÞ as a Poisson
distribution refined by Kþ

fp positive and K�
fp negative discrete Gaussians compo-

nents. So the distance marginal density of each class can be written as follows:

Pðdp fp
�� Þ ¼ #ðdp kfp

�� Þ þ
XKþ

fp

r¼1

wþ
fp;ruðdp hþfp;r

��� Þ �
XK�

fp

l¼1

w�
fp;luðdp h�fp;l

��� Þ; ð34Þ

where #ðdpjkfpÞ is a Poisson density with rate k, uð:jhÞ is a Gaussian density with
parameter h � ðl; r2Þ with mean l and variance r2. wþ

fp;r means the rth positive

weight in class fp and w�
fp;l means the lth negative weight in class fp. This weights

have a restriction
PKþ

fp

r¼1 w
þ
fp;r

�PK�
fp

l¼1 w
�
fp;l ¼ 1.
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The maximum likelihood estimator is used to estimate the Poisson distribution
parameter. Where the modified EM algorithm [38] is used to estimate the param-
eters of Gaussians components. Figure 32 illustrates the estimated densities of VB
and its background.

2.5.2 The Gray Level Probabilistic Model

Also, assuming the conditional distribution of the original volume given the map is
an independent random field of gray levels with different gray value distributions.

P(I fj Þ¼
Y
p2P

PðIp fp
�� Þ: ð35Þ

To approximate the gray level marginal density of each class PðIpjfpÞ, we use our
LCG model [35, 36] with Cp;fp positive and Cn;fp negative components. Thus; the
gray level marginal density of each class can be written as follows:

PðIp fp
�� Þ ¼

XCp;fp

r¼1

wp;r;fpuðIp hp;r;fp
�� Þ �

XCn;fp

s¼1

wn;s;fpuðIp hn;s;fp
�� Þ ð36Þ

where, uðIpjhÞ is a Gaussian density with parameter h (mean l and variance r2),
wp;r;fp means the rth positive weight in class fp, wn;s;fp means the sth negative weight

in class fp. Also the weights should satisfy
PCp;fp

r¼1 wp;r;fp �
PCn;fp

s¼1 wn;s;fp ¼ 1.
Also, the modified EM algorithm [38], which deals with the positive and neg-

ative components, is used to estimate the parameters of the LCG model. Figure 33

Fig. 32 The distance
probabilistic models of VB
and its background in the
variability region
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summarizes the estimation of the gray level probabilistic model (More details can
be found in [38]).

Figure 33a shows the approximation of the given volume gray levels empirical
distribution H with a mixture of two Gaussians P2 using conventional EM algo-
rithm. Figure 33b illustrates the absolute of the deviations between H and P2, which
is approximated by a mixture of Gaussians Pn using conventional EM algorithm.
Figure 33c shows the approximation of the joint distribution P, which consists of P2

and þve and �ve components of Pn. The summation of a dominant mode and the
closest þve and �ve components is the marginal distribution of a class PðIpjfpÞ as
shown in Fig. 33d.

2.5.3 Spatial Interaction Model

Assuming the region map f ¼ ff1; . . .; fjPjg is a realization of random variables, for
which the joint distribution is presented as a Markov-Gibbs Random Field with
respect to a neighborhood system N . The Gibbs potential governing asymmetric
pairwise co-occurrences of the region labels can be described as follows:

Vðfp; fqÞ ¼ cdðfp 6¼ fqÞ; ð37Þ

where c is the potential value specifying the Gibbs potential. This potential value c
is estimated analytically using our approach [37], which is based on MLE of the
MGRF:

Fig. 33 Synthetic example for the gray level probabilistic model. a Empirical densities and the
estimated dominant modes. b Normalize absolute error. c LCG components of the gray level
probabilistic models. d Final estimated marginals densities
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c� ¼ 2� 4Fneq fð Þ
	 


; ð38Þ

where FneqðfÞ denotes the relative frequency of the non-equal labels in the voxel
pairs of that family.

FneqðfÞ ¼
1
Tj j

X
fp;qg2T d fp 6¼ fq

� �
; ð39Þ

where T is the family of the neighboring voxel pairs supporting the Gibbs
potentials.

Therefore, the region map unconditional probability distribution PðfÞ can be
specified by the following Gibbs probability distribution:

PðfÞ ¼ 1
Z
expð�

X
fp;qg2N Vðfp; fqÞÞ: ð40Þ

2.5.4 Final Energy Minimization Using Three Models:

After estimating the shape model and the appearance models our goal is to integrate
these models to find the best labelling f i.e., the optimal segmentation. The MAP
estimate of f, using Eqs. (33), (35) and (38), is equivalent to minimizing the
following function:

EðfÞ ¼
X
p2P

� logðPðdp fpÞÞ
�� þ

X
p2P

� logðPðIp fpÞÞ
�� þ

X
fp;qg2N

Vðfp; fqÞ: ð41Þ

The first term, in this function, measures disagreement with the shape infor-
mation for assigning a label fp to a voxel p. The second term measures the dis-
agreement with with the voxel intensity Ip for assigning a label fp to a voxel p.
Finally, the penalty of the discontinuity between neighbors voxels p and q is
represented by Vðfp; fqÞ.

In order to minimize the function Eq. (41), we construct a 3D graph and define
the weight of each edge as shown in Table 5. The minimum cost cut on this graph
corresponds to the optimal segmentation boundary between the VB and its back-
ground. This minimum cost cut is computed exactly in polynomial time for two
terminal graph cuts with positive edges weights via s=t Min-Cut/Max-Flow algo-
rithm [39].

Although each given VB volume should be aligned with the ESP, to which our
training images are registered to create the shape model, it is a challenge to directly
align a VB from its CT slice (e.g., Figure 34a). Therefore, a preprocessing step [40]
is used to detect the VB region (yellow box in Fig. 34a) in the CT slice. After that
we can use the shape prior and apply our segmentation frame work on that region.
Details are given in the following algorithm.
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Algorithm 3 Given: The input VB set of images, the ESP (J as a source
information), the probabilistic 3D shape model (d).

Objective: To obtain the desired labeling (f) using the required transfor-
mation matrix (T).

1. Detect the VB region using [40]
2. Obtain the initial segmentation (f�) using graph cuts which integrates the

intensity and spatial interaction models only.
3. Register the shape prior to the initially segmented volume. J and f� will be

the source and target information, respectively. After the transformation,
the embedded shape model and its features are described as follows:

• After each voxel p 2 Ps is transformed to the new voxel bp, the shape
model is registered to the volume domain. We obtain new Onew, Bnew, and
Vnew:

• The object/variability surface Cnew
OV is updated as well.

• Hence, new iso-surfaces at the same distances, they have the same
probabilistic distance value with the iso-surfaces which are obtained

Table 5 Graph edges
weights Edge Weight For

fp; qg Vðfp; fqÞ fp; qg 2 N
cmfs; pg �log½PðIpj1ÞPðdpj1Þ� p 2 V

1 p 2 O
0 p 2 B

cmfp; tg �log½PðIpj0ÞPðdpj0Þ� p 2 V
0 p 2 O
1 p 2 B

Fig. 34 An example of the initial labeling. a A CT slice of vertebral body. (yellow box illustrates
detected VB region). b Detection of the VB region. c The initial labeling, f�. d The SDF of the
initial segmentation which is used in the registration phase (see Algorithm 3). Red color shows the
zero level contour
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before the registration. An example of our registration step is shown in
Fig. 35.

4. Compute the final segmentation (f) using graph cuts: where the gray level
marginal densities of the VB and its background are approximated using
the proposed LCG model. Then we use a 3D graph where each vertex in
this graph represents a voxel in the VB volume. Then we define the
weight of each edge as shown in Table 5. After that, we get the optimal
segmentation surface between the VB and its background by finding the
minimum cost cut on this graph.

2.5.5 Experimental Results

We test the proposed segmentation framework on CT of human lumbar and thoracic
spine data. The experiments are conducted on 30 data sets for which we have the
ground truths. The real data sets were scanned at 120 kVp and 2:5 mm slice

Fig. 35 The registration step. a The testing volume (or initially segmented volume) as shown with
the pink color. b The testing and 3D shape prior before the registration. The green and yellow
colors represent the object (O) and variability (V) regions, respectively. c The testing and 3D shape
prior after the registration. The new object and variability regions are named as Onew and Vnew,
respectively (see Algorithm 3). Each row shows different views
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thickness. For sake of comparison, VBs are segmented using other alternatives: the
graph cuts [36] without shape constrained (A1), statistical level sets (A2) method
[41], and the b-spline based interpolation (A3).

Evaluation

We calculate the percentage segmentation error from the ground truth in order to
evaluate the segmentation results as follows:

e% ¼ 100ð1� Sa \ Sm
Sa [ Sm

Þ ð42Þ

where Sm and Sa represent manually and automatically segmented VBs,
respectively.

The statistical analysis of our method is shown in the Table 6. In this table the
results of the proposed segmentation method and other three alternatives are shown.
The average error of the VB segmentation on 30 clinical data sets is 6.8 % for the
proposed method. Notice that it is difficult to separate the VB and spine processes
because they have very similar gray level information. However, our shape model
successfully extracts the spine processes. While other alternative methods fail to
completely separate the processes and so they have huge precision error, which may
change the BMD measurements. Figure 36 shows an example of 3D segmentation
results of all tested methods for a clinical data set. The misclassified voxels, in this
figure, are represented by red color.

Validation

ESP, which was scanned at 120 kVp and 0:75 mm slice thickness, is accepted as a
standard for quality control in bone densitometry [3]. Therefore, we segment ESP in
order to evaluate the proposed segmentation algorithm. The proposed approach
accurately segments the VB without its processes and with a segmentation error
2.6 % as shown in Fig. 37.

Table 6 Accuracy and time
performance of our VB
segmentation on 30 data sets

Algorithm

Error % Our A1 A2 A3

Min. error, % 1.5 5.7 6.5 15.2

Max. error, % 17.3 83.2 91.2 97.7

Mean error, % 6.8 37.8 43.1 51.6

Stand. dev.,% 4.3 28.6 31.1 33.4

Average time, seconds 9.1 8.3 41.5 8.9

Average volume 512 × 512 × 10
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Fig. 36 Examples of 3D segmentation results of clinical data sets using the four different
methods. a The results of b-spline based interpolation. b The results of statistical level sets. c The
results of Graph cuts without shape constraints. d The results of the proposed method. The red
color shows the segmentation errors

Fig. 37 3D segmentation results of ESP using the four different methods. a the result of b-spline
based interpolation. b The result of statistical level sets. c The result of Graph cuts without shape
constraints. d The result of the proposed method. The red color shows the segmentation errors
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Bone Mineral Density Measurements

The main goal of this work is to accurately separate VB from around processes in
order to obtain the BMD measurements with high trueness and precision from
volumetric CT datasets. Thirty volmetric VBs from thoracic and lumbar spine are
used in our experiments. For comparison purposes, the BMD measurements for
each segmentation method are obtained. The relative errors in BMD measurements
for each method are shown in Fig. 38. Our proposed method achieves an average
BMD precision error %3.03. This reflects how accurate the proposed segmentation
approach is.

2.6 Segmentation Using PCA-based Shape Model,
Gaussian-based Intensity Model, and Asymmetric Gibbs
potential-based Spatial Interaction Model

In this section, we present another idea to segment vertebral bodies. As pre-pro-
cessing steps, we use the Matched filter to detect the region of interest and manual
VB separation. In the second phase, we obtain initial labeling (f*) using the graph
cuts which integrates the intensity and spatial interaction models. Finally, we
register the initial labeled image and the shape priors to obtain the optimum
labeling. To obtain the shape priors, we use the 2D-PCA on all training images.
Figure 39 summarizes the main components of our framework. The following
sections give more details about the shape model construction and the segmentation
method. This method generally works in two dimensional space.

Fig. 38 Precision errors of BMD measurement of each method. The BMD measurement of our
method has the lowest error and standard deviation. VBs are subsequently segmented using the
graph cuts without shape constrained (A1), statistical level sets (A2) methods, and the b-spline
based interpolation (A3)
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2.6.1 Shape Modeling

The shape is represented using the signed distance function. Let I:X ! R be an
n� D image usually n ¼ 2 or n ¼ 3, /:X ! R be a function that refers to a
distance function representation for a given shape/contour S where X 	 Rn be an
image domain which is bounded. The shape can be represented as follows:

/sðx; yÞ ¼
0; ðx; yÞ 2 S
� EDððx; yÞ;SÞ[ 0; ðx; yÞ 2 RS
þ EDððx; yÞ;SÞ\0; ðx; yÞ 2 X� RS½ �

8><
>: ð43Þ

where RS represents the inside region of the shape S. Let ðu; vÞ represents an pixel
location on S. For 8ðx; yÞ 2 /, the distance between any ðx; yÞ point and its nearest
surface point can be calculated as follows:

EDððx; yÞ;SÞ ¼ min
ðu;vÞ2S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu� xÞ2 þ ðv� yÞ2

q
: ð44Þ

Figure 40 shows an example of a shape representation using the distance
function.

As opposed to conventional PCA, 2D-PCA is based on 2D matrix rather than 1D
vector. This means that, the image does not need to be pre-transformed into a vector
[42]. In addition, the image covariance matrix (G) can be directly constructed using
the original image matrices. As a result, 2D-PCA has two important advantages

Fig. 39 Our proposed shape-based segmentation framework
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over PCA. First, it is easier to evaluate G accurately since its size using 2D-PCA is
much smaller. Second, less time is required to determine the corresponding
eigenvectors [43].

2D-PCA projects an image matrix X, which is an m × n matrix onto a vector, b,
which is an n × 1 vector, by the linear transformation.

y ¼ Xb: ð45Þ

Suppose that there areM training images, the ith training image is denoted by Xi;
(i = 1,2,…,M) and the average image of all training samples is denoted by
�X ¼ 1

M

PM
i¼1 Xi. Then, let us define the image covariance matrix G [43]:

G ¼ 1
M

XM
i¼1

Xi � �Xð Þt Xi � �Xð Þ: ð46Þ

It is clear that, the matrix G is n × n nonnegative definite matrix.
Similar to PCA, the goal of 2D-PCA is to find a projection axis that maximizes

btGb. The optimal K projection axes bk, where k = 1,2,…,K, that maximize the
above criterion are the eigenvectors ofG corresponding to the largest K eigenvalues.
For an image X, we can use its reconstruction ~X defined below to approximate it.

~X ¼ �Xþ
XK
k¼1

ykb
t
k; ð47Þ

where yk ¼ X� �Xð Þbk is called the kth principal component vector of the sample
image X. The principal component vectors obtained are used to form an m × K ma-
trix Y = [y1,y2,…,yK] and let B = [b1,b2,…,bK], then we can rewrite (47) as:

~X ¼ �Xþ YBt: ð48Þ

Fig. 40 An example representation of signed distance function. a A vertebral body shape.
b Signed distance function as an image intensity representation. c Level set representation of SDF
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However, one disadvantage of 2D-PCA (compared to PCA) is that more coef-
ficients are needed to represent an image. From (48), it is clear that dimension of the
2D-PCA principal component matrix Y (m × K) is always much higher than PCA.
To reduce the dimension of matrix Y, the conventional PCA is used for further
dimensional reduction after 2D-PCA.

Now, let the training set consists of M training images {I1,…, IM}; with SDFs
{U1,…,UM}. All images are binary, pre-aligned, and normalized to the same reso-
lution. As in [42], we obtain the mean level set function of the training shapes, �U, as
the average of theseM signed distance functions. To extract the shape variabilities, �U
is subtracted from each of the training SDFs. The obtained mean-offset functions can

be represented as {bU1; . . .; bUM }. These new functions are used to measure the
variabilities of the training images. We use 80 training VB images with 120 × 120
pixels in our experiment. According to (46), the constructed matrix G will be:

G ¼ 1
M

XM¼80

i¼1

bUt
i
bUi: ð49Þ

The goal of 2D-PCA is to find the optimal K eigenvectors of G corresponding to
the largest K eigenvalues. The value of “K” helps to capture the necessary shape
variation with minimum information. Experimentally, we find that, the minimum
suitable value is K = 10 [44]. Less than this value, the accuracy of our segmentation
algorithm falls drastically below other alternatives. After choosing the eigenvectors
corresponding to 10 largest eigenvalues, b1,b2,…,b10, we obtained the principal
component matrix Yi (m = 120 × K = 10) for each SDF of our training set (i = 1, 2,
…, 80). For more dimensional reduction, the conventional PCA is applied on the

principal components {Y
*

1,…, Y
*

M}. It should be noted that, Y
*

is the vector rep-
resentation of Y. The reconstructed components (after retransforming to matrix
representation) will be:

~Yfl;hg ¼ Uefl;hg; ð50Þ

where U is the matrix which contains L eigenvectors corresponding to L largest
eigenvalues λl, (l = 1, 2,…, L), and efl;hg is the set of model parameters which can
be described as [44]:

efl;hg ¼ h
ffiffiffiffi
kl

p
; ð51Þ

where l = {1,…, L}, h = {−µ,…, µ}, and µ is a constant which can be chosen
arbitrarily (in our experiments, we chose L = 4, µ = 3). The new principal com-
ponents of training SDFs are represented as {~Y1; . . .; ~YN} instead of {Y1; . . .;YM}
where N is the multiplication of L and standard deviation in eigenvalues (the
number of elements in h), i.e. N = L(2µ + 1) [42]. Given the set {~Y1; . . .; ~YN}, the
new projected training SDFs are obtained as follows:
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~Un ¼ �Uþ ~YnBt; n ¼ 1; 2; . . .;N: ð52Þ

The shape variation of the first and fourth p.c.s is shown in Fig. 41. The shape
variation decreases from the first to the fourth (or last) p.c. respectively. Hence,
selection of L value helps to capture the necessary shape variation with minimum
information.

Finally, the shape model is required to capture the variations in the training set.
This model is considered to be a weighted sum of the projected SDFs as follows:

Up ¼
XN
n¼1

wn ~Un: ð53Þ

Let w ¼ ½w1; . . .;wN �t to be the weighting coefficient vector. By varying these
weights, Up can cover all values of the training distance functions and, hence, the
shape model changes according to all of the given images [44].

2.6.2 Segmentation Approach

To estimate the initial labeling f*, we use the graph cuts which integrates the LCG
and MGRF methods as we discussed above. To segment vertebrae, we initially
labeled the volume based on its gray level probabilistic model. Then we create a
weighted undirected graph with vertices corresponding to the set of volume voxels
P, and a set of edges connecting these vertices. Each edge is assigned a nonnegative
weight. The graph also contains two special terminal vertices s (source) “vertebrae”,
and t (sink) “background”. Consider a neighborhood system in P, which is rep-
resented by a set N of all unordered pairs {p, q} of neighboring voxels in P. Let L
the set of labels {“0”, “1”}, correspond to the vertebrae and background regions
respectively. Labeling is a mapping from P to L, and we denote the set of labeling
by f ¼ ff1; . . .; fp; . . .; fjPjg. In other words, the label fp, which is assigned to the

Fig. 41 Sampling up to 3 standard deviations (from bfi;�3g to bfi;3g) along the first four principle
components (p.c.) (where i ¼ f1; 2; 3; 4g for the first four p.c.) from the mean for a set of a 80
training vertebral body shapes
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voxel p 2 P, segments it to vertebrae or background region. Now our goal is to find
the initial segmentation, f*, by minimizing the following energy function [45]:

E f�ð Þ ¼
X
p2P

Dp fp
� �þ X

p;qf g2N
V fp; fq
� �

: ð54Þ

D(fp) measures how much assigning a label fp to voxel p disagrees with the voxel
intensity, Ip, and V(fp, fq) is the pairwise interaction model which represents the
penalty for the discontinuity between voxels p and q. For more information see
[45]. Initially segmented region is used to obtain the SDF (Φf*) which is required in
the next step.

To use the shape prior in the segmentation process, we need to register f* and the
shape prior p. The objective of the shape registration problem is to find the point-
wise transformation between any two given shapes α and β minimizing a certain
energy function based on some dissimilarity measure.

In this chapter, we follow the similar notation scheme in [42]. Let us define the
result by β that is obtained by applying a transformation A (with scale, rotation, and
translation parameters) to a given contour/surface α (It is clear that β and α cor-
respond to f* and p). The shape representation used in this work changes the
problem from the 2D/3D shape to the higher dimensional representation. Hence, we
will look for a transformation A that gives pixel-wise correspondences between the
two shape representations Φα and Φβ. For the 2D case, we assume that the trans-

formation has scaling components, S ¼ sx 0
0 sy

� �
, rotation angles

R ¼ cosðhÞ �sinðhÞ
sinðhÞ cosðhÞ

� �
, and translations represented as Tr ¼ T x T y½ �t. The

transformation will be in the form A(x) = SRx + Tr. After scaling the components
of the Φf* by A, the dissimilarity measure will be:

r ¼ SRUp�Uf� Að Þ: ð55Þ

and the squared magnitude of the above measure is summed over the image domain
Ω to get an optimization energy function:

E Up;Uf�
� � ¼

Z
X

de Up;Uf�
� �

rtrdX; ð56Þ

where δε is an indicator function defined as:

deðUp;Uf� Þ ¼ 0 if minðjUpj; jUf� jÞ[ e
1 if minðjUpj; jUf� jÞ 
 e

�
ð57Þ
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Due to δε, all pixels of a distance (measured from the nearest point on the
boundary) greater than ε are not considered in the energy optimization problem
which reduces the computational time of our problem (Narrow-banding effect).

After applying the gradient descent method [26], it is clear that:

d
dt
si ¼ 2

Z
X

deðUp;Uf� Þrt rsiSUp �rUt
f �rsiA

h i
dX;

d
dt
hi ¼ 2

Z
X

deðUp;Uf� Þrt rUt
prhiA

h i
dX;

d
dt
T i ¼ 2

Z
X

deðUp;Uf� Þrt rUt
f�rT iA

� �
dX;

ð58Þ

where si 2 fsx; syg, hi 2 hx; hy
 �

and T i 2 fT x; T yg of the transformation
A. Regarding to the weighting coefficients wn’s, and similar to [26], the energy
function is a quadratic function of this weights, which leads to a closed-form when
the derivatives with respect to the weights are zeros:

Ww ¼ K; ð59Þ

where Λ is a column vector of size N and Ψ is and N × N matrix. Their elements are
calculated as follows [42]:

Ki ¼
Z
X

deðUp;Uf� Þ SUf� � �UðA)½ �t ~Ui � �UðA)� �
dX; ð60Þ

Wij ¼
Z
X

deðUp;Uf� Þ ~UjðAÞ � �UðAÞ� �t ~UiðAÞ � �UðAÞ� �
dX; ð61Þ

∀(i, j) ∈ [1, N] × [1, N]. Using unique training shapes (with variability not
identical) guarantees that Ψ is a positive definite matrix avoiding singularity.

2.6.3 Experimental Results

We tested our algorithmon500CT slices/25VBswhich are obtained from15different
patients. The goal is to segment the VB region correctly. The segmentation accuracy
and robustness of our framework are tested on the phantom named as the ESP as well
as the clinical datasets. All algorithms are implemented using Matlab® 7.1

1 All algorithms are run on a PC with a 2 GHz Core i7 Quad processor with 6 GB RAM.
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To assess the proposed method under various challenges, we added a zero mean
Gaussian noise with different signal-to-noise ratios (SNR)—from 0 to 100 dB—to
our CT images. The segmentation accuracy is measured for each method using the
ground truths. It should be noted that the ground truths are validated by a radiol-
ogist. We calculate the percentage segmentation accuracy (Acc) as follows:

Acc% ¼ 100 � ð1� FPþ FN
The total number of slice pixels

Þ; ð62Þ

where FP represents the false positive (i.e. the total number of the misclassified
pixels of the background), and FN is the false negative (i.e. the total number of the
misclassified pixels of the object).

We used a variety of methods to measure the accuracy of our framework. First,
we used the visual inspection to evaluate the segmentation quality of our approach.
Figure 42 compares the results of different examples for the initial segmentation
step using the scalar level set model [46] and the graph cut method [45] which is
used in our proposed framework. As shown in this figure, the scalar level sets
method fails to segment the whole vertebra in many cases. However, the graph cut
approach can segment them well. Additionally, the boundaries detected by scalar
level sets are not smooth, and some obvious boundaries are not detected. The graph
cut method segments the image accurately. Figure 43 shows various segmentation
results of three different methods applied on some clinical datasets. These methods
are: (i) The graph cut segmentation (identical to initial labeling in our algorithm),
(ii) The PCA based segmentation described in [47], and (iii) Our 2D-PCA based
segmentation. The segmentation accuracies of the 2D-PCA based results shown in
row (iii) are: 96.8, 92.6, 91.2 and 93.6 % respectively.

For PCA based results in row (ii), the segmentation accuracies are: 89.3, 87.4,
85.6, and 84.5 % respectively. It is clear that our method is more accurate than the
method in [47]. Figure 44 shows the segmentation results of the ESP using (i) graph
cut method and (ii) our segmentation algorithm (graph cut + shape prior) under
different noise level. With our proposed approach, we obtain much better results
compared to the graph cut only. Figure 45 studies the effect of the initialization on
our proposed framework. Results indicate that the performance of our method is
almost constant with different initialization parameters.

To quantitatively demonstrate the accuracy of our approach, we calculate the
average segmentation accuracy of our segmentation method on 500 CT images
under various signal-to-noise ratios and compare the results with the PCA based
segmentation method in [47]. Again, as mentioned before, our 2D-PCA based
framework outperforms the conventional PCA described in [47] as shown in
Fig. 46a. Additionally, Fig. 46b studies the effect of choosing the number of the
projected training shapes N on the segmentation accuracy. From this figure, we can
conclude that the performance of 2D-PCA is better than the conventional PCA
under the same number of training shapes. In another word, to get the same
accuracy of PCA framework, the 2D-PCA needs fewer training shapes.
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Fig. 42 Comparison between the intensity based segmentation (initial labeling) using: b Scalar
level sets model [46], and c graph cut method [45]
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Fig. 43 Segmentation results of three different methods: (i) Using graph cuts only, (ii) Method
described in [47], (iii) Our 2D-PCA based segmentation

Fig. 44 Segmentation results of the ESP under different noise levels (i) using graph cut only. (ii)
Our algorithm (graph cut + shape prior). The red and yellow colors show the contour of the gold
standards and segmented regions
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3 Discussion and Conclusion

In this chapter, frameworks which are robust under segmentation challenges,
appropriate for a clinical workflow, and have theoretical novelty are proposed. This
work is validated with various noise levels and compared with several alternative
methods. To transfer the developed software into the clinical usage, more experi-
ments on increased number of data sets are necessary.

One of the most important contributions of this study is to offer a segmentation
framework which can be suitable to the clinical works with acceptable results. The
proposed method completes the VB segmentation in very low execution time. It

Fig. 45 Segmentation results with various shape initialization. (i) the initial shape prior, and (ii) is
the final results. The red and yellow colors show the contour of the gold standards and segmented
regions
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Fig. 46 a The average segmentation accuracy of different segmentation methods on 500 CT
images under various signal-to-noise ratios. b The effect of choosing the number of the projected
training shapes N on the segmentation accuracy
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should be noted that any parallel programming or graphical acceleration option
were not used in this work. However, if needed, the execution time can be reduced
using such methods.

The end-plate slices are segmented successfully thanks to the shape registration
process although the shape model is obtained using in-plane slices. Further works
are suggested to include the rotational transformation in the shape registration
process for the sagittal plane to enhance the results and capture more fine details in
the end-plate slices. In some cases, small portions of spinal processes and ribs are
segmented erroneously. Future work can be including to investigate to reduce the
misclassifications.

Possible works to estimate how the segmentation quality affect the BMD mea-
surements and fracture analysis can be analyzed. To assist the VB fracture analysis,
an automated point correspondence detection algorithm, such as scale-invariant
feature transform (SIFT), can be tested to detect the VB height changes. In this
problem, the corresponding points on the same patient, which is scanned at specific
time intervals, should be detected successfully.
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Part III
Image Guided Spine Intervention



Toward Virtual Modeling and Templating
for Enhanced Spine Surgery Planning

Cristian A. Linte, Kurt E. Augustine, Jon J. Camp, Richard A. Robb
and David R. Holmes III

Abstract Traditional 2D images provide limited use for accurate planning of spine
interventions, due to their inability to display the complex 3D spine anatomy and
close proximity of nerve bundles and vascular structures that must be avoided
during the procedure. We have developed a platform for spine surgery planning that
employs standard of care 3D pre-operative images and enables oblique reformatting
and 3D rendering of individual or multiple vertebrae, interactive templating, and
placement of virtual pedicle implants into the patient-specific CT data. Here we
propose a combined surrogate metric—the Fastening Strength—to provide esti-
mates of the optimal implant selection and trajectory based on implant dimension
and bone mineral density of the displaced bone substrate. We conducted a retro-
spective clinical study based on pre- and post-operative data from four patients who
underwent procedures involving pedicle screw implantation. We assessed the ret-
rospective plans against the post-operative imaging data according to implant
dimension, mean voxel intensity of implant trajectory, and Fastening Strength and
showed consistency between the proposed plans and the post-operative procedure
outcome. Our preliminary studies have demonstrated the feasibility of the platform
in assisting the surgeon with the selection of appropriate size implant and trajectory
that optimizes Fastening Strength, given the intrinsic vertebral geometry and bone
mineral density. Herein we describe the platform infrastructure and capabilities,
present preliminary studies conducted to assess impact on typical instrumentation
procedures, and share our initial clinical experience in employing the proposed tool
for the planning of several complicated spinal correction procedures for which the
traditional planning approaches proved insufficient. Lastly, we also disseminate on
several clinical cases and their post-operative assessment for which the proposed
platform was employed by the surgical team.
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1 Introduction

Spinal fusion is a commonly performed procedure for a variety of conditions.
Pedicle screw fixation for correction of spinal deformity has become the standard of
care for stabilization of the thoracic and lumbar spine. The objective of the pedicle
screw implantation procedure is to install an internal fixator for stabilization of
injured vertebrae [1]. Precise screw placement is essential to avoid injury to adja-
cent neural structures. Patients with severe deformity or prior surgery present a
challenge to the accurate placement of pedicle screws. Additionally, minimally
invasive and percutaneous surgical techniques also present a greater challenge to
accurate screw placement and require heavier reliance on intra-operative fluoro-
scopic imaging, which presents an occupational hazard for the surgeon and the
operating-room (OR) staff [2]. However the techniques currently available for
planning such interventions are sub-optimal. Until recently, such procedures have
been traditionally planned using 2D radiographs, an approach which has proved
inadequate for precise planning due to the complex 3D anatomy of the spinal
column and the close proximity of the nerve bundles, blood vessels and viscera.
The pedicles are anatomically close to the spinal nerve roots, forming the lateral
borders of the vertebral canal and the superior and inferior margins of the inter-
vertebral foramina [3]. The nerve roots pass directly caudal to the pedicles as they
course through the respective intervertebral foramen [4–8]. Furthermore, both the
sensory and motor intrathecal nerve roots follow closely the medial aspect of the
pedicles and are located in the anterior-superior one third of the intervertebral
foramen [4, 6, 7]. In addition, anterior to the vertebral bodies lie the aorta and vena
cava, with branching of the common iliac vessels occurring in the lumbar region.
Hence, penetration of the anterior cortex of the vertebral bodies could also lead to
injury of one or more of these vessels. As such, significant care must be taken to
avoid the risk of neural or vascular damage during intervention.

According to the Cleary et al. [9], challenges impeding the development of better
guidance include adequate intra-operative imaging, fusion of images from multiple
modalities, the visualization of oblique paths, percutaneous spine tracking,
mechanical instrument guidance, and software architectures for technology inte-
gration. Intra-operative imaging using a high-performance mobile C-arm prototype
has demonstrated a significant advance in spatial resolution and soft-tissue visi-
bility, with the added benefit of reducing fluoroscopy reliance and enabling precise
visualization via up-to-date images [10]. However, procedure planning must be
conducted in the OR, using the peri-operatively acquired images, therefore adding
to the procedure time.

Considering these limitations, it is critical for the surgeon to have access to
superior images of the patient-specific anatomy that display the 3D relationships
among these structures and enable intuitive, efficient and risk-free planning. As part
of current clinical practice, 3D imaging scans, such as computed tomography (CT)
and magnetic resonance imaging (MRI) are often ordered prior to spine correction
procedures to help plan the intervention. During the planning process, the axial
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images are reviewed and critical vertebrae are identified. The length of the vertebra
is measured from the pedicles to the anterior surface of the vertebral body.
Moreover, the width of the bone at the narrowest point of the pedicle is measured to
ensure selection of screws which will not penetrate into the spinal column. The
angle of approach is determined by an estimated deviation from the spinous pro-
cess. Consistent with current clinical practice, the proposed screws and angles of
insertion are documented, by hand, on a planning form. Nevertheless, the planning
is limited to the review of the 2D axial slices of the anatomy. Often, the axial views
cannot provide true measurements of the vertebral body or pedicle width and depth,
which may in turn lead to inadequate decisions with regards to the implant size and
trajectory.

In response to these challenges and driven by the motivation and insight of our
orthopedic surgery collaborators, we have developed a clinician-friendly applica-
tion that provides full 3D visualization for superior surgical planning. This appli-
cation uses routine 3D CT or MR image data to generate detailed models and
templates for better planning of pedicle screw instrumentation procedures.

The initial iteration of our spine surgery planning platform was developed
simultaneously with the iPlan platform developed simultaneously by BrainLab [11]
and features similar capabilities, including selection of virtual implants, trajectory
planning via virtual templating, as well image segmentation, registration and
overlay of multiple datasets into the templating workflow. Our platform was
employed extensively within the Division of Orthopaedic Surgery at Mayo Clinic
for a wide variety of non-routine clinical cases, especially pediatric cases of spine
deformity correction procedures.

In this work we also describe how the initial platform is augmented by introducing
and additional metric to optimize planning—the Fastening Strength. This metric is a
surrogate measure of the screw holding power, as described in Sect. 3.2.3, and
combines implant dimension, trajectory and bone strength into a single metric that
enables pre-procedural assessment of each implanted screw.While the screw holding
power is a well-known concept to the mechanical engineering design community, to
our knowledge, this is its first application to implant placement and trajectory
planning for surgical use. As further illustrated, its main benefit is the feasibility to
also consider bone strength (i.e., density) when making decisions with respect to the
implant size and trajectory, by providing a consistent relative measure in response to
the dimensions, trajectory and bone mineral density characteristics of each implanted
pedicle screw.

Herein we describe the platform infrastructure and capabilities, present pre-
liminary studies conducted to assess impact on typical instrumentation procedures,
and present the formulation of the Fastening Strength metric, its integration into the
platform, as well, as its assessment against retrospective pre-procedural plans and
post-procedural outcome in several cases. Lastly, we share our initial clinical expe-
rience in employing the proposed tool for the planning of several complicated spinal
correction procedures for which the traditional planning approaches proved
insufficient.
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2 Spine Surgery Planning Platform Architecture

The Biomedical Imaging Resource (BIR) at Mayo Clinic has developed a clinical
imaging software framework designed to provide powerful image visualization/
analysis tools in an intuitive, easy-to-use interface [12]. Built upon a comprehen-
sive, mature imaging toolkit called AVW [13], individual task-driven modules can
be developed and easily added to the base software. The underlying architecture is
based upon two concepts very familiar to physicians—Cases and Workflows. Each
case is associated with a unique patient and a specific set of routine clinical tasks, or
a workflow. This project uses a Spine Surgery Planning module developed to run
within the newly developed clinician-centric application framework.

Designed by a team consisting of imaging/visualization scientists, software
developers/engineers, and clinicians/surgeons, the goal at the outset was to develop
tools that are powerful, yet very simple to use. Clinicians have limited time to spend
learning new, complex software applications. Consequently, great care should be
taken in designing advanced clinical tools to ensure widespread acceptance. The
most effective way to develop such an application is to work closely with the end-
user and include the targeted clinician, or “clinical champion” in the entire design
process. Before a line of code was written, our collaborating orthopedic surgeon
met with the development team to discuss the problems with the current methods
and began outlining the requirements for the new surgical planning tools. For spine
surgery, 3D visualization and manipulation is at the core of the new tools. Tem-
plating of implants in 2D has been a technique utilized in orthopedics for decades
so it made sense to implement a new, advanced templating procedure that incor-
porates 3D imaging. Early design meetings, when the interface was first scribbled
onto a whiteboard, included our clinical champion. After each teration of devel-
opment, the clinical end-user reviewed the latest version with members of the
development team and provided a list of recommended changes to be made to the
tools. Given the busy schedule of most surgeons, finding time for repeated reviews
can be extremely challenging but their input is essential to the development of tools
that will be used by fellow surgeons. To successfully develop clinical tools in a
timely manner, the team needs to be persistent as well as flexible. Design reviews
do not take precedence over much in the working day of a surgeon so postponed
meetings are routine. Reviewing the latest version on a laptop in the hospital
cafeteria between surgical cases may turn out to be one’s best opportunity to meet
with a clinical collaborator in a several week span. In the end, the tools developed
are sure to be usable by and useful to the intended clinical users, given their active
involvement in the development process.
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3 Procedure Planning Workflow

3.1 Traditional Planning

Traditional methods of planning for corrective spinal surgery include the use of 2D
images from radiographs or from axial, sagittal and coronal views of CT or MRI
exams. Linear and angular measurements are made with simple tools from within
image viewing programs, or directly on film using markers, cutouts and rulers.

Figure 1 shows a typical pair of radiographs and CT slice which would be used in
the planning of a procedure. For this study, only CT data was used for planning as it
provides more detail than a radiograph. During the planning process, the axial images
are reviewed and critical vertebrae are identified. The length of the vertebra is
measured (using a graphic line measurement tool) from the pedicles to the anterior
surface of the vertebral body. In addition, the width of the bone at the narrowest point
of the pedicle is measure in order to select screws which will not penetrate into the
spinal column. The angle of approach is determined by an estimated deviation from
the spinous process. Consistent with current clinical practice, the proposed screws
and angles of insertion are documented, by hand, on a planning form.

3.2 Templating-Based Procedure Planning

3.2.1 Pre-operative Imaging

The SSP application runs on a standard desktop computer. The software can import
data either directly from the file system or through an institutional PACS in the
form of a high resolution CT scan acquired with standard imaging protocols.

Fig. 1 On the left and middle panels, bi-planar radiographs are shown. Radiographs are
sometimes used in planning spine surgeries with complex patient morphology. On the right, an
axial image from a CT scan is shown with distance and angle measurement lines superimposed
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Typical datasets consist of isotropic images with a 0.75 × 0.75 mm in-plane
resolution and a 0.75 mm slice thickness. The pre-operative scan is imported into
the SSP software [14], within which the surgeon “virtually” places the pedicle
screws into the 3D image data, generating a virtual surgical plan which can be
loaded up for visualization during the intervention. Moreover, the resulting surgical
plan and image dataset can be further used to generate an appropriate anatomical
model for 3D printing, resulting in a physical, 3D patient-specific model of the
spine that can be used as a visual aid before and during the procedure.

3.2.2 Patient-Specific Virtual Templating

The 3D templating process is the repeated application of two steps for each vertebra
of interest. First, to effectively plan spine surgery using 3D templating tools, it is
necessary to reorient each vertebral body so the axial image plane runs perpen-
dicular to its central axis. To accomplish this task, the user simply identifies a
bounding box for each vertebra, using the sagittal and coronal views. The top and
bottom sides of the bounding box are aligned with the vertebral endplates, making
sure they extend far enough to include the entire vertebral body and any part of the
implants that will extend outside the vertebra (e.g., the screw heads). This can
quickly be carried out with placement and manipulation of a simple GUI tool with
2–3 mouse clicks in each of the two views, as illustrated in Fig. 2. The pedicle
lengths and angles are determined in the local vertebral space to ensure that the
measurements correctly represent the anatomy. Also during the vertebral identifi-
cation process, it may be necessary to reorient each vertebral sub-volume into a
consistent frame of references. Specifically, a rotation of the axial image may be

Fig. 2 Vertebral body extraction and alignment. During the process of vertebral body extraction, a
user manually places I-beams around the vertebra of interest (left). After the vertebra has been
extracted, it can be reoriented along the spinous process using an interactive grid (right)
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required if the spinous process does not line up parallel to the y-axis in that view.
The realignment is also shown in Fig. 2.

In the second step, digital templates of screws are selected and inserted into the
3D data. During the selection step, the appropriate type of pedicle screw is chosen
and a size is selected. The template is then placed into the axial image that includes
the widest portion of the pedicle. The virtual pedicle screw can now be translated or
rotated interactively in any of the three orthogonal views to achieve optimal
placement within the vertebra, as shown in Fig. 3. Exact dimensions and angle
placement for each screw placed is automatically recorded for use in the final
report, which is the last step in the 3D spine surgery planning process. The report
provides a list of each screw templated, including the vertebra in which they are
placed, the manufacturer of the screw, the dimensions of the implant, and the
precise location within the vertebral body based on the axial and sagittal angles. In
addition to the implant list, a number of images are automatically generated and
added to the report for visual verification.

3.2.3 Fastening Strength Formulation

According to strength of materials principles and theories of failure, each screw
withstands a maximum force before it can be torn away from the material after its
insertion. The holding power of a typical screw depends on the dimensions of the

Fig. 3 Pedicle screw template placement. Screw templates are placed interactively into the image
data with the mouse. Each template corresponds to a particular prosthetic implant manufacturer.
The screws are evaluated in the orthogonal images and rendering to ensure that the screws are of
the appropriate length and thickness
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screw, the threaded insertion depth, and the properties (typically characterized by
specific gravity) of the material in which the screw is inserted. By transposing this
theory to the pedicle screw implantation procedure, the holding power (i.e., fastening
strength) of a pedicle screw is directly proportional to the screw diameter, the length
of the threaded portion of the screw inserted within the bone, and the specific gravity
of the pedicle body, typically characterized by its bone mineral density (BMD).
Based on this relationship, we define Fastening Strength as a surrogate measure for
the screw holding power that combines both implant dimension and trajectory
estimated based on the virtually-templated images using the relationship below:

Fastening Strength ¼
ZL

0

Z2p

0

ZD=2

0

r � I r; h; zð Þdr dh dz;

where L is the length of the in-bone threaded portion of the screw, D is the screw
diameter, and I(r; θ; z) is the image intensity at each voxel within bone volume
displaced by the virtual screw. The above relationship represents the intensity—
area product evaluated in transverse slices (defined by the in-plane cylindrical
coordinates—radial distance r and angular increment dθ) throughout the extent of
the insertion depth.

Studies [15] have revealed a linear correlation between the image intensity and
BMD measurements, based on calibrations of known BMD CaHA (calcium
hydroxyapatite) phantoms against the dynamic intensity range: BMD = α · Inten-
sity, where α = 0.8 ± 0.03. Moreover, the typical BMD of spinal cortical bone (hard
shell coating the pedicle surface) was reported as 192 ± 10 mg/cm3 [16], and the
BMD of the cancellous bone (spongy bone near the pedicle core) was reported
as *140 mg/cm3.

We refer to the Fastening Strength as a surrogate measure for the screw holding
power primarily because the voxel intensity is used to characterize the bone mineral
density (BMD) of the pedicle body segment displaced by the screw. Moreover, the
Fastening Strength is not intended to be interpreted or employed as an absolute
metric, but rather a relative measure to compare the expected holding power pro-
vided by implants of different dimensions and inserted along different trajectories
within the bone.

3.2.4 Physical 3D Model Generation

After the pre-surgical plan is completed, the original CT data and the SSP results
are imported into Analyze [17–20] for additional processing prior to 3D model
printing. The spine is segmented in the CT images using basic thresholding. If the
quality of the scans is low, additional manual techniques are required to correctly
delineate the spine. Following the detailed spine segmentation step, the pedicle
screw placement data generated by the SSP are incorporated by inserting
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representative voids in the segmentation which correspond to the precise screw
locations. The virtual spine model with the templated screw holes in place is tiled
into a surface using an adaptive deformation algorithm [21–23] and exported as a
stereo-lithography (STL) file. To improve the stability of the delicate spinal
structure, a narrow ribbon is added to the anterior spine model before printing. The
resultant STL file is printed using a ZCorp Spectrum Z510 printer. This printer can
generate large-volume, full color models.

The pre-surgical plan report is used in advance to prepare the instrumentation
inventory for the operation. The 3D patient-specific model, along with the report, is
used in the procedure room to provide real-time visualization and guidance for
accurate pedicle screw placement.

3.2.5 Proposed Surgical Planning Workflow

To better illustrate the functionality and capabilities of the spine surgery planning
platform, we follow a hypothetical patient through the workflow associated with the
proposed interventional planning protocol. Following diagnosis based on a routine
CT scan, the patient is typically recommended for surgery, in which case additional
imaging exams may be ordered, to better examine a specific region of interest in the
spine anatomy. Based on the pre-operative spine image dataset, the surgeon or
physician assistant will conduct the surgical plan using the proposed virtual plat-
form. Each vertebral segment that needs to be instrumented will be realigned
according to the true vertebral axis in order to enable true size measurements of the
pedicles and vertebral body. These preliminary measurements of the pedicle width
and length will serve as initial estimated of the virtual pedicle screws that are to be
selected from the available database that compiles a wide variety of screws
according to the specifications of several different manufacturers, so they closely
match the vertebral anatomy. Each vertebral segment is then instrumented by
“inserting” the selected virtual screw (in the form of an object map—a virtual
representation of the physical screw) in the image dataset through the pedicle body
mimicking the actual intra-operative implantation procedure. The position and
orientation of each screw is then evaluated by panning through the image data
containing the virtual pedicle screw to ensure the screw is fully contained within the
pedicle (i.e., ne pedicle rupture) and does not interfere with the surrounding anat-
omy. In the event that more than one screw type (i.e., of close diameter and length)
or several trajectories are permissible, the Fastening Strength is evaluated for each
screw and each trajectory and based on the results, the screw and trajectory yielding
the largest Fastening Strength will be selected, again, under the constraints that no
interference exists between the screw and surrounding anatomy.

These steps are repeated for each vertebral segment that needs to be instrumented.
Following completion of the plan, the platform provides a report that lists each
instrumented vertebral segment specifying the implant gauge (i.e., screw diameter
and length), implant trajectory (measured with respect to the axial and sagittal
angles), and, if needed, the Fastening Strength computed for each implant. Note that
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once a decision is made with respect to the size and trajectory of a specific implant,
the Fastening Strength provides minimal information, as it is a relative measure
based on which the implant trajectory and size is optimized and its absolute mag-
nitude is meaningless unless compared against other values computed for the same
implant.

Based on the output report, the instrumentation inventory is prepared for the
upcoming procedure. Also, the virtual plan can be saved as either a surface or
volume rendered model either including or excluding the virtual screws that can be
displayed in the procedure room for analysis and review during the intervention. If
a life-size model of the instrumented spine is required by the surgeon prior to the
procedure, the virtual plan is saved as a stereo-lithography (STL) file and a physical
model can be generated using a 3D printer or a rapid prototyping device.

In the event that a surgical navigation platform is employed to guide the inter-
vention, the virtual plan can be registered to the patient’s anatomy in the OR by
using a variety of registration techniques—the most suitable and straight-forward
being a landmark-based rigid body registration for each individual vertebral seg-
ment. This approach will minimize any uncertainties introduced by registering an
entire region of the spine to the patient, provided a slightly different position or
orientation of the patient between the pre-operative scan and intra-operative pro-
cedure. After registration, the drilling tool and pedicle implant can be guided and
inserted according to the prescribed pre-operative plan.

4 Platform Evaluation and Validation

4.1 Assessment of 3D Templating Tool

A small retrospective pilot study was conducted to compare the traditional 2D
method of spine surgery planning and the 3D templating method for pedicle screw
placement. A cohort of 10 subjects was identified for the study, each having had a
previous spinal procedure that included the implantation of pedicle screws in two or
more vertebrae. Original preoperative plans were not available so two new plans
were created for each subject based on the CT exams taken prior to the surgery. One
was a plan based on the same type of 2D method used to carry out the original
procedure. A second plan was created using the new 3D templating tools. Each of
two participating surgeons generated separate plans for 5 of the 10 subjects. One
participant was a skilled staff surgeon with 14 years of experience and the other was
a fifth year resident. Post-surgical CT exams were also extracted from the patient
record to compare both methods of planning with the post-surgical results. Metrics
used in the evaluation included pedicle screw lengths, widths and angles. The pre-
operative 2D planning data, pre-operative 3D planning, and post-operative images
were analyzed by looking at:
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(a) Differences between pre-operative 2D and pre-operative 3D
(b) Differences between pre-operative 2D and post-operative
(c) Differences between pre-operative 3D and post-operative
(d) Greater deviation between the two pre-operative to post-operative differences—

from (b) and (c)
(e) Greatest deviations from (d) between resident and experienced staff surgeon

Several differences were observed in the 2D planning workflow and the 3D
planning workflow. First, while best attempts were made to accurately extract the
dimensions of vertebrae with the 2D approach, deformation of the spinal column
and normal spine curvature contributed to significant errors in the initial estimate
with the 2D method. Figure 4 shows these differences in one of the 10 cases.
Because the axial slices do not necessary cut across the long axis of each vertebra, a
simple measurement in one slice is inadequate for accurate assessment. In Fig. 4,
the width of the vertebra appears to be 53.364 mm in the axial view (a) of this CT
image, but the same linear segment in the sagittal view (b) clearly shows the
misleading nature of the measurement, due to the oblique orientation of the ver-
tebral body with respect to the entire patient. Figure 4 also shows the depth of a
vertebra along the pedicle to be 66.4 mm in the axial view (c) of this CT image. The
coronal view (d) of the same segment, however, shows a measurement that actually
represents a corner to corner distance, which likely may not be the measurement
intended. Both of these illustrations show the potential problems if screw length
decisions are based solely on standard 2D axial, sagittal or coronal views. The
potential for implant size and/or angulation error is increased further by the manual
nature of current 2D spine surgery planning methods.

Another difference is the consistency of the planning report. Although there is a
pre-defined manual entry form which is used routinely for spine planning, the use of
this form is inconsistent from case to case. Figure 5 shows the plan from one of the
cases. Because the process is manual, there are blank columns on the left and the
scratched out numbers at the bottom. It is unclear if the surgeon neglected to fill in
those angles or if the angles were 0° and therefore not entered. The values that
were scratched out may possibly lead to transcription errors. In contrast, the

Fig. 4 The corresponding width and depth segments shown from different orientations illustrate
the potential for misleading measurements when basing them on single 2D views
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automatically generated report from the 3D planning process shown in Fig. 5
requires no manual intervention.

Each vertebral level includes an axial view with screw placement angles
included and a top view 3D rendering, as well as two full spine renderings, illus-
trated in Fig. 6, with all screws displayed. The report can then be printed, saved, or
added to the patient record as a DICOM object.

While some differences were identified in several comparisons, no strong trends
were found in the pre-operative comparisons or the two pre-operative to post-
operative comparisons. Given the small sample, this is not surprising. However, the
different measurements generated, coupled with the participating surgeon’s pre-
vailing intuition that the 3D planning method was producing more consistent and
more precise measurements, provides impetus for further study. It must also be
recognized that comparison of pre-operative plans to post-operative results that
were originally planned using 2D methods is not going to produce results that
indicate one is “better” than the other. In fact, it could be expected that differences
between 2D pre-operative planning and post-operative results should be small in
these cases, since both were planned using the same method. It turns out that is
exactly what occurred in the case of the experienced surgeon. The chart in Fig. 7
shows his 2D plans deviated less from the post-operative results than his 3D plans
did. Interestingly, the less experienced resident’s results were the opposite, as
indicated by the same chart, which might indicate that 3D planning helps him plan
cases that more resemble the expert. The chart in Fig. 7 also suggests that the
resident’s templates in the 2D plans tended to be shorter and narrower than those
from the 3D plans. A plausible explanation for this is that residents tend to round
down when using 2D methods since it is recognized as more of an estimate (due to
oblique orientation of vertebra) and wanted to err on the side of safety. 3D planning
gave a better view and provided more confidence in the template choice, thus

Fig. 5 The handwritten instrumentation report on the left illustrates the high potential for error
when compared to the automatically generated report coming from the 3D templating tool
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accounting for larger template sizes. The expert’s templates were just the opposite,
illustrated by the same chart. He tended to choose shorter narrower screws in the 3D
plan compared to the same subjects in the 2D plan. Based on better views from the
3D plan, he may recognize preferred locations for the templates that would provide
adequate holding strength while maximizing safety and avoiding problem areas not
observed using 2D planning methods.

Fig. 6 The two renderings show the complete plan after all the individual vertebrae have been
templated
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Fig. 7 The chart on the left shows the screw length deviations between the two different pre-
operative planning methods and the post-operative results for the resident and staff surgeon. The
chart on the right shows for each type of surgeon, the number of times the screw dimensions from
one pre-operative planning method was smaller than those from the other pre-operative method
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4.2 Assessment of Fastening Strength Estimates

We conducted an initial assessment of the developed platform using retrospective
clinical data from patients who underwent spine surgery that involved the
implantation of pedicle screws. For this study, we have limited our analysis to four
lumbar cases, consisting of a total of 28 pedicle screws implanted in the lumbar
spine of four patients. Procedures were performed by a staff surgeon following
standard planning in the OR using 2D axial images from the pre-operative CT scans
for implant size estimates, with no use of the virtual planning platform. All implants
were deemed successful with no revisions. Post-operative CT scans routinely
ordered for follow-up purposes were used as ground truth (clinical gold standard)
for our assessment.

Several weeks after each procedure, a spine surgery fellow used the virtual
planning platform to plan each procedure. The plans yielded a total of 30 virtual
lumbar implants being suggested across all four cases. Although a total of 28
pedicle screws were implanted during the procedures, and the retrospective plans
suggested 30 implants (i.e., one extra vertebral level suggested for instrumentation
in one patient), only 26 implants were homologous—implanted/suggested at the
same vertebral level in both procedures and plans, respectively. Therefore, for the
sake of a consistent paired assessment, only the 26 homologous implants (same
vertebral level in both plan and procedure) were considered in the analysis.

4.3 Implant Dimension Assessment

The dimensions of the implants selected using the virtual planning platform are
automatically generated in the output report. However, to determine the dimensions
of the screws implanted during the procedure, we used the virtual platform to
“reverse plan” the post-operative CT such that the “reverse planned screws” match
those visible in the post-operative CT images (Fig. 8). Following reverse planning,
the implant dimensions were included in the automatically generated output report.
This approach was chosen to eliminate any uncertainty associated with the user-
conducted measurements caused by the partial volume effects and beam hardening
artifacts induced by the presence of the metallic screws in the post-operative CT
images.

4.3.1 Implant Fastening Strength Assessment

The Fastening Strength of the planned implants was directly assessed by estimating
the intensity—area product across the pedicle volume displaced by the virtually
implanted screws. To compute the Fastening Strength for the post-operative
assessment, each “reverse planned” vertebra was registered to its homologous
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counterpart in the pre-operative image (Fig. 9), as knowledge of the voxel intensity
of the displaced bone segment is required. Given the rigid nature of individual
vertebrae, an intensity-based rigid registration was used, followed by minimal
manual adjustment. Following registration, the intensity—area product was com-
puted for each pedicle bone segment displaced by the post-operative implant.

Table 1 summarizes the implant dimension (diameter and length), the Fastening
Strength, computed displaced bone volume, as well as the mean voxel intensity
across the displaced bone volume, for both the pre-operative planned and post-
operative procedure. Since the assessment consist of the comparison of homologous
implants in both the retrospective plans and procedures with respect to different
parameters (implant dimensions, displaced bone volume, mean voxel intensity of

Fig. 8 Example of virtual templating and volume render representation at one vertebral segment.
a Templating of pre-operative CT scan; b “reverse templating” of post-operative CT (high
intensity metal implants are visible in the image)

Fig. 9 Registration of post-operative “reverse plan” (c) to the pre-operative plan (a) for
assessment of displaced bone volume to estimate Fastening Strength. The planned and post-
operatively inserted pedicle screws can be seen in the fused image (b)

Table 1 Summary of planned versus post-operative measurements for implant diameter and
length, as well as Fastening Strength, displaced bone volume, and mean voxel intensity of
displaced bone volume

Measure (units) Pre-operative plan Post-procedure assessment

Screw diameter (mm) 5.5 ± 1.2 6.9 ± 0.8

Screw length (mm) 40.0 ± 2.0 47.1 ± 5.0

Fastening strength (mm3 · HU) 3.6 × 107 ± 0.7 × 107 4.7 × 107 ± 0.8 × 107

Displaced bone volume (mm3) 2.5 × 103 ± 0.4 × 103 3.3 × 103 ± 0.5 × 103

Mean bone intensity (HU) 164 ± 65 167 ± 59
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displaced bone volume, and Fastening Strength), we used the pair Student t-statistic
to compare the paired (procedure vs. plan) results. While the average difference
between the plan-suggested and procedurally-implanted screws was on the order of
1 mm in diameter and 5 mm in length (i.e., typically one screw size, given the
dimensions of the available screws provided by the manufacturers), the paired
Student t-statistic revealed no difference between the parameters estimated from the
virtual plan and actual procedure (p > 0.1), therefore indicating that the results
suggested by planning platform were in agreement with those assessed based on the
post-procedure images, treated as clinical gold standard.

Figure 10 compares the Fastening Strength, displaced bone volume, and mean
voxel intensity of displaced bone volume between the pre-operative plan and post-
procedure outcome. While no statistical difference was noted between the plan and
procedure, higher Fastening Strength correlated with larger displaced bone volume,
and slightly larger implant dimensions.

The relationship used to estimate the Fastening Strength is available in
mechanical engineering and machine component design literature [24] and tradi-
tionally used to determine the holding power of screws, bolts and other fasteners.
Here we adapted to this concept the spine surgery application by relating the
material strength to a surrogate measure of bone mineral density derived from CT
image intensity. The Fastening Strength is computed based on the volume of bone
displaced by the screw, assuming a cylindrical model whose diameter is measured
across the thread, not just the screw shaft. To further emphasize the consistency and
utility of the Fastening Strength, we further analyzed the observed Fastening
Strength and displaced bone volume, in response to selected implant dimension.
Figure 11 illustrates the correlation between Fastening Strength and implant
dimension. As shown, as much as half of the holding power can be lost by un-
dersizing the implant diameter by up to 3.5 mm, and as much as 35 % of the
holding power can be lost by undersizing the implant length by up to 20 mm. These
measurements are consistent with the displaced bone volume measurements, which
are directly proportional to the implant dimension variability.

Moreover, as also revealed in Fig. 11, given similar implant dimensions (no
difference in diameter or length), uncertainties on the order of 5 % were observed in
the displaced bone volume measurements, which, in turn, led to 8 % differences in

Fig. 10 Comparison between Fastening Strength, displaced bone volume and mean voxel
intensity, showing no statistical difference (p > 0.1) between plan and procedure, therefore
confirming consistency between the planned and clinical standard Fastening Strength
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fastening strength. While the difference in displaced bone volume measurements for
identical size implants are mainly artificial, primarily due to partial volume effects
inherent to the CT image resolution, the remaining differences in Fastening Strength
may be real and mainly due to the difference in voxel intensity within the displaced
bone volume.

With regards to the mean voxel intensity of the displaced bone volume, the plan
and procedure both have comparable ranges, and consistent with image intensity
range of the cancellous bone. Recall that cortical spine BMD was estimated as
192 ± 10 mg/cm3, while cancellous bone BMD averaged *140 mg/cm3. Given the
linear relationship between BMD and image intensity, cortical bone features
a *235 ± 14 intensity range, while cancellous bone averages a mean voxel
intensity of *175. As shown in Table 1, the mean voxel intensity of the displaced
bone volume in both the plan and procedure was on the order of 165 ± 60, which
spans the mean voxel intensity of cancellous bone, but also extends into voxel
intensity range associated with the cortical bone (*200). From a physical inter-
pretation view point, the screw shaft is immersed into the cancellous bone while the
“tip of the thread” extends into the cortical bone located toward the edge of the
pedicle body (Fig. 12), therefore providing added strength that a thinner implant
would not, since only spanning the cancellous bone region.

As documented [25, 26] and also suggested by the orthopedic surgery team, a
pedicle screw implant is typically deemed optimal if the screw fully “taps” into the
cancellous pedicle region and the edge of the screw thread “digs” into the hard
cortical pedicle shell for improved holding power [27]. Based on the mean voxel
intensity measurements of the displaced bone segment (in both the plans and post-
operative assessments), the screws fully “tapped” into the cancellous bone, and also
“grabbed” onto the cortical bone, documented by the upper tail of the voxel
intensity range of the measured displaced bone volume (Fig. 12), confirming
clinical requirement. Therefore, our proposed formulation of the Fastening Strength
metric can provide quantitative information whether this clinical requirement has
been met. This demonstrates that the plans, within their inherent limitations

Fig. 11 Percent difference in Fastening Strength and displaced bone volume with variations in
implant dimension. The negative values indicate loss of holding power and underestimated
displaced bone volume due to undersized implants
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introduced by the surgeon’s versus fellow’s skill level and screw measurement
variability, provide similar Fastening Strength to the actual procedures and the
proposed Fastening Strength correlates positively with implant dimension.

5 Current Clinical Experience and Relevant Cases

Given the perceived benefit of the 3D planning method, seven Mayo Clinic
orthopedic surgeons have used the 3D templating tools to pre-operatively plan
several cases.

Case Study 1: A 4 year old male presented with progressive congenital scoliosis
associated with VATER syndrome and neurofibromatosis. The scoliosis was
present at two levels. The patient had a complex cervicothoracic curve which
progressed from 25° to 30° over one year. Hemivertebrae also caused thoraco-
lumbar scoliosis which progressed from 25° to 35° over a one year period, with a
focal kyphosis measure of 22°. For this patient, pre-operative CT scans were
ordered to more precisely determine the pathologic anatomy and to permit 3D
templating. The CT images clearly illustrated pathologic congenital anatomy of
cervical and thorocolumbar congenital scoliosis, as shown in Fig. 13. 3D templating
confirmed that the thorocolumbar pedicles could safely accommodate 3.5 and 4.0
diameter screws, also shown in Fig. 13, but the cervicothoracic vertebrae would not
safely accommodate standard implants. The 3D templates allowed for straightfor-
ward generation of a physical model using a commercial 3D printer. This model
was used intra-operatively, showing the precise starting points and trajectory for

Fig. 12 Voxel intensity distribution for the cancellous and cortical bone according to the linear
relationship between bone mineral density and image intensity. Superimposed voxel intensity
range of the bone volume displaced by the implanted pedicel crews and computed according to the
Fastening Strength formulation
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each pedicle screw. Although the CT data was used to determine that hemivertebrae
resection could be carried out with posterior pedicle screw and hook instrumenta-
tion from T12 to L1 shown in Fig. 4, it was not possible to model this process in the
software. Instead the surgeon utilized the renderings and model to visually assess
the resection process.

Case Study 2: A 4 year old presented with congenital scoliosis at the cervical-
thoracic junction and at the thoracolumbar spine associated with a complex con-
stellation of medical concerns such as dextrocardia, feeding difficulty, develop-
mental delay and gastroesophageal reflux, as shown in Fig. 14. The congenital
scoliosis at the thoracolumbar spine was caused by a fully segmented hemiverte-
brae. Curve progression from 25° to 35° over 2 years time warranted hemivertebrae
resection. CT scan was indicated to evaluate the congenital vertebral anomalies and
to measure the vertebral and pedicle dimensions. A 3-D rapid prototype model was
generated from the pre-operative plan shown in Fig. 14 to confirm that the vertebrae

Fig. 13 Pre-operative thick maximum intensity projection CT of patient with thorocolumbar
congenital scoliosis, rendering of 3D templating results developed with the spine surgery planning
tools, the physical model printed from the plan, and the post-operative radiograph

Fig. 14 Pre-operative thick maximum intensity projection CT of patient with cervical-thoracic
and thoracolumbar congenital scoliosis (upper-left), rendering of 3D templating results developed
with the spine surgery planning tools (upper-right), the physical model (lower-left) printed from
the plan, and the post-operative radiograph (lower-right)
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adjacent to the congenital hemivertebrae could be safely instrumented with pedicle
screws. The model in Fig. 14 illustrated correct starting point location and trajectory
for pedicle screw placement, permitting safe instrumentation of the very small and
abnormal spine. Surgery was performed without complication and an excellent
clinical and radiographic outcome was achieved, as displayed in Fig. 14. As with
Case 1, the viability of hemivertebrae resection was confirmed with CT; however,
the software was unable to model this process. In addition, the surgeon planned for
the placement of 4 additional screws located more distal from the hemivertebrae;
however, it was determined intra-operatively that this was unnecessary.

Case Study 3: An 11 year old male presented with severe progressive scoliosis
measuring 100° associated with Sprengel’s Deformity, developmental delay, and
several congenital vertebral abnormalities which can be seen in Fig. 15 (upper-left).
The severe curve magnitude and congenital vertebral abnormalities warranted CT
imaging to better understand the complex vertebral anatomy, especially pertaining
to pedicle morphology. Three dimensional templating displayed in Fig. 15 (upper-
right) confirmed that vertebral anatomy at most levels would safely accommodate
pedicle screw fixation, and allowed identification of those vertebrae where pedicle
screws could not be placed. Adding screw templates to the 3-D model permitted
identification of pedicles which were “out of line” and could not be included in the
instrumentation construct. The three dimensional model in Fig. 15 (lower-left) was
used in the operating room and used as a reference for pedicle starting point and
trajectory during the operation. Surgery was performed safely in an efficient manner
with an excellent clinical and radiographic outcome, shown in Fig. 15 (lower-right).
A total of 37 screws were planned for the surgery; however, the patient only
required 26 screws to be placed, based on the pre-surgical plan and intra-operative
assessment of the outcome.

Additional Cases: Four additional pediatric patients, all of which presented
similarly complex deformities, have been operated on using the same planning
methodology. One of the four presented severe thoracolumbar kyphotic deformity

Fig. 15 Pre-operative thick maximum intensity projection CT of patient with severe progressive
scoliosis, rendering of 3D templating results developed with the spine surgery planning tools, the
physical model printed from the plan, and the inter-op, post-operative radiographs
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and midthoracic level spina bifida, while the other three all presented severe pro-
gressive scoliosis. In each case, spinal instrumentation was required for fusion.
Aided by the 3-D templating software, precise size and location of pedicle screws
for safe implantation were identified, and full-sized models were generated from the
templated image data (Fig. 16). The models were used in the operating room as a
reference in all four cases, helping the surgeon to easily transfer the precise plan
directly to the procedure. Clinical and radiographic outcomes were considered
excellent in each of the four cases and each surgery was performed without
complication.

6 Discussion

This work demonstrates that accurate 3D pre-surgical planning for complex pedicle
screw placement in spinal deformity correction interventions can be achieved using
pre-acquired high resolution volumetric images and user-interactive guidance.
Moreover, the virtual pre-surgical plan can be used to rapidly prototype a 3D
physical anatomical model of the patient’s spine in its corrected configuration.
Surgeons reported that the planning software and 3D models provided significant
information which increased the surgeon’s ability to plan several concurrent sur-
gical approaches, and, therefore, consider several viable options in the procedure
room.

Due to the broad variety of implants used in this procedure (including hooks and
rods), future work will include the incorporation of different types of instrumen-
tation. Moreover, we envision to further improve the capabilities of the currently
developed platform to enable a better integration of the planning module with the
intra-operative guidance. To date, the SSP application is solely used to plan the
procedure and the resulting data is available for visualization, either virtually or
physically, in the operating room. However, we believe that the current workflow
can be further enhanced by providing the surgeon with a direct spatial relationship
that enables the translation and implementation of the pre-operative plan into sur-
gical guidance. One approach is to perform a virtual model-to-patient registration
using a surgical instrument localization system, and to make use of the tracked
instruments to better guide the instrumentation, ensuring that the insertion point and
trajectory of the pedicle screw follow the procedure plan.

Several other techniques have been explored by different groups in parallel with
the development of the Spine Surgery Planning platform. As mentioned in the
introduction, the initial iteration of our spine surgery planning platform was
developed simultaneously with the iPlan platform developed simultaneously by
BrainLab [11] and features similar capabilities, including selection of virtual
implants, trajectory planning, as well image segmentation, registration and overlay
of multiple datasets into the templating workflow.

Bichlmeier et al. [1] disseminated on a new method for navigated spine surgery
using a stereoscopic video see-through head-mounted display (HMD) and an
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Patient 5

Patient 6 Patient 7

Patient 4

Fig. 16 Renderings of 3D templating results (left for each patient set) developed with the spine
surgery planning tools for each of four additional cases (Patient 4–7 as labeled above), and the
physical models (right for each patient set) printed from the plan
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optical tracking system. Vertebrae are segmented from volumetric CT data and
visualized in situ. A surgical drilling device was virtually extended with a mirror for
intuitive planning of the drill canal, control of drill direction and insertion depth.
The system was evaluated using realistic replica of lumbar vertebrae against the
classical, monitor-based navigation system providing three orthogonal slice views
on the operation site. Outcome was assessed according to the procedure time and
accuracy measurements recorded based on the post-procedure CT images of the
drilled vertebral models.

Given the fastening strength estimates, we believe it is not critical to employ a
complex finite element model under hypothetical loading conditions, especially
given the current formulation suits any loading condition and provides a surrogate
measure for the screw holding power. This approach provides consistent trends
with implant dimension within the limits defined by the clinical standard implan-
tation procedures conducted with no computer assistance, chosen as gold standard
for assessment of the plans. Claims that the proposed planning approach would lead
to superior outcome compared to the clinical standard would be very difficult to
make, as they would invalidate the quality of health care currently delivered in the
clinic via the standard axial CT image-based planning approach. However, we
claim that the proposed approach provides objective measures for planning (i.e., the
effect of implant dimension and trajectory combined into the Fastening Strength
metric), and enables planning prior to the procedure and, if desirable, outside the
OR, potentially leading to shorter procedure and anesthesia time.

The virtual templating and planning can be completed any time before the
procedure, once the patient CT image dataset is available. Following data importing
into the surgery planning platform, the actual planning task requires 30–60 min of
effort (5–10 min for each vertebral level), depending on the complexity of the case.
The planning output consists of an automatically generated report that lists each
instrumented vertebral level, selected implant dimensions and trajectory, accom-
panied by orthogonal views and 3D volume rendered representations. Following the
addition of the Fastening Strength feature to the platform, measures such as dis-
placed bone volume, mean voxel intensity and Fastening Strength can also be made
available in the report; however their knowledge is more beneficial during the
actual planning process, when selecting different size implants and assessing their
optimal trajectories to optimize holding power. Lastly, if a full scale physical spine
model is required, additional processing time (1 h) is necessary to generate a stereo-
lithography (STL) file containing the surface model information; the 3D printing
process may require up to 24 h to complete, but once set up, the printing is mostly
automated.

One limitation of the current study, besides the small sample size available for
analysis, is the comparison of the virtual planning outcome to traditionally con-
ducted procedures, therefore making it difficult to account for any potential devi-
ations from the plan that could have occurred during the intervention. In addition,
the retrospective virtual planning was performed by a (less experienced) fellow,
while the actual procedures were performed by a staff surgeon, which explains the
fellow’s more conservative implant selection during planning—slightly thinner and
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shorter screws to avoid pedicle rupture or protrusion outside the vertebral body. To
address these limitations, we intend to conduct a double cohort study that enables
the translation of the plan into the OR for appropriate comparison of both virtual
and traditional plans followed all the way to post-procedure outcome. This study
will provide a larger sample size for analysis and enable us to investigate any
differences between experienced and novice surgeons as far as implant selection
and planning.

For the sake of a consistent comparison of homologous implants in both the
retrospective plan and procedure with respect to different parameters (implant size,
displaced bone volume, mean voxel intensity of displaced bone volume and lastly
the fastening strength), we used the paired Student t-statistic to compare the paired
results. However, we also computed the correlation between the retrospective plan
and post-operative outcome for each of the five parameters mentioned above.
A moderate correlation was found between the retrospective plan and post-proce-
dure outcome for the implant diameter, implant length and displaced bone volume
(0.63, 0.59 and 0.52, respectively), and a higher correlation was revealed between
the plan and procedure with respect to the Fastening Strength and Mean Voxel
Intensity of the displaced bone volume (0.82 and 0.79, respectively). These cor-
relations confirm the more conservative plans performed by the fellow (selection of
slightly thinner and shorter implants) compared to the implants used during the
actual procedures by the staff surgeon. Nevertheless, the trajectory of the implants
and their positioning within the vertebral body was consistent between the retro-
spective plans conducted by the fellow and the procedures performed by the
surgeon.

Clinical Limitations and Impact: We recognize ongoing efforts in computer-
assisted spine surgery to assist the surgeon with implant positioning during the
procedure, and we believe that such endeavours, although valuable in the intra-
operative setting, make limited effort to improve procedure planning and eventually
enabling the planning process be conducted out of the OR. The platform described
here is intended to complement the intra-operative endeavours and enable planning
to be performed once a CT scan is available, outside of the OR, to reduce anaes-
thesia time, and overall procedure time and costs. Hence it is not counter-intuitive
to conclude that by performing the planning prior to the procedure, the time under
anesthesia, overall OR time and all associated costs could be reduced. Moreover,
given the planning platform utilizes typical standard of care pre-operative image
datasets, it can be seamlessly integrated with both manual implantation procedures,
as well as computer-assisted navigation, providing the added bonus of precisely
translating the planned trajectories from the pre-operative planning stage to the
intra-operative stage by means of plan-to-patient registration and tracking of the
surgical instruments and implants.
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7 Summary and Future Work

In this paper we have described the augmentation of our existing spine surgery
planning platform with a new metric—the Fastening Strength—that provides a
surrogate measure for the screw holding power. The proposed metric is evaluated in
conjunction with the virtual implant selection and 3D templating of the patient-
specific 3D CT dataset and enables optimal selection and trajectory planning by
taking into consideration the effect of implant dimension and geometric path, as
well as the strength (i.e., bone mineral density) of the bone substrate, which is
critical to achieve improved fixation. The conducted experiments showed agree-
ment between the implants suggested by the retrospective plans and the actual
procedure outcome.

In addition to the enhanced planning platform led to similar decisions as far as
implant dimension selection and trajectory planning, it also provides the surgeons
with the ability and choice to perform the planning pre-operatively, outside of the
OR and rely on objective measures for safe and secure implant positioning that
combine both implant dimension, trajectory and strength of the bone substrate into
a single metric.

Future directions will involve further evaluation via both retro- and prospective
studies, as well as the integration of virtual planning platform with existing com-
puter-assisted navigation platforms [28]. In addition, we plan to compare the screw
fastening strength outcome yielded by our surrogate formulation to that predicted
by classical finite element models under different loading conditions, and demon-
strate the feasibility of employing the proposed Fastening Strength formulation as a
validated predictor of the holding power of the implanted pedicle screws.
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Tracked Ultrasound in Navigated Spine
Interventions

Tamas Ungi, Andras Lasso and Gabor Fichtinger

Abstract Ultrasound is an increasingly popular imaging modality in image-guided
interventions, due to its safety, accessibility, and low cost. But ultrasound imaging
has a steep learning curve, and requires significant coordination skills from the
operator. It is difficult to interpret cross-sectional anatomy in arbitrary angles, and
even more challenging to orient a needle with respect to the ultrasound plane.
Position tracking technology is a promising augmentation method to ultrasound
imaging. Both the ultrasound transducer and the needle can be tracked, enabling
computer-assisted navigation applications in ultrasound-guided spinal interven-
tions. Furthermore, the patient can also be tracked, which enables fusion of other
imaging modalities with ultrasound. In this chapter, we first present the technical
background of tracked ultrasound. We will review how to build research systems
from commercially available components and open-source software. Then we will
review some spine-related applications of tracked ultrasound modality, including
procedural skills training, needle navigation for anesthesia, surgical navigation, and
other potential applications.

1 Introduction

Ultrasound is becoming a ubiquitous imaging tool in many medical specialties due
to its safety, portability, and low cost. Recent ultrasound devices fit in the physi-
cians’ pockets, and instantly provide real-time images of almost all anatomical
regions without radiation risks to the patient or physician. Spine is, however, one of
the particularly difficult areas for visualization with ultrasound. Bones and liga-
ments are close to the skin, and they cast acoustic shadows by reflecting the
majority of the ultrasound waves, not letting through enough for visualization of
deeper anatomical structures. Furthermore, stiff tissue layers of spine muscles

T. Ungi (&) � A. Lasso � G. Fichtinger
Queen’s University, Kingston, Canada
e-mail: ungi@queensu.ca

© Springer International Publishing Switzerland 2015
S. Li and J. Yao (eds.), Spinal Imaging and Image Analysis,
Lecture Notes in Computational Vision and Biomechanics 18,
DOI 10.1007/978-3-319-12508-4_15

469



attenuate the energy of the ultrasound more than other tissues with more water
content. One can still find sonographic landmarks along the spine that can be used
to obtain limited view of the anatomy. These landmarks are often used during
interventions, as the operator finds the way of the needle based on these points.

Ultrasound combined with position tracking is a promising technology that has
recently reached the clinical device market. It allows needle navigation methods
that show the 3D position or projection of the tracked needle relative to the tracked
ultrasound image. This visual aid enhances the accuracy of needle insertions when
the target is directly visible on ultrasound. Some commercial ultrasound machines
recently offer fusion of CT or MR images to real-time ultrasound, which is also a
very promising avenue in computer assisted spine interventions. The real-time
nature of ultrasound combined with the resolution and contrast of other image
modalities may revolutionize image-guided spine interventions, enabling more
procedures to be performed in a minimally invasive way. In this chapter, we will
focus on the tracked ultrasound technology, and show some of its promising
applications that may become routine procedures in the hands of surgeons, anes-
thesiologists, or interventional radiologists.

2 Ultrasound in Spinal Needle Guidance

Ultrasound has been in use for decades in guidance of invasive procedures in the
spine. Although most needle insertion procedures that are commonly performed,
can be completed blindly with knowledge of the anatomy. The procedural difficulty
of spine interventions has a wide range depending on target structures and indi-
vidual patients. For example, the most common procedure is lumbar puncture,
needle insertion into the spinal canal between two lumbar vertebrae. Lumbar
puncture is generally thought of as a simple procedure that every physician is able
to perform without image guidance or other forms needle guides. However, in
obese patients or degenerative spines, even this procedure can be so difficult that it
requires ultrasound or fluoroscopic guidance. There are significantly more difficult
procedures, such as selective nerve blocks, that are only attempted using CT or MRI
guidance.

The most common use of spine ultrasound is to find vertebral interspaces for
lumbar puncture in difficult cases. Ultrasound is helpful when the spine is covered
by thick fat tissue, or when spine pathologies prevent conventional navigation by
palpation. In these cases, ultrasound scanning can be done either before needle
insertion, or during needle insertion to provide real time guidance as the needle
approaches its target. The first technique uses landmarking. Ultrasound is used
before needle insertion to find the space between two spinous processes, and
marking it with a pen on the patient’s skin. The needle is introduced at the marked
point, which has a high probability of leading to the space between two vertebrae.
In case of the second technique, imaging can be performed simultaneously during
needle insertion too, to provide real time visual feedback on the needle position.
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Real time guidance requires more experience and coordination skills, because the
two hands of the operator are engaged in different tasks, and the attention is divided
between image interpretation and needle manipulation. The difficulty in learning
this complex skill is probably the only disadvantage of ultrasound-guided needle
insertions in the spine region [1].

3 Tracked Ultrasound Systems

Although ultrasound has proven to be a great help in needle insertions, the com-
bination of ultrasound imaging and position tracking, called tracked ultrasound,
offers as many opportunities in the hands of interventionists as a new imaging
modality. Tracked ultrasound systems have just reached the clinical market, and
their future role in clinical practice will be subject to how much evidence will be
found on its benefits. But the future looks promising for tracked ultrasound. It is one
of the most affordable imaging modalities, and prices will drop with future gen-
erations of devices. It helps spatial coordination of the needle relative to ultrasound
image position, which is one of the most challenging skills in medical interventions;
therefore probably many operators will take advantage of this technology. Tracked
ultrasound systems are relatively easy to build in research laboratories, and are
exciting tools in experimental and clinical research. Therefore, we dedicate this
section to the technical details of tracked ultrasound systems, with the goal of
making them easily reproducible for a wide audience. We focus on the adaptability
to existing ultrasound and tracking devices, rather than recommending a single set
of hardware components. We encourage every reader who has access to an ultra-
sound machine and a position tracker to try assembling tracked ultrasound, because
most medical specialties can take advantage of such an enhancement of ultrasound
imaging in the guidance of interventions.

4 Position Tracking in Ultrasound-Guidance

Position tracking technologies evolved rapidly in the past decades, and have made it
possible to track the ultrasound transducer, as well as the needle during interven-
tions. This allowed development of navigation software for needle guidance.
Medical navigation applications are much like GPS navigators developed for cars.
They take advantage of position tracking by showing the user where they are on a
geographical map. This makes the map extremely easy and intuitive to use. Medical
navigation software enhances traditional medical images and image-guided inter-
ventions by showing the real-time positions of medical instruments on these ima-
ges. Although the medical interventionist community is more careful accepting new
technologies than car drivers.

Tracked Ultrasound in Navigated Spine Interventions 471



Common position tracking devices in medicine are using either optical or
electromagnetic technology (Table 1). Optical tracking uses cameras and optical
position markers that the computer automatically detects on the camera images. The
main advantages of optical tracking are its accuracy and robustness. The main
disadvantage is that the position markers need to be relatively large and in the line
of sight of the cameras. An emerging alternative to optical tracking is electro-
magnetic tracking technology that uses an electromagnetic field generator, and
wired position sensors that detect their position relative the field generator. Elec-
tromagnetic trackers generate a known changing magnetic field, and measure the
currents in sensor coils that are induced by the changing magnetic field. A signature
of currents in the sensor is unique to its position relative to the field generator. The
main advantage of electromagnetic tracking is that it does not require line of sight,
although it is less accurate and is sensitive to certain metal objects, especially
electric devices in its environment.

Tracking the ultrasound transducer expands the possibilities in ultrasound-gui-
ded needle interventions. By attaching a position tracker to the ultrasound trans-
ducer and the needle, their relative positions can be computed and visualized, even
when the needle is not in the ultrasound imaging plane. Such a tracked system can
be further enhanced by attaching another position sensor to the patient. This allows
visualization of the needle not only relative to the ultrasound image, but relative to
pre-procedural CT, MRI, or other models of patient anatomy.

There are other technologies for needle tracking in ultrasound-guided inter-
ventions beyond optical and electromagnetic. The most simple and oldest way is
mechanical tracking is to attach a passive needle guide to the ultrasound transducer.
Ultrasound guidance methods for abdominal interventions use mechanical needle
guides, but they constrain the needle motion to a single line relative to the ultra-
sound imaging plane. This line is displayed on the ultrasound display, so the
operators see where the needle will be inserted relative to the image. The needle
target can be chosen by moving the transducer with the fixed needle guide. But in
the spine, the target areas are only visible from a limited range of angles. And the

Table 1 Summary of advantages and disadvantages of optical and electromagnetic tracking
technologies

Optical tracking Electromagnetic tracking

Advantages • Accuracy *1–0.1 mm
• Does not depend on
objects in its environment

• Large range (several
meters)

• Wireless position markers

• Can track without line of sight (inside
body)

• Position sensors can be small to fit in
needles and catheters (*0.5 mm)

Disadvantages • Requires line of sight
• Optical markers are
relatively large

• Accuracy *1–2 mm
• Limited range (typically 20–60 cm)
• Affected by ferromagnetic metals in its
environment

• Wired position sensors
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needle usually has to go through a narrow space. Therefore, spinal interventions
require more freedom of motion of both the transducer and the needle, so
mechanical needle guides are typically not suitable for these procedures. Optical
and electromagnetic position tracking, however, allows any position and angle of
the needle relative to the ultrasound transducer. Using the tracked position infor-
mation, navigation software can display the needle relative to the ultrasound image
in real time.

5 Hardware Components

Experimental tracked ultrasound systems have been studied for over a decade in
spinal needle guidance applications. But the first products approved for clinical use
only appeared recently on the market. In this section we describe the architecture of
tracked ultrasound systems in general, and how research prototypes can be built
from low-cost components.

Tracked ultrasound hardware systems are composed of a conventional ultra-
sound machine and an added position tracker. In an experimental setting, there is
often a dedicated computer for tracked ultrasound data processing, because ultra-
sound machines either restrict installation of research software or their hardware is
not powerful enough for running additional applications. We will discuss a system
design with a dedicated computer for our research application, because it can be
easily built from existing components in any research laboratory (Fig. 1).

The majority of tracked ultrasound systems use electromagnetic technology for
position tracking. Although optical tracking can also be used, the line of sight often
breaks when the transducer is moved around the patient. This causes loss of

Fig. 1 Schematic layout of tracked ultrasound systems using electromagnetic (EM) position
trackers
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tracking signal, which is inconvenient for the operating staff. Electromagnetic
trackers do not need line of sight, and—if the field generator can be placed close
enough to the operating region—it is usually accurate enough.

When choosing an ultrasound machine for a tracked ultrasound system, we
should first consider systems that are already integrated with position tracking, and
have research interface that provides real-time access to the ultrasound image and
tracking data streams. If tracking is not already available in the chosen ultrasound
machine, an external tracker needs to be attached to the transducer. Even if the
ultrasound machine does not offer digital access to the images and imaging
parameters, most ultrasound machines have a standard video output that can be
tapped into using a video grabber device.

Fixing the tracking sensor on the ultrasound transducer is not difficult using glue
or a rigid clip. If sterile environment is needed, the transducer along with the sensor
can be placed in a sterile bag. The reference position sensor needs to be fixed to the
patient as rigidly as possible. Since the reference sensor provides the link between
the patient and the navigation coordinate system, it makes the system more con-
venient to use if anatomical directions are marked on the reference sensor, so it can
be placed in the same orientation. A reference sensor holder can provide the ana-
tomical markers, along with an interface that can be firmly attached to the skin
using an adhesive sheet (Fig. 2). Tracking the needle is the most challenging task,
especially if the needle is thin (smaller than about 17 Ga) and bends during
insertion. A larger, more accurate sensor can be clipped to the needle using a
disposable plastic interface. But when the needle bends, a clipped sensor at the hub
will not give accurate information on the tip position. Smaller sensors can be
integrated in the needle stylet to provide direct tip tracking. Some companies offer
electromagnetically tracked stylets approved for clinical use. However, such small
sensors have a very limited (around 200 mm) usable range around the field gen-
erator, which can make the system hard to set up around the patient.

Fig. 2 Reference sensor holder
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6 System Calibration

Ultrasound imaging differs significantly from other imaging modalities traditionally
used in image-guided interventions. Both the contents and the positions of ultra-
sound images change rapidly in time, while CT and MRI images have static content
and well-defined positions. Therefore ultrasound tracking requires special practices
to ensure a maintainable navigation software design. We describe the coordinate
systems that need to be represented in tracked ultrasound systems, and best prac-
tices in finding the transformations between the coordinate systems. In other words,
we discuss calibration between components of the system.

In a full featured navigation system, there are three dynamic and three static
coordinate transformations (Fig. 3). The dynamic transformations are shown in
orange color, and the static ones in blue. The dynamic transformations change
rapidly as the tracking sensors move relative to the Tracker coordinate system. The
Tracker coordinate system is most commonly the electromagnetic field generator.
The static transformations are equally important, but they do not change signifi-
cantly during the intervention.

All transformation chains eventually end in a common Right-Anterior-Superior
(RAS) anatomical coordinate system. When a CT or MRI image is loaded in the
needle navigation scene, their RAS coordinate system is used. In ultrasound-only
cases, the RAS can be defined at an arbitrary position with the coordinate axes
directions matching the patient anatomical directions.

Spatial calibration of the system entails the computation of the static transfor-
mations. Reference to RAS transform is typically obtained by landmark registration.
In this method the transform is determined by minimizing the difference between
points defined in the pre-procedural CT or MRI image and the same points marked

Fig. 3 Coordinate systems and transformations in a tracked ultrasound-guided needle navigation
scene
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on tracked ultrasound images. The method is very simple, the computation is
immediate, and usually accurate enough, but finding the corresponding anatomical
locations on different imaging modalities requires experience. Although there have
been promising attempts to automate this process by image-based registration.
Automatic methods may require less skills from the users and might be more
accurate (by matching large number of points or surface patches), but so far these
methods do not seem to be able to match the speed, simplicity, and robustness of
the manual registration method.

Computation of the NeedleTip to Needle transform is straightforward, typically
performed using a simple pivot calibration. The tracked needle is pivoted around its
tip for a couple of seconds and the transform that minimizes the dislocation of the
needle tip is computed. Usually the calibration has to be performed only once for
each needle type that may be used in the procedure.

Determining the Image to Transducer transform (also known as probe cali-
bration) accurately is a difficult task, mostly because of the 3D point localization by
ultrasound is inherently inaccurate, due to the “thickness” of the ultrasound beam
(Fig. 4). Beam width causes objects to appear in the ultrasound image that are
several millimeters away from the ideal imaging plane and blurring of object
boundaries on the images.

The Image to Transducer transform can be determined by moving a tracked
pointing device (such as a needle or stylus) to various points in the image and
recording the pointer tip position in both the Transducer coordinate system and the
Image coordinate system (Fig. 5). The transform can be determined by a simple
landmark registration. The advantages of the method are that it is simple, reliable,
requires just an additional tracked stylus, and can be performed in any medium
where a needle can be inserted. However, positioning the pointing device’s tip in
the middle of the image plane and finding the tip position in the image requires an
experienced operator and therefore the accuracy and speed of the calibration heavily
depends on the operator.

Automatic methods have been proposed to reduce the operator-dependency and
increase the accuracy of the probe calibration. These methods extract features (such

Fig. 4 Anything inside the
thick ultrasound beam will
appear in the acquired
ultrasound image
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as intersection points or lines) from the image automatically, then compute the
transform that minimizes the difference between the expected and the measured
positions of the features.

Intersection of a thin linear object (such as a wire or needle) and the image plane
show up on the image clearly, as a bright spot. Automatic detection of small bright
spots in an image is a relatively simple task and the position of the spot usually can
be determined very accurately, therefore many calibration phantoms contain a
number of wires at known positions. A particularly interesting setup is when wires
are arranged in multiple N-shaped patterns (Fig. 6), because if the wire positions are
known in 3D and the relative distances of the intersection points in the image are
known in 2D, the position of the middle wire intersection can be computed in 3D [2].
Arranging wires in planes have the additional advantage that the intersection points
in the image are collinear, which can be used for automatically rejecting bright spots
in the image that do not correspond to an actual wire intersection point (Fig. 7).
Having 3 N-shaped wire pattern is shown to be enough to reach submillimeter
calibration accuracy [2]. Fully automatic, open-source implementation of the N-
wire-based probe calibration is available in the Plus toolkit [3]. The advantage of the
method is that is fully automatic, therefore a large number of calibration points can
be collected and so the effect of random errors can be reduced, the results not depend
much on the operator, and the calibration can be completed within a few minutes.
The disadvantage of the method is that it requires measurement of the wire positions
in the tracker coordinate system (typically by landmark registration of the calibration
phantom), requires phantom fabrication, and attention has to be paid to set imaging
parameters that allow accurate automatic detection of the wire intersections.

Other automatic methods have been proposed that use a simpler calibration
phantom. For example, it is possible to compute the probe calibration just by
imaging a flat surface while completing certain motion patterns with the transducer.
This method is called single-wall calibration. The advantage of the method that it

Fig. 5 Spatial calibration of
the transducer can be
performed by recording the
pointer tip position in the
Transducer coordinate system
and marking them in the
image
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just require a simple flat diffusively reflecting surface as calibration phantom,
however the method is not very robust and can provide very inaccurate results if the
motion patterns are not completed carefully or not optimal imaging parameters are
used.

The ultrasound imaging system is typically only loosely coupled to the position
tracking system and there can be temporal misalignments between tracking and
imaging data that is recorded at the same time. The goal of temporal calibration is
to detect and compensate such temporal misalignments. Accurate temporal cali-
bration is needed when images are acquired while moving the transducer. High
accuracy and reliability is achievable using hardware triggers. If hardware-based

Fig. 6 Calibration phantom containing 3 N-wires. 3D-printing-ready CAD model, instructions,
and calibration software are all available in the Plus toolkit [3]

Fig. 7 Ultrasound image of the calibration phantom containing 3 N-wires with an overlay
showing the results of the automatic marker detection algorithm
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synchronization is not available but the acquisition rate and latency is constant in
both the imaging and tracking device then software-based method can be used to
compute the fixed time offset. Methods based on detecting certain events (such as
sudden motion) have been proposed. These methods are easy to implement, but
inaccurate or require lengthy data acquisition, because acquisition of a single
measurement sample takes a few seconds. Correlation-based methods require the
operator to perform quasi-periodic motion with the transducer for a few seconds
and during this time imaging and tracking data is recorded (Fig. 8). Then position
signal is extracted from the data and the time offset is computed that results in the
highest correlation value between the position signals (Fig. 9). Position signal from
the 3D pose information can be computed as position along the first principal axis
of the motion. Position signal from the image data can be retrieved by detecting the
position of a feature (such as the bottom of the water tank) and use the position
along a chosen axis. The correlation-based temporal calibration method is accurate,
reliable, and a free, open-source implementation is available in the Plus toolkit [3].

7 Volume Reconstruction of Tracked Ultrasound

Position of recorded ultrasound images can be used to reconstruct 3-dimensional
ultrasound volumes. Reconstructed volume data can be in the same format as other
volumetric images (CT or MRI), but the intensity values of voxels still highly
depend on the direction of sound propagation. Therefore, processing and visuali-
zation of such volumetric images are difficult. Intensity values in ultrasound are not
characteristic to tissue types, and are often attributed to artifacts (including scatter
and shadow), rather than anatomical structures. Image quality and parameters also
depend on the settings of the ultrasound scanner, the size of the patient, and motion
patterns of the transducer during image recording.

Fig. 8 Moving the transducer up/down repeatedly for acquiring tracking and imaging data for
temporal calibration (left). Position of the water tank bottom is automatically detected in the
ultrasound image and used as position signal for the image data. Position of the water tank bottom
is shown for the top and bottom positions (center, right)
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Reconstructed image volumes are often used in cross-modality image registra-
tion for fusion of ultrasound with pre-procedural CT or MRI images. These
promising applications are still in research phase, but they may have a significant
role in clinical practice in the future, as they combine the excellent tissue visuali-
zation features of other modalities with the safety, portability, and accessibility of
ultrasound.

The quality of reconstructed ultrasound volumes depend on many factors,
including the quality of the input images, calibration accuracy of the transducer
tracker, the accuracy of temporal synchronization between image acquisition and
position tracking, and the algorithms applied for filling voxels in the reconstructed
volume where a recorded image is not available. Fortunately, there are a number of
open-source implementations for ultrasound volume reconstruction algorithms.

Fig. 9 Without temporal calibration the video and tracking data are misaligned (top). Temporal
calibration minimizes the misalignment (bottom)
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8 Open-Source Software Tools for Rapid System
Development

The complexity of image-guided needle navigation systems requires continuous
software development and maintenance. Regular tasks include fixing errors, adding
features, modifying the user interface, and adding support for new imaging and
tracking hardware. Reliable software requires so much resources that it can only be
achieved through a collaborative common platform that is shared between research
groups and commercial partners. A medical engineering research group, or a
medical device company would not develop a computer operating system, a pro-
gramming language, or a computer graphics library. Similarly, they do not need to
spend efforts on re-implementing device interfaces, calibration algorithms, or
visualization methods, etc. To maximize productivity, they should focus on
implementing new methods, building on previous results. Unfortunately previous
results are typically published in journal and conference papers, which are not
suitable to archive software methods. These publication are most effective if they
are accompanied by an implementation of the published methods in an open-source
software platform.

A commonly used software platform for tracked ultrasound system consists of
two main parts (Fig. 10). The Public Software Library for Ultrasound Research
(PLUS) implements lower level software components, including device interfaces,
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Fig. 10 Architecture overview of image-guided spinal disease diagnosis and treatment systems
made from reusable software components
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calibration methods, data acquisition, and data processing methods (e.g. 3-D vol-
ume reconstruction) [3]. PLUS is distributed under a permissive open-source
license that allows both academic and commercial use without restrictions (www.
plustoolkit.org). PLUS provides real-time data streams to end-user applications.
Applications can be rapidly prototyped in the 3D Slicer framework (www.slicer.org).
The advantage of 3D Slicer is that hundreds of medical image processing algorithms
are implemented and deployed in this framework. They are readily available, and can
be used for visualization that best helps intervention navigation.

9 Tracked Ultrasound in Interventions Training

Long learning curve is probably the only disadvantage of ultrasound guidance in
spinal needle placement procedures [1]. The interpretation of musculoskeletal
ultrasound images is difficult, and the operator has to do it in real time during
interventions, while manipulating the ultrasound transducer in one hand and insert a
needle with the other hand. This challenge is largely related to visuospatial coor-
dination skills. Ideally, these necessary skills are learned before they are first per-
formed on patients. Learning in a simulated environment on phantom models is not
only safer for patients, but is also shown to improve the learning process [4].
Phantom models are proven tools in teaching spinal needle insertions to prepare
medical residents for patient encounters [5]. Needle coordination skills in difficult
procedures can be improved by providing augmented reality visual feedback while
practicing the procedures on phantom models [6, 7].

Objective measurement of operator skills is of utmost importance in procedural
skills training. Medical training is currently transforming according to the principles
of competence-based medical education. The goal of this trend is to assure proper
acquisition of skills before physicians perform interventions on patients. This
demand requires simulation-based training and quantitative performance feedback
for the trainees, as well as quantitative evaluation of skills. Teaching of ultrasound-
guided spine interventions can greatly benefit from tracked ultrasound technology,
both as an augmented reality system for improving visuospatial skills, and using
tracking to objectively analyze hand motion data for skills evaluation. Systems with
position tracking are inherently able to record motion trajectories that can be
analyzed for qualitative and quantitative measures of procedural proficiency.
Algorithms borrowed from artificial intelligence are shown to be able to classify
motion gestures [8] and skill levels of the operator [9, 10].

Sonographic anatomy of the spine is difficult to master due to poor visibility and
the complex shape of vertebrae. Tracked ultrasound along with tracked needle
offers an excellent augmented reality training system. 3-D anatomical models of the
training phantoms can be registered to the navigation scene to show what structures
are responsible for characteristic features on the ultrasound image. When the needle
is inserted incorrectly, the 3-D scene shows the trainee the exact relation of the
actual needle position and the target point in relation to the spine anatomy. The
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spatial relations of tools and anatomy can be learned with such tracked systems [11]
to improve needle coordination skills (Fig. 11).

The rest of this section gives an overview of how to build augmented reality
training systems using position tracking to develop the skill of mental projection of
the ultrasound image and needle trajectory on the patients in clinical procedures.

Commercial suppliers offer more and more spine simulation training models, but
they can also be prepared from low-cost components (Fig. 12). A spine model can
be rapid prototyped, or purchased from a supplier. It should be rigidly fixed by a
connecting part to a reference tracking sensor holder, and some divot points should
be marked on this rigid part for landmark registration. The space around the spine
can be filled with organic or soft plastic gel, and the skin can be simulated by a
rubber sheet.

Although there are several commercial and free products for ultrasound-guided
spinal interventions, finding the best ways to teach and evaluate these skills is still
subject to intensive research. Open-source platforms allow fast setup of research

Fig. 11 A simulator with tracked ultrasound, tracked needle, and registered 3-D anatomical model
for learning spatial coordination in spinal interventions

Fig. 12 Components of an ultrasound-guided spine intervention training phantom
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prototypes that can bemodified for new visualization techniques or evaluationmetrics
with minimal additional development work, such as the Perk Tutor platform [11].

Skill levels and performance scores of trainees are essential in any training
program. Access to position data in tracked ultrasound and needle systems can be
used to record tool trajectories, which correspond to hand motions of trainees.
Recorded tool trajectories can be used in many ways to compute objective per-
formance metrics. The most common performance metrics are total procedure time
and needle insertion time. The latter corresponds to the total amount of time when
the needle was inside the phantom. An important motion economy parameter is
total needle path inside the phantom. Longer needle paths add up from multiple
reinsertions and probing. These are clinically proven risks for infection and
bleeding complications, therefore they are always good to be treated as primary
measures of skill. Novice operators often do sideways or rotating motions with the
needle, which is not recommended because the needle inside the tissue bends,
which cannot be directly seen, so aiming at the correct target becomes more dif-
ficult. Sideways needle motion can be measured using the potential tissue damage
parameter [7]. Procedures have specific success criteria that can be measured or
observed during practice insertions to compute success rate. In case of lumbar
puncture phantoms, the artificial spinal canal is usually filled with water, so the
backflow of that water through the needle defines successful completion of the
procedure. In facet joint injections or other nerve blocks the position of the needle
tip may define success or failure. These metrics are readily implemented in the Perk
Tutor platform.

Cost of the training system can be reduced by simulated ultrasound. Low cost
training simulators are important because none of the training enhancement tech-
nologies substitute a good amount of hands-on practice. Trainees should ideally be
given opportunity to deliberately practice until leaning objectives are met. Trackers
are typically an order of magnitude less expensive devices compared to ultrasound
machines. And ultrasound compatible training phantoms wear out over hundreds of
needle insertions, which deteriorate ultrasound image quality. Simulated ultrasound
can be generated from the tracked position of a needle and a non-functional
ultrasound transducer. Simulated ultrasound has been shown to be useful in
learning ultrasound skills usable with real ultrasound [12]. An open-source ultra-
sound simulator is available in the PLUS software library.

10 Extending Needle Navigation Techniques

Position tracking of the ultrasound and the needle extends the possibilities in
ultrasound-guided needle insertion techniques. Direct visual aiming is only possible
with conventional ultrasound when the needle is parallel to the ultrasound imaging
plane. This is called the in-plane insertion technique (Fig. 13a). The out-of-plane
technique (Fig. 13b) is more challenging, because the transducer needs to be moved
back and forth, and the needle position needs to be assessed mentally from multiple
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scanned images. But position tracking allows 3-dimensional visualization of both
the ultrasound and the needle, allowing accurate needle aiming regardless of the
ultrasound image orientation (Fig. 13).

11 Tracked Ultrasound Snapshot Technique

Simultaneous handling of the ultrasound transducer and the needle has two main
disadvantages. It requires significant hand coordination skills, and the transducer
physically limits the range of motion of the needle. The acoustic shadows of
vertebrae limit angles and positions of the ultrasound transducer. The ideal, shortest
path for the needle is often blocked by the transducer in real time ultrasound
guidance. Therefore, the operator may sacrifice the ideal needle path for real time
imaging. But tracked ultrasound offers separation of imaging and needle insertion in
time. The optimal ultrasound image can be recorded relative to the patient anatomy.
This image can be displayed for navigation when the transducer is removed from
the patient, and the tracked needle can be guided along the recorded ultrasound
snapshot. This technique, called tracked ultrasound snapshot (TUSS) guidance
simplifies the hand coordination task, because the operator has to do only one thing
at a time, imaging or needle insertion. TUSS also allows needle insertion at the
same location that was used for imaging.

Fig. 13 In-plane and out-of-plane techniques in ultrasound-guided needle insertions
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12 Facet Joint Injections with Tracked Ultrasound
Snapshots

Facet joint injections are done routinely on a relatively large patient population with
chronic back pain. The current standard of practice is either fluoroscopic or CT-
guided needle placement. Ultrasound offers a radiation-free alternative to image
guidance [13, 14], but it has not become a routine clinical procedure due to its
difficulty. Tracked ultrasound improves the accuracy of needle placement when it is
fused with a previous CT scan [15]. However, a CT scan is not always available for
these procedures. In this section we describe the TUSS-guided facet joint injections,
which potentially facilitates ultrasound-only guidance in facet joint injections.

Since needles can access the facet joints only in a constrained range of angles,
real-time ultrasound guidance is inconvenient. TUSS allows the procedure to be
separated in an imaging phase and a needle insertion phase. Initially, the operator
finds the target facet joint, and records one or more ultrasound snapshots at the
target. Then the ultrasound transducer is not needed during needle insertion, as the
operator guides the needle tip to the targets defined on the snapshots.

Operator performance in TUSS-guided facet joint injections was compared to
conventional ultrasound guidance in a cadaveric lamb model [16] (Fig. 14). Success
rate and insertion time improved significantly in a pilot study (Table 2).

Fig. 14 Dual 3-D navigation scene for facet joint injection with registered CT-derived spine
model in a lamb specimen. Radiographs on the right confirm the needle position (arrows point at
the needle)

Table 2 Operator
performance in TUSS-guided
versus conventional US-
guided facet joint injections in
a lamb model

TUSS guidance US guidance

Number of insertions 50 50

Success rate (%) *94 44

Insertion time (s ± SD) *36.1 ± 28.7 47.9 ± 34.2

*p < 0.05 versus Freehand US guidance
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The most important limitation of ultrasound and TUSS guidance in the spine is
limited visibility of bone structures in ultrasound images. Visual enhancement of
the spine could be achieved by fusion of a previous CT image to the tracked
ultrasound [17], however, ultrasound-only procedures are preferred to reduce
radiation risks and cost. Vertebra visibility could be improved in the needle navi-
gation display by fitting a deformable general vertebra shape model to automati-
cally detected bone contours [18]. Although shape model fitting is still in the
experimental phase, and will likely have limitations in certain pathological cases, it
may greatly enhance the potentials in ultrasound guidance in the spine.

13 Spinal and Epidural Anesthesia with Tracked
Ultrasound Snapshots

Spinal and epidural anesthesia are similar procedures; the needle is just pushed a
little further in case of spinal anesthesia. Both are performed to numb the lower
body for surgery while the patient remains awake. These procedures are preferred
over general anesthesia, having lower risks and the contributing to faster recovery
after surgery. Spinal and epidural needles are both placed in the spinal canal. Spinal
anesthesia is injected inside the dura sac, where the medicine takes effect imme-
diately, and is usually used in shorter and simpler procedures. Epidural injections
are placed just outside the dura sac. A catheter can be left in the epidural space to
provide continuous administration of medicine for longer procedures. From the
needle guidance point of view, the needle should be similarly navigated in the
spinal canal between two lumbar vertebrae in both cases (Fig. 15).

Spinal and epidural anesthesia is routinely performed without image guidance, as
the vertebral interspaces are palpable in the average patient. However, some path-
ological conditions may cause the narrowing of the interspaces, making it difficult or
impossible to lead a needle to the spinal canal. In less severe cases, conventional
ultrasound may help identify the interspaces where needle insertion can be attempted
with higher probability of success, but in extreme cases, only a CT image-based
guidance may provide enough information for needle navigation. Tracked ultra-
sound offers the accuracy of CT-guided navigation, using a pre-operative CT image,
registered to the patient using landmarks visible on ultrasound images.

The most intuitive display for needle navigation is when vertebrae and the
needle are represented with surface models. Surface models can be generated from
CT images using a threshold-based segmentation, but pathological spines may
require manual slice-by-slice contouring, especially in the presence of metallic
implants. The CT-derived surface models can be registered to the needle navigation
coordinate system using landmark points. The landmarks should be rigidly fixed to
the vertebrae, and should be easy to identify on ultrasound images. Natural land-
marks can be the facet joints, or transverse processes. In case of implanted vertebral
screws, the screw heads are excellent landmarks (Fig. 16).
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14 X-ray Dose Reduction in Pedicle Screw Navigation

One of the most popular subjects for computer-aided surgical navigation techniques
is pedicle screw placement. There is an abundance of evidence that computerized
navigation of surgical tools improves the outcomes of the surgeries, and reduces the
probability of complications. Different navigation techniques share a common task,
which is the spatial registration of the actual patient with the virtual model of the
patient. The pedicle screw position is typically planned with respect to a pre-
operative CT image. But the CT image needs to be registered with the patient on the

Fig. 15 Illustration of needle position in spinal and epidural injections relative to the lumbar spine
in posterior and inferior views. The arrow points at the needle tip in both images

Fig. 16 Needle navigation
scene for spinal anesthesia. In
this patient, vertebral screws
provide landmark points
(arrows) for registration. The
green stick shows the operator
the ideal direction of needle
insertion. In such
degenerative spines, different
colors for individual vertebra
models make image
interpretation easier
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surgical table, so the navigation system knows where the screws positions are
planned with respect to the patient.

Ultrasound can be tracked using the same tracking system that is used for
surgical navigation. This allows ultrasound to identify landmarks for registration of
the pre-operative plan to the surgical navigation system. The vertebra anatomy
offers many unique surface landmarks, but few are convenient to identify in
ultrasound images. The spinous process is hard to localize with ultrasound because
of the prominent echo signal from the supraspinous ligament. The second closest
structure to the skin that has a face perpendicular to the ultrasound propagation
direction is the set of articular processes. The four articular processes are relatively
easy to find in ultrasound images, and they surround the vertebra, therefore are
excellent points for landmark registration.

The pre-operative CT can be accurately registered to intraoperative tracking
using the articular processes as landmarks [19]. More landmarks can be defined to
further reduce the effect of landmark position errors (Fig. 17), although at the cost if
increasing the total procedure time.

15 Spinal Curvature Monitoring with Tracked Ultrasound
Snapshots

Kyphoscoliosis is a condition with pathological curvatures of the spine. The most
common cause of this condition is a disease called adolescent idiopathic kypho-
scoliosis. It affects 1 individual in 1,000, and is typically discovered in the early
adolescent age. It requires regular monitoring of the pathological curvatures, to be
able to decide on treatment options in time. Spinal curvature measurement may also
be needed during surgery to provide feedback on achieving the surgical plan. Spinal
curvature measurements are currently performed on X-ray images in the clinical
practice. However, regular examinations with X-ray have been linked to an
increased risk of cancer [20–22]. Therefore, an alternative measurement method
without ionizing radiation would be ideal for monitoring kyphoscoliosis angles.

In the current clinical practice, measurements are made on X-ray radiographs.
The reader selects two vertebrae that are most angled at the superior and inferior
end of the curvature. A line is drawn on superior end-plate of the superior vertebra,
and on the inferior end-plate of the inferior vertebra. The angle between these lines
is called the Cobb-angle, which is the most common measure of spinal curvatures.
Minor curvature angles can also be defined besides the most prominent major angle.
However, lots of factors cause variance in the Cobb-angle. The posture of the
patient, the angle of X-ray imaging, and these curvatures are reported to increase
within a day, begin up to 5° larger in the afternoon compared to measurements in
the morning [23]. Since variability between different readers is reported to be 2°–7°
even on the same images, spinal curvature differences less than 5° are generally not
considered significant when estimating disease progression [24, 25].
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Tracked ultrasound offers accurate spatial localization of vertebra landmarks
visible on ultrasound images. These landmarks are suitable for measurement of
spinal curvature and vertebra rotation without ionizing radiation. Spinal curvatures
are measured between two vertebrae that are rotated in the coronal plane at the
largest angle. The angle is defined between two lines in the coronal plane. Both
lines can be defined by two symmetric points on each vertebra. The points can be
transverse processes on tracked ultrasound snapshots, as these points are visible on
ultrasound images along the entire spinal column (Fig. 18).

Tracked ultrasound technique can provide as accurate spinal curvature mea-
surements as X-ray images [26]. Although this method needs further clinical test-
ing, as the conventional anatomical landmarks, the vertebral end-plates, cannot be

Fig. 17 Landmarks defined for registration on the CT-derived model of a lumbar vertebra (top left
image), and the same landmarks defined on tracked ultrasound snapshots (top right image). The
two sets of landmarks are registered (lower left image), and the registered vertebra position (green)
is localized close to the ground truth position (yellow) in the lower right image
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used for ultrasound-based measurement that is used for X-ray measurement. The
vertebral end-plates cannot be seen in ultrasound due to the acoustic shadow of the
lamina and vertebral processes. Anatomical features that are accessible by ultra-
sound imaging and also visible in X-ray are transverse processes (Fig. 19).

Two potential advantages of using tracked ultrasound for spine curvature angle
measurements are safety and accessibility. Radiation-free monitoring method in

Fig. 18 Spinal curvature
measurement using four
landmark points from four
tracked ultrasound snapshots
(marked by white arrows).
The 3D spine model
illustrates the measurement
principle, but it is not
available in the clinical setting

Fig. 19 Anatomical features for spinal curvature measurement. Superior and inferior end-plates
are conventionally used in radiographic measurements. The transverse processes are also visible in
ultrasound
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adolescent kyphoscoliosis reduces the risk of cancer in these patients, as ultrasound
has no known adverse side effects. Tracked ultrasound machines are also more
accessible tools than X-ray machines. Portable ultrasound machines allow screen-
ing and monitoring in remote areas where permanent medical imaging facilities are
not available. Therefore, tracked ultrasound may become the clinical standard for
kyphoscoliosis monitoring in the future.

16 Ultrasound Image Fusion with Other Modalities

Ultrasound imaging lacks important features of CT or MRI modalities, including
characteristic image intensity values for different tissues. Intensity values are rel-
ative on ultrasound due to attenuation, acoustic shadowing, and other artifacts. The
ideal image guidance for the interventionist would have the standard image quality
of CT and MRI, and also the convenient accessibility of ultrasound. Therefore, a
great challenge for researchers and engineers is to fuse preoperative CT and MRI
with ultrasound in real time during ultrasound scanning. If these preoperative
images are registered to the patient anatomy, tracked ultrasound images can be
enhanced by showing a corresponding slice from CT or MRI, either fused with the
ultrasound, or side-by-side. Tracking ensures that both images show the same slice
respective to the patient anatomy. Even though perfect spatial registration between
preoperative images and intraoperative ultrasound cannot be achieved due to soft
tissue deformations around the spine, and due to patient motion, physicians can
mentally correct for these deformations, so the image fusion can help both even
when the registration accuracy is limited.

CT-to-ultrasound or MRI-to-ultrasound fusion could also be used to eliminate
needle tracking from interventional procedures. Ultrasound can be used to directly
visualize the needle, and preoperative images show the target anatomical structures.
Therefore, fusion of the two modalities may provide real time needle navigation in
preoperative images. This potentially reduces the cost of disposable needle trackers,
and extends the applicability of tracked ultrasound to interventional tools (e.g.
tissue ablators) that are currently not equipped with position tracking.

Significant effort has been made to implement fusion of preoperative images
with intraoperative ultrasound. The registration methods are either based on com-
mon image features between CT and ultrasound [27], or they use the surface model
of the spine, which requires segmentation of the vertebrae [28]. A common problem
in image registration is that the CT image is usually taken in supine patient position,
while needle insertions are done while the patient is bent forward. This requires
non-rigid registration of the CT image. Biomechanical constraints can be applied to
account for the typical deformation of the spinal column. Unfortunately, rate of
failed spine CT to ultrasound registration is reported to be significant, even under
experimental conditions, both with image-based [17] and with surface-based
algorithms [29]. Reported success rates are below 90 %, and clinical cases would
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probably result lower success rate compared to the experimental environment,
therefore, automatic registration of CT and ultrasound images require further
research and development.

Ultrasound image fusion with other modalities has significant potential in trans-
forming image-guided therapy applications. Its benefits are not limited to navigation
of needle interventions. Other image-guided therapies including radiation therapy
may also benefit from real-time, accurate localization of organs and pathological
tissues.
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Robotic Assistance and Intervention
in Spine Surgery

Rajesh Kumar

Abstract Robotic assistance and intervention methods have now been in use in
several surgical specialties for nearly three decades. While image guided surgery for
orthopedics (led by such developments as the Integrated Surgical Systems Inc.
ROBODOC system) lead early clinical application, it is laparoscopic and telesur-
gical robotic applications (such as with the Intuitive Surgical Inc. da Vinci surgical
systems) that have found the widest clinical and user acceptance. Orthopedic and
neurosurgical robotic systems have yet to be widely applied as robotic assistance
systems (such as Mazor Robotics SpineAssist or Renaissance systems) have only
been recently approved for clinical use. Given the large volume of spinal proce-
dures such as pedicle screw placement for spinal fusion, vertebroplasties, osteot-
omies, biopsies and other spinal surgeries several other image-guided robotic
systems are in advanced research and development. The goals of these devices
include improving the efficacy and safety (including radiation safety) for both the
patient and the surgeon. This survey includes recent development and results for
these robotic applications.

1 Overview

Preoperative fluoroscopic imaging is commonly used to plan orthopedic surgeries
as well as for enabling robotic [1] spine applications (Fig. 1). Targets in hard
anatomy are typically immobilized, and imaged using commonly accessible fluo-
roscopy (CT, Biplanar or C-Arm) imaging. Fiducials with unique fluoroscopic
signature attached to the device or anatomy are used to aid registration as well.

For intra-operative guidance or robotic automation, accurate registration to
anatomy is the most important procedure step, while safety and efficacy are the
most important factors from the patient perspective.
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In soft-tissue surgery, the lack of appropriate safety and efficacy evidence has
hampered adoption in precision dependent specialties such as cardiology [2].
Similarly, neurosurgery has yet not widely used robotics [3].

By contrast, spine surgery provides a much closer approximation to other
orthopedic surgery procedures (for example, the hip, knee, or the shoulder surgery)
and the surgical goals and tolerances are relatively easily defined in geometric terms
and robotic parameters. Recent wider acceptance of robotics among orthopedic
surgeons has made some procedures both more commonly available as well as
made robotics an invaluable tool. In their reviews of orthopedic robots, Mavrogenis
et al. [4] present a clinical perspective on the adoption of orthopedic robots. Many
reviews from engineering perspectives have also been published; for example,
Sistona et al. [5] review the surgical navigation aspects for knee applications.

Orthopedic surgery performs fusing, shaping, or cutting of bones for either
providing access or creating cavities for placement of implants. Many spinal sur-
gery tasks, such as pedicle screws, spinal fusion, or disk implant placement are
closely similar tasks from a robotics perspective to robotic orthopedic tasks.
However, spinal surgery introduces unique challenges for the surgeon due to the
complex three-dimensional anatomy, and placement of critical and delicate neural
and vascular structure in close proximity to the bony anatomy being operated.

Conventional navigationmainly relies on identification of bone surface anatomy in
2D fluoroscopy images, providing robotic guidance and operation a great opportunity

Patient

Robotic subsystem

Master 
Manipulator

Slave 
Manipulator

SurgicalSurgeon 

Other sensor inputIntegration
Workstation

Pre/Intra-operative 

Imagery

Visual feedback

Fig. 1 The role of robots in surgery: a robotic device is an accurate, intelligent intermediary
between the surgeon’s intent and action of the surgical instruments on the patient. Both telesurgical
(master-slave) and directly manipulated (a surgeon’s assistant, where the slave subsystem is
omitted) robotic paradigms have been used in augmented surgical procedures. For example, the
former paradigm is used in widely used robotic surgery systems such as the da Vinci surgical
system (Intuitive Surgical Inc.), and the latter in the MAKOplasty RIO orthopedic devices (MAKO
Surgical Corporation, now part of Stryker). While visual feedback is always available to the
surgeon in these procedures, neurosurgical and orthopedic robotic procedures typically include
target guidance and navigation assistance integrated using a powerful computer workstation that
uses intra-operative sensory feedback for registration of pre-operative and real-time imagery to
provide augmented target visualization
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to improve safety, accuracy, as well as reduction in radiation exposure. Well-defined
geometric accuracy goals [6] that prevent damage to the spine or peripheral nerves can
be used for equivalent safety and efficacy evaluation. Large surgical volumes in
procedures such as vertebroplasties, fusions, and biopsies and other spinal procedures
[7, 8] strengthen the corresponding business cases for any devices.

1.1 Background

Robotics research in surgery is now several decades old (Fig. 2). The first wide-
spread clinical robotic application was the ROBODOC system robot designed for
automated milling of the hip cavity for implant placement in a hip replacement
surgery [9]. This automation was particularly well received by users. While 10,000s
of procedures were performed when the system was in active use, the lack of
efficacy data for comparison with convention practice, and improvements in con-
ventional treatment options, lack of FDA clearance, among other reasons withheld
the system from reaching its full potential.

A version of the system has recently received FDA clearance for milling of the
implant cavity for hip surgery. ROBODOC Applications were also extended to
include other joint reconstruction such as the knee, the domain of later more suc-
cessful applications such as MAKOplasty. An integration workstation (Fig. 1)
provided the registration and the user interface between the surgeon and the robot.
The corresponding ORTHODOC planning software was designed to help a surgeon
to graphically position a CAD model over a patient’s CT scan.

Registration determined the intra-operative spatial relationships between surgical
instruments held by the robot, pre-operative CT imaging and the milling plan and
the anatomy. Implanted pin fiducials, and later intra-operative surface digitization
using a robot held digitizer was used for robot/CT/bone surface registration.

Fig. 2 Examples of research systems: a NEUROMATE (Integrated Surgical Systems, Inc.)
neurosurgical experimental setup at the Johns Hopkins University (left), and a user manipulating
the first generation “steady-hand” surgeon’s assistant microsurgery system (right)
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After initial manual preparation during surgery, this milling plan was executed
automatically. After the milling, the surgery proceeded without the robot for the
remaining portion. A contemporary robotic system for orthopedic surgery (the
German CASPER system [10]) used a similar clinical workflow as the ROBODOC
and was also not successful.

Similarly, the contemporary FDA-approved neurosurgery system (the NEU-
ROMATE; Fig. 2, left) too was not widely applied clinically [11] and now exists
primarily for use in further research and development. The reviews [12, 13] detail
other early orthopedic robotic research applications. By the turn of the century,
robotics research was receiving active attention for many other surgical specialties,
such as eye surgery (the JHU “steady-hand” system [14]) that have also yet to be
commercialized.

By comparison, led by successful robotic systems such as the AESOP (Com-
puter Motion, Inc; now owned by Intuitive Surgical, Inc) camera assistants [15] for
laparoscopic procedures (a modified SCARA architecture, with a passive remote
center of motion), robots have achieved a much greater user acceptance. Other
robotic surgery systems including the MIRO system [16] or the University of
Washington RAVEN prototypes, and commercial complete general laparoscopic
surgery robotic systems such as the da Vinci telerobotic system (Fig. 3) [17–19].

The da Vinci Surgical system (Fig. 3) remains the dominant commercially
available telerobotic minimally invasive surgery system. This telerobotic system

Slave manipulators

Removable surgical 
instruments

stereo viewer

hand rest and master controls 

Fig. 3 The da Vinci surgical system (Intuitive Surgical, Inc.): a first-generation slave (patient-side
manipulators) setup for a training session (left), and a second-generation master console (right,
top) and the system in use by a trainee surgeon and bottom. Until the introduction of near infrared
fluorescence integration recently, only visual imaging was available for feedback to the surgeon.
Any additional imaging was viewable as a video (picture in picture) piped from external consoles
(right bottom). A new version of the da Vinci system—the da Vinci Xi—has been introduced in
2014 that significantly improves positioning of the surgical instruments over the patient and
reduces the operating room footprint
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scales down the hand-motion depicting surgeon’s intent between the master
manipulators and their configurable associated slaves. Laparoscopic robotic surgery
with the da Vinci surgical systems is now widely used beyond prostate surgery.
Active specialties include complex gynecological procedures [20], partial nephr-
ectomies and other urological procedures [21]. Development and adoption for other
procedures continues in cardiac surgery, head/neck surgery [22], and many other
applications.

Now in the fourth generation (the da Vinci Xi), the da Vinci consists of several
parts. A surgeon’s console contains the control handles (master manipulators) that
are driven by the surgeon using laparoscopic instrument like grips, while viewing
an auto-stereoscopic endoscopic view of the surgical site. A set of patient side
manipulators hold the camera and the surgical instruments, and associated com-
puting and stereo-endoscopic vision equipment completes the setup. With the
instrument degrees of freedom included, the slave robots can be configured to have
up to seven degrees of freedom in total.

A da Vinci system may mount up to four instruments, with one restricted to
being the stereo endoscopic camera. The third-generation systems (the da Vinci Si)
first allowed for up to two surgeon’ consoles [23] to be used simultaneously.
A large catalog of 8 mm wristed rigid and 5 mm articulated (snake-like) removable
flexible surgical instruments can be interactively mounted during surgery for spe-
cific surgical tasks (e.g. cutting, suturing, or cautery) as needed.

As noted by Shuford et al. [18], a majority of the approximately 75,000 radical
prostatectomies performed in the United States annually were performed robotically
by 2007, rising from only 18,000 procedures in 2005. Multiple large population and
long-term studies show comparable or favorable performance of robotic methods
[19] in urology.

1.2 Limitations of Current Systems

Current robotic systems suffer many limitations in addition to the substantial initial
system cost, annual maintenance expenses, and the higher cost of the disposable
surgical instruments compared to laparoscopy. Significantly long learning curves
for clinical proficiency have also been reported.

These existing systems can’t be used in image-guided surgery as currently
designed due to their size, limited accuracy, and interference with the conventional
clinical workflow. Currently reported spine applications using the da Vinci systems
are mostly forward-looking procedure development similar to other specialties such
as head/neck surgery [22].

In such procedure development, intra-operative devices for registration have
included instruments held by the robot, fiducials combined with C-Arm or other
fluoroscopy, or optical and electromagnetic trackers such as the Axiem EM tracking
(Medtronic Inc), or the Optotrak or Polaris systems (Northern Digital, Canada)
systems. Intra-operative registration is performed similar to the spine navigation
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applications or the orthopedic surgery applications discussed above, typically by
digitizing sufficient numbers of corresponding anatomical landmarks necessary for
accurately computing a rigid registration.

The remaining sections of this article are limited to a narrow engineering per-
spective on robotic surgery developments specifically related to spine surgery. Non-
robotic surgical navigation and registration are addressed separately elsewhere in
this collection.

We also omit simulators for surgical training that may include robotic interfaces,
robots for anatomical testing or rehabilitation, and external therapy or imaging
robotic devices such as those for cone-beam computed tomography.

The reader is referred to clinical reviews for perspectives on human usage, for
example, Bertelsen et al. [24] present a clinical perspective of spine related robotics
and Rozer et al. [25] focus on the development and use of the commercial spine
robots. For an even broader engineering review of robotic surgery the reader is
referred to [26], or similar reviews [27, 28], and for clinical perspectives specifically
on spinal robotics developments to reviews such as [8, 24, 25].

2 Recent Research and Developments

While clinical evaluations of robotic surgery often note [21] the need for additional
information overlay as it is difficult for a human to interpret multiple sources of
information presented together, it is also non-trivial to establish and maintain any
registration in soft-tissue while it is being manipulated.

Integration of imaging to robotic systems may also add to the radiation exposure
to the surgeon, patient, and staff which can be significant for long cases, revisions,
in the presence of abnormal anatomy or due to additional imaging required for
registration where fiducials are not visible.

Additional procedure steps also increase total procedure time. Research and
development has therefore, tried to address both clinical workflow integration as
well as safety issues.

2.1 Research in Systems and Procedures

Conventional procedures still perform the majority of spine surgeries. A retro-
spective review [8] of a very large number of spine surgeries performed over
3 years (108,419 procedures between 2004 and 2007) at multiple medical centers
notes that only 13.2 % were performed using a minimally-invasive approaches.

In current commercially available general surgery robotic systems, the surgeon is
guided only by real-time endoscopic video available from the stereo endoscopic
cameras, but the use of registered imaging is integral to robotic spine surgery.
Registration enables mid-course corrections and iterative progress [12] since errors
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can be corrected by retargeting or in the following iteration but if removed, material
cannot be replaced. This is especially important if a previous surgical repair already
exists in the area to be operated on.

Several research systems have been investigated for spine surgery. Compara-
tively easier procedures such as radiotherapy or percutaneous needle based inter-
ventions account for the majority of recent relevant research. Literature identifies
over a dozen different robots in development or testing for spine procedures,
however only one was specifically designed for spinal surgery [24] as therefore
deserves a detailed account here.

Previously developed for percutaneous kidney access, a Georgetown robot [28]
integrating RCM/PAKY modules has also been used for spine surgeries. Its reg-
istration software used preoperative CT scans and intra-operative fluoroscopic
images. Intra-operative guidance permitted the surgeon to then operate the robot
interactively. Other research systems of note include the MIRO [29] developed by
the German Aerospace Centre DLR have also investigated for pedicle screw
placement [16], the Z-KAT prototype system that preceded the MAKO Rio system
[30], the Innomotion device [31], and the SpineNav device [32].

Spine robotic surgery may also require integrated haptic feedback. While force
sensing and haptic feedback are active areas of research, any sensed forces are
typically displayed with a PHANToM (SensAble Technologies Inc.) a common
haptic device with passive end-effort and only suitable for point force displays.
Research systems such as the MIRO system envision integrating force sensing in
their design, and force sensing [33] and display have also been designed for the da
Vinci system, though not currently enabled in the commercial product.

Of particular note here is the parallel mechanism developed by Shoham et al.
[34]. This small cylindrical (5 × 7 cm3, 200 g) 6DOF Miniature Robot for Surgical
procedures (MARS) robot was designed for spinal pedicle screws placement,
guidance for intramedullary nailing, and other spine applications. The prototype
claimed both ergonomics and safety benefits from a small footprint while reporting
sub-millimeter (*0.1 mm) accuracy and was later developed into the Mazor
Robotics SpineAssist system.

2.2 Current Commercial Systems

Robotic spine procedures are still in early development. As was the case with other
now widely used procedures, early spine surgery procedure development has also
been attempted with the da Vinci surgical systems. We describe some spine pro-
cedure applications of this system below.

Mohr et al. [35] attempted spinal surgery using a da Vinci S Surgical Robot in a
non-survival porcine surgery. These procedures were performed by a senior spine
surgeon (though obviously one with very little prior robotic experience), with
prototype and conventional da Vinci instruments developed for other approved
surgical procedures.
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The goal of these surgical procedures was to mimic conventional technique for
dissection of 3 spinal lumbar levels as well as laminotomy, laminectomy, disc
incisions, and dural suturing, As it was the case with most early procedures
developed, video recordings were made and procedure times, ergonomic assess-
ments, and surgical mistakes or difficulties noted for possible improvements in
surgical technique.

Another report by Yang et al. [36] describes lumbar fusion using da Vinci
Surgical System. Positioning the patient in a steep Trendelenburg position, this six-
hour procedure was only possible while accommodating robotic arm complications
related to unresponsive instruments as well as collisions of instrument holding
robots outside the body due to suboptimal arm configurations necessary for the
procedure. While configuration and software issues did not result in any significant
nerve or vessel injury, the report confirms the challenges of adopting a robot not
designed for spine surgery.

Yang et al. [37] also performed a da Vinci odontoidectomy on a cadaver with
fewer ergonomics issues and reduced soft tissue damage, and note benefits from
improved ergonomics and access due to increased freedom of movement at the
wrist of the da Vinci instruments.

Further along in the procedure development curve, [38, 39] describe human
lumbar fusion at L5–S1 using new Gelpoint access ports and new robotic instru-
ments performed by an experienced surgeon. While reduced, the challenge of
maintaining pneumoperitoneum during the discectomy, especially during place-
ment of the interbody cage remains significant even with smaller incisions as noted
by Beutler et al. [38].

Some of the challenges in this report may also relate to inexperienced surgeons
who also had no prior robotic surgery experience. Surgeons in head/neck surgery
and skull base procedures using transperitoneal, transthoracic, and transoral
approaches [22] have adapted to some of these limitations with greater success.
However, the overall assessment remains that these developments are forward
looking research aimed at creating a knowledge base for robotic systems designed
specifically for spine surgery.

Mohr et al. [35] also admit that many obvious challenges remain before spine
surgery using such a large system could be considered a realistic application.
A major challenge is arranging fluoroscopic imaging in an operating room along
with large footprint robot and accommodating the additional personnel. This may
require pre-operative imaging prior to the robot being moved in place, and some
times prevent real image-guided surgery.

Literature also questions the large investment needed (up to $1.7 million) in
system costs and annual maintenance, if expanded specifically for spine surgery, in
the absence of an established or approved spine procedures, or trained surgeons.

Instead of justifying such expenses for an ergonomic aid, it is hoped that hos-
pitals with under-utilized da Vinci surgical systems might benefit from the addition
of other specialties performing procedures and helping to amortize overall system
and maintenance costs. In current development approaches, intra-operative
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verification is not typically attempted thereby eliminating the major accuracy
advantage of a robotic system.

By Comparison, similar to other navigation tools the SpineAssist [25] and the
current Renaissance system (Mazor Robotics) have been extensively used in human
spine surgery. In [39] authors note that 646 pedicle screw placements post-opera-
tively assessed by CT imaging resulted in 98.3 % meeting clinical accuracy criteria
with a average deviation of 1.2 ± 1.49 and 1.1 ± 1.15 mm on the axial and sagittal
planes respectively. This large retrospective 14-center study performed 3,271 total
spinal implants inserted under SpineAssist guidance with no irreversible nerve
damage reports.

The Renaissance system that followed SpineAssist is also receiving favorable
attention in spine surgery since it may improve accuracy and result in reduced
radiation exposure even for minimally invasive surgery. It has been used in over
20,000 procedures (at more than 34 centers in 2013) with implant placement
accuracy reported to be better than 1.5 mm [40]. A proprietary fiducial array, and
rigid attachment to the patient are credited for the accuracy. Registration is per-
formed using two fluoroscopy images.

Peer-reviewed large volume studies are now beginning to appear in the litera-
ture. For example, the Renaissance and preceding Mazor robotic devices have been
used for the placement of pedicle screws using a preoperatively planned trajectory
[41, 42] for nearly a decade. This technology shows the promise of improving
outcomes in both the accuracy of placement of spinal instrumentation, as well as
reducing the radiation exposure.

With increasing user acceptance, other surgical uses of this robotic guidance are
also appearing on the horizon. Mazor Robotics has received U.S. FDA clearance for
the Renaissance system enables to be used in brain surgery and it has also been used
in several brain surgeries in Europe.

3 Ongoing Work and Future Prospects

The greatest challenge to using existing general-purpose robotic surgery systems in
constrained environments is their large size that makes it very difficult to integrate
them in image-guided surgery clinical workflow. More compact systems being
designed now, including systems that may attach to the patient bed or operating
room ceiling may alleviate some of the clutter. New instrumentation and techniques
will be developed along with these new systems.

As also noted in other reviews [1, 6, 7], the small number of surgical robots
currently in use show great potential to improve surgical outcomes especially when
accuracy and minimal invasiveness are needed or access is complicated. In several
portions of the spine, target bone volume is small and the arteries, nerve roots and
spinal cord are all closer to the vertebral bone complex, robotics may be especially
enabling. This is particularly true of robots to be designed or adapted for the
cervical spine.
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Accuracy/efficacy is difficult to measure without post-operative assessment.
Therefore, in addition to improving instrumentation (e.g. new laparoscopic dis-
traction devices are in development), future systems will need to provide a lot more
data, and still somehow reduce overall operating time to be comparable to con-
ventional open or minimally-invasive surgery.

The promise of natural orifice transluminal surgery (NOTES) is exciting to both
general and spine surgeons alike. However, the same key issues need to be
addressed prior to the incorporation of NOTES into spine surgery practice. NOTES
instrumentation has only been used for relatively simple surgeries (e.g. appendec-
tomies and cholecystectomies).

Current research and development is mainly focused on evaluating the efficacy
of the robotic devices that have been relatively recently introduced in practice.
Important concerns such as optimization of device user interfaces, training for
robotic devices, learning curves for these devices and corresponding training cur-
ricula are beginning to emerge. As with robotic laparoscopic surgery, these
developments precede the development of standard testing and accreditation
methods likely to be needed in the future.

Procedure development work identifies [35, 36] that cost, complexity, and lack
of spine specific instrumentation offset many advantages of a robotic surgery
platform. It is likely that the progress in these areas will continue to be made only in
the context of systems and applications that are already deployed.

We envision that as next generation systems become available to spine surgeons
and experience with these systems increases, the pace of development of robotic
surgery systems should also hasten and lead to complete active robotic systems
designed specifically for image-guided spine surgeries.
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