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Preface

This volume composes the proceedings of the Eighth International Conference on
Genetic and Evolutionary Computing (ICGEC 2014), which was hosted by Nanchang
Institute of Technology and was held in Nanchang City on October 18-20, 2014. ICGEC
2014 was technically co-sponsored by National Kaohsiung University of Applied Sci-
ences (Taiwan), VSB-Technical University of Ostrava (Czech Republic), and Sping. It
aimed to bring together researchers, engineers, and policymakers to discuss the related
techniques, to exchange research ideas, and to make friends.

43 excellent papers were accepted for the final proceeding. Three plenary talks were
kindly offered by: Ponnuthurai Nagaratnam Suganthan (Nanyang Technological Uni-
versity, Singapore), Chin-Chen Chang (IEEE Fellow, IET Fellow, Feng Chia University,
Taiwan), and Bin Hu (IET Fellow, Lanzhou University, China).

We would like to thank the authors for their tremendous contributions. We would
also express our sincere appreciation to the reviewers, Program Committee members
and the Local Committee members for making this conference successful. Finally, we
would like to express special thanks for the financial support from Nanchang Institute
of Technology in making ICGEC 2014 possible.

October 2014 Hui Sun
Ching-Yu Yang
Chun-Wei Lin

Jeng-Shyang Pan
Vaclav Snasel

Ajith Abraham
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Artificial Bee Colony Using Opposition-Based Learning 

Jia Zhao, Li Lv, and Hui Sun 

School of Information Engineering, Nanchang Institute of Technology, No. 289,  
Tianxiang Road, State HIGH-Tech Industry Development Zone, Nanchang, 330099, China 

zhaojia925@163.com 

Abstract. To overcome the drawbacks of artificial bee colony(ABC) algorithm 
that converges slowly in the process of searching and easily suffers from 
premature, this paper presents an effective approach, called ABC using 
opposition-based learning(OBL-ABC). It generates opposite solution by the 
employed bee and onlooker bee, and chooses the better solution as the new 
locations of employed bee and onlooker bee according to the greedy selection 
strategy in order to enlarge the search areas; the new approach proposes a new 
update rule which can retain the advantages of employed bee and onlooker bee 
and improve the exploration of OBL-ABC. Experiments are conducted on a set 
of test functions to verify the performance of OBL-ABC, the results 
demonstrate promising performance of our method OBL-ABC on convergence 
and it is suitable for solving the optimization of complex functions. 

Keywords: artificial bee colony, opposition-based learning, update rule, 
optimization. 

1 Introduction 

Artificial bee clony(ABC), originally developed by Karaboga in 2005, is a swarm 
intelligence optimization algorithm. Because ABC has many advantages of a few 
parameters, easy implementation and strong global search optimum, many researchers 
pay more attention to ABC and apply it into lots of science projects successfully[2,3], 
such as image processing[4], optimization of electric system[5], parameter estimation 
[6], economic dispatch[7] and function optimization[8]. 

Opposition-Based Learning(OBL) , proposed by Tizhoosh[9] in 2005, is 
successfully applied into genetic algorithm[10], differential evolution algorithm[11],  
Ant colony algorithm[12] and shuffled frog leaping algorithm[13] to enlarge the 
search area and enhance the performance of the algorithms. 

To improve the convergence velocity of ABC and to avoid the premature 
convergence, we introduce the opposition-based learning strategy into standard ABC, 
then present a new method, called artificial bee colony using opposition-based 
learning (OBL-ABC). In the process of optimization, the algorithm adds opposition-
based learning strategy and generates the opposite solution of the employed bee and 
onlooker bee to enlarge the search area, and chooses the better solution as the new 
locations of employed bee and onlooker bee according to the greedy selection 
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strategy; in addition, when the employed bee reaches the search threshold and does 
not find nectar source, we change it into the scout. Our methods adopt a new nectar 
source update strategy to update the new location of the scout according to the 
location of employed bee and to improve the learning ability of the scout and the 
location exploitation. The simulation results show that OBL-ABC can improve 
optimization efficiency. 

2 ABC Algorithm 

There are three kinds of bee, the employed bee, the onlooker bee and the scout. The 
number of employed bee is equal to the number of the onlooker bee. The employed 
bee conducts a global search, then all employed bees finish the search, they return the 
area of information exchange to share information with other bees by swinging dance. 
The more abundant nectar source, the greater probability to be selected, the more the 
onlooker bees. Then the onlooker bees search in the areas like the employed bee. The 
employed bee and onlooker bee choose the better nectar source position as the next 
generate solution according to the greedy rule. 

Assume that the dimension of problem is D , the positions of nectar source 

corresponds to the points of solution space, the ith ( 1,2, , )i NP=  nectar source’s 

quality  is regarded as the fitness of solution ifit  , the number of soulution (NP, i.e.  

the nectar source’s number), is total of the number of employed bees and onlooker 
bees. 1 2( , , )i i i iDx x x=X   represents the location of the ith nectar source, the 

location iX  is updated randomly in the d ( 1,2, , )d d D=   dimensions as follows. 

(0,1) ( )id d d dx L rand U L= + ∗ −  (1) 

where, idx  is the location of the ith bee in the dth  dimension; dL  and dU  stand 

for the Lower and upper bounds of search space respectively. 
At the beginning of the search ,the employed bee generates a new nectar source 

around the ith  nectar source according to the formula 2. 

( 1,1) ( )id id id jdv x rand x x= + − ∗ −  (2) 

where, d  is a random integer which denotes that the employed bee searches in 
random dimension; {1, 2, , }j NP∈   ( j i≠ ) represents that it chooses a nectar 

source which is different from the ith  nectar source in the NP nectar source; 
( 1,1)rand −  is a random number with uniform distribution between 0 and 1. 

When the fitness value of  new nectar source 1, 2( , , )i i i idV v v v=   is better than 

iX , the iV  replaces iX  , otherwise, the ABC algorithm keeps iX , and update the 

employed bees according to the formula (2). After updating, the employed bee feed 
information back to the onlooker bee. the onlooker bee chooses the employed bee to 
follow in roulette way according to the probability ip  , and determined the retention 
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of nectar according to the same greedy method of the employed bee.
 ip

 
is computed 

as follows. 

1

i
i SN

jj

fit
p

fit
=

=


 (3) 

in which, ifit
 

stands for the fitness value of the ith nectar source. 

In the processing of search, if iX  does not find the better the nectar source after 

reaching the threshold limit and trial  times iteration, iX  would be given up and 

the employed bee would be changed into the scout. The scout generates randomly a 
new nectar source which replaces iX  in the search space. The above-mentioned 

process can be described as follows. 

1 ( 1,1) ( ) ,

,
d d dt

i t
i

L rand U L trial limit
v

v trial < limit
+ + − ∗ − ≥

= 


 (4) 

Generally, ABC algorithm takes the minimum optimization problem as an 
example, the fitness value of solution is estimated by formula (5). 

1 / (1 ) , 0

1 ( ) ,
i i

i
i

f f
fit

abs f otherwise

+ ≥
=  +

 (5) 

where, the if  is the function value of solution. 

3 Artificial Bee Colony Using Opposition-Based Learning 

According to the theory of probability, the each random generated candidate 
solution, compared with the opposite solution, has a probability of 50% away from 
the optimal solution of the problem. The literature [14] deduced the opposition-based 
learning strategy by math and proved the opposite candidate solution is close to the 
global optimal solution from the math theory. So the paper proposes a new method, 
called artificial bee colony using opposition-based learning, and to keep the advantage 
information of the employed bee an onlooker bee, we adopt a new update rule of the 
scout when the scout can not find the better nectar source after reaching the threshold 
limit and trial  times iteration. It can increase the local exploration ability. 

3.1 Opposite-Based Learning Strategy 

Assuming in the kth iteration, the ith particle’s optimal location and the opposite 
location are respectively m

ip  and m
iop , and the values are respectively m

idp  and 
m
idop  in the mth dimension, then m

idp  is computed as 
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1 2* *m m m m
id d d idop r a r b p= + −  (6) 

where 1r and 2r is a random number between 0 and 1, [ , ]m
id d dp a b∈ , [ , ]d da b  is the 

dynamic boundary of the mth dimension space, [ , ]d da b  is specified by  

min( ), max( )m m m m
d id d ida x b x= =  (7) 

The above formula (7) uses the dynamic boundary to replace the traditional fixed 
boundary, which is propitious to keep the previous search experience. In addition, if 
the opposite solution may jump out the boundary [ , ]d da b , then reset according to the 

followings 

max

min

2.0* ( )

2.0* ( )

m m m
id d id id

m m m
id d id id

op a m op if op x

op b m op if op x

 = − >


= − <
 (8) 

3.2 Update Rule of the Scout 

To increase the local exploration ability of OBL-ABC, the scout is updated by 
formula (9). 

1 ( 1,1) ,
, 1, 2, ,

,

t
t jk
ik t

ik

rand x trial limit
x k D

x trial < limit
+  − ∗ ≥= =


  (9) 

where, t
jkx  is the location of the jth  nectar source in kth dimension at the tth  

iteration, {1, 2, , }j NP∈  j i≠  represents that it chooses a nectar source which is 

different from the ith  nectar source in the NP nectar source; the new generated 
nectar is decided by the each dimension of the employed bee,  some dimension of 

iX
 

may come from the some better location of the same nectar source. 

3.3 The Steps of OBL-ABC 

Step1: Initialization of parameters and nectar source, including 
NP , limit , CR , 0trial = ; 

Step2: Allocating the employed bee of NP nectar sources and updating by the 
formula (2). Then generating new nectar source iV , and computing the fitness value 

of iV  according to formula (5); and then updating the employed bee by (6) and 

generating the opposite solution, also its fitness value is accurate by  (5); finally, 
choosing the best fitness value according the greedy choose strategy, if  iV  or 

opposite value is kept, set 0trial = ,otherwise, trial + + ; 
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Step3: according to roulette way,  estimating the probability by formula (3) and 
updating according to the same greedy method of the employed bee.  

Step4: Judging trial limit≥ ，if it is satisfied，jump to Step 6, otherwise, go to 
Step5; 

Step5: the scout generates the new nectar source according to formula (9); 
Step6: if the algorithm satisfied the ending condition, output the optimum, 

otherwise , please turn to step 2 and continue. 

4 Experimental Verifications 

4.1 Test Functions 

In order to verify the performance of OBL-ABC, We have chosen 6 well-known test 
functions as followings table 1, where functions 1f  to 3f  are unimodal functions, 

functions 4f  to 6f   are multimodal functions. The test functions are high 

dimensional multimodal functions, Most algorithms which are applied into these 
functions fall into local optimum. 

Table 1. Benchmark functions 

Function 
symbol 

Function name Search space Optimum  coordinate optimum 

1f  Sphere [ 100,100]− (0, , 0) 0 

2f  Schwefel.2.21 [ 100,100]− (0, , 0) 0 

3f  Quadric Noise [ 1.28,1.28]− (0, , 0) 0 

4f  Rastrigin [ 5.12,5.12]− (0, , 0) 0 

5f  Ackley [ 32,32]− (0, , 0) 0 

6f  Griewank [ 600,600]− (0, , 0) 0 

4.2 Test Functions 

In the experiments ,the number of dimensions of all test functions in ABC and OBL-
ABC is 30, evaluation number is 52.0 10× , the number of experiments is 100, the 

colony is 200, the number of employed bee and the onlooker bee is 100 respectively, 
when the individual search over 100 generation in the same nectar source, it will 
change to the scout. The comparison results are shown in the table 2. Fig.1 show the 
process comparison of function optimization. 
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Table 2. The comparison results with OBL-ABC and ABC on 6 benchmark functions 

Function 
symbol 

Algorithm Mean Std.Dev Max Value Min Value 

1f  OBL-ABC 1.05e-059 1.46e-058 5.27e-058 1.77e-073 

ABC 6.93e-016 6.93e-016 9.62e-016 4.42e-016 

2f  OBL-ABC 3.93e-010 3.51e-009 5.59e-009 1.82e-012 

ABC 3.69e+001 3.10e+001 4.98e+001 2.11e+001 

3f  OBL-ABC 1.60e-010 2.22e-009 8.03e-009 1.94e-038 

ABC 2.29e-001 2.94e-001 3.12e-001 8.67e-002 

4f  OBL-ABC 0.00 0.00 0.00 0.00 

ABC 7.42e-015 5.83e-014 4.26e-014 0.00 

5f  OBL-ABC 5.88e-016 0.00 5.88e-016 5.88e-016 

ABC 5.22e-014 3.65e-014 7.16e-014 3.96e-014 

6f  OBL-ABC 0.00 0.00 0.00 0.00 

ABC 1.91e-013 2.33e-012 4.22e-012 1.11e-016 

Table 2 presents results of ABC and OBL-ABC, the average fitness value , 
standard deviation, the maximum and minimum of OBL-ABC are further better than 
ABC’s; OBL_ABC can find the optimal solution on 4f  and 6f  functions; 

especially, for Schwefel function whose optimal location is not in the 0 point and the 
solution is not 0, but the OBL-ABC can find the better solution for Schwefel function. 

From Fig.1, OBL-ABC has stronger ability to search optimum and faster 
convergence velocity, and can reach the more perfect result after a few iteration times. 
However, the ABC falls into location optimum after a few iteration times. 
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(b) 2f  function 

Fig. 1. The evolution trend of OBL-ABC and ABC 
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(d) 4f  function 
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(f) 6f  function 

Fig. 1. (continued) 

5 Conclusions 

On the base of standard ABC, we introduce the opposite-based learning strategy, and 
present a new approach, called artificial bee colony using opposition-based learning. 
Our methods generates opposite solution for the employed bee and onlooker bee and 
keep the best location according greedy algorithm; in order to retain the advantage 
information of the employed bee and onlooker bee, a new update rule of the scout is 
proposed in the update processing of the scout. Finally, The simulation results 
demonstrated that OBL-ABC has promising convergence velocity and global 
optimum ability, compared with ABC on 6 famous test functions. 
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Abstract. Operator equation and the fixed point problem are an important 
component of nonlinear functional analysis theory. They are playing important 
role in solving nature and uniqueness problems about all kinds of differential 
equations and integral equations. Generally, the monotone operator has been 
defined with compactness, continuity and concavity and convexity in partially 
ordered Banach space. In this paper, without compactness and continuity, 
concavity and convexity of functions, a new fixed point theorem of increasing 
and decreasing operator and mixed monotone operator has obtained through 
introducing order-difference in the cone. 

Keywords: cone, partial order, monotone operator, fixed point. 

1 Introduction and Definition 

The monotone operator has both important theoretical significance and wide 
applications. Generally, the monotone operator has been defined with compactness, 
continuity and concavity and convexity in partially ordered Banach space. In the 
literature [1,2], the compactness and continuity of monotone operator has been 
required; in the literature [3,4], the concavity and convexity of monotone operator has 
been required. In this paper, the definition of order-difference has been introduced in 
the cone; then the theorem of existence and uniqueness of fixed points of monotone 
operators have obtained without the above conditions. 

In the following, let E  be an arbitrary real Banach space, θ  be zero element of 
E , non-empty convex closed set P E⊂  be cone, “ ≤ ” be partial order from P , 
that is, ,  y Ex∀ ∈ , and if y x P− ∈ , x y≤ . Suppose that ,  ,  x y E x y∈ ≤ , 

and definite that [ ] { },  x y z E x z y= ∈ ≤ ≤ , the cone P  can be considered to be 

normal. If exist 0N > , and x y x N yθ ≤ ≤  ≤ , the minimum N  can be 

defined as normal constant of P . 
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Definition 1: Suppose that D E⊂ , function 

[ ) [ ): 0,1 0,1D Dϕ × × →  can be considered to be meet the condition ( )Φ , If 

the following conditions are satisfied: 

(ⅰ) ( )0, ,x yϕ 0= , ,  y D Dx∀ ∈ × ; 

(ⅱ) ( ) ( ), , 0,1t x y D D∀ ∈ × × , ∃ 0W D∈ ,  

then ( ) ( )0 00 , , , ,t x y t w w tϕ ϕ≤ ≤ < ; 

(ⅲ) ( )0 0, , 0n t w wϕ → ( )n → ∞ , [ )0,1t∀ ∈ . 

    and ( )0 0, ,n t w wϕ = ( )( )1
0 0 0 0, , , ,n n t w w w wϕ ϕ− . 

Definition 2: Let P  be the cone of E , u vθ ≤ ≤ , for h P∈ , if exist 0M∃ > , 

v Mh≤ , and { }infa v hα α= ≤ , { }supb h uβ β= ≤ , a b−  could be called 

h -order-difference of u , v , and ( ),hd u v a b= − . 

Note: In the definition 2, because { }h uβ β ≤ includes element 0 at least and has a 

upper bound M , { }sup h uβ β ≤  may exist. 

Lemma 1: P  is a cone in E . u vθ ≤ ≤ , h P∈ , and 0M∃ > , v Mh≤ . Then 

(ⅰ) ( ), 0hd u v ≥ , ( ), 1vd u v ≤ ; 

 (ⅱ) ( ), 0hd u v = , then u v= ; 

(ⅲ) ( ) ( ) ( ), , ,h h hd u v d u w d w v≤ + , [ ],w u v∀ ∈ . “=” is tenable if and only 

if  ( ), 0hd w w = ; 

(ⅳ) If 1u u vθ ≤ ≤ ≤ , then ( ) ( )1, ,h hd u v d u v≥ ; 

(Ⅴ) ( ) ( ), ,h hd ku kv kd u v= , ( ), 1vd kv v k= − , [ ]0,1k∀ ∈ . 

Proof: Let { }infa v hα α= ≤ , { }supb h uβ β= ≤ . 

(ⅰ) In term of  u vθ ≤ ≤  and h P∈ , bh u v ahθ ≤ ≤ ≤ ≤  can be deduced, 

then 0 b a≤ ≤ . The definition 2 shows that ( ), 0hd u v a b= − ≥ . 

Let { }1 infa v vα α= ≤ , { }1 supb v uβ β= ≤ . 

Because u vθ ≤ ≤ , 1 10 1b a≤ ≤ = , then, ( ) 1 1, 1vd u v a b= − ≤ . 

(ⅱ) Because ( ), 0hd u v = , a b= . Further more 

bh u v ahθ ≤ ≤ ≤ ≤ , then u v= . 
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(ⅲ) [ ],w u v∀ ∈ , θ ≤ u ≤ w v Mh≤ ≤ , therefore, ( ),hd u w  and 

( ),hd w v have meanings. Let { }infc w hα α= ≤ , { }supd h wβ β= ≤ , in 

term of w ch≤ , v ah≤ and w v≤ , c a≤  can be known. (Actually, if c a> , 

the assumption of w v ah≤ ≤  and c  is contradictory). Similarly, b d≤  can be 

drawn. Then, 0 b d c a≤ ≤ ≤ ≤ , combined with Definition 2  

( ) ( ) ( ), , ,h h hd u v a b c b a d d u w d w v= − ≤ − + − = + . 

If ( ) ( ) ( ), , ,h h hd u v d u w d w v= + , then a b c b a d− = − + − , that is, 

0c d− = , furthermore, ( ), 0hd w w = can be obtained. If ( ), 0hd w w = , 

then 0c d− = , furthermore, 

( ),hd u v a b c b a d= − = − + − = ( ),hd u w + ( ),hd w v . 

(ⅳ) Let { }2 1supb v uβ β= ≤ , 2b b≤ can be drawn, therefore, 

2a b a b− ≥ − , that is, ( )1,hd u v ≥ ( ),hd u v . 

(Ⅴ) From Definition 2, ( ) ( ), ,h hd ku kv ka kb kd u v= − = and 

( ), 1vd kv v k= −  can be obtained. 

2 Main Conclusions 

Theorem 1: P  is the normal cone of E  , 0 0u vθ ≤ ≤ . [ ]0 0: ,A u v E→  is an 

increasing operator, and the following conditions are satisfied: 

(ⅰ) 0 0u Au≤ , 0 0Av v≤ ; 

(ⅱ) [ ]0 0, ,x y u v∀ ∈ , if x y≤ , then ( ) ( )
0 0

, ,v vd Ax Ay kd x y≤ , constant 

( )0,1k ∈ . Therefore, the unique fixed point x∗  of A  may be existed in [ ]0 0,u v , 

and for any initial value [ ]0 0 0,x u v∈ , the iterative sequence 

1n nx Ax −= ( )1,2,n =   must be converge to x∗ . 

Proof: Let 1n nu Au −= , 1n nv Av −= , 1,  2,n =                                (1) 

From Condition (ⅰ), and A  is an increasing operator, the following can be 
obtained: 

0 1 2 2 1 0n nu u u u v v v v≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤                          (2) 



14 H. Luan and Z. Xia 

From the formula (1), (2) and Condition(ⅱ), (ⅰ) of  Lemma 1, the following can 
be obtained: 

( ) ( ) ( ) ( )
0 0 0 01 1 1 1 0 0, , , ,n n

v n n v n n v n n vd u v d Au Av kd u v k d u v k− − − −= ≤ ≤ ≤ ≤ . 

Therefore, while n → ∞ , ( )
0

, 0v n nd u v → . That is, for 0ε∀ > , 0K >  may 

exist, furthermore, while n K> , the following can be drawn: 

( )
0

,v n nd u v ε< .                                (3) 

Letbe { }0infn na v vα α= ≤ , { }0supn nb v uβ β= ≤ . From the formula (3), 

the following can be obtained: 

       0 n na b ε≤ − ≤ , 0 0n n n nb v u v a v≤ ≤ ≤ . 

And because P  is normal, the following can be drawn while n K> : 

0 0 0n n n nv u N a v b v N vε− ≤ − ≤ .( N  is the normal constant of P ) 

The following can be obtained from the arbitrariness of ε : 

      n nv u θ− → ( )n → ∞                             (4) 

From the formula (2), the inequalities can be drawn: n p n n nu u v uθ +≤ − ≤ − , 

n n p n nv v v uθ +≤ − ≤ − . Furthermore, { }nu  and  { }nv  are Cauchy consequences 

because of the formula (4) and the normality of P . Therefore, u∗ , v E∗ ∈  and 

nu u∗→ , nv v∗→ , u v∗ ∗= . Let x u v∗ ∗ ∗= = , then ( )A x x∗ ∗= . 

[ ]0 0 0,x u v∀ ∈ , the inequality 0 0 0u x v≤ ≤  may exist. The inequality 

n n nu x v≤ ≤ ( 1n nx Ax −= , 1, 2n =  ) can be obtained with repeated substitution of 

A , therefore, ( )nx x n∗→ → ∞ . The above can give a conclusion: the unique fixed 

point x∗  of A  may be existed in [ ]0 0,u v , and for any initial value [ ]0 0 0,x u v∈ , 

the iterative sequence 1n nx Ax −= ( )1,2,n =   must be converge to x∗ . 

Theorem 2: P  is the normal cone of E  , 0 0u vθ ≤ ≤ . [ ]0 0: ,A u v E→  is a 

decreasing operator, and the following conditions are satisfied: 

(ⅰ) 0 0u Au≤ , 0 0Av v≤ ; 

(ⅱ) [ ]0 0, ,x y u v∀ ∈ , if x y≤ , then ( ) ( )
0 0

, ,v vd Ay Ax kd x y≤ , constant 

( )0,1k ∈ . Therefore, the unique fixed point x∗  of A  may be existed in [ ]0 0,u v , 

and for any initial value [ ]0 0 0,x u v∈ , the iterative sequence 

1n nx Ax −= ( )1,2,n =   must be converge to x∗ . 
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Proof: Let 2B A= , the following can be proved: 

[ ]0 0: ,B u v E→  is an increasing operator, and  

0 0 0 0,  Bu Bu v v≤ ≤ .                                 (5) 

[ ]0 0, ,x y u v∀ ∈ , if x y≤ , from Condition (ⅱ) the following can be obtained: 

( ) ( ) ( ) ( )
0 0 0 0

2 2 2, , , ,v v v vd Bx By d A x A y kd Ay Ax k d x y= ≤ ≤         (6) 

The conditions of Theorem 1 has satisfied from the formulas (5) and (6), therefore, 
the conclusions of Theorem 2 can be established. 

Theorem 3 and Theorem 4 are introduced in the following, and their proofs are 
similar, so we can only prove Theorem 4. 

Theorem 3: P  is the normal cone of E , 0 0u vθ ≤ ≤ . 

[ ) [ ] [ ] [ )0 0 0 0: 0,1 , , 0,1u v u vϕ × × → can be satisfied with 

Condition ( )Φ . [ ]0 0: ,A u v E→  is an increasing operator, and the following 

conditions are satisfied: 

(ⅰ) 0 0u Au≤ , 0 0Av v≤ ; 

 (ⅱ) [ ]0 0, ,x y u v∀ ∈ , if x y≤ , then 

( ) ( ) ( ), , , ,Ay ytd Ax Ay t x y d x yϕ≤ , ∀ ( )0,1t ∈ . Therefore, the unique fixed 

point x∗  of A  may be existed in[ ]0 0,u v , and for any initial value [ ]0 0 0,x u v∈ , 

the iterative sequence 1n nx Ax −= ( )1,2,n =   must be converge to x∗ . 

Theorem 4: P  is the normal cone of E , 0 0u vθ ≤ ≤ . 

[ ) [ ] [ ] [ )0 0 0 0: 0,1 , , 0,1u v u vϕ × × → can be satisfied with Condition ( )Φ . 

[ ]0 0: ,A u v E→  is a mixed monotone operator, and the following conditions are 

satisfied: 

(ⅰ) ( )0 0 0,u A u v≤ , ( )0 0 0,A v u v≤ ; 

 (ⅱ) [ ]0 0, ,x y u v∀ ∈ , if x y≤ , then 

( ) ( ) ( )( ) ( ) ( ), , , , , , ,yA y xtd A x y A y x t x y d x yϕ≤ , ∀ ( )0,1t ∈ . Therefore, 

the unique fixed point x∗  of A  may be existed in [ ]0 0,u v , and for any initial 

value [ ]0 0 0,x u v∈ , the iterative sequence ( )1 1,n n nx A x y− −= , 

( )1 1,n n ny A y x− −= , ( )1,2,n =   must be converge to x∗ . 
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Proof: Let ( )1 1,n n nu A u v− −= , ( )1 1,n n nv A v u− −= , 1, 2,n =  , the following 

can be obtained: 

0 1 2 2 1 0n nu u u u v v v v≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤   .            (7) 

From Condition (ⅱ) and ( )Φ , ( )0,1t ∈ , the following can be drawn: 

( ) ( ) ( ) ( ) ( )
1 11 1 0 0 1 1, , , , , , ,

n n nv n n n n v n n v n ntd u v t u v d u v t w w d u vϕ ϕ
− −− − − −≤ ≤

      ( ) ( ) ( )
00 0 0 0 0 0, , , , ,n n

vt w w d u v t w wϕ ϕ≤ ≤ ≤                        (8)          

Letbe { }infn n na v vα α= ≤ , { }supn n nb v uβ β= ≤ . Therefore, while 

n → ∞ , ( ),
nv n nd u v 0→ , and  ( )0n na b n− → → ∞ , 

n n n nbv u v avθ ≤ ≤ ≤ ≤ .                            (9) 

The following can be obtained from the normality of P  and the formula (9): 

( )n n n n nv u N av bv N a b v− ≤ − = − , ( N is the normal constant of P ) 

And [ ]0 0,u v  is normal-bounded, therefore, ( ) n nv u nθ− → → ∞ . 

The inequalities of n p n n nu u v uθ +≤ − ≤ −  and n n p n nv v v uθ +≤ − ≤ −  can 

be obtained from the formula (7). Furthermore, { }nu  and  { }nv  are Cauchy 

consequences. Therefore, u∗ , v E∗ ∈  and nu u∗→ , nv v∗→ , u v∗ ∗= . 

Let x u v∗ ∗ ∗= = . 
Because the proof of uniqueness is similar to Theorem 1, it is omitted. 
The following theorem can be obtained from the proof of Definition 2, Lemma 1 

and Theorem 4. 

Theorem 5: P  is the normal cone of E  , 0 0u vθ ≤ ≤ . 

0 1 2 2 1 0n nu u u u v v v v≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤   . If one of the following 

conditions is satisfied: 

(ⅰ) ( ) ( )
1 1 1, ,

n nv n n v n nd u v kd u v
− − −≤ , 1, 2,n = , constant  

( )0,1k ∈ ; 

(ⅱ) ( ),
nv n n nd u v α≤ , 1, 2,n =  , the series { }nα is convergent, and 

0nα → ( )n → ∞ .Therefore, nu u∗→ , nv v∗→ , and u v∗ ∗=  while 

n → ∞ . 
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Abstract. This work investigates a bio-inspired adaptive sampling immune op-
timization algorithm to solve linear or nonlinear chance-constrained optimiza-
tion problems without any noisy information. In this optimizer, an efficient 
adaptive sampling detection scheme is developed to detect individual’s feasibil-
ity, while those high-quality individuals in the current population can be de-
cided based on the reported sample-allocation scheme; a clonal selection-based 
time-varying evolving mechanism is established to ensure the evolving popula-
tion strong population diversity and noisy suppression as well as rapidly  
moving toward the desired region. The comparative experiments show that the 
proposed algorithm can effectively solve multi-modal chance-constrained pro-
gramming problems with high efficiency. 

Keywords: Chance-constrained programming, immune optimization, feasibility 
detection, sample-allocation, multimodality. 

1 Introduction 

Chance constrained programming (CCP), originally introduced by Charnes and 
Cooper[1], is a kind of stochastic programming, including at least one chance con-
straint or probabilistic inequality. Solving such type of problem involves two crucial 
factors: (i) how to design efficient computational models for chance constraints, and 
(ii) probing into effective optimizers for rapidly finding the optimal solution. Even if 
CCP has been intensively studied by mathematical researchers[1-3], few optimization 
approaches are reported for real-world engineering chance-constrained optimization 
problems such as control system design and electric power system dispatching. The 
main difficulty includes: (i) identifying individual’s feasibility becomes difficult when 
stochastic variables are without any distribution information, and (ii) the feasible 
region is generally non-convex. Usually, stochastic simulation and model approxima-
tion are alternative for constraint handling, e.g., sample average approximation[2] and 
scenario approximation[3]. Monte Carlo simulation is a competitive sample approxi-
mation approach, but needs the same large sample size for each individual, i.e., static 
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sampling. Especially, adaptive sampling[4] becomes increasingly popular in the con-
text of stochastic optimization, as different individuals are attached different sample 
sizes. Such type of approach can reduce heavily computational cost and help for ra-
pidly finding the optimal solution. From the viewpoint of optimization, although con-
ventional numerical methods behave worse for nonlinear CCP, some advanced  
stochastic approaches have presented their potentials in the branch of intelligent opti-
mization[1,4-5]. For example, Liu[1] investigated how artificial neural networks  
approached chance constraints, and used genetic algorithms to search the desired 
solution; Poojari et al.[5] developed two similar genetic algorithms (SSGA-A and 
SSGA-B) with the same static sampling scheme. These achievements are valuable for 
CCP, but need to make some improvements on computational complexity. 

Immune optimization as a hot topic in the field of artificial immune systems is 
gaining great attention among intelligent researchers. Whereas many immune opti-
mizers presented their superiority in solving complex static or dynamic multimodal 
engineering problems[6], they are rarely applied to CCP problems. Recently, Zhao et 
al.[7] developed a hybrid immune optimization approach with the static sampling 
strategy to solve nonlinear CCP problems, in which the neural network was used to 
approximate the stochastic functions, and meanwhile two operators of double cloning 
and double mutation were designed to accelerate the process of immune evolution. 
However, such approach needs a lot of runtime to simulate specific stochastic func-
tions. Our recent work[4,8] also studied two adaptive sampling immune optimization 
algorithms and their theory for nonlinear joint and non-joint CCP. In such work, one 
of concerns is to investigate how to guarantee that all empirical individuals with dif-
ferent importance gain different sample sizes. However, some improvements need to 
be done, e.g., sampling efficiency and individual’s feasibility detection. Based on 
such consideration, we in the current work proposed an adaptive sampling detection-
based immune optimization approach (ASDIOA) to find CCP’s optimal solution, 
especially an efficient adaptive sampling detection approach was studied based on 
Hoeffding’s inequality[2]. Compared to our previous optimizers for CCP, ASDIOA is 
more efficient and can achieve effective solution search. 

2 Problem Statement and Preliminaries 

Consider the following nonlinear chance-constrained programming problem: 

(CCP)             
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
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with bounded and closed domain D in Rp, design vector x in D, random vector ξ in Rq 

and confidence levels αi in (0,1), where E [.] and Pr{.} are the operators of expecta-
tion and probability respectively; f (x, ξ) and Gi (x, ξ) are the stochastic objective and 
constraint functions respectively; gj(x, ξ) and hk(x) are the deterministic constraint 
functions. If a candidate satisfies all the above constraints, it is called a feasible  
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solution, and an infeasible solution otherwise. Introduce the constraint violation func-
tion to check whether candidate x is feasible: 
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Obviously, x is feasible only when Γ(x) = 0.  

Chen[9] developed a sample-allocation method (OCBA) to allocate a total sam-
pling size of population to different individuals so as to find the best solution. In the 
present work, OCBA is adopted to decide sampling sizes of m empirically feasible 
candidates with a total sample size of T. More precisely, let A represent a population 
of the above m candidates with sample size T, and N l 

j  the sample size of the j-th 
candidate at the moment l. σ l 

i  denotes the variance of observations for candidate i 
with sample size N l 

i , and c stands for the best candidate whose empirically objective 
value is smallest in A. δc,i is the Euclidian distance between candidates c and i in the 
design space. Thereafter, OCBA can be reformulated below: 

Step 1. Set 0←l . Each candidate in A creates m0 observations with == ll NN 21  

            ;mN... 0
l
m ==  

Step 2. Decide the best candidate c through the empirical means of all candidates in A, 

and calculate ;1,, , miici ≤≤δσ  

Step 3. If TN
m

1i

l
i > =

, this procedure ends, and outputs the empirical means of 

candidates in A; otherwise, go to Step 4;  

Step 4. Increase the computing budget by Δ , and decide miN l
i ,...,2,1,1 =+  

            through the following formula 
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Step 5. If l
i

l
i NN >+1 , then },0max{ 11 l

i
l
i

l
i

l
i NNNN −+← ++ , and go to Step 2. 

Theorem 1 (Hoeffding’s Inequality)[2]. If X1, X2,…, Xn are iid random variables 

with bXa i ≤≤  and mean μ , then 
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with probability at least 1-δ . 
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3 Adaptive Sampling Detection for Chance Constraints 

Sample average approximation is a usual approach handling chance-constrained pro-
gramming[2], in which Monte Carlo simulation is used to estimate the probability of a 
chance constraint under a given sample size. However, when intelligent optimization 
approaches solve an approximate model of such kind of problem, it is impossible to 
avoid identifying whether a candidate is feasible or not. If the candidate is empirically 
feasible, it is desired to attach a large sample size, as its empirical objective mean is 
required to approach the theoretical mean as possible; conversely, it is not necessary 
to provide an empirically infeasible candidate with a large sample size. To this point, 
we develop a Hoeffding's inequality-based sampling detection scheme to decide the 
sample size for a candidate, and meanwhile detect whether such candidate satisfies a 
given chance constraint. More precisely, let T be a maximal sampling size of candi-
date x; α denotes the confidence level of a given chance constraint, satisfying 
Pr{g(x,ξ)≤0}≥α; pn(x) represents the probability estimate at the moment n  through 
Monte Carlo simulation. Thereafter, the sampling scheme, simply say adaptive sam-
pling detection, is formulated as follows:  

Step 1. Input parameters: initial sample size m0, sampling amplitude λ, maximal sam-
pling size T; 

Step 2. Set m=m0, s=m0; calculate the probability estimate pn(x) with m0 observa- 
            tions of candidate x; 

Step 3. End this procedure only when m>T or ( ) )2(//2)( mlnxpn δα >− ; 

Step 4. Set s←λs; 
Step 5. Create s observations of the candidate, and decide the successful rate, rn←w/s, 

where w denotes the number that the inequality, g(x,ξ)≤0, is true for the ob-
servations; 

Step 6. Update the probability estimate, i.e., pn(x)←(pn(x)×m+rns)/(m+s); 
Step 7. Set m←m+s, and return to Step 3. 

When all the candidates in a given population are attached the same maximal sam-
ple size T, the above procedure follows that different candidates get different sample 
sizes. Worse candidates gain smaller sample sizes. Here, candidate x is called empiri-
cally feasible if pn(x)≥α and the above deterministic constraints are satisfied, and 
infeasible otherwise. 

4 Algorithm Formulation and Design 

The clonal selection theory explains a biological phenomenon which antibodies re-
spond to an antigen. It also hints a learning mechanism that the antigen can be gradu-
ally eliminated by some antibodies. To utilize such theory to design ASDIOA for 
CCP, a real-coded candidate is regarded as an antibody; the problem itself is viewed 
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as the antigen. Based on the above OCBA, adaptive sampling detection and bio-
immune inspirations, ASDIOA can be described in detail below: 

Step 1. Input parameters: population size N, initial sample size m0, sampling ampli-
tude λ, computing budget Δ and maximal clonal size Cmax; 

Step 2.  Set n←1. Generate an initial population An of N random antibodies; 
Step 3. Calculate the probability estimate of each chance constraint in the above CCP 

for each antibody in An through the adaptive sampling detection with a max-
imal sample size, T=m0[(n+1)1/2+1]; detect whether each antibody in An is 
empirically feasible through equation (1); 

Step 4. Divide An into empirically feasible sub-population Bn and infeasible sub-
population Cn; 

Step 5. Allocate the sample size of population, T=m0|Bn|log(n+2), to each antibody in 
Bn through the above OCBA, and calculate the empirical objective values of 
all the antibodies; 

Step 6. Each antibody in Bn and Cn proliferates cl(x) clones with cl(x)= round 
(Cmax/(Γ(x)+1)+1), which creates a clonal population Dn, where round(z) is a 
maximal integer not beyond z;  

Step 7.  Each clone in Dn shifts its genes through the conventional Gaussian muta-
tion with a mutation rate pm=1/(Γmax-Γ(x)+1), where Γmax denotes the maxim-
al of constraint violations for all the clones in Dn; thereafter, all mutated 
clones constitute En and execute evaluation through Steps 3 to 5 with n=1; 

Step 8. Execute comparison between antibodies and their clones in An∪En. If some 
antibody in An is inferior to the best of its clones, such antibody is replaced 
by the best clone. This creates a new population An+1; 

Step 9. If the termination criterion is not satisfied, then set n←n+1 and go to Step 3; 
otherwise, output the best antibody viewed as the optimal solution. 

In the above algorithm, after checking feasibility for each antibody in An in step 3, 
two sub-populations evolve respectively toward different directions through steps 6 to 
8. The empirical objective values of antibodies in step 5 are decided through dynami-
cally allocating a time-dependent population sample size to empirically feasible anti-
bodies. Steps 6 and 7 urge high-quality antibodies to produce multiple clones with 
small mutation rates. Obviously, those survival and better antibodies can gain larger 
sample sizes when gradually increasing the iteration number n. Therefore, ASDIOA is 
a dynamically sampling optimizer.  

Additionally, ASDIOA’s computational complexity can be decided by Steps 3 to 5 
and 7 to 8. Step 3 needs at most I× T times to create samples in the worst case, and 
thereby the computational complexity is O(IN(m0 (n+1)1/2+m0)). In addition, Step 4 
divides An into two sub-populations with N executions. Step 5 calculates the empirical 
objective means of the empirically feasible antibodies in Bn with a total of 
evaluations, m0|Bn|log(n+2), and hence the complexity is O(Nm0log(n+2)) in the worst 
case. Step7 executes mutation with at most N(1+Cmax) times.  In Step 8, each clonal 
sub-population needs to execute comparison with at most CmaxlogCmax times, and thus 
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the complexity is at most O(NCmaxlogCmax). Therefore, ASDIOA’s computational 
complexity can be given by 

   
.))log1((

)log())2(log()1((

maxmax0

maxmax000

CCnImNO

CNCOnNmOmnmINOOc

++=

+++++=
 (3) 

5 Numerical Experiments 

In this experimental study, four representative intelligent algorithms suitable for CCP, 
i.e., one neural network-based particle swarm optimization (HPSO)[1], two competi-
tive steady genetic algorithms (SSGA-A and SSGA-B)[5] and one recent noisy im-
mune optimization approach (NIOA)[4], are picked up to compare to ASDIOA by 
means of the following test examples. Our experiments are executed on a personal 
computer with CPU/3GHz and RMB/2 GB and also VC++. Especially, the three ap-
proaches of HPSO, SSGA-A and SSGA-B are static sampling optimization approach-
es with the same fixed sample size for each individual, whereas NIOA is an adaptive 
sampling optimization approach with a dynamic sample size for each individual. 
Their parameter settings are the same as those in their corresponding literature except 
their evolving population sizes. All the above algorithms take their population sizes 
40, while respectively executing 30 times on each test problem. Their same termina-
tion criterion is that the total of evaluations of individuals during evolution is 107. 
Especially, HPSO is a BP neural network-based optimization approach, in which the 
total of training sample size is set as 107. In ASDIOA, after experimental tuning we 
take m0=30, λ=1.5, Δ=20 and Cmax=2. In order to effectively execute comparison be-
tween the algorithms, each of those solutions, gotten by them is required to re-
evaluate with the sample size 106. Here, we give a test criterion to examine whether 
the solutions satisfy the chance constraints; in other words, let Λ denote an empirical-
ly infeasible solution set with size M, and pi(xl) represents the probability estimate of 
the i-th chance constraint as in Section 2 for xl in Λ. The test criterion is designed as 
follows: 
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Although this is a linear CCP with 4 decision variables, the five random variables 
influence the process of solution search seriously. It can be transformed into a deter-
ministic optimization problem with the theoretical minimum 30.30 at the point (0.002, 
0.733, 0.056, 0.209). However, in order to examine the performances of the above 
algorithms, we directly solve such problem. After respectively running 30 times, the 
algorithms can get their solution sets which create statistical results listed in Table 1, 
while Figure 1 below shows the box plot of the statistical results and Figure 2 displays 
their average search curves. 

Table 1. Comparison of statistical result for problem 1 

Algorithm Max Min Mean Std.Dev CI IAE FR AR(s) 

HPSO 35.85 23.23 32.87 2.99 [31.80,33.94] 0.44 0% 15.5 

SSGA-A 30.71 30.24 30.45 0.13 [30.41,30.50] 0.05 0% 7.2 

SSGA-B 30.75 30.14 30.41 0.13 [30.36,30.45] 0.05 3% 7.3 

NIOA 30.36 30.02 30.24 0.08 [30.21,30.27] 0.07 7% 7.3 

ASDIOA 30.51 30.17 30.33 0.09 [30.30,30.36] 4.18×10-4 97% 6.7 
CI represents the confidence interval of empirically objective means for the 30 solutions ac-
quired; IAE is computed through equation (4) for empirically infeasible solutions gotten by a 
given algorithm; FR stands for the rate of empirically feasible solutions among all the gotten 
solutions; AR is the average runtime after 30 runs for a given algorithm. 
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     Fig. 1. Box-plot of problem 1              Fig 2. Average search curves of problem1 

In Table 1, the values of FR listed in the eighth column hints that HPSO and 
SSGA-A can not find feasible solutions and that SSGA-B and NIOA can only get a 
few feasible solutions, whereas the solutions gotten by ASDIOA are almost feasible. 
On the other hand, the values of IAE in the seventh column show that ASDIOA only 
causes the smallest constraint violation for the chance constraints, which indicates 
that the adaptive sampling detection as in section 3 can effectively handle such  
 



26 K. Yang and Z. Zhang 

constraints; those compared approaches are difficult in solving such kind of con-
straint. It seems to be true that all the algorithms but HPSO have almost the same 
solution quality through the values as in the columns 4 and 6. In fact, as associated to 
their constraint violations (IAE), the sizes of their solutions and the theoretical mini-
mum, ASDIOA has the best solution quality obviously; especially, the values of CI 
hint that the minimum, 30.30, is included in the narrow confidence interval obtained 
by ASDIOA, but other algorithms are difficult. Apart from HPSO, the other three 
algorithms can gain the better solution qualities.  

Through the columns 2, 3, 5 and 6, we can get the conclusion that all the algo-
rithms but HPSO have relatively stable search performances. The statistical box-plots 
of the empirical objective values in Figure 1, acquired by the algorithms after 30 ex-
ecutions illustrates a fact that NIOA and ASDIOA can obtain similar effects superior 
to those gained by other algorithms, and meanwhile their objective values cover small 
scopes. By Figure 2, we also note that ASDIOA is convergent, and HPSO can only 
achieve local solution search; relatively, ASDIOA is a rapid search procedure. Lastly, 
the values of AV, listed in the ninth column present clearly that all the algorithms but 
HPSO have high search efficiency; HPSO spends the more runtime to solve the above 
problem than each of other algorithms.  

Example 2. Multi-modal Problem 
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This is a multimodal chance-constrained programming problem gotten through 

modifying the static multimodal optimization problem [10], where three decision 
variables and four random variables are included. The main difficulty of solving such 
problem involves two aspects: (i) the original static problem has multiple local opti-
ma, and (ii) the above problem involves in multiple kinds of random variables. Like 
the above experiment, the approaches can get their statistical results (Table 2) and 
performance curves (Figures 3 and 4) after 30 runs. 

Table 2. Comparison of statistical result for problem 2 

Algorithm Max Min Mean Std.Dev CI IAE FR AR(s) 

HPSO 11.09 -4.41 3.11 4.20 [1.60,4.61] 0.06 0.80 10.0 

SSGA-A 10.08 7.51 9.07 0.59 [8.86,9.28] 0.03 0.80 7.1 

SSGA-B 10.10 6.47 8.85 0.74 [8.58,9.12] 0.03 0.87 7.1 

NIOA 9.88 9.23 9.55 0.15 [9.50,9.61] 0.06 0.67 7.1 

ASDIOA 10.08 9.47 9.82 0.18 [9.75,9.86] 2.17×10-3 0.93 6.3 
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Following Table 2, the values of FR show that the above algorithms can all find 
some feasible solutions after 30 runs; relatively, ASDIOA is more effective. As re-
lated to the data listed in the seventh column, we notice that the approaches can al-
most handle the above chance constraints; especially, ASDIOA’s adaptive sampling 
detection has presented its prominent performance with the aspect of dealing with 
chance constraints. On the other hand, we can acquire significantly different solution 
qualities for the algorithms by means of the statistical results given in columns 2 to 6. 
In other words, ASDIOA’s solution quality is significantly superior to those acquired 
by other approaches; NIOA is secondary, and HPSO is worst (see Figure 3). We also 
observe that ASDIOA has presented its strong and stable evolving ability of searching 
the optima (see Figure 4), as it can get the largest objective value and the narrowest 
confidence interval.  
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        Fig 3. Box-plot of problem 2         Fig 4. Average search curves of problem 2 

Figure 4 indicates that NIOA and ASDIOA are convergent but other algorithms get 
into local search. This illustrates that the adaptive sampling schemes presented  in 
NIOA and ASDIOA can help these two algorithms improve their solution qualities. 
Additionally, we can get the same conclusion on performance efficiency as that given 
in Example 1, namely ASDIOA spends the least time to execute the process of solu-
tion search but HPSO is worst when doing so.  

6 Conclusions 

With the increasing requirement of handling uncertain optimization problems, CCP 
will become increasingly popular in the field of intelligent optimization. Thus, in-
spired by the dynamic characteristics and mechanisms of the immune system, this 
work focuses on probing into a bio-inspired adaptive immune optimization algorithm 
for chance-constrained programming problems with any distributions. Especially, an 
efficient adaptive sampling detection scheme is developed to handle chance con-
straints, while the existing OCBA is used to make high-quality individuals gain large 
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sampling sizes. Such algorithm is an optimizer capable of effectively executing noisy 
suppression, adaptive sample-allocation and chance constraint handling. The experi-
mental results hint that the proposed approach is a competitive, effective and efficient 
optimizer.  
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Abstract. Based on the theory of project management and human resources, 
combining with the practical construction situations in China, using theoretical 
analysis and comparative analysis, four important characteristics are extracted 
in engineering project using EPC mode, that is, mobility, duality, commodity & 
humanity and collaboration. Furthermore, it is analyzed the origins and 
implications of above characteristics in depth, and some management methods 
are presented with the guidance in connection with them in theory. 

Keywords: EPC, human resource management, characteristic analysis. 

1 Introduction 

It is not accidental that EPC mode is widely used in international engineering area, 
but it is the result which shows EPC is more prominent comparing with CM, DB and 
other modes. Although EPC starts a bit late in China, it expands rapidly. Generally, 
the engineering projects utilizing EPC mode refers to larger scale, long period, 
complex techniques and professional skills, in order to reduce the risks in engineering 
construction, the owner needs to allocate sophisticated engineering professors to 
enhance the supervision of EPC prime contractor[1], the uniqueness of using HR in 
EPC mode is shown. In this case, some analysis of the characteristics of HR in EPC 
are shown in details, and some guiding management methods about different 
characteristics are represented. 

2 The Characteristics of Human Resource in EPC Mode 

2.1 Mobility 

In EPC mode, the sources of HR can be separated into internal and external human 
resource. The mobility of internal human resource is relatively smaller, whereas it 
would be mobilized accompanying the changes of the project, including regional 
alterations and different personnel allocations in diverse projects. As for external 
human resource, the mobility is quite large due to that most are provisional employees 
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or even peasant-workers, and different requirements on the amount of workers and 
techniques during each construction period, and even the transformation of seasons 
and vocations. Normally, in order to control the cost, an EPC engineering company 
with several construction projects under the same commencement date would 
maximize the utilization of HR which is the reason why personnel is in charge of 
several projects or enters into another project right after completing the former one. 
All these cases determine that HR in EPC project has to be kept for an extended term 
and hardly has a break. 

2.2 Duality 

The structure of organization of HR in EPC can be depicted in matrix (Fig. 1).   
The above chart shows clearly that the member in EPC human resource is not just 

a part of personnel in a company but also a team member in a specific engineering 
project that is restrained by both company and project department, and hence 
undertaking the responsibilities and roles in two fold ways. It explicitly takes the 
project as orientation and indicates that the project management team assumes the 
coordination work. Besides, even though the human resources come from different 
functional departments that enable them to support each other technically, each 
certified staff still belongs to their own functional department and needs to return after 
the project finished. This is the duality of HR in EPC. 

 

Fig. 1. Organization Chart of HR in EPC 

2.3 Commodity and Humanity 

HR is a general term of all manual and mental workers who promote social and 
economic development, create material and spiritual wealth. it is also a part of the 
labor force resources, but its purpose is more. In the principle of Marxism, labor force 
deemed as a type of commodity like anything else, has the same two attributes which 
are value and use value. Therefore, the commodity of labor force resources 
determines the viable human resources. However, on the other hand, humanity is a 
special type of commodity with social attribute, requiring for humanistic and life 
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caring, and needs to be respected, cherished and concerned, which shows the 
humanity in HR. 

2.4 Collaboration 

In traditional ways of engineering construction (Fig. 2), the procurement process can’t 
be carried out before the accomplishment of the project design. Because of the slow 
process in procurement, the start of construction also has to wait until all purchases 
finish which normally delays of the construction period, leading to unnecessary 
increase in cost. 

 

Fig. 2. Traditional construction project flowcharts 

By contrast, it is doable to projects in the EPC designed-build engineering mode 
(Fig.3) to integrate design, purchase and construction in the same period. In other 
words, equipment procurement can be carried out during designing process which 
effectively reduces the construction period as well as the cost. Additionally, in EPC 
DB mode, the Construction Method Statement can be optimized, thus, engineering 
quality can be enhanced and resources can be saved during constructing. 

 

Fig. 3. EPC project flowchart(E: Design  P: Purchase  C: Construction) 
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According to the comparison of two flow charts above, design department, in 
traditional construction mode, is not necessary to contact much with purchasing and 
construction department after handing over the design. However, in EPC DB mode, 
construction department is able to communicate with purchasing and construction 
department once they find any designs or problems of products when constructing to 
make relevant alterations. Similarly, design department can also make some proposals 
when realizing the purchasing department fails to understand the intention of 
designing or finding the construction department modifies the design to shorten the 
time without permission. Therefore, compared with customary project, the three 
departments in EPC are more collaborative ,which has become the essential 
requirement for EPC to go well and finish on time. 

3 Management towards Different Characteristics in HR 

3.1 Management Aiming at Mobility 

(1) Defining responsibility, allocating roles 
In each EPC project, it is necessary to establish the standard job description, including 
work titles, activities, procedures, physical circumstance, social environment and 
conditions of employment, etc., and it is also a necessity to possess detailed office-
holding specifications to state the physical and psychological requirements to the 
employees in certain positions. Job description and office-holding specifications are 
the utmost approaches to response characteristic change in a team. It can guarantee 
that every member in a new group has a clear obligation and distribution and there 
would be a slight influence if some members flow, and more importantly, it can 
provide unambiguous information for new recruits or substitutes. 

(2) Formulating reasonable allowance and subsidy system 
In EPC projects , employees travel frequently. In addition to the basic wage salaries, 
allowances and subsidies section also should be included. To achieve the purposes 
that rewarding according to labor expended, increasing revenue, inspiring energy and 
soothing. In EPC engineering company, in addition to the basic reimbursement 
system, it must also adjust the principles and standards of issuance of subsidies and 
allowances which should reasonably reflect the different levels in remote areas, and 
also increase the standard of allowances according to changes in local environment 
and social developments. And also the establishment of the bonus system based on 
the profits of each project proceeds can be taken into account, giving exceptional 
rewards for employees who make outstanding contributions and work in the first line 
for long-term .   

(3)  Creating the conditions to meet the spiritual and cultural life needs of 
employees 
In the management of EPC HR, it is particularly essential to enrich employees’ 
spiritual and cultural life as well as satisfy their needs. Firstly, EPC engineering 
company needs to carry out the learning activities in a planned, focused, targeted 
organization to guide and support the staffs. Secondly, it are required to insist people 
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oriented and organize wholesome spiritual and cultural activities regularly. Owing to 
the employees still working in the construction site in holidays, company is advised to 
organize relevant condolence and celebration. And for those who have family 
difficulties or are unable to return to resolve emergencies due to work, some help is 
needed as well. Thirdly, it is necessary to implement the medical security, improve 
staff welfare and ensure the health of employees, so that employees can remain full of 
energy all the time. 

3.2 Management Aiming at Duality 

When discussing the methods in the management of duality in EPC HR, we should 
commence from two organizations and analyze their management in contents and 
goals. 

(1) HR management department in EPC engineering company-Functional 
Management  
Operative management, in another word, is the management of duty and performance. 
One elemental feature of operative management is to turn the repeatable production 
operations into a series of standard and ordered tasks and assign to specific 
performers. The final purpose is to keep the company developing continuously, 
effectively and healthily. The HR Management Department in EPC engineering 
company operates centered on functional management aiming at whole staffs in the 
company and the method to achieve management goals is through the work of the 
specific functional departments. 

(2) EPC HR management --performance management 
Performance is the achievement of works [2], and is the unity of behavior, direct 
outcomes and final outcomes of individuals or groups [3]. Performance management 
is the continuous circulation of planning, communication, assessment, application of 
the results, and enhancement associating with each rank of employers and employees 
aiming at achieving the same organizational target. The purposes of performance 
management also include enhancing performances of people, departments and 
organizations. EPC HR management is not only anthropological resource 
management of EPC projects, but also that of project teams. It treats working 
outcomes and pecuniary profits as priorities and is an overall process of construction 
and management of teams with performance assessment throughout.  

Common performance assessments of EPC engineering projects include two main 
types: the first one is evaluation of outcome which assess employee mainly from top 
to bottom to clarify working capacities and devotions of each employees, and to 
develop skills and personal qualities of employees as well as enhance solidarity, 
fighting will, competitiveness and flexibility of enterprises. It is for long-term 
assessments and designs. The assessments table can be designed as follows. 
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Table 1. Performance evaluation table 

Assessment content 

Basic information 
Name: Gender: Post: Major: 

Political literacy     

Professional technical ability     

Knowledge update     

Public relations     

Comment:     

   Signature:  Date: 

Table 2. Effectiveness evaluation table 

 

The second one is profits for assessment. This assessment is based on economic 
objectives, targets as project teams’ members according to their practical workloads. 
The alterations in salary can be based on this assessment. The assessments table can 
be designed as follows. 

3.3 Management in Commodity and Humanity 

(1)  Commodity Management 
We need to strengthen our marketing concepts when dealing with EPC HR. Besides, 
when allocating human resources, project teams should compare expenditure cost 
between internal HR and external HR, and should be possible to make use of external 
human resources which is the cheap, reliable human resources surrounding the 
construction site, and internal human resources saved can be used under other 
conditions of lack of external human resources projects. Therefore, it is necessary to 
investigate situations of human resources before EPC projects start. Investigation 
details are as follows:(1) distributions of HR around sites of projects, (2) conditions of 
each type of current HR and numbers of available contract workers or temporary 
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workers, (3) the possibility of expanding worker recruitment based on current 
situation. The research before project starts is the only way to assure the cost in 
investigation of HR can be in line with the actual situation of the market. 

(2) Humanity management 
Chinese characteristics of modern human spirit is what we are advocating a "people-
oriented". 

The core of humanity is human, which is what we and the customary Chinese 
culture advocate--human oriented. Human oriented management of EPC engineering 
projects should take following statements into consideration:(1) appropriate stress for 
employees to move forward, (2) reasonable rules to regulate certain behaviors, (3) 
proper awards to encourage competition among employees, (4) lawful means to 
guarantee employees’ rights and interests legally; (5) suitable working environments. 

3.4 Management of Collaboration 

Economic globalization makes knowledge, information, internet and innovation 
become platform for running projects in the current environment between competition 
and cooperation [4][5].In order to enhance cooperation and coordination among 
design department, purchase department and construction department, efficient 
network for information exchange needs to be built-in the first place, which 
accelerates the process of communication among each departments, shares 
information and resources, makes communication and information exchange process 
convenient between employers and employees, project teams and the outside world, 
and among departments, and also enhances efficiency and reduces costs. In addition, 
democratic centralism is expected to be utilized to guarantee ascendancy and 
predominance of the project management team which enables the team to deal with a 
variety of problems associating with projects and renders preventive measures and 
solutions as soon as possible, keep projects running efficiently and improve success 
rates of projects as a whole. 

4 Conclusion 

According to the characteristics of EPC human resources, based on years of 
engineering practice, special management methods are proposed, the method of EPC 
human resources management established which can be used by all EPC project, and 
a suitable method for the new EPC project is provided which can be used for human 
resources management in the shortest possible time, which combining four 
characteristics of the EPC human resources four of scientific management methods, 
grasping the core content of management, mastering the main content of management, 
weakening the other auxiliary conditions. It shows that the management method is 
scientific, accurate, intuitive and practical. So the method can be mastered and 
operated by many kinds of department managers, and it has a positive effect for the 
whole project which demanding for economy, progress under control and completion 
on time. 
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Abstract. In this paper, a communication strategy for hybrid Particle Swarm 
Optimization (PSO) with Bat Algorithm (BA) is proposed for solving numerical 
optimization problems. In this work, several worst individuals of particles in 
PSO will be replaced with the best individuals in BA after running some fixed 
iterations, and on the contrary, the poorer individuals of BA will be replaced 
with the finest particles of PSO. The communicating strategy provides the in-
formation flow for the particles in PSO to communicate with the bats in BA. 
Six benchmark functions are used to test the behavior of the convergence, the 
accuracy, and the speed of the approached method. The results show that the 
proposed scheme increases the convergence and accuracy more than BA and 
PSO up to 3% and 47% respectively. 

Keywords: Hybrid Particle Swarm Optimization with Bat Algorithm,  
Particle Swarm Optimization Algorithm, Bat Algorithm Optimizations, Swarm 
Intelligence. 

1 Introduction 

Computational intelligence algorithms have been prosperously used to solve optimi-
zation problems in engineering, economic, and management fields for recently years. 
For example, genetic algorithms (GA) have been used prosperously in various appli-
cations, including engineering, the budgetary and the security area [1-3].  Particle 
swarm optimization (PSO) techniques have fortunately been used to forecast the ex-
change rates, to optimize related multiple interference cancellations [4-6], to construct 
the portfolios of stock, human perception [3, 7, 8]. Ant colony optimization (ACO) 
techniques have successfully been used to solve the routing problem of networks, the 
secure watermarking [9, 10]. Artificial bee colony (ABC) techniques have successful-
ly been used to solve the lot-streaming flow shop scheduling problem [11]. Cat swarm 
optimization (CSO) [12] techniques have successfully been used to discover proper 
positions for information hiding [13]. 

Communication between two algorithms is to take the advantage of the strength 
points of each type of algorithms. The idea of this paper is based on communication 
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strategies in parallel processing for swarm intelligent algorithms. Information be-
tween populations is only exchanged when the communication strategy is triggered. 
The parallel strategies simply share the computation load over several processors. The 
sum of the computation time for all processors can be reduced compared with the 
single processor works on the same optimum problem. In this paper, the concepts of 
parallel processing and communication strategy are applied to hybrid Particle Swarm 
Optimization with Bat Algorithm is presented. In this new method, the several poorer 
particles in PSO will be replaced with best artificial bats in Bat algorithm after run-
ning some fixed iterations and on the contrary, the poorer individuals of BA will be 
replaced with the better particles of PSO. 

The rest of this paper is organized as follows: a brief review of PSO and BA is giv-
en in session 2; our analysis and designs for the hybrid PSO-BA is presented in  
session 3; a series of experimental results and the comparison between PSO, BA  
and hybrid PSO-BA are discussed in session 4; finally, conclusion is summarized in 
session 5. 

2 Related Work 

Particle swarm optimization (PSO) is a heuristic global optimization algorithm, based 
on the research of bird and fish flock in movement behavior,  proposed by Kennedy, 
J. Eberhart, R. and Shi  [14, 15]. The particles are randomly initialized and then freely 
fly across the multi-dimensional search space.  While they are flying, its velocity and 
position are updated based on its own best experience and also of entire population. 
The updating policy will cause the particle swarm to move toward a region with a 
higher object value. The position of each particle is equivalent to a candidate solution 
of a problem. The particle moves according to an adjusted velocity, which is based on 
that particle’s experience and the experience of its companions. 

The original particle swarm optimization algorithm can be expressed as follows: 

௜ܸ௧ାଵ = ௜ܸ௧ ൅ ଵܥ ൈ )ଵݎ ௜ܲ௧ − ௜ܺ௧) ൅ ଶܥ ൈ ௧ܩ)ଶݎ − ௜ܺ௧)               (1) 

where  ௜ܸ௧  is the velocity of the i-th particle at the t-th iteration, C1 and C2 are factors 
of  the speed control, r1 and r2 are random variables such that 0 ≤ r1, r2 ≤ 1,  ௜ܲ௧ is 
the best previous position of the i-th particle at the t-th iteration,  Gt is the best posi-
tion amongst all the particles, from the first iteration to the t-th iteration, and ௜ܺ௧ is 
the i-th particle for the t-th iteration. 

௜ܺ௧ାଵ = ௜ܺ௧ ൅ ௜ܸ௧ାଵ, ݅ = 0,1, . . ܰ − 1                     (2) 

where N is the particle size, − Vmax ≤ V t +1  ≤ Vmax (Vmax is the maximum velocity).  

A modified version of the particle swarm optimizer [15] and an adaption using the 
inertia weight which is a parameter for controlling the dynamics of flying of the  
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modified particle swarm [16], have also been presented. The latter version of the mod-
ified particle swarm optimizer can be expressed as equation (3) 

௜ܸ௧ାଵ = ܹ௧ ൈ ௜ܸ௧ ൅ ଵܥ ൈ )ଵݎ ௜ܲ௧ − ௜ܺ௧) ൅ ଶܥ ൈ ௧ܩ)ଶݎ − ௜ܺ௧)              (3) 

௜ܺ௧ାଵ = ௜ܺ௧ ൅ ௜ܸ௧ାଵ,     ݅ = 0,1, . . ܰ − 1                     (4) 

where ܹ௧ is the inertia weight at the t-th iteration. 

Moreover, the Bat Algorithm (BA) is a new optimization algorithm, proposed by Xin-
SheYang, based on swarm intelligence and the inspiration from observing the bats 
[17]. BA simulates parts of the echolocation characteristics of the micro-bat in the 
simplicity way. Three major characteristics of the micro-bat are employed to con-
struct the basic structure of BA. The idealized rules in this method are listed as fol-
lows: The echolocation to detect the prey is utilized for all bats, but not all species of 
the bat do the same thing. However, the micro-bat, one of species of the bat is a fam-
ous example of extensively using the echolocation.  Hence, the first characteristic is 
the echolocation behavior. The second characteristic is the frequency. The frequency 
is sent by the micro-bat with fixed frequency fmin and with a variable wavelength λ. 
The loudness A0 is used to search for prey. The other characteristic of them are listed 
as follows: 

1. Bats fly randomly with velocity vi at position xi. They can adjust the wavelength 
(or frequency) of their emitted pulses and adjust the rate of pulse emission            
r from 0 to1, depending on the proximity of their target; 

2. There are many ways to adjust the loudness.  For simplicity, the loudness is 
assumed to be varied from a positive large A0 to a minimum constant value, 
which is denoted by Amin.  

The movement of the virtual bat is simulated by equation (5) – equation (7): 

 ௜݂ = ௠݂௜௡ ൅ ( ௠݂௔௫ − ௠݂௜௡) כ  (5)        ߚ

௜௧ݒ     = ௜௧ିଵݒ ൅ ௜௧ିଵݔ) − (௕௘௦௧ݔ כ ௜݂             (6) 

௜௧ݔ  = ௜௧ିଵݔ ൅ v୧୲                             (7) 

where f is the frequency used by the bat seeking for its prey, fmin and fmax,  represent  
the minimum  and maximum value, respectively.  xi denotes the location of the i-th 
bat in the solution space, vi represents the velocity of the bat, t indicates the current 
iteration, β is a random vector, which is drawn from a uniform distribution, and β ∈[0, 
1], and xbest  indicates the global near best solution found so far over the whole popu-
lation. 

In addition, the rate of the pulse emission from the bat is also taken to be one of the 
roles in the process. The micro-bat emits the echo and adjusts the wavelength depend-
ing on the proximity of their target. The pulse emission rate is denoted by the symbol 
ri, and ri ∈[0,1], where the suffix i indicates the i-th bat. In every iteration, a random 
number is generated and is compared with ri. If the random number is greater than ri, 
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a local search strategy, namely, random walk, is detonated. A new solution for the bat 
is generated by equation (8):  

௡௘௪ݔ  = ௢௟ௗݔ ൅  ௧              (8)ܣߝ

where ε is a random number and  ε ∈[-1,1], and the average loudness of all bats is 
represented at the current time step t. After updating the positions of the bats, the 
loudness Ai and the pulse emission rate ri are also updated only whenever the global 
near best solution is updated and the random generated number is smaller than Ai. The 
update of Ai and ri are operated by equation (9) and equation (10): 

௜௧ାଵܣ  =  ௜௧                  (9)ܣߙ

௜௧ାଵݎ   = ௜଴[1ݎ − ݁ିఊ௧]                        (10) 

where α and γ are constants. In Yang’s experiments, α = γ = 0.9 is used for the sim-
plicity. 

The process of BA is depicted as follows: 

Step 1. Initialize the bat population, the pulse rates, the loudness, and define the pulse 
frequency 

Step 2. Update the velocities to update the location of the bats, and decide whether 
detonate the random walk process. 

Step 3. Rank the bats according to their fitness value, find the current best solution 
found so far, and then update the loudness and the emission rate. 

Step 4. Check the termination condition to decide whether go back to step 2 or end the 
process and output the result. 

3 The Proposed Hybrid PSO with BA 

Hybrid optimization algorithm is structured by communication strategies between two 
algorithms in this paper. This idea is based on replacing the weaker individuals ac-
cording to fitness evaluation of one algorithm with stronger individuals from other 
algorithm in parallel processing for swarm intelligent algorithms. Several groups in a 
parallel structure of hybrid algorithm are created by dividing the population into sub-
populations. Each of the subpopulation evolves independently in regular iterations. 
They only exchange information between populations when the communication strat-
egy is triggered. It results in taking advantage of the individual strengths of each type 
of algorithm. The replacement of weaker individuals in running algorithms will be 
achieved so on to get the benefit of the cooperation.  

Hybrid Particle Swarm Optimization with Bat algorithm (hybrid PSO-BA) is de-
signed based on original PSO and Bat algorithm. Each algorithm evolves by optimiza-
tion independently, i.e. the PSO has its own individuals and the better solution to 
replace the worst artificial bats of BA. In contrast, the better artificial bats of BA are 
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to replace the poorer individuals of PSO after running some fixed iterations. The total 
iteration contains R times of communication, where R = {R1 ,2R1 ,3 R1 ,...}. 

Let N be the number of population of hybrid PSO-BA, and N1, N2 be the number of 
population of PSO and BA respectively, where N1 and N2 are set to be N/2.  If t ∩ R 
≠ φ, k agents with the top k fitness in N1 will be copied to N2 to replace the same 
number of individuals with the worst fitness, where t denotes the current iteration 
count, R1 and k are the predefined constants.  

The diagram of the hybrid PSO-BA with communication strategy is shown in figure 1 

1R

2R

1R

2R

 

Fig. 1. The diagram of hybrid PSO-BA with a communication strategy 

1. Initialization: Generate populations for both PSO and BA. Each population is 
initialized by BA or by PSO independently. Defined the iteration set R for executing 
the communication strategy. The N1, N2 are the number of particles and artificial 
agents in solutions ௜ܵ௝்  and  ௜ܺ௝்  for populations of PSO and BA respectively,  
i = 0, 1, …, N1- 1, j = 0, 1,..D. D is dimension of solutions and t is current iteration 
number. Set t = 1. 

2. Evaluation: Evaluate the value of f1( ௜ܵ௝்),  f2( ௜ܺ௝்) for both PSO and BA in each 
population. The evolvement of the populations is executed independently by both 
PSO and BA. 

3. Update: Update the velocity and the positions of PSO using equation (1), and (2). 
Update the location and velocity of Bat in the best fitness value, which are found by 
the bat using equation (6), (7).  

4. Communication Strategy: Migrate the best artificial bats among all the individuals 
of BA’s population, copy k bats with the top k fitness in N1 replace the poorer particles 
in N2  of PSO’s population and update for each population every R1 iterations. 
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5. Termination: Repeat step 2 to step 5 until the predefined value of the function is 
achieved or the maximum number of iterations has been reached. Record the best 
value of the function f(St) and the best particle position among all the particles St. 
Record the best value of the function f(Xt) and the best location among all the bats Xt. 

4 Experimental Results 

This section presents simulation results and compares the hybrid PSO-BA with 
the primary PSO, and original BA, both in terms of solution quality, convergence 
capability, and the accuracy. The execution times in the number of function evalua-
tions are also taken. Six benchmark functions are used to test the accuracy and the 
convergence of hybrid PSO-BA. 

All the benchmark functions for experimenting are averaged over different random 
seeds with 10 runs. Let S ={s1, s2 ,..., sm}, X ={x1, x2 ,..., xm} be the m-dimensional 
real-value vectors for PSO and BA respectively. The benchmark functions are Ack-
ley, Griewank, Quadric, Rastrigin, Rosenbrock and Spherical. The equation numbers 
(11) to (16). The goal of the optimization is to minimize the outcome for all bench-
marks.  The population size of hybrid PSO-BA, primary PSO and original BA are set 
to 20 (N=20) for all the algorithms in the experiments. The detail of parameter set-
tings of PSO can be found in [14], and setting of BA can be found in [17]. 

                  ଵ݂(ݔ) = 20 ൅ ݁ − 20݁ି଴.ଶඨ∑ ೣ೔మ೙೔సభ೙ − ݁∑ ౙ౥౩ (మഏೣ೔)೙ೕసభ ೙         (11)                                       ଶ݂(ݔ) = 1 ൅ ∑ ௫೔మସ଴଴଴ே௜ୀଵ ൅ ∏ ݏ݋ܿ ௫೔√௜  ே௜ୀଵ                      (12)                                      ଷ݂(ݔ) = ∑ (∑ ௜௜௞ୀଵݔ )௡௜ୀଵ                                    (13)                                     ସ݂(ݔ) = ∑ [10 ൅ ௜ଶݔ − ௜ே௜ୀଵݔߨ2ݏ݋10ܿ                       (14)                                     ହ݂(ݔ) = ∑ ௜ିଵݔ)100) − ௜ଶ)ଶݔ ൅ (1 − ௜)ଶ௡ିଵ௜ୀଵݔ               (15)                                    ଺݂(ݔ) = ∑ ௜ଶே௜ୀଵݔ                                            (16) 

The initial range and the total iteration number for all test functions are listed  
in Table1. 

Table 1. The initial range and the total iteration of test standard functions 

Function  
Initial range Total 

iteration [xmin, xmax] 
Ackley ଵ݂(ݔ) [-100,100] 200 

Griewangk ଶ݂(ݔ) [5.12,5.12] 200 
Quadric ଷ݂(ݔ) [-100,100] 200 
Rastrigin ସ݂(ݔ) [  -30,30  ] 200 

Rosenbrock ହ݂(ݔ) [-100,100] 200 
Spherical ଺݂(ݔ) [-100,100] 200 
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The optimization for all of these test functions is to minimize the outcome.  The 
parameters setting for hybrid PSO-BA with primary PSO side are the initial inertia 
weight W= (0.9 − 07 כ ,(݀݊ܽݎ  coefficients of learning factors c1=-2 and c2=2 in 
PSO, the total population size N1 = 10 and the dimension of the solution space M = 
10, and with original BA side are the initial loudness  ܣ௜଴ = 0.25, pulse rate  ݎ௜଴ =0.5  the total population size N1 = 10 and the dimension of the solution space M = 10, 
frequency minimum fmin = the lowest of initial range function and frequency mini-
mum fmax = the highest of initial range function. The proposed scheme is executed for 
10 runs and each run contains 200 iterations. The final result is obtained by taking the 
average of the outcomes from all runs. These results also are compared with the pri-
mary PSO and original BA respectively.  

Table 2 compares the quality of optimizing performance and time running for nu-
merical problem optimization between hybrid PSO-BA and PSO. It is clearly seen 
that, almost these cases of testing benchmark functions for hybrid PSO-BA are better 
than PSO in terms of convergence and accuracy. It is special case with test function of 
Rosenbrock,  ହ݂(ݔ) has the mean of value function minimum of total seeds of 10 
runs is 1.02E+09 for hybrid PSO-BA performance evaluation, but, for original PSO is 
2.90E+09, reaches at 48% improvement of convergence. The average performance 
evaluation value of six benchmark functions is 1.70E+08 for hybrid PSO-BA and 
4.83E+08 for original PSO, gets at 47% improvement of accuracy. However, all 
benchmark functions for average time consuming of hybrid BA-BA are longer than 
that in original PSO, for the reasons, the hybrid algorithm must perform mutation and 
update operations.  

Table 2. The comparison between hybrid PSO-BA and origianl PSO in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation 
Time running evaluation 

 (seconds) 

PSO 
Hybrid  

PSO-BA 
PSO 

Hybrid 
PSO-BA ଵ݂(ݔ) 1.96E+01 1.85E+01 0.079 0.134 ଶ݂(ݔ) 1.92E+00 1.81E+00 0.086 0.139 ଷ݂(ݔ) 4.46E+03 2.62E+03 0.109 0.230 ସ݂(ݔ) 1.23E+02 1.11E+02 0.080 0.148 ହ݂(ݔ) 2.90E+09 1.02E+09 0.081 0.159 ଺݂(ݔ) 1.62E+04 7.13E+03 0.064 0.121 

Average 
value 

4.83E+08 1.70E+08 0.33 0.49 

 
Figure 2 shows the experimental results of six benchmark functions in running re-

peatedly same iteration of 200 in random seeds of 10 runs. It clearly can be seen that 
the most cases of curves of hybrid PSO-BA (solid red line) are more convergence that 
its of PSO (doted blue line).  
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Fig. 2. The mean of function minimum curves in comparing Hybrid PSO-BA and original PSO 
algorithms for function of Ackley, Griewank, Quadric, Rastrigin, Rosenbrock and Spherical 

Table 3 compares the quality of performance and time running for numerical prob-
lem optimization between Hybrid BA-PSO and original BA. It is clearly seen that, 
almost these cases of testing benchmark functions for Hybrid BA-PSO are more con-
vergence than original BA.  

Average value of all benchmark functions for hybrid BA- PSO is 2.32E+07 in  
performance evaluation, but this figure is 2.30E+07 for original BA, reaches at 3% 
improvement of accuracy. However, average times consuming of all benchmark  
functions for hybrid BA-PSO is longer taken than original BA. For this result, the 
reason is the hybrid algorithm must perform mutation and update operations.  
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Table 3. The comparison between hybrid BA-PSO and origianl BA in terms of quality 
performance evaluation and speed 

Function 
 

Performance evaluation Time running evaluation  
(seconds) 

BA 
Hybrid  

BA-PSO 
BA 

Hybrid 
BA-PSO 

 ଵ݂(ݔ) 1.84E+01 1.65E+01 0.087 0.104 ଶ݂(ݔ) 7.37E-01 7.34E-01 0.094 0.119 ଷ݂(ݔ) 2.59E+03 2.05E+03 0.120 0.180 ସ݂(ݔ) 4.67E+01 4.60E+01 0.087 0.098 ହ݂(ݔ) 1.38E+08 1.38E+08 0.089 0.109 ଺݂(ݔ) 2.65E+03 2.47E+03 0.071 0.071 
Average value 2.35E+07 2.30E+07 0.101 0.124 

Figure 3 shows the experimental results of six benchmark functions in running 10 
seeds output with the same iteration of 200. It clearly can be seen that the most cases 
of curves of hybrid BA-PSO (solid red line) are more convergence that its of BA 
(doted blue line). 
 

 

Fig. 3. The mean of function minimum curves in comparing hybrid BA-PSO and BA algo-
rithms for function of Ackley, Griewank, Quadric, Rastrigin, Rosenbrock and Spherical 
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Fig. 3. (continued) 

5 Conclusion 

This paper, a novel proposed optimization scheme was presented, namely hybrid 
PSO-BA (hybrid Particle Swarm Optimization with Bat Algorithm). The implementa-
tion of hybrid for optimization algorithms could have important significance for  
taking advantages of the power of each algorithm and achieving cooperation of opti-
mization algorithms. In the new proposed algorithm, the several worse individuals in 
PSO are replaced with the best artificial bats in BA algorithm after running some 
fixed iterations, and on the contrary, the poorer bats of BA are replaced with the better 
particles of PSO.  

The proposed communication strategy provides the information flow for the par-
ticles to communicate in PSO with the bats in BA. The performance of hybrid PSO-
BA algorithm is better than both original PSO and BA in terms of convergence and 
accuracy. The results the proposed algorithm on a set of various test problems show 
that hybrid PSO-BA increases the convergence and accuracy more than original PSO 
and original BA is up to 47 % is at 3% on finding the near best solution improvement.  
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Abstract. Rapidly development of the cloud computing and Internet makes 
load balance technique become more and more significant to us than ever. A 
perfect scheduling algorithm is the key to solve the load balance problems 
which can not only balance the load, but also can meet the users’ needs. An 
optimal load balance algorithm is proposed in this paper. Algorithm proposed in 
this paper can enhance production of the systems and schedule the tasks to 
virtual machines (VMs) more efficiently. Finishing time of all tasks in the same 
system will be less than others’. The  simulation tools is the CloudSim. 

Keywords: Cloud Computing, Load balance, Interaction artificial bee colony, 
CloudSim. 

1 Introduction 

Cloud computing has recently emerged for its new hosting and delivering services 
over the Internet from “endpoint” to “cloud”. It is a new style in which we need not to 
compute on the local computers, but on centralized facilities operated by third-party 
compute and storage utilities. At present, There is little consensus on the definition.  

In this paper, we use one definition: A large-scale distributed computing paradigm 
driven by economies of scale, in which a pool of abstracted virtualized, dynamically-
scalable, managed computing power, storage, platform and services are delivered on 
demand to external customers over the Internet[1].  

In fact, Cloud is to outsource the provision of computing infrastructure to host 
services. Firstly, according to types of the service, there are three scenarios in the 
Cloud Computing model, including Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS). Furthermore, virtualization, parallel 
computing, grid computing and distributed computing are also important technologies 
to Clouds[2,3,4].  The basic idea of Cloud Computing can be shown as the following 
figure 1. 
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Fig. 1. The cloud computing scenarios diagram 

Generally speaking, task scheduling algorithm of this paper is an optimal algorithm 
based on the interaction bee colony algorithm in cloud computing environment. 

2 Related Work 

For the cloud computing applications, the load balance in cloud computing has been 
widely used to improve the system response time and enhance utilization of system 
resources as possible. The first development period for Cloud Computing is called as 
the starting stage from 1996 to 1999, during which scholars found more opportunities. 
After that, the Cloud Computing has a development in enterprises until 2003. 
Furthermore, the period of the network upgrading emerged, starting in 2003 and 
ending 2005. The following three years, we encountered the load balancing upgrading 
and application development. In 2006, Google CEO Eric Schmidt first put forward 
the notion of Cloud Computing on SES San Jose 2006. After 2006, the load balance 
as an important part of the Cloud Computing has been widely spread. 

How to design the algorithm is a key role to solve load balancing problems. The 
algorithm is related to the purpose of load balancing requirements and whether the 
system is good or not.  

CloudSim, a Cloud Computing simulation software which was proposed by the 
University of Melbourne and Gridbus in 2007, by which we can establish the next 
generation computation center used to enable the flexible and dynamic platform for a 
virtual testing environment.  

Generally speaking, there are three layers in cloud computing architecture on the 
CloudSim, including cloudlets layer, VMs layer and datacenter layer. The cloudlets 
layer is used to simulate the apps provided by users or service providers. The second 
layer, VMs layer, is virtual machines used to process tasks. The last one data center 
layer, is a Cloud Computing system. The following figure 2 is a Cloud Computing 
system diagram. 
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Fig. 2. The cloud computing system diagram 

Actually, more and more intelligent algorithms are also introduced in the cloud 
computing research area. For example, M. Maheswaran mentioned dynamic heuristic 
allocation strategy in the task scheduling of distributed systems in the Hadoop [5]; 
Carretero solved task scheduling problem in the network by using the genetic algorithm 
[6], and got the minimum flow time and the shortest job completing time; jian Xiong 
put forward the dynamic model of a heterogeneous environment [7], it solves dynamic 
heterogeneous environment resource assignment problems through the interaction of 
swarm and environment; zem proposed an improved simulated annealing algorithm to 
solve the task scheduling problem in the network environment [8]; Chen Yulan put 
forward a constraint algorithm based on service quality, aiming to solve the of resource 
scheduling problems in grid computing [9]; Pandey S improved a kind of algorithm 
based on particle swarm optimization to solve the calculation and transmission system 
overhand in cloud computing [10]; Hua Xiayu [11] put forward an ant colony 
optimization scheduling algorithm for Cloud Computing. 

3 Our Proposed Method 

3.1 Environment Building 

Firstly, we will create some cloudlets and VMs in order that the whole designed 
systems can be described. Furthermore, the parameters is set in advance in accordance 
to the actual system.  

The identification of the VM is defined as vmid, and it is the unique symbol of the 
VM, which we can use it to distinguish different the VMs in the system. Furthermore, 
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MIPS presents millions of instructions per second, it is used to show the computing 
speed, and is also a fundamental variable to measure the speed of CPUs. Moreover, 
the image size is defined as size. It is the storage size of a VM and we use it to set 
available space. In addition, the ram describes VM memory. While the computer is 
running, operation data is transferred to the memory. After the tasks are completed, 
the results will be sent from the ram. The BW is short for the bandwidth, which 
represents that how much data can be transmitted in a fixed period and capacity of 
transmitting data in the transport pipeline. Finally, the number of cups is pesnumber 
and the virtual machine manager name is VMm. 

Just as the above, the parameters of the cloudlet can be described respectively. 
Firstly, the cloudlet is marked as id. It is the unique symbol of a cloudlet in the overall 
system, so that we can use it to distinguish different cloudlets. Secondly, the length of 
a cloudlet is recorded as length. It refers to the size of a cloudlet that if a VM can 
finish the applied task depending on. Furthermore, the size of a file is described as 
filesize. The size of an output file is outputsize. After tasks are completed, it figures 
the size of the cloudlets that will be output. Admittedly the utilization of a cloudlet is 
utilizationModel. 

3.2 Mathematical Model 

The number of cloudlets and the capacity of VMs express the load of virtual machines 
discussed in this paper [12]. As shown in the following formulation (1). 

BWNumCPUMIPSLOAD += *                   (1) 

As shown above, LOAD is the capacity of CPU, the millions of instructions per 
second is presented by MIPS, the NumCPU illustrates the number of cups, and the 
BW presents the bandwidth. The capacity of the load of a VM is mainly based on the 
MIPS, the number of CPU and the bandwidth. 

The definition of load balance is shown below, which is based on the variance of 
the tasks lengths sum that is scheduled by every VM. 

= iii FFP /                            (2) 

Here, iP  is the percentage of a VM tasks length in all VMs. iF  is the length of 

scheduled tasks in the VM numbered as i. 
Then, a judgment formulation of load balance is given as shown in the following 

formulation (3). 

vmNumPvmNumPbla ii /)/)(( 2  −=               (3) 

Here, the vmNum is the number of all VMs and the variance represents average 
rate about the load of a VM accounting to the load of all VMs. 

3.3 Tasks Scheduling Algorithm 

For the scheduling algorithm is a NP problem, it means that algorithm cannot have 
access to the optimal solutions for all problems. However it can produce a wide range 
of optimal approximate solutions for the global optimal solutions [13].  
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I will describe the scheduling algorithm in this paper as follows: 

1) Initialization: First of all, all parameters of VMs and cloudlets are set in 
accordance to the actual environment we need in our projects. 

2) Selection: The n% of all VMs are chosen as a sample to implement the NO.i 
task. At this step, we will choose the optimal VM in all selected VMs by formulation 
(2). Because of less VMs, the efficiency can be accepted. 

3) Judging balance: If the current system is under the balanced circumstance, the 
system directly distributes the task to the VM selected in the Step 2. Otherwise, go to 
the next step. 

4) Iteration: After choosing a VM, due to the randomness of the VM selected in the 
Step 2, here, you can utilize the iteration formulation for searching a more efficient 
VM to implement the task. The iteration formulation, which we can find a more 
optimal solution according to, is shown in the following formulation (4). 

))()(()1( kLOADtLOADLOADtLOAD
kiii

−+=+ φ           (4)  

As we can see, the iterative times is represented by t, and φ  is a number between 
0 and 1. The φ  is calculated by the iteration formulation (5). 

 −−= ))/()*((/))/()*((
nmnmijij

PPFFPPFFφ           (5) 

In the formulation (5), we can acquire the parameter φ in accordance to the 
gravity formulation developed by Newton, a famous British scientist. Through the 
iteration, a better solution to scheduling the task to VMs will be got than other 
solutions from a randomφ . The formulation (5) is also the distinctive from the 
artificial bee colony algorithm in which the φ  is a random number during 0 and 1. 
Because of that, we can get a more efficient and better solution. We can have a clear 
goal to search a better VM. 

5) Judging overload: Through computing “bla”, we can judge whether the current 
system is overloaded or not. According to the result, we decide whether we will use 
the limited formulation to balance the system or not. If the system is balanced, then go 
to the Step 7. Otherwise go to the Step 6. 

6) Limited: If the result in the Step 4 presents the current system is overloaded, we 
will use the formulation below for renewing the system to schedule the task to another 
VM. The limited formulation is as show in the following formulation (6). 

  )(*
minmax

LOADLOADrLOADLOAD
ii

−+=            (6) 

Here in the above limited formulation, r is a random number between 0 and 1. 

max
LOAD  and 

min
LOAD  represent maximum and minimum the load point 

respectively.  
7) Judging balance: If the system is balanced, then judging the loop ends and 

distributing the tasks directly. Otherwise we make a decision to decide whether to go 
to Step 3 or not based on the result. 

8) Judging end: By judging whether there is another task, we will go back to the 
Step 2 or stop the process. 

Generally speaking, an important advantage of the algorithm is that the system can 
be avoided to be overloaded, the algorithm makes all tasks scheduled more efficiently, 
and the tasks are scheduled to a better VM. 
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The whole process can be shown in the following figure 4. 

 
Fig. 3. The flowchart of the ABC algorithm 

In this paper, the balance criteria are to implement the program under the controlled 
circumstances, which can keep balance of the system in the current environment. At last, 
when all VMs are all overloaded and there are remaining cloudlets not to be processed, 
remnant tasks will be scheduled based on a random method. 
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4 Experimental Results and Analysis 

In comparison to the ABC algorithm in which φ  is a random number, not a digit 
calculated by interaction formulation, we can learn that the IABC algorithm is more 
efficient.  

Firstly, one experiment gives the results when the number of cloudlets and the 
number of VMs change simultaneously. As shown in the following table 1. 

Table 1. Parameters and results in the second experiment 

VMs 10 20 30 
Cloudlets 100 200 300 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 1899 4525 3444 3721 7161 5188 5076 11364 6111 
ABC 1957 9432 3632 4529 24110 11347 3808 37572 17918 

 

VMs 40 50 60 
Cloudlets 400 500 600 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 5973 14585 9573 7506 16118 11416 9904 21932 12067 
ABC 6929 50335 28429 6401 63061 21287 8836 51454 34977 

 

VMs 70 80 90 
Cloudlets 700 800 900 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 18524 39672 25707 9836 14258 12393 11112 19706 13736 
ABC 18710 33145 26458 10001 68567 20223 10409 23156 14524 

 
Secondly, when VMs is a constant (60), the number of cloudlets increases. The 

results are in the above table 2. 

Table 2. Parameters and results in the first experiment  

Cloudlets 400 450 500 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 3891 8026 5101 5036 7660 6355 5611 10409 6775 
ABC 3323 21855 5616 5205 29361 8781 5693 36868 9288 

 
Cloudlets 550 600 650 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 6793 19839 10090 8830 12171 10843 9625 19842 14197 
ABC 6695 64479 13177 7202 48433 13586 8735 58317 29550 

 
Cloudlets 700 750 800 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 9754 20627 12405 11480 24571 16183 11082 21518 18652 
ABC 8740 96049 44517 9766 93244 51490 12482 120102 54903 
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At last, the third experiment in which the number of cloudlets is constant (500), 
however the number of VMs is changing is introduced here. The results are in the 
following table 3. 

Table 3. Parameters and results in the third experiment 

VMs 20 30 40 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 11671 23331 14480 11018 20102 14134 7338 19219 13314 
ABC 36630 83172 42570 19391 81276 37619 32084 70796 34598 

 
VMs 50 60 70 
 Best Worst Average Best Worst Average Best Worst Average 

IABC 7769 17687 11832 6562 10382 8102 6048 11008 7303 
ABC 6154 62900 19134 7227 26080 11942 10156 23241 13974 

 
VMs 80 90 100 
 Best Worst Average Best Worst Average Best Worst Average 
IABC 3676 8346 6003 3305 6945 4787 2961 5819 3252 
ABC 3894 16824 6412 2833 5524 4130 2441 5265 3151 

 
As a result, from three above tables, we can learn that comparing with the Artificial 

Bee Colony (ABC) algorithm the IABC algorithm is more efficient in the best, worst 
and average result. Furthermore, the IABC algorithm also makes sure the system is 
under the balanced circumstance.  

5 Conclusion 

Based on the IABC algorithm, a load balance method to solve the load problems in 
Cloud Computing has been proposed. A large multitude of experimental results prove 
the efficiency of the  algorithm. It is the first time that the IABC algorithm is 
introduced in solving such a load balance problems in Cloud Computing. Moreover, 
the CloudSim toolkit is used by us to simulate the actual system and test the algorithm. 
To modify the whole system design and finding a more efficient scheduling method is 
our future work. 
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Abstract. A command center is any place that is used to provide centralized 
command for some purpose. A command center enables an organization to 
function as designed, to perform day-to-day operations regardless of what is 
happening around it. There are parts of being human because no one acts 
perfectly correctly all the time. It’s same with command center, we called it 
operation miss. We use RCA when it is released. Root Cause Analysis (RCA) is a 
problem-solving method used to identify and prove causes, design actions, and 
assess results. RCA is performed for pervasive issues that are identified through 
either persistent gaps or pervasive gaps. 

Keywords: Command Center, Root Cause Analysis, Five Whys, fishbone 
diagram, Operation Miss. 

1 Introduction  

A command center is any place that is used to provide centralized command for some 
purpose. A command center enables an organization to function as designed, to 
perform day-to-day operations regardless of what is happening around it, in a manner 
in which no one realizes it is there but everyone knows who is in charge when there is 
trouble. 

Conceptually, a command center is a source of leadership and guidance to ensure 
that service and order is maintained, rather than an information center or help desk. Its 
tasks are achieved by monitoring the environment and reacting to events, from the 
relatively harmless to a major crisis, using predefined procedures. 

There are many types of command centers. In this article, we means date command 
center. A command center enables the real-time visibility and management of an 
entire service operation. Similar to an air traffic control center, a command center 
allows organizations to view the status of global service calls, service technicians, and 
service parts on a single screen. In addition, customer commitments or service level 
agreements (SLAs) that have been made can also be programmed into the command 
center and monitored to ensure all are met and customers are satisfied. The main job in 
command center is monitor and check server、network and other application system as 
schedule. Once we got a fatal、critical or warning alert, they deliver it to relevant 
supports to handle it. People who worked in command center are called as operators. All 
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works in command center are carried out by job procedure instruction (JPI).We try our 
best to write the instructions prefect. Even then we always make misses in our daily 
work. We must analysis these misses or problems seriously. There are parts of being 
human because no one acts perfectly correctly all the time. It’s same with command 
center, we called it operation miss. We use RCA when it is released.  

2 Root Cause Analysis 

Root Cause Analysis (RCA) is a problem-solving method used to identify and prove 
causes, design actions, and assess results. RCA is performed for pervasive issues that 
are identified through either persistent gaps or pervasive gaps. Most pervasive issues 
should be analyzed at the region or integrated marketing team level or above. 
However, all levels of the quality assurance organization should be familiar with the 
RCA method, which includes the following: 

2.1 Understand the Problem 

In order to be defined as a “problem,” four pieces of information are required: 

1. The actual current performance with historical trend detail (a picture is worth a 
thousand words!). 

2. The desired performance (standard or goal). 
3. The magnitude of the problem as seen by the difference between the actual and 

desired (sometimes referred to as the “gap”). 
4. The extent and characteristics of the problem or situation. 

First, we must inspect the evidence. This requires a discipline to look at the process 
with a truly open mind and with no preconceptions. 

Localizing and quantifying the impact. The first requirement of Problem Solving is 
to determine the merit of solving the problem. 

Focusing on more than anecdotal evidence or individual situations 

2.2 Describe Specific Possible Causes 

A. We have to explore the chain of causes and effects and apply techniques like 
Whys?  

Five Whys (why、why、why、why、why) is simple and easy to remember and 
also is good Rule of Thumb. Of course 5 is not always the number. We can take a 
dead car for an example, 

My car will not start… 

Why #1  ...why does my car not start?  The battery is dead… 
Why #2 ... why is the battery dead? The alternator is not working 
Why #3 ... why is the alternator not working? The alternator belt was broken! 
Why #4 ... why was the belt broken?  It has never been replaced…. 
Why #5 … why was the belt never replaced? I was not maintaining my car 

according to the service schedule 
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We can got the root cause is human error, if we didn’t analysis the root cause, all 
of us maybe just regards as the battery is the root cause.so we fix the battery, but we 
didn’t eliminate hidden dangers. 

Complete a thorough root cause analysis- Five Whys 
Example: The Washington Monument was disintegrating 

1. Why is the Washington Monument disintegrating? 
Use of harsh chemicals on a frequent basis 
2. Why the harsh chemicals? 
To clean pigeon droppings 
3. Why so many pigeons?  
They eat spiders and there are a lot of spiders at monument 
4. Why so many spiders?  
They eat gnats and lots of gnats at monument 
5. Why so many gnats?  
They are attracted to the light at dusk. 
Solution: Turn on the lights at a later time, means after dusk. 
B. Forming specific hypotheses or cause descriptions. 

A technique for identifying the root cause of a problem is to use an Ishikawa 
diagram, also referred to as a cause-and-effect diagram or fishbone diagram. An 
Ishikawa diagram is typically the result of a brainstorming session in which members 
of a group offer ideas to improve a product. For problem-solving, the goal will be to 
find the cause(s) of the problem. 

First there is the main subject, which is the backbone of the diagram that we are 
trying to solve or improve. The main subject is derived from a cause. The relationship 
between a cause and an effect is a double relation: an effect is a result of a cause, and 
the cause is the root of an effect.  
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2.3 Prove and Act on the Real Causes 

Getting the data that proves or disproves hypotheses 
For proven causes, designing specific actions 
Assigning an owner and tracking progress 
Team Review is a Critical Part of the Analysis Phase. Recall the question that 

opened this section: 
Why Did You Pick Up This Problem? In the review, the problem solver, the 

managers, and the team meet to ensure that all aspects of the problem have been 
considered.  

2.4 Assess Results and Analyze Feedback 

The desired behaviors when applying the RCA method to the SSL cadence include: 
Use in-cadence reviews of similar transaction data across all levels versus using ad 

hoc reviews 
Use tools, data, and upward information flow to eliminate ad hoc reviews and 

top-down reviews 
Coach individuals to leverage their strengths and improve results during cadence 

reviews. 
Coach individuals to be more productive, accountable, and effective 
Focus on building trust and enhancing team dynamics during the cadence (leader 

behavior) 
Coach on pervasive issues and key transactions 
Schedule and execute cross-team integration meetings (client team behavior) 

3 Consider Alternative Solutions While Building Consensus 

There is always more than one way to solve any problem and places high value on the 
creativity of the problem solver in their culture, therefore, There aren’t a lot of 
absolutes around this part of the process. 

Here are some guidelines for the evaluation process. Broadly consider all 
possibilities. Narrow the list by eliminating impractical solutions or combining similar 
items. Evaluate based on simplicity, cost, area of control, and the ability to implement 
quickly. Develop consensus on the proposed solution. Test ideas for effectiveness. 
Select the best solution. Plan-Do-Check-Act 
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The evaluation criteria force teams to find feasible solutions quickly. Is it within 
your control to implement? Can you do it without outside support? Is it possible to 
implement the solution quickly? (Today is best.) Is the solution a simple and effective 
one? Is the solution low cost, or even better, no cost? 

There is a tendency toward “fancy” or “high-tech” solutions to problems. 
Invariably the latest technology or machine is suggested. In rare cases the technology 
is needed; however, while waiting for the “ultimate” solution, consider a short-term 
improvement that can be implemented immediately. 

4 Develop Consensus and Test Ideas for Effectiveness 

Because the choices have been thoroughly analyzed, it is usually easy to develop 
consensus, but if not, proceed to the next step and test each idea to find the best one. 
Consensus doesn’t mean complete agreement. rather, it means that everyone agrees to 
accept the proposed solution. 

Testing ideas can come in many forms, but it’s important to do validation like this 
before implementing a proposed solution. Paper simulations, mock-ups, etc. can all 
serve to help testing. 

Always consider short-term temporary countermeasures for immediate benefits. 
Divide larger tasks into smaller segments, with assigned completion dates and 
measurements for each portion. 

Responsibility for an action item does not mean that the responsible person has to 
do the task. They are responsible for the outcome and for ensuring progress. The only 
way to verify results is to ensure that an effective measurement process is in place 
prior to implementation so that a before and after comparison can be made. 

Once your solutions become a reality, it will probably be necessary to make 
adjustments. Carefully observe the new process to verify that it is free from major 
problems. Always conclude your process with a look to the future. Continual 
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improvement means forever! Set the expectation that the process of improvement is 
never complete. 

What are pervasive issues? Pervasive issues are problems that are common across 
the process, not problems due to special or isolated issues. Pervasive issues are 
identified through either pervasive gaps or persistent gaps. Pervasive gaps are 
identified as a result of the roll-up of information from the SSL cadence. For example, 
an issue might arise in the cadence that has impact across the majority of brands or 
sectors in a single geography or region. Another example is an issue that impacts a 
single business in multiple regions. The issues that are constraints or barriers to 
effective execution by the sales teams must also be identified; these constraints and 
barriers are often pervasive issues.   

Persistent gaps become evident during Exception Management and reports from 
meetings, such as the Global Sales Integration Review (GSIR) or Geo/IOT Sales 
Reviews. For example, Exception Management identifies Business Units, Geos, and 
brands that consistently miss their targets for at least a quarter. 

What is the desired behavior when an issue is identified in the cadence? Instead of 
having an immediate ask questions to coach the desired behavior. Is this issue 
pervasive? If yes, why did it occur? 

Once you understand why, take the necessary actions and assess results. 
The following questions can help determine if an issue is pervasive and if it needs 

analysis and resolution. 
Was this a specific incident (isolated) or a common problem (pervasive)? 

When did it occur? How frequently? 
Where did it occur (physical location)? 
Is this issue constraining the field? How much will sales execution improve by 

removing this barrier? 
How significant is this problem (revenue, client satisfaction, or employee morale 

impact)? 

Does the problem warrant the resources needed to study it? 

5 Conclusion 

The benefits of using the RCA method include: Managing by exception - less ad-hoc 
inspection. 

Experiencing better collaboration when making business decisions - RCA directly 
supports Sales Leadership competencies (collaborative influence, earning trust, and 
informed judgment) when properly applied 

Improving coaching 

Focusing on execution; enabling individuals to be more productive, accountable, 
and effective during the cadence. 
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Abstract. Cat Swarm Optimization (CSO) is a new swarm intelligence based 
algorithm, which simulates the behaviors of cats. In CSO, there are two search 
modes including seeking and tracing. For each cat (solution) in the swarm, its 
search mode is determined by a parameter MR (mixture ratio). In this paper, we 
propose a new CSO algorithm by dynamically adjusting the parameter MR. In 
addition, a Cauchy mutation operator is utilized to enhance the global search 
ability. To verify the performance of the new approach, a set of twelve 
benchmark functions are tested. Experimental results show that the new 
algorithm performs better than the original CSO algorithm. 

Keywords: Cat swarm optimization (CSO), swarm intelligence, adaptive 
parameter, Cauchy mutation, Global optimization. 

1 Introduction 

In real world, many application problems can be converted into optimization 
problems over continuous or discrete search space. To efficiently solve optimization 
problems, some swarm intelligence based algorithms have been proposed, such as 
Particle Swarm Optimization (PSO) [1], Ant Colony Optimization (ACO) [2], 
Artificial Bee Colony (ABC) [3], and Cat Swarm Optimization (CSO) [4], etc.  

CSO was firstly proposed by Chu and Tsai [4], which is inspired by the behaviors 
of cats. In the past several years, CSO has been applied to various optimization fields. 
Santosa and Ningrum [5] applied CSO to for clustering. Simulation results indicate 
that the CSO outperforms K-means and PSO in terms the accuracy of clustering. 
Kumar and Kalavathi [6] presented an application of CSO on the optimal placement 
of multiple UPFC’s in voltage stability enhancement under contingency. Panda et al. 
[7] used CSO for IIR system identification. Results demonstrate superior 
identification performance of CSO compared to that achieved by GA and PSO. In [8], 
CSO was applied to determine the best optimal impulse response coefficients of FIR 
low pass, high pass, band pass and band stop filters, trying to meet the respective 
ideal frequency response characteristics. The results show that CSO achieves better 
performance when compared with real coded GA (RGA), PSO, and differential 
evolution (DE). Pardhan and Panda [9] used CSO to solve multi-objective 
optimization problems. Simulation results demonstrate that the CSO can be a better 
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candidate for solving multi-objective problems. In [10], Tsai et al. proposed a parallel 
CSO with information exchanging (PCSO), in which the virtual cats share the isolated 
near best solution between different clusters via the information exchanging process.  

In this paper, we propose a new CSO algorithm called NCSO, which employs a 
dynamical method to adjust the parameter MR during the evolution. Experiments are 
conducted on twelve benchmark functions. Simulation results show that the NCSO 
outperforms the original CSO on the majority of test functions. 

The rest paper is organized as follows. In Section 2, the original CSO algorithm is 
briefly introduced. In Section 3, the parameter MR is investigated. In Section 4, our 
algorithm is proposed. Simulation results are presented in Section 5. Finally, the work 
is concluded in Section 6. 

2 Cat Swarm Optimization 

Each cat in the swarm can be considered as a candidate solution. There are two search 
modes, seeking and tracing, for each cat. During the search process, cats are randomly 
selected from the swarm and their flags are set to seeking mode or tracing mode. This 
selection operation is based on a parameter MR. In CSO, these two modes of operations 
are mathematically modeled for solving complex optimization problems [7]. 

2.1 Seeking Mode 

The seeking mode is used to model the cat during a period of resting but being alert – 
looking around its environment for its next move [4]. It mainly contains the following 
basic factors: seeking memory pool (SMP), seeking range of selected dimension 
(SRD), counts of dimension to change (CDC), and self position consideration (SPC). 
The SMP indicates the number of copies of a cat produced in the seeking mode. The 
SRD declares the mutative ration for the selected dimensions. While in seeking mode, 
if a dimension is selected for mutation, the difference between the old and new values 
may not be out of range. The CDC is the number of dimensions to be changed. The 
SPC is a Boolean valued variable, which represents whether the point at which the cat 
is already standing will be one of the candidate points to move to. 

The seeking mode can be described as follows [7]. 
Step 1. For the ith solution (cat), make SMP copies. 
Step 2. Based on the parameter CDC, update the position of each copy by randomly 

adding or subtracting SRD percents the current position value. 
Step 3. Compute the fitness values of all copies. 
Step 4. Select the best candidate from the SMP copies as the position of the ith cat. 

2.2 Tracing Mode 

The tracing mode corresponds to a local search technique for the optimization 
problem [7]. In this mode, a cat chases the target according to its own velocity. The 
tracing operation is similar to the movement of particles in PSO. In tracing model, 
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each cat a position vector (X) and a velocity vector (V). During the search process, a 
cat moves according to the following equations [4]. 

( )id id gd idV w V c r P X= ⋅ + ⋅ ⋅ − . (1)

id id idX X V= + . (2)

where Vid is the velocity of the ith cat on the dth dimension, Xid is the position of the 
ith cat on the dth dimension, Pgd is the dth dimension of the global best position. The 
parameter w is the inertia weight, c is the acceleration constant, and r is a random 
number with the range of [0, 1]. 

2.3 Framework of CSO 

The main steps of CSO are described as below [7]. 

Step 1: Randomly generate N cats (solutions) in the swarm, and calculate their fitness 
values. This operation consists of the initialization of positions and velocities of all 
cats. 
Step 2. Select the best cat (with the best fitness value) as the Pg. 
Step 3. According to the mixture ration (MR), cats are randomly selected from the 
swarm, and their flags are set to seeking mode or tracing mode. 
Step 4. For each cat, if its flag is seeking mode, conduct the seeking mode process 
(according to Section 2.1); otherwise execute the tracing mode operation (according 
to Section 2.2). 
Step 5. Calculate the fitness values of all cats. 
Step 6. Update Pg, if possible. 
Step 7. If the stopping condition is satisfied, terminate the algorithm and output the 
results; otherwise go to Step 3. 

3 Parameter Analysis of MR 

As mentioned before, there are two search modes for CSO. How to choose the search 
mode is determined by the mixture ratio (MR). To investigate the effects of MR on the 
performance of CSO, this section presents a parameter analysis of MR. In the 
experiment, the parameter MR is set to 0, 0.1, 0.2, 0.3, 0.5, and 1.0, respectively. The 
computational results of CSO under different values of MR are compared. For other 
parameters of CSO, we use the following settings. The population size and the 
maximum number of fitness evaluations are set to 30 and 1.0e+05, respectively. The 
SRD, CDC, w, and c are set to 20%, 90%, 0.73, and 2.0, respectively. For each test 
function, CSO is run 30 times, and the mean best fitness value is reported. 

3.1 Test Functions 

There are twelve well-known benchmark functions used in the following experiments. 
These problems were utilized in previous studies [11]. According to their properties, 
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they are divided into three groups: unimodal and simple multimodal functions (f1-f2), 
unrotated multimodal functions (f3-f8), and rotated multimodal functions (f9-f12). All 
test functions are minimization problems. In this paper, we only consider the 
problems with D=30. For the rotated problems, the original variable x is left 
multiplied by the orthogonal matrix M to get the new rotated variable y=M*x. The 
mathematical descriptions of these functions are described as follows. 

1) Sphere function 

( ) 2
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2) Rosenbrock’s function 
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where xi∈[-2.048, 2.048], and the global optimum is 0. 
3) Ackley’s funcction 
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where xi∈[-32.768,32.768], and the global optimum is 0. 
4) Griewanks’s function 

( )
2

4 1 1
cos 1

4000

DD i i

i i

x x
f x

i= =

 = − + 
 

 ∏  

where xi∈[-600,600], and the global optimum is 0. 
5) Weierstrass function 

( ) ( )( )( )
( )

max

5 1 0

max

0

cos 2 0.5

cos 2 0.5

0.5, 3, max 20

D k k k
ii k

k k k

k

f x a b x

D a b

a b k

π

π

= =

=

 = + 

 − ⋅ 
= = =

 
  

where xi∈[-0.5,0.5], and the global optimum is 0. 
6) Rastrigin’s function 
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where xi∈[-5.12,5.12], and the global optimum is 0. 
7) Noncontinuous Rastrigin’s function 
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where xi∈[-5.12,5.12], and the global optimum is 0. 



 A New Cat Swarm Optimization with Adaptive Parameter Control 73 

 

8) Schwefel’s function 
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where xi∈[-500,500], and the global optimum is 0. 
9) Rotated Ackley’s function 
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where xi∈[-32.768,32.768], and the global optimum is 0. 
10) Rotated Griewanks’s function 
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where xi∈[-600,600], and the global optimum is 0. 
11) Rotated Weierstrass function 
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where xi∈[-0.5,0.5], and the global optimum is 0. 
12) Rotated Rastrigin’s function 

( ) ( )( )2
12 1
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D
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where xi∈[-5.12,5.12], and the global optimum is 0. 

Table 1. The mean fitness values of CSO under different MR 

Functions 
MR=0.0 MR=0.1 MR=0.2 MR=0.3 MR=0.5 MR=1.0 

Mean Mean Mean Mean Mean Mean 

f1 1.06E-16 1.16E-24 3.00E-20 1.83E-16 2.13E-13 1.35E-23 

f2 2.10E+01 2.25E+01 2.39E+01 2.46E+01 2.58E+01 2.75E+01 

f3 3.16E+00 2.24E-13 5.77E-11 4.91E-09 2.78E-07 9.90E-12 

f4 9.99E-16 1.97E-02 1.72E-02 2.70E-02 1.97E-02 0.00E+00 

f5 3.37E+00 1.42E-14 5.78E-09 2.10E-04 2.79E-03 2.96E-02 

f6 4.88E+01 3.88E+01 4.18E+01 2.09E+01 2.21E+01 1.61E+02 

f7 1.42E+01 2.10E+01 5.83E+01 2.43E+01 1.73E+01 2.23E+02 

f8 4.84E+03 4.34E+03 5.09E+03 6.98E+03 5.63E+03 8.43E+03 

f9 3.09E+00 1.25E-12 1.32E-10 5.62E-09 7.43E-07 3.36E-12 

f10 1.97E-02 6.58E-02 0.00E+00 2.21E-02 3.21E-02 0.00E+00 

f11 1.43E+01 8.43E+00 5.43E-05 4.61E-04 1.06E-02 5.25E-01 

f12 5.64E+01 8.56E+01 6.77E+01 2.69E+01 4.39E+01 2.20E+02 
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3.2 Results for CSO with Different MR 

Table 1 presents the computational results of CSO under different values of MR, 
where “Mean” indicates the mean fitness value. The best results are shown in bold. It 
can be seen that MR=0.1 and MR=1.0 are suitable for function f1. For any MR, CSO 
can not find reasonable solutions on f2, f6, f7, f8, and f12. For function f3, CSO with 
MR=0.0 falls into local minima, while other cases can find near-optimal solutions. 
There are two extreme cases, MR=0.0 and MR=1.0. For MR=0.0, there is only tracing 
mode is CSO. All cats trace the target during the search process. For MR=1.0, all cats 
follow the seeking mode to search candidate solutions. It is obvious that CSO with a 
single tracing or seeking mode obtains poor performance. However, the single search 
mode may be suitable for some specific problems, such as f2, f4, f9, and f10. We can not 
find a fixed value of MR that suitable for solving all test functions. It means that the 
parameter MR is problem-oriented. Results show that 0<MR<0.3 may be a good 
choice the test suite.  

4 Proposed Approach 

In Section 3, we present an experimental study on the parameter analysis of MR. The 
results show that there is no fixed value of MR for all test functions. For different test 
problems, different values of MR are required. MR between 0 and 0.3 may help CSO 
achieve good results. It seems that CSO with dynamical MR may be a good choice. 

Based on the above analysis, we propose a simple method to dynamically adjust 
the MR during the search process. At the beginning of each iteration, the parameter 
MR is updated as follows. 

(0,0.3)MR rand= . (3)

where rand(0, 0.3) is a random value between 0 and 0.3. 
To enhance the global search of CSO, a Cauchy mutation operator is employed. 

The Cauchy jump is not a new technique, and it has been applied to other 
optimization algorithms [11]. The main idea behind Cauchy jump is conducting a 
Cauchy mutation on the global best firefly. It is hopeful that the long fat tails of 
Cauchy distribution can help trapped fireflies jump to better positions [11]. 

The one-dimensional Cauchy density function centered at the origin is defined by 
[11]: 

2 2

1
( )

t

t
f x

xπ
=

+
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where t>0 is a scale parameter. The Cauchy distribution function is [11]:   

1 1
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The Cauchy mutation used in this paper is defined by 

* ()gd gdP P cauchy= + . (6)

where Pgd is the dth dimension of the global best solution, and cauchy() is a random 
value generated by the Cauchy distribution function with the scale parameter t=1. 

The main steps of our new approach NCSO are listed as follows. 

Step 1: Randomly generate N cats (solutions) in the swarm, and calculate their 
fitness values. This operation consists of the initialization of positions and velocities 
of all cats. 

Step 2. Select the best cat (with the best fitness value) as the Pg. 
Step 3. Update the parameter MR according to Eq. (3). 
Step 4. According to the mixture ration (MR), cats are randomly selected from the 

swarm, and their flags are set to seeking mode or tracing mode. 
Step 5. For each cat, if its flag is seeking mode, conduct the seeking mode process 

(according to Section 2.1); otherwise execute the tracing mode operation (according 
to Section 2.2). 

Step 6. Calculate the fitness values of all cats. 
Step 7. Update Pg, if possible. 
Step 8. Conduct the Cauchy mutation according to Eq. (6). If the Pg

* is better than 
Pg, replace Pg with Pg

*. 
Step 9. If the stopping condition is satisfied, terminate the algorithm and output the 

results; otherwise go to Step 3. 

Table 2. Comparison results between CSO and NCSO 

Functions 

CSO 
NCSO 

MR=0.0 MR=0.1 MR=0.2 MR=0.3 MR=0.5 MR=1.0 

Mean Mean Mean Mean Mean Mean Mean 

f1 1.06E-16 1.16E-24 3.00E-20 1.83E-16 2.13E-13 1.35E-23 1.68E-21 

f2 2.10E+01 2.25E+01 2.39E+01 2.46E+01 2.58E+01 2.75E+01 2.35E+01 

f3 3.16E+00 2.24E-13 5.77E-11 4.91E-09 2.78E-07 9.90E-12 6.54E-12 

f4 9.99E-16 1.97E-02 1.72E-02 2.70E-02 1.97E-02 0.00E+00 0.00E+00 

f5 3.37E+00 1.42E-14 5.78E-09 2.10E-04 2.79E-03 2.96E-02 1.73E-10 

f6 4.88E+01 3.88E+01 4.18E+01 2.09E+01 2.21E+01 1.61E+02 7.66E+01 

f7 1.42E+01 2.10E+01 5.83E+01 2.43E+01 1.73E+01 2.23E+02 6.38E-04 

f8 4.84E+03 4.34E+03 5.09E+03 6.98E+03 5.63E+03 8.43E+03 3.56E+03 

f9 3.09E+00 1.25E-12 1.32E-10 5.62E-09 7.43E-07 3.36E-12 2.08E-11 

f10 1.97E-02 6.58E-02 0.00E+00 2.21E-02 3.21E-02 0.00E+00 3.70E-02 

f11 1.43E+01 8.43E+00 5.43E-05 4.61E-04 1.06E-02 5.25E-01 5.74E+00 

f12 5.64E+01 8.56E+01 6.77E+01 2.69E+01 4.39E+01 2.20E+02 5.57E+01 

w/t/l 9/0/3 6/0/6 9/0/3 8/0/4 8/0/4 7/1/4  
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5 Simulation Results 

In this section, the performance of our new CSO (NCSO) algorithm is compared with 
the original CSO under different values of MR. To have a fair comparison, the same 
parameter settings are used. For both CSO and NCSO, the population size and the 
maximum number of fitness evaluations are set to 30 and 1.0e+05, respectively. The 
SRD, CDC, w, and c are set to 20%, 90%, 0.73, and 2.0, respectively. For CSO, the 
parameter MR is set to different values as described in Section 3. For NCSO, the MR 
is adaptive, and we do not need to manually set it. For each test function, each 
algorithm is conducted 30 runs, and the mean best fitness value is reported. 

Table 2 gives the computational results of NCSO and CSO with different MR, 
where “w/t/l” means that NCSO wins in w functions, ties in t functions, and loses in l 
functions. As shown, NCSO outperforms CSO with MR=0.1 and MR=0.2 on 9 
functions, while NCSO achieves worse results on 3 functions. Both CSO with 
MR=0.1 and NCSO win 6 functions. It seems that they achieve similar performance. 
For MR=0.3 and 0.5, NCSO performs better than CSO on 8 functions. For the rest of 
4 functions, CSO is better than NCSO. When MR=1.0, NCSO achieves better results 
than CSO on 7 functions, while CSO outperforms NCSO on 4 functions. Both of 
them can converge to the global optimum on f4. Fig. 1 shows the convergence 
characteristics of NCSO with other six CSO algorithms on two representative 
functions. It can be seen that NCSPO converges faster than other algorithms. 

To clearly compare the performance of NCSO and other six versions of CSO, 
Friedman test is used to calculate the average rankings of these algorithms on the test 
suite [12]. Table 3 presents the results of the average rankings. The best ranking (with 
the lowest ranking value) is shown in bold. Results show that NCSO achieves the best 
ranking and CSO with MR=0.1 obtains the second place. It demonstrates that NCPSO 
performs better than six versions of CSO. That also confirms the efficiency of the 
proposed method. 

Table 3. Average rankings achieved by Friedman test 

Algorithms Average Rankings

NCSO 3.04 

CSO (MR=0.0) 4.50 

CSO (MR=0.1) 3.29 

CSO (MR=0.2) 3.71 

CSO (MR=0.3) 4.25 

CSO (MR=0.5) 4.63 

CSO (MR=1.0) 4.58 

6 Conclusion 

The mixture ratio (MR) is an important parameter which controls the seeking and tracing 
modes. To reduce the effects of MR on the performance of CSO, this paper proposes a 
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new CSO algorithm (NCSO) by employing a dynamical method to adjust the parameter 
MR. Moreover, the Cauchy mutation operator is utilized to enhance the global search. 
Experiments are conducted on twelve test functions. Simulation results show that the 
proposed parameter method can effectively improve the performance of CSO.  

 
Noncontinuous Rastrigin’s function (f7) 

 
Schwefel’s function (f8) 

Fig. 1. The convergence characteristics of NCSO with CSO on two representative functions 
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Abstract. In this paper, we proposed a new multi-objective optimization algo-
rithm named Nondominated Sorting Invasive Weed Optimization (NSIWO) 
which was inspired from Nondominated Sorting Genetic Algorithm II(NSGA-
II) and Invasive Weed Optimization (IWO). Firstly, the fast nondominated sort-
ing algorithm was used to rank the weeds, and the number of seeds produced by 
a weed increased linearly from highest rank to the lowest rank. Moreover, in 
order to get a good distribution and spread of Pareto-front, crowding distance 
was used for determining the seeds numbers produced by the weeds with the 
same rank. Finally, the maximum number of plant population of IWO was ad-
justed dynamically according to the number of nondominated solutions  
obtained during each iteration. Then the NSIWO approach was applied to the 
design of a Permanent Magnet Brushless Direct Current (PMBLDC) Motor of 
Underwater Unmanned Vehicle (UUV). The obtained results were compared 
with NSGA-II which is widely used in motor optimization. Numerical results in 
terms of convergence and spacing performance metrics indicates that the pro-
posed multi-objective IWO scheme is capable of producing good solutions. 

Keywords: brushless direct current motor, multi-objective optimization, fast 
nondominated sorting, invasive weed optimization, Pareto optimality. 

1 Introduction 

Optimization of a motor is a multi-objective optimization problem with several va-
riables and constraints. In recent years the computational cost having been reduced 
dramatically, researchers all over the world are paying a considerable amount of at-
tention towards bio-inspiration and bio-mimicry, for solving computationally expen-
sive optimization problems. Many algorithms have been developed for optimization 
of electromagnetic devices, such as evolutionary algorithms[1-4] and swarm intelli-
gence paradigms[5-8]. Invasive Weed Optimization (IWO) is a simple but powerful 
metaheuristic algorithm which is recently developed by A.R. Mehrabian and C. Lucas 
                                                           
* Corresponding author. 
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in 2006[9]. IWO draws inspiration from the ecological process of weeds colonization 
and distribution and is capable of solving general multi-dimensional, linear and nonli-
near optimization problems. At a fundamental level, the key difference between IWO 
and classical genetic algorithms is the way in which new samples are generated. In 
genetic algorithms, new samples are produced by some recombination of selected 
‘parent’ solutions. In IWO, new samples (seeds) are generated by weeds and random-
ly dispersed in the neighborhood of the parent weed. 

IWO has found successful applications in many practical single objective optimiza-
tion problems [10-12]. In 2011, Debarati Kundu extended the basic IWO for tackling 
multi-objective optimization problems by using fuzzy dominance [13]. Then, Liu 
Xiao proposed a multi-objective IWO to optimize the model for weapon target as-
signment in 2013[14].  

This paper proposed a new multi-objective optimization algorithm based on fast 
nondominated sorting [7] and Pareto-front for the design of PMBLDC motor. The 
concept of fast nondominated sorting was used to sort the promising candidate  
solutions, and each weed was allowed to produce seeds depended on its own rank. 
Moreover, crowding distance was used to solve the problem of bad distributed of 
Pareto-front. Finally, a dynamic maximum number of population was applied to com-
petitive exclusion in IWO. With these improvements, the multi-objective evolution 
direction of invasive weed optimization algorithm was clearly pointed. 

The proposed NSIWO approach was applied to a PMBLDC motor design of UUV. 
The comparison results indicated that the NSIWO could appear as a very promising 
candidate metaheuristic in the domain of multi-objective optimization, and is better 
than NSGA-II. 

2 Multi-objective Nondominated Sorting Invasive Weed 
Optimization  

The main framework of NSIWO is the same as that of IWO, while fast nondominated 
sorting approach, developed by Kalyanmoy Deb, is taken for finding the Pareto-front. 
In fast nondominated sorting approach, two entities are calculated for each solution: 
1) domination count pn , the number of solutions which dominate the solution p , and 

2) pS , a set of solutions that the solution p dominates. The computational complexity 

is 2(MN )O while the old nondominated sorting algorithm has a computational com-

plexity of 3(MN )O [15].  

IWO is a population-based meta-heuristic algorithm that mimics the colonizing be-
havior of weeds. The basic characteristic of a weed is that its population grows entire-
ly or predominantly in a geographically specified area which can be substantially 
large or small. Initially, a finite number of seeds are dispread over the search area and 
every seed grows to a plant and produces seeds depending on its fitness, then the pro-
duced seeds are randomly dispread over the search area and grow to new plants. This 
process continues until maximum number of plants is reached. Finally, the plants with 
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better fitness can survive and produce seeds, and others are eliminated. The process 
continues until the maximum iteration is reached and the plant with the best fitness is 
the closest to the optimal solution.  

The main problem of multi-objective invasive weed optimization is the distribution 
of seeds produced by each weed. IWO approach proposes that the weeds with higher 
fitness would produce more seeds; therefore the weeds will constriction to the one 
with highest fitness. In multi-objective problem, the weeds which close to the Pareto 
front means higher “fitness”, and should naturally produce more seeds. Consequently, 
we proposed that the weeds were ranked by fast nondominated sorting approach, and 
the lower rank of weeds produced more seeds. This seeds distribution method will 
guarantee all the weeds growth to the Pareto front.  

If the same rank of seeds produced the same number of seeds, the most nondomi-
nated solutions will crowd in a small region, and will get a bad distribution of Pareto-
front. Therefore, we proposed that the number of seeds produced by a weed increased 
linearly from shortest crowding distance to the longest crowding distance. With this 
improvement, the sparse solutions of Pareto-front will produce more seeds to improve 
the distribution of solution 

In IWO, the maximum number of plant population maxP is fixed. In the multi-

objective IWO, the number of nondominated solutions was limited by the fixed maxP , 

so we proposed a dynamic maxP that the value of maxP was adjusted according to the 
number of Pareto-front obtained by each iteration. 

The implementation of NSIWO was based on following steps: 

i) Initialize a finite number of weeds, using a generator of random solutions based 
on uniform distribution. Set the maximum iterations maxiter , the initial maxi-

mum number of plant population max_iniP , the maximum and minimum number 

of seeds maxS and minS , the nonlinear modulation index n , the initial and final 

value of standard deviation initialσ and finalσ ;  

ii) Sorting the population by using fast nondominated sorting approach and calcu-
lating the standardization crowding distance id  of each weed. If the weeds of 

first rank 1rN  exceeds maxP , let max 1rP N= ; 

iii) Each weed was allowed to produce seeds depending on its own rank and crowd-
ing distance. The seeds of each weed was given by :  

 max i max min
max

( )
(1 d ) ( )i

i

r k
S S S S

r
= − − −                            (1) 

Where ( )ir k  is the rank of weed, maxr is the maximum rank; 

iv) The seeds of each weed were randomly distributed near to the parent weed with 
mean equal to zero but varying variance. The standard deviation of the random  
 
 
 



82 S.-L. Wang, B.-W. Song, and G.-L. Duan 

function was reduced from a previously defined initial value initialσ  to a final val-

ue finalσ  in every iteration according to equation 2. 

max

max

( )
( )

( )

n

iter initial final finaln

iter iter

iter
σ σ σ σ−

= − +                       (2) 

v) When the weed population exceeded the maximum number of plant population 

maxP  , the lower rank of weeds were allowed to survive, and upper rank of 

weeds are discarded; 
vi) Continue until stopping criterion was met. 

3 PMBLDC Motor Design Using NSIWO  

3.1 Objective Function and Constraints 

The optimization problem is the design of a PMBLDC motor for a UUV, which has 8 
optimization variables and 4 constraints. The optimization parameter schematic dia-
gram was shown in Fig. 1, and the optimization variable was shown in Table 1. Some 
other parameters determined by the material properties and manufacture technology 
such as the slot filling factor, the residual flux density of permanent magnet, the flux 
density on the knee point of B - H curve of stamping and so on, need to be confirmed 
beforehand. 

The PMBLDC motor of UUVs requires higher efficiency and lower mass. There-
fore,two objectives are defined as: 1f  represents the mass and 2f  represents the 

efficiency.  

mh

sT

sh

g

oR

sb

 

Fig. 1. Optimization parameters schematic diagram 
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Table 1. Optimization variables 

Symbol Variable Lower bound Upper bound

 (mm)oR  Inner radius 
of stator 

80 250 

(mm)mh  
Thickness of 
permanent 

magnet 
2 10 

(mm)g  Air gap 1 6 

(mm)stL  Thickness of 
lamination  

100 200 

2( / mmJ A Current densi-
ty 

4 6 

( )sB T  
Magnetic flux 

density of 
stator yoke 

1.3 1.6 

( )rB T  
Magnetic flux 

density of 
rotor yoke 

1.3 1.6 

( )tB T  
Magnetic flux 

density of 
tooth 

1.3 1.6 

The constraints include: the supply voltage dcU which is depended on the battery 

on UUV, the temperature T  when the UUV is running, the minimum air gap min
gl , the 

ratio of slot depth and slot width HBS . Therefore，the multi-objective problem could 

be written as: 

1

2

min

max

f

f



                                (3) 

Submitted to: 

  
         

min

200

120

2 5

1
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g

U V

T

S

l mm

=
 <
 ≤ ≤
 ≥



                               
（4） 

3.2 Mass and Efficiency of PMBLDC Motor 

The magnetic field distribution in the airgap regions of a surface mounted permanent 
magnet BLDC motor can be presented by the following expression[16]: 

( , ) ( , ) ( , )airgap air slotlessB r B r rα α λ α−= 
                       

(5)
 



84 S.-L. Wang, B.-W. Song, and G.-L. Duan 

Where ( , )air slotlessB rα−  is the magnetic flux density of airgap without considering 

the slot factor, and ( , )rλ α is relative air gap permeance. Then, the magnetic flux of 

each pole is written as： 

0

( , )
p

m airgapB r d

π

φ α α= 
                               

(6)
 

Therefore the width of stator yoke, lamination tooth and rotor yoke can be respec-
tively expressed as: 
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                                (9) 
Where jk the stacking factor of the iron laminations is, air meanB − is the mean mag-

netic flux density of airgap. The turns per phase is deduced as： 
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φ
− Δ

=
                            (10) 

Where 0n  is the no-load speed, UΔ is the voltage drop of IGBT. 

Then the mass is written as: 

rotor stator pm copperM M M M M= + + +
                            (11) 

The power loss including electrical, magnetic and mechanical power loss is ex-
pressed as[17]: 

2 2 1.5 1.5
max max max3 0.9078 0.96 0.5n n

loss a h e x f b i rP I R k B f k B f k B f F dμ ω= + + + +       (12) 

Where aR  is the resentence of armature; hk , ek and xk  are the coefficients of 
hysteresis, eddy current and excess eddy current losses; f is the frequency; maxB  is 
the core maximum flux density ; n  is the Steinmetz-constant; bF is radial load of the 
bearing; id  is the inner diameter of the bearing; fμ  is the friction coefficient of the 
bearing and rω rotational speed of the rotor. 

4 Results 

The NSGA-II was used to compare with NSIWO for the PMBLDC motor design. The 
control parameters for NSGA-II included: a population size of 100, crossover and muta-
tion probabilities of 0.9 and 0.1, maximum iterations of100 . The control parameters for 
NSIWO were: initialize  weeds 100wN =  ， max 100iter = , max_ini 100P = , max 5S = , 
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min 0S = , 3n = , 3initialσ = , 0.001finalσ = .All the programs were run under Windows 

XP on a 2.3GHz Intel（R) Core(TM) 2 Duo CPU E6550 processor, with 2 GB of ran-
dom access memory.  

 

Fig. 2. Pareto-front points using NSIWO and NSGA-Ⅱ 

Table 1. Spacing and Euclidian Distances Indexes 

Index 
NSG

A-II 
NSI

WO 

Mean spacing 1 2( , )f f  2.200
9 

1.85
51 

Mean nomalized Eucli-
dian distance 1 2( , )f f  

until the point of (100,0) 

4.826
7 

4.74
56 

Pareto solutions 220 272 
Mean computational 

time(minutes) 
12 26 

Fig. 2 shows the simulation results of NSIWO and NSGA-II. According to Fig.2, 
the nondominated solutions obtained by NSIWO dominate the solutions obtained by 
NSGA-II and with a good distribution and good spread compared with NSGA-II.  

With the aim to investigate the mean spacing and mean Euclidian distances indexes 
for NSIWO and NSGA-II approaches, twenty independent simulation runs with dif-
ferent initial conditions were performed, and the results were shown in Table 2. Ac-
cording to Table 2, NSGA-II presented  a smaller value of mean spacing between the 
objective functions 1f and 2f , but NSIWO obtained better value in terms of mean 

normalized Euclidian distance between 1f and 2f . In the aspect of optimization time, 

86 88 90 92 94
10

20

30

40

50

60

70

80

f1(%)

f 2(K
g)

 

 

NSGA-II
NSIWO



86 S.-L. Wang, B.-W. Song, and G.-L. Duan 

the NSIWO algorithm took a longer time compared with the NSGA-II algorithm. This 
is because although the NSGA-II and NSIWO have the same number of initial popu-
lation and iteration, the total number of seeds produced by weeds in NSIWO was 
greater than the initial number of population, and the time complexity  was increased.  

In order to validate the optimization results, one of the solutions has been com-
pared with the results of FEM. According to Fig.3, the presented flux density of air-
gap is in perfect agreement with Finite element method (FEM).  

 

Fig. 3. Open-circuit magnetic flux distribution of the designed motor 

5 Conclusions 

In this paper, we presented a new multi-objective algorithm called nondominated 
sorting invasive weed optimization algorithm which was inspired in NSGA-Ⅱand 
IWO. The fast nondominated sorting approach and crowding distance were used to 
solve the problem of which weeds should produce more seeds. In comparison with the 
NSGA-II algorithm, the solution sets of Pareto of both methods are competitive on a 
problem with high dimension and several constraints, but the nondominated solution 
obtained by NSIWO has a minor distance between the generated and Pareto-front. 
When the mean spacing and mean normalized Euclidian distance are used, the 
NSIWO outperforms NSGA-II. Numerical results indicate that the proposed multi-
objective IWO scheme is capable of producing good solutions. Al-
though the optimization algorithm is applied to the optimization design of PMBLDC 
motor, this method is also applicable to other types of motor design and multi-
objective optimization problems. 
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Abstract. The Tower of Hanoi problem is an ancient and interesting topic. In 
this paper, we presented an evolutionary algorithm approach for searching the 
solutions of the problem. We use a direct encoding and apply mutation only in 
the evolution. Experimental results are reported and show that the proposed 
method is capable of finding solutions for the problem of multiple pegs.  

Keywords: Tower of Hanoi, Evolutionary approach, multiple pegs problem. 

1 Introduction 

The Tower of Hanoi problem, proposed by Lucas over a hundred years ago [1], is a 
well-known game that transferring a number of disks to a goal position. In the game, 
there exists three vertical pegs, and a player is given a certain number of disks 
(typically 3) of mutually different diameters place in small-on-large ordering on a 
peg. The task is to get from a given initial state to a target state by moving a single 
disk from the top of the peg to the top of another possible one, while obeying the 
following rules: 

(1) Each time only one disk is moved; 
(2) Only the topmost disk can be moved; 
(3) At any moment, a disk cannot reside on a smaller one. 

The Tower of Hanoi problem has been widely discussed in [2], [3], [4] and is being 
applied in many fields. In computer programming course, it is the most popular 
example for recursive programming [5], often comparing with the iterative solution, 
and showing that the recursive one is short and elegant. In psychology researches, the 
Tower of Hanoi is used as a tool to investigate how humans develop their problem 
solving ability [6], [7]. Many science and engineering activities require planning. 
Solving the Tower of Hanoi problem is a good example for modeling the process of 
planning, for instance, robot task plan [8], and unmanned vehicle route planning [9]. 

Work on this problem still goes on, studying properties of solution instances, as 
well as variants of the original problem. A natural extension of the original problem is 
obtained by adding pegs. In this work, we applied evolutionary algorithm to search 
adequate solutions for the Tower of Hanoi problem. Each particular moving is 
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assigned by a specific integer number, which denotes a gene in EA. Thus, a series of 
disks moving steps can be described by a string of certain fixed length. All possible 
candidates are composed of such strings. The evolutionary algorithm checks the 
validation of the strings, and finally finds the solution. This work focuses on the 
problems of 3, 4 and 5 pegs. Experiment results show that our approach is able to 
solve the Tower of Hanoi problem of 3-peg with 5 disks, 4-peg with 8 disks and 5-peg 
with 9 disks. 

The rest of the paper is organized as follows: Section 2 presents the detail of the 
non-determination approach. Section 3 describes the evolutionary algorithm applied 
in the work. Section 4 shows the experimental results. Section 5 gives the conclusion 
of the paper. 

2 Proposed Method 

2.1 Problem Description  

The classic Tower of Hanoi problem has three pegs, denoted as A, B, C, and n (≥1) 
disks of different size. All disks initially rest on the source peg in a tower in small-on-
large ordering, generally with the largest disk at the bottom, the second largest one 
above it, and so on, with the smallest one at the top. The objective is to transfer the 
tower from the source peg to the destination peg, with legal moves. The legal move is 
considered as the operation that can transfer the topmost disk from any peg to another 
without breaking the rules mentioned above.  

Fig. 1 shows the initial and goal states of a 3-disk classical Tower of Hanoi 
problem. There are 3 disks, D1, D2, and D3 of increasing size. Initially, all the disks 
are on stake A, the source peg, while the target peg is stake C. 

For the version of multi-peg Tower of Hanoi problems, the goal of the game is the 
same - moving the tower from the source to the destination. 

        

Fig. 1. The basic three-peg Tower of Hanoi Problem 

2.2 Solution Encoding 

Let M (n, p) denote the sequence of moves to solve the Tower of Hanoi problem with 
n (≥3) disks and p (≥3) pegs. And mi denotes the ith move that transfer a disk from 
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one peg to another. Then, a candidate plan for solving the Tower of Hanoi problem 
will be as follows: 

M (n, p)  = { m0, m1, m2, ... ,mi, ... ,mk-1 }, (1)

where k is the length of the planning.  
Each single operation in the plan is encoded as a gene, and the sequence of moves 

of a candidate planning M (n, p) is mapped as a combination of genes as the 
component of an individual, which the population is composed of.  

In this paper, a direct way to represent an individual is used to encode each move 
by an integer, thus an individual is mapped as a string of integers. Take Fig.1 as an 
example. Let 

1)  0 encodes the move from A to B 
2)  1 encodes the move from B to A 
3)  2 encodes the move from A to C 
4)  3 encodes the move from C to A 
5)  4 encodes the move from B to C 
6)  5 encodes the move from C to B 
7)  6 encodes No Action 

The chromosome of a possible solution with a length of 7 for the problem can be as 
follows: 

                           M (3, 3) = {2, 0, 5, 2, 1, 4, 2}. 

This represents the sequence of operations that successfully transfer the three disks 
from A to C: 

                      {A->C, A->B, C->B, A->C, B->A, B->C, A->C}  

It is the simplest encoding way. However, the drawback is obvious: this encoding 
method do not guaranty all operations are valid in every possible state, and thus may 
result in an invalid solution that violates the three rules, even with the final goal state. 
For example, one possible sequence of moves could be as follows: 

                           M (3, 3) = {0, 0, 0, 4, 4, 4, 6},  

Which means a series of actions:  {A->B, A->B, A->B, B->C, B->C, B->C, NA}.   
The final result of these operations is correct. However, the repeat of moving disks 

from A to B introduces states with a larger disk reside on a smaller one, which breaks 
the 3rd rule. And thus, it is an illegal solution. So examination is necessary for 
solutions in the process of evaluation to ensure the validity of the final result. 

Allowing the length of individual variable makes the evolutionary approach design 
more flexible but too complex. In this work, the length of individual is set with a 
specific fixed value for each evolution process. 

2.3 Selection and Mutation  

Selection. The initial population is generated randomly in the beginning of evolution. 
After evaluation, an elitism selection is employed to keep the best individual for 
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generating the next population. If there finds an individual scores the same best 
fitness as the current best individual, the current best one will be replaced by the 
individual with a probability of 50%.  

Mutation. Suppose the population contains S individuals. In a traditional way, a new 
population is generated by performing mutation operation on the best individual 
selected in the previous generation S-1 times in the beginning of each generation.  In 
this paper, a hierarchical mutation mechanism is employed to create the new 
population. A new population, except the best individual, is divided into q groups. 
Each part contains the same number, say r, of individuals. In other words,  


=

=−
q

i

irS
1

1
 

(2)

The r individuals in the first group are directly generated from the best individual 
by mutation. Each single mutation on the best individual creates a new individual. 
Every gene of the parent has equal probability of being mutated. In each mutation 
operation, a new integer number that encodes a possible operation is randomly chosen 
to replace the previous one - the old gene. 

For the second group, every individual in this group is produced from the one and 
only one individual in the first group. Since the two groups are of the same size, the 
one-to-one method can create the new group easily and quickly. Similar operation is 
taken to generate the 3rd group, and so on, until the generation of the whole new 
population has completed, as Fig.2 shows.    

 

Fig. 2. Hierarchical mutation 

In the example of Fig.2, the size of the population is S = 17. The rest individuals, 
excluding the best one, are separated into q = 4 groups, each group contains r = 4 
individuals. An arrow line shows the offspring is produced by whom and a black 
block indicates a mutated gene. Note that the gene to be mutated is randomly selected 
without any additional rule, so the existence of duplication of individuals is allowed.      

The intension of this mutation mechanism and the selection of q and r are trying 
to find a path towards the balance between exploitation and exploration, while hoping 
there will be a positive impact on the overall execution time of this approach. 

Evaluation. The goal of the proposed approach is to find a solution that satisfies the 
following two conditions: first, the sequence of operations leads the system from the 
initial state to the goal state; second, no invalid operation is allowed in the solution. 
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The algorithm encourages individuals in the situation of less invalid moves in the 
sequence of operations, and later the first invalid move arises. 

Therefore, the fitness function consists of three components: the score of the final 
state fs, the number of invalid operations fe, and the location of the first invalid move 
appears ff. 

The fs evaluates the final state quality of a solution how well it fits to the goal state. 
The algorithm follows the operations from the beginning to the end of a solution to 
check its final state. The calculation of the score is related to the number of disks on 
the destination peg and the order of these disks. A better solution results in a higher 
fitness. The value of fs depends on the number of pegs and disks. 

While following the operations, the algorithm goes through every operation from 
the first move and checks if it is a valid operation. No matter what answer it is, the 
state is changed to what it will be, according to the behavior of the operation. If it is a 
valid operation, the values of fe and ff remain unchanged. Otherwise, the value of fe 
increases by 1. If it is the first invalid operation, the value of ff is saved according to 
the location it appears, as follows: 

ff  =  max_len - first_error_location (3)

Where max_len is the length of the solution. And first_error_location is the location 
counted from the left side to the right side of the operation sequence. The later the 
first invalid operation appears, the less the ff is. In the beginning of evaluation, the ff  
is set to 0 initially. The fitness function is formulated as follows: 

fitness = a ×fs - b ×fe - c ×ff    (4)

Where a, b and c are weights. One can use them to emphasize one of the three factors 
by selecting adequate values, if it is necessary. In this paper, the three weights, a, b 
and c are all fixed as 1. 

3 Evolutionary Algorithm 

3.1 Algorithm Description 

In this work, a modified CGP algorithm [10] is used as the evolutionary algorithm for 
searching the solution of the Tower of Hanoi problem. The basic procedure of the 
standard CGP algorithm is described as follows [11]: 

1. Generate initial population 
2. Evaluate fitness of genotypes in population 
3. Promote fittest genotype to new population 
4. Fill remaining places in the population with mutated versions of the parent 
5. Return to step 2 until stopping criterion matched (reached the maximum 

generation number or found a valid solution) 

Comparing with the conventional CGP, the modified version applies a 
hierarchical mutation mechanism, which enables the algorithm to search in a larger 
area with fewer amounts of genetic operations [12]. There is a slight difference in the 
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evolutionary algorithm between this work and in [12]. The population size varies as 
the complexity of the problem increase. And no taboo strategy is used further, as can 
be seen from Fig.2. 

3.2 Building Blocks 

As tradition way goes, we choose a set of integer numbers as the building blocks for 
evolution. However, it is quite different from that of evolvable hardware. In evolvable 
hardware evolution, once the function set is selected, it remains unchanged no matter 
how complex the target circuit will be. Nevertheless, in the Tower of Hanoi problem 
the available type of operation grows as the member of pegs increases. The following 
equation describes the relation between the number of pegs and the number of 
available operations:  

)1(p2 −×== mmop m  
(5)

Where m is the number of pegs, and op denotes the number of the available 
operations. Table 1 gives the building block set applied in this work. 

For 3-peg Tower of Hanoi problem, the available building blocks in Table. I are 
those from No.1 to No.7. For 4-peg problem, the available range extends to No.13 and 
to No.21 for 5-peg problem. The table can be easily expanded as the peg number 
increases. 

Table 1. Building block set 

No. 
Building 
block Operation No. 

Building 
block Operation 

1 0 A->B 12 11 C->D 
2 1 B->A 13 12 D->C 
3 2 A->C 14 13 A->E 
4 3 C->A 15 14 E->A 
5 4 B->C 16 15 B->E 
6 5 C->B 17 16 E->B 
7 6 NA 18 17 C->E 
8 7 A->D 19 18 E->C 
9 8 D->A 20 19 D->E 

10 9 B->D 21 20 E->D 
11 10 D->B    

4 Experimental Results 

To evaluate the proposed approach, a series of tests on the Tower of Hanoi problem 
with 3-peg, 4-peg and 5-peg was performed. Each experiment ran multiple times and 
the results are reported here. 

4.1 Three-Peg Tower of Hanoi Problem 

The minimum number of moves to reach the goal state has been proved to be 2n-1 
[13], where n is the number of disks. In some of the tests, we set the size of 
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individuals to the length which is slightly longer than 2n-1. In others, we set the size 
to the length of the optimal solution, 2n-1. We performed 50 runs in each case of disks 
(from 3 disks to 5 disks). Table 2 shows the experimental results. 

For 6-disk problem, the length of an optimal solution increases to 63. Ten runs for 
6-disk problem were performed. However, no solution was found within 6 hours in 
the tests.  

4.2 Four-Peg Tower of Hanoi Problem 

For the number of pegs greater than 3, things become difference. As for the case of 4-
peg Tower of Hanoi problem, the size of possible states for an n disks problem 
increases to 4n. The Frame-Stewart algorithm offers a way to find presumed-optimal 
solution [14]. It has not been proved to be optimal yet, but most assume that the 
solutions of Frame and Stewart are correct.  

According to the Frame-Stewart algorithm, the length of the presumed optimal 
solutions for 4-peg of 3, 4, 5, 6, 7, 8 disks are 5, 9, 13, 17, 25, 33 [15], respectively. 
We used these presumed results to define the individual length in parts of the tests. 

4.3 Five-Peg Tower of Hanoi Problem 

For 5-peg Tower of Hanoi problem, situation is similar. The length of the presumed 
optimal solutions for 5-peg of 5, 6, 7, 8, 9 disks are 11, 15, 19, 23, 27  [15], 
respectively, according to the Frame-Stewart algorithm. We used these presumed 
results to define the individual length in parts of the tests. 

For the 5-peg of 9 disks problem, the presumed optimal solution length is 27.  We 
set the length of individual to 35, and tried 5 runs to search the solutions. Only one 
valid solution with a length of 32 was found, and the time cost was 2205 seconds. 

Table 2. Experimental results of 3-peg problem 

Disks Runs 
Length 

setting of 
individual 

Successful 
ratio 

Average 
execution 
time (s) 

Optimal 
solution 
length1 

3 
50 12 100% 0.137 7

50 7 100% 0.85 7

4 
50 24 100% 21.6 17

50 15 100% 22.8 15

5 
50 40 100% 1842.4 31

50 31 100% 2419.2 31

“Optimal solution length” is the length of the remained moves in the best solution after removing the “NA” 

operations.  
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Table 3. Experimental results of 4-peg problem  

Disks Runs 
Length 

setting of 
individual 

Successful 
ratio 

Average 
execution 
time (s) 

Optimal 
solution 
length 

3 
30 8 100% 0 5

30 5 100% 0.49 5

4 
20 16 100% 29.0 10

20 9 100% 37.2 9

5 
20 28 100% 195.9 20

20 13 80% 245.1 13

6 
10 20 100% 39.3 17

5 17 80% 386.5 17

7 
10 30 100% 513.4 28

5 25 100% 815.0 25

8 
10 40 100% 2020.3 35

5 33 80% 5632.2 33

Table 4. Experimental results of 5-peg problem 

Disks Runs 
Length 

setting of 
individual 

Successful 
ratio 

Average 
execution 
time (s) 

Optimal 
solution 
length 

5 
10 16 100% 2.1 14

10 11 100% 36.8 11

6 
10 20 100% 19.3 17

5 15 100% 177.4 15

7 10 19 100% 264.2 19

8 5 23 100% 3829.0 23

9 5 35 20% - 32

4.4 Summary and Discussion 

The simple evolutionary method employed a fixed length strategy and applied only 
mutation as its evolutionary operator. The experimental results show that the 
proposed approach can evolve solutions for multiple pegs of the Tower of Hanoi 
problems.  However, this method is not guaranteed to find a valid solution as the 
complexity of the problem increases. And the execution time it costs in this situation 
is longer than other deterministic algorithms.  

One possible way to improve the performance of our approach is to adopt certain 
heuristic method to guide the behavior of the evolutionary algorithm. For example, to 
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trace the state of the disks on the top of each pegs [16] and guide the selection of 
reasonable evolutionary operation. Of course, it will introduce additional memory and 
computation time cost. 

In the process of evolution, some candidates go into a state where most of the disks 
reside on the target peg in correct ordering, while the largest disk and the second 
largest disk are left on other pegs. Before putting the largest and the second largest 
disks on the target peg, all the disks on the target peg should have to be moved away 
firstly. This situation may cause it more difficult to reach the goal state. Modification 
of the evaluation should be done to let the fitness function to assign more score to the 
behavior that arranges the largest and the second largest disks. 

Also can be seen from the experimental results, reasonable selection for the length 
of solutions will be a help to reduce the evolving time. However, the relationship 
between the length and the execution time is unclear yet. 

5 Conclusion  

In this paper, a non-deterministic approach for evolving solutions of the Tower of 
Hanoi problem is presented. The proposed method uses a simple and direct encoding, 
and thus candidates with invalid operations are allowed during evolution. The 
algorithm applies mutation only in the evolution process. The results of experiments 
show that our approach is capable of finding valid solutions for some cases. However, 
as the complexity of the problem increases, the approach experiences difficulties in 
finding solutions within a certain time. Possible suggestions on improving the search 
performance are discussed.  We also set the individual length to a number smaller 
than the one given by the Frame-Stewart algorithm and try to exam whether the EA 
can find a legal solution.  But so far it is not succeed. Future works will focus on 
these issues. 
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Abstract. Multipopulational metaheuristic methods have been used to
solve a variety of problems. The use of multiple populations evolved in par-
allel and exchanging data according to a particular communication strat-
egy is known to mitigate premature convergence, enlarge diversity of the
populations, and generally improve the results obtained by the methods
maintaining a sole panmictic population of candidate solutions. Moreover,
multipopulational algorithms can be easily parallelized and efficiently ac-
celerated by contemporary multicore and distributed architectures. In this
work, we study two populational real-parameter optimization metaheuris-
tics in a traditional and multipopulational configuration, and propose a
new heterogeneous multipopulational approach. The usefulness of the new
method is briefly evaluated on experiments with several well known test
functions for real-parameter optimization.

Keywords: Particle Swarm Optimization, Differential Evolution,
Multipopulational methods, Real-parameter Optimization.

1 Introduction

Multipopulationalmetaheuristic algorithms forma family ofparallelmetaheuristic
(i.e. evolutionary, swarm-intelligent) methods that introduce into the metaheuris-
tic search and optimization process additional level of parallelism by separating
the population (swarm) of candidate solutions intomultiple sub-populations (sub-
swarms, islands) that are evolved separately [1,2,16]. The sub-populations in such
a distributed parallel model are, in contrast to the master-slave (farming) model
and cellular model of parallel populational metaheuristics, independent instances
of the originalmetaheuristic algorithm. The islands are evolved independently and
can exchange selected candidate solutions in a process calledmigration. However,
the evolution on each island might be also completely isolated with no interaction
among the sub-populations whatsoever.

In this work we study the performance of two popular populational meta-
heuristics for real-parameter optimization and compare the results obtained by
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their panmictic and multipopulational variants. Moreover, we propose a new het-
erogeneous distributed multipopulational metaheuristic approach that combines
different populational metaheuristic algorithms. The performance of all investi-
gated methods is compared on a set of well-known real-parameter optimization
test functions.

The rest of this paper is organized in the following way: section 2 shortly
describes the concept of parallel metaheuristics. Section 3 summarizes the meta-
heuristic optimization methods used in this work and section 3.4 introduces a
new heterogeneous multipopulational approach. The method is evaluated in sec-
tion 4 and conclusions are drawn in section 5.

2 Parallel Metaheuristics

The use of multiple sub-populations is a traditional extension to the populational
metaheuristics that has been shown useful for both serial and parallel variants
of the algorithms [1,2]. The distributed island model is a popular model for par-
allel multipopulational metaheuristics under which a number of sub-populations
evolves side-by-side independently. The existence of multiple populations intro-
duces next level of complexity and parallelism into the metaheuristic search and
optimization process. The sub-populations on each island are usually initialized
with different random values and tend to follow different search trajectory and
explore different areas of the fitness landscape [16]. The algorithms executed on
each island can be differently parametrized in order to exploit a variety of search
strategies at once [1,16].

Communication strategy and data interchange topology is an important as-
pect of distributed multipopulational algorithms [2,7,16]. The topology defines
logical links between the sub-populations [2], i.e the way candidate solutions
migrate between the islands. Common topologies include fully connected and
ring topology (see fig. 1). Other island model parameters include [2]: migration
rate, i.e. the number of candidate solutions exchanged between islands; migra-
tion period, i.e. the number of generations between migrations; and the migrant
selection and replacement strategy.

Fig. 1. Island model of populational metaheuristics with the ring topology [3]
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The structure of the distributed multipopulational metaheuristic algorithms is
suitable for parallelization on modern multicore and manycore platforms as well
as in the environment of hybrid multi-CPU/GPU high performance computing
(HPC) nodes and clusters of HPC nodes [2]. The structure is highly flexible
and can be mapped to a variety of parallel architectures. Each island can be
executed by a separate CPU thread or hosted on a separate compute node. The
evolution of each island can be further parallelized and each sub-population can
be executed using e.g. the master-slave model or the farming model.

In this paper, we compare the performance of the panmictic and multi-
populational variant of two popular real-parameter optimization metaheuristics
and propose a new heterogeneous multipopulational approach to real-parameter
optimization.

3 Metaheuristic Algorithms for Real-Parameter
Optimization

There is a number of metaheuristic populational algorithms that can be used
for real parameter optimization. Differential evolution (DE) and particle swarm
optimization (PSO) are among the most popular algorithms that use the real
encoding of candidate solutions and simple operations to evolve them. In this
section, we briefly summarize the basic principles of both algorithms and outline
the proposed heterogeneous multipopulational approach.

3.1 Differential Evolution

The DE is a versatile and easy to use stochastic evolutionary optimization al-
gorithm [12]. It is a population-based optimizer that evolves a population of
real encoded vectors representing the solutions to given problem. The DE was
introduced by Storn and Price in 1995 [13,14] and it quickly became a popular
alternative to the more traditional types of evolutionary algorithms. It evolves
a population of candidate solutions by iterative modification of candidate solu-
tions by the application of the differential mutation and crossover [12]. In each
iteration, so called trial vectors are created from current population by the differ-
ential mutation and further modified by various types of crossover operator. At
the end, the trial vectors compete with existing candidate solutions for survival
in the population.

The DE starts with an initial population of N real-valued vectors. The vectors
are initialized with real values either randomly or so, that they are evenly spread
over the problem space. The latter initialization leads to better results of the
optimization [12].

During the optimization, the DE generates new vectors that are scaled per-
turbations of existing population vectors. The algorithm perturbs selected base
vectors with the scaled difference of two (or more) other population vectors in
order to produce the trial vectors. The trial vectors compete with members of
the current population with the same index called the target vectors. If a trial
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vector represents a better solution than the corresponding target vector, it takes
its place in the population [12].

There are two most significant parameters of the DE [12]. The scaling factor
F ∈ [0,∞] controls the rate at which the population evolves and the crossover
probability C ∈ [0, 1] determines the ratio of bits that are transferred to the trial
vector from its opponent. The size of the population and the choice of operators
are another important parameters of the optimization process.

The basic operations of the classic DE can be summarized using the following
formulas [12]: the random initialization of the ith vector with N parameters is
defined by

xi[j] = rand(bLj , b
U
j ), j ∈ {0, . . . , N − 1} (1)

where bLj is the lower bound of jth parameter, bUj is the upper bound of jth
parameter and rand(a, b) is a function generating a random number from the
range [a, b]. A simple form of the differential mutation is given by

vti = vr1 + F (vr2 − vr3) (2)

where F is the scaling factor and vr1, vr2 and vr3 are three random vectors from
the population. The vector vr1 is the base vector, vr2 and vr3 are the difference
vectors, and the ith vector in the population is the target vector. It is required
that i �= r1 �= r2 �= r3.

The uniform crossover that combines the target vector with the trial vector
is given by

l = rand(0, N − 1) (3)

vti [m] =

{
vti [m] if (rand(0, 1) < C) or m = l

xi[m]
(4)

for each m ∈ {1, . . . , N}. The uniform crossover replaces with probability 1−C
the parameters in vti by the parameters from the target vector xi. The outline
of the classic DE according to [6,12] is summarized in Algorithm 1.

The DE is a successful evolutionary algorithm designed for continuous param-
eter optimization driven by the idea of scaled vector differentials. That makes
it an interesting alternative to the wide spread genetic algorithms that are de-
signed to work primarily with discrete encoding of the candidate solutions. As
well as GA, it represents a highly parallel population based stochastic search
meta-heuristic. In contrast to the GA, the differential evolution uses the real en-
coding of candidate solutions and different operations to evolve the population.
It results in different search strategy and different directions found by DE when
crawling a fitness landscape of the problem domain.

3.2 Particle Swarm Optimization

The PSO algorithm is a global population-based search and optimization al-
gorithm based on the simulation of swarming behavior of birds within a flock,
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1 Initialize the population P consisting of M vectors using eq. (1);
2 Evaluate an objective function ranking the vectors in the population;
3 while Termination criteria not satisfied do
4 for i ∈ {1, . . . ,M} do
5 Differential mutation: Create trial vector vti according to eq. (2);

6 Validate the range of coordinates of vti . Optionally adjust coordinates of
vti so, that vti is valid solution to given problem;

7 Perform uniform crossover. Select randomly one parameter l in vti and
modify the trial vector using eq. (3);

8 Evaluate the trial vector.;

9 if trial vector vti represent a better solution than population vector vi

then
10 add vti to P t+1

11 else
12 add vi to P t+1

13 end

14 end

15 end

Algorithm 1: A summary of classic Differential Evolution

schools of fish and even human social behavior [4,6,8]. PSO uses a population
of motile candidate particles characterized by their position xi and velocity vi
inside the n−dimensional search space they collectively explore. Each particle
remembers the best position (in terms of fitness function) it visited yi and knows
the best position discovered so far by the whole swarm ȳ. In each iteration, the
velocity of particle i is updated according to [6]:

vt+1
i = vti + c1r

t
1(yi − xt

i) + c2r
r
2(ȳ

t − xt
i) (5)

where c1 and c2 are positive acceleration constants and r1 and r2 are vectors
of random values sampled from uniform distribution. Vector yti represents the
best position known to particle i in iteration t and vector ȳt is the best position
visited by the swarm at time t.

The position of particle i is updated by [6]:

xt+1
i = xt

i + vt+1
i (6)

The basic (gbest) PSO according to [6,8] is summarized in Algorithm 2.
PSO is useful for dealing with problems in which the solution can be rep-

resented as a point or surface in an n−dimensional space. Candidate solutions
(particles) are placed in this space and provided with an initial (random) ve-
locity. Particles then move through the solution space and are evaluated using
some fitness function after each iteration. Over time, particles are accelerated
towards those locations in the problem space which have better fitness values.

The gbest PSO yields good results in some application domains. Besides that,
there is a number of alternative PSO versions including self-tuning PSO, niching
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1 Create population of M particles with random position and velocity;
2 Evaluate an objective function f ranking the particles in the population;
3 while Termination criteria not satisfied do
4 for i ∈ {1, . . . ,M} do
5 Set personal and global best position:
6 if f(xi) < f(yi) then
7 yi = xi

8 end
9 if f(xi) < f(ȳ) then

10 ȳ = xi

11 end
12 Update velocity of i by (5) and position of i by (6);

13 end

14 end

Algorithm 2: Summary of gbest PSO

PSO, and multiple-swarm PSO that were developed in order to improve the
algorithm or to solve difficult problems [4,6].

3.3 Multipopulational DE and PSO

Multipopulational DE [9,11] and multipopulational (multiswarm) PSO [10,17,5]
represent straightforward as well as more sophisticated applications of the prin-
ciples of parallel metaheuristics to the DE and PSO algorithms respectively. In
this work, we use for the sake of comparison the island model applied to the tra-
ditional differential evolution (mDE) and particle swarm optimization (mPSO)
without further extensions such as quantum particles [5], self-adaptation [17]
etc. We compare them with the panmictic variants of the algorithms and with
a new heterogeneous multipopulational approach.

3.4 Heterogeneous Multipopulational Approach to Real-Parameter
Optimization

One of the main motivations behind the multipopulational approaches is the im-
provement of the diversity and the exploration of different trajectories on the fit-
ness landscape. Different initialization and parametrization of the algorithms on
different islands can contribute to different high-level search strategies (the pref-
erence of exploitation over exploration etc.) performed by each sub-population.
A multipopulational approach placing not only different sub-populations but
also different populational metaheuristics on different islands might strengthen
these effects and eventually contribute to better optimization results.

The heterogeneous multipopulational approach (mHA) to real-parameter op-
timization is defined in the following way: no each island i ∈ {i0, . . . , in} assign
one of the compatible metaheuristic optimization algorithms ai ∈ {a0, . . . , ak}.
Then perform the traditional multipopulational evolution. Two metaheuristic
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algorithms are said to be compatible if the representation of the candidate solu-
tions allows seamless migration between their populations.

The combination of fundamentally different search strategies represented by
the different metaheuristic algorithms and the exchange of the solutions found
by these algorithms should contribute to better global optimization results. It
should be also noted that the combination of several distinct algorithms in a
multipopulational fashion can be used for any problem domain.

4 Experiments

A series of computational experiments was performed in order to compare the
results of the panmictic and multipopulational PSO and DE with the heteroge-
neous multipopulational approach.

Several well known and widely used real-parameter optimization test func-
tions [15] were selected as test problems. The functions were used as test
problems with high computational requirements and known optima. The test
functions used in this study are summarized in table 1. DE, PSO, mDE, mPSO,
and mHA were implemented from scratch in C++ and used to search for the
optima of the test functions with the dimension 50. The search was terminated
after 500 generations of each algorithm.

Table 1. Test functions

Function name Definition Parameter range

Ackley (7) [-30, 30]
De Jong (8) [-5.12, 5.12]
Griewank (9) [-600, 600]
Rastrigin (10) [-5.12, 5.12]
Rosenbrock (11) [-30, 30]
Schwefel (12) [-500, 500]

f1(x) = −20 · exp
⎛
⎝−0.2

√√√√ 1

n
·

n∑
i=1

x2
i

⎞
⎠

− exp

(
1

n

n∑
i=1

cos(2πxi)

)
+ 20 + e (7)

where n is problem dimension, x = (x1, . . . , xn) is parameter vector, e ≈ 2.71828
is Euler’s number, and exp(a) = ea is exponential function.

f2(x) =

n∑
i=1

x2
i (8)
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f3(x) = 1 +
1

4000

n∑
i=1

x2
i −

n∏
i=1

cos

(
xi√
i

)
(9)

f4(x) = 10 · n+

n∑
i=1

(
x2
i − 10 · cos(2πxi)

)
(10)

f5(x) =

n−1∑
i=1

(
100 · (xi+1 − x2

i )
2 + (1− xi)

2
)

(11)

f6(x) =
n∑

i=1

−x2
i · sin(

√
|xi|) (12)

The parameters of all algorithms were selected on the basis of previous experi-
ence and best practices. The DE algorithm was /DE/rand/1 with F = 0.9 and
C = 0.9 and the gbest PSO used local and global weights c1 = c2 = 1.49445.
The number of sub-populations (islands) was set to 4, migration rate to 2, and
migration period to 20 generations. The multipopulational variants used the ring
topology and the size of the populations was fixed to 400 for DE and PSO and
to 100 for each island of the mDE, mPSO, and mHA respectively so that the
execution of each algorithm involved the same number of fitness function evalu-
ations. Because the metaheuristics are stochastic, all experiments were repeated
30 times for each configuration and the results, presented in table 2, are aver-
ages of the 30 independent runs. The best results are emphasized (the lower the
better).

Table 2. Average results

Algorithm

Function DE PSO mDE mPSO mHA

Ackley 0.094705 0.664699 0.185931 0.00269948 0.000709818
Rosenbrock 276.571 104.279 400.807 107.684 102.816
Schwefel 9047.76 4494.65 5225.81 4465.01 3950.77
Rastrigin 149.821 135.711 42.3665 122.936 49.7072
De Jong 2.1089e-05 5.72866e-08 0.000103227 1.13755e-07 4.18413e-08
Griewank 0.00018074 1.96678e-07 0.000354401 3.90547e-07 1.4365e-07

The table shows that the heterogeneous mHA algorithm delivered best average
result for 5 out of 6 test functions. The mDE algorithm outperformed mHA for
Rastrigin’s function. The results do not indicate that the use of mDE would
bring any significant improvement over the use of DE. DE was, for some test
functions, better than mDE and vice versa for some other test functions. The
same was observed for the relationship between PSO and mPSO.
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5 Conclusions

This study compared the performance of panmictic and multipopulational ver-
sions of two metaheuristic algorithms for real-parameter optimization. Moreover,
it proposed a new heterogeneous multipopulational approach combining multi-
ple distinct algorithms and multiple high-level search and optimization strategies
into a single optimization approach.

The algorithms were tested on a set of well-known real-parameter optimiza-
tion functions and the results show that the heterogeneous approach is a valid
alternative to more traditional multipopulational algorithms as it obtained best
average results for 5 out of 6 test functions. However, the multipopulational
algorithms did not deliver significantly better results than their panmictic alter-
natives for the test functions employed in this study.
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Abstract. Economic Load Dispatch (ELD) is one of the important optimization 
tasks, which provides an economic condition for the power systems. In this pa-
per, Evolved Bat Algorithm (EBA) as an evolutionary based approach is pre-
sented to solve the constraint economic load dispatched problem of thermal 
plants. The output generating power for all the power-generation units can be 
determined by the optimal technique for transmission losses, power balance and 
generation capacity, so that the total constraint cost function is minimized. A 
piecewise quadratic function is used to show the fuel cost equation of each gen-
eration unit, and the B-coefficient matrix is used to represent transmission 
losses. The systems with six units and fifteen units of thermal plants are used to 
test the demonstration of the solution quality and computation efficiency of the 
feasibility of the application of the Evolved Bat Algorithm for ELD. The expe-
rimental results compared with the genetic algorithm (GA) method for ELD, 
and with the particle swarm optimization (PSO) method for ELD, show that the 
applied EBA method for ELD can provide the higher efficiency and accuracy.  

Keywords: Evolved Bat Algorithm, Economic Load Dispatch, Particle Swarm 
Optimization, Genetic Algorithm.   

1 Introduction 

Economic load dispatch problem is defined as the method of determining the optimal 
combination of power outputs for all generating units. The total fuel cost of thermal 
power plants needs to minimize while satisfying load demand and operating con-
straints of a power system. This leads the economic load dispatch to be a large-scale 
non-linear constrained optimization problem. The numerical programming based 
techniques such as lambda iteration and gradient-based methods could be used to 
solve this problem [1-3]. In these methods, a single quadratic polynomial was used to 
represent approximately the cost function of each generator. In that case, the fuel cost 
curves should be piece-wise linear and monotonically increasing to determine the 
global optimal solution. These techniques offered good results but when the search 
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space was non-linear and it had discontinuities. They became very complicated with a 
slow convergence ratio and were not always seeking to the feasible solution. The 
ELD problem of finding the global optimal solution became the challenging.  

Another numerical method was needed to cope with these difficulties, especially 
those with high-speed search to the optimal and not being trapped in local minima. 
Dynamic programming (DP) method [4] is one of the approaches to solve the non-
linear and discontinuous ED problem, but it suffers from the problem of curse of di-
mensionality or local optimality. 

Recently, many swarm intelligence algorithms have been developed and been 
prosperously used to solve optimization of this problem. For instance, particle swarm 
optimization (PSO) techniques have victoriously been used to solve the ELD prob-
lems and various power system problems [5] [6]; genetic algorithm (GA) [7] [8], and 
simulated annealing (SA) [9] [10] have proved to be very effective in solving nonli-
near ELD problems without any restriction on the shape of the cost curves.  Although 
these heuristic methods do not always guarantee discovering the globally optimal 
solution in finite time, they often provide a fast and reasonable solution. They can be 
a promising answer to overcome the above-mentioned drawbacks.     

In this paper, a new swarm intelligence algorithm known as Evolved Bat algorithm 
is used to solve the economic load dispatch problem. Two cases with six units and 
fifteen units thermal power system are tested and compared with other approaches 
and found that the applied EBA method for ELD can provide the higher effect and 
accuracy and be promising method.  

The rest of this paper is organized as follows: a brief description of the ELD prob-
lem associated with its mathematical formulation in session 2; a short review of EBA 
is given in session 3; details the proposed procedures with cases study is presented in 
session 4; the experimental results and the comparison of the applied EBA method for 
ELD with PSO and GA methods for ELD are discussed in session 5; finally, the con-
clusion is drawn in session 6.   

2 Economic Load Dispatch Problem 

The economic load dispatch problems (ELD) can be formulated as a nonlinear con-
strained problem [1, 3, 11]. The convex ELD problem assumes quadratic cost func-
tion along with system power demand and operational limit constraints. The objective 
of ELD problems is to minimize the fuel cost of committed generators (units) sub-
jected to operating constraints. Practically, the economic power dispatch problem is 
usually formulated as:  Minimize equation (1): ்ܨ = ∑ )௜ܨ ௜ܲ)   ௡௜ୀଵ                                    (1) 

Subject to                                                             

 ∑ ௜ܲ = ஽ܲ ൅ ௅ܲ     ௡௜ୀଵ                        (2) 

௜ܲெ௜௡ ൑ ௜ܲ ൑ ௜ܲெ௔௫   ݅ = 1,2. . ݊                               (3) 
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where, FT is the total fuel cost,  n is the number of units, Fi and Pi are the cost func-
tion and the real power output of ith unit respectively, PD is the total demand, PL is the 
transmission loss, ௜ܲெ௜௡ and ௜ܲெ௔௫  and are the lower and upper bounds of the ith unit 
respectively. The equality constraint, Eqn.(2) states that the total generated power 
should be balanced by transmission losses and power consumption while Eqn.(3) 
denoting unit’s operation constraints. Traditionally, the fuel cost of a generator is 
usually defined by a single quadratic cost function, ܨ௜( ௜ܲ) = ௜ߛ ௜ܲଶ ൅ ௜ߚ ௜ܲ ൅  ௜                                  (4)ߙ

where, αi, βi, and γi are cost coefficients of the i-th unit. One common practice for 
including the effect of transmission losses is to express the total transmission loss as a 
quadratic function of the generator power outputs in one of the following forms[1]: 

௅ܲ = ∑ ∑ ௝௡௝ୀଵ௡௜ୀଵ݌௜௝ܤ௜݌                               (5) 

Kron’s loss formula: 

௅ܲ = ∑ ∑ ௝݌௜௝ܤ௜݌ ൅ ∑ ௝݌଴௝ܤ ൅ ଴଴௡௝ୀଵ௡௝ୀଵ௡௜ୀଵܤ                    (6) 

where Bij is called the loss coefficients.  
B-matrix loss formula:  

௅ܲ = ௉ܤ்ܲ ൅ ଴ܤ்ܲ ൅  ଴଴                             (7)ܤ

where, P denotes the real power output of the committed units in vector form, and B, ܤ଴ and ܤ଴଴ are loss coefficients in matrix, vector and scalar respectively, which are 
assumed to be constant, and reasonable accuracy can be achieved when the actual 
operating conditions are close to the base case where the B-coefficients were derived.  

In the summary, the objective of economic power dispatch optimization is to mi-
nimize FT subject to the constraints equation (2) and (3). 

3 Meta-heuristic Evolved Bat-Inspired Algorithm  

Evolved Bat Algorithm (EBA) is a new method in the branch of swarm intelligence 
for solving numerical optimization problems [12]. The EBA was proposed based on 
the framework of the original bat algorithm [13]. It was developed swarm intelligence 
algorithm inspired by bat echolocation in the natural world. The computational speed 
of the EBA is fast because its structure is designed with simple and light computa-
tions. In EBA, the general characteristics of whole species of bat were considered and 
the behavior of bats was reanalyzed to redefine the corresponding operation of the 
bats’ behaviors. The sound speed spreads in the air was focused on as a major varia-
ble of determining for movement of the artificial agent because of all bats utilize the 
echolocation to detect their prey. The different between EBA and the original BA is 
the movement of the bat and the random walk process. The step size of the movement 
of the artificial agent in the solution space is determined by the chosen medium for 
spreading sound waves. Because of the direct influence on the search result is the step 
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size. So the air of natural environment where bats live is chosen for the medium, that 
the sound speed spreads is 340 meter per second. In the active sonar system, the dis-
tance between the sound wave source and the target, which bounds the wave back, 
was defined by equation (8): ܦ = ௩ൈ∆்ଶ                                          (8) 

where D denotes the distance; v is the sound speed; ∆ܶ means the time difference 
between sending the sound wave and receiving the echo. The sound speed in the air is 
used to be the value of v. The unit of v is meter per second to kilometer per second. 
Thus, equation (8) can be reformed into equation (9): ܦ = ଷସ଴ଶ (݉ ⁄.ܿ݁ݏ ) · .ܿ݁ݏ)ܶ∆ ) = ଴.ଷସଶ (݇݉ ⁄.ܿ݁ݏ ) · .ܿ݁ݏ)ܶ∆ ) = 0.17∆ܶ         (9) 

In our experiments, the random number in the range of [-1, 1] is used to denote ∆ܶ. 
The negative part of ∆ܶ comes from the moving direction in the coordinate. ∆ܶ is 
given with a negative value when the transmission direction of the sound wave is 
opposite to the axis of the coordinate. The movement of the bat in EBA is defined by 
equation (10): ݔ௜௧ = ௜௧ିଵݔ ൅  (10)                                 ܦ

where ݔ௜௧ indicates the coordinate of the i-th artificial agent; and  t is the iteration 
number.  In addition, if a bat moves into the random walk process, its location will be 
updated by equation (11): ݔ௜௧ோ = ߚ · ௕௘௦௧ݔ) −  ௜௧)                             (11)ݔ

where ߚ is a random number  in the range ݔ ;[0,1] ∋ ߚ௕௘௦௧  indicates the coordinate 
of the near best solution, that found so far overall artificial agents;  ݔ௜௧ோ represents the 
new coordinates of the artificial agent after the operation of the random walk process. 

4 Proposed EBA for Solving the Economic Dispatch Problem 

In this secession, the economic dispatch problem with the generator constraints as 
linear equality and inequality constraints and the transmission loss would be solved 
by applying the new scheme of Evolved Bat algorithm. The constraints relating to the 
ELD problem has to be handled with Evolved Bat algorithm. The search space in 
constrained optimization problems consists of two kinds of points: feasible and un-
feasible. The feasible points satisfy all the constraints, while the unfeasible points 
violate at least one of them. Therefore, the solution or set of solutions obtained as the 
final result of an optimization method must necessarily be feasible, i.e., they must 
satisfy all constraints. The methods based on the use of penalty functions are usually 
employed to treat constrained optimization problems [14, 15].  

A constrained problem can be transformed into an unconstrained one by penalizing 
the constraints and building a single objective function, which in turn is minimized 
using an unconstrained optimization algorithm. Several methods have been proposed 
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to handle constraints in optimization problems [16], such as penalty- based methods, 
methods that preserve the feasibility of solutions, methods that clearly distinguish 
between feasible and unfeasible solutions and hybrid methods. When optimization 
algorithms are used for constrained optimization problems, it is common to handle 
constraints using concepts of penalty functions which penalize unfeasible solutions, 
i.e., one attempt to solve an unconstrained problem in the search space solution using 
a modified fitness function f. In this work, penalty function is applied for the fitness 
function of minimizing as following equation (12):    ݊݅ܯ ݂ =  ൜݂( ௜ܲ),                                   if ௜ܲ ∈ )݂   ܨ ௜ܲ) ൅ )ݕݐ݈ܽ݊݁݌ ௜ܲ),      otherwise                   (12) 

where, penalty (Pi) is zero and no constraint is violated; otherwise it is positive. The 
penalty function is usually based on a distance measured to the nearest solution in the 
feasible region F or to the effort to repair the solution. ݊݅ܯ ݂ =  ∑ )௜ܨ ௜ܲ)௡௜ୀଵ ൅ ∑)ଵݍ ௜ܲ − ௅ܲ − ஽ܲ௡௜ୀଵ )ଶ ൅ ଶݍ ∑ ௝ܸ௡௝ୀଵ              (13) 

where q1 and q2 are penalty factors,  positive constants associate with the power 
balance and prohibited zones constraints, respectively. These penalty factors were 
tuned empirically and their values are q1 = 1000 and q2 = 1 in the studied cases in this 
work. The Vj is expressed as follows:  

௝ܸ = ൜1,   if ௝ܲ  violates the prohibited zones 0,        otherwise                                                          (14) 

The process of EBA for ELD is depicted as follows: 

Step1. Initialization: the artificial agents are spread throughout the solution space by 
randomly assigning the coordinates to them.  
Step2. Movement: the artificial agents are moved by equations (9), (10). A random 
number is generated and then it is checked whether it is greater than the fixed pulse 
emission rate. If the result is positive, the artificial agent is moved using the random 
walk process, as defined by (11). 
 Step3. Evaluation: the fitness of the artificial agents is calculated by the fitness func-
tion in equation (13) and updated to the stored near best solution. 
Step4. Termination: the termination conditions are checked to decide whether to go 
back to step 2 or terminate the program and output the near best solution. 

5 Experimental Results 

The proposed scheme is implemented for six units and fifteen units system. The expe-
rimental results are compared to other methods such as GA and PSO [7, 17]. The 
optimization goal for the fitness function as equation (13) is to minimize the outcome 
and then to dispatch ELD for power outputs.  The parameters setting for Evolved Bat 
algorithm is the initial the total population size n = 20 and the dimension of the  
solution space D = 6 for six units system (D=15 for fifteen units system). Fitness 
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function contains the full iterations of 200 is repeated by different random seeds with 
10 runs. The final results are obtained by taking the average of the outcomes from all 
runs. The results are compared with the GA and PSO for ELD respectively.  

The parameters setting for PSO (for further setting to reference in [18]) is the ini-
tial inertia weight W= (0.9−07*rand), coefficients of learning factors c1=-2 and c2=2 
in PSO, the population size n = 20 and the dimension of the solution space D = 6 for 
six units system (D=15 for fifteen units system). The parameters setting for GA (for 
further setting to reference in [19]) is the population size n = 20 and the dimension of 
the solution space D = 6 for six units system (D=15 for fifteen units system), proba-
bility crossover rate pc=0.8, mutation rate pm=0.01 in GA. Fitness function contains 
the full iterations of 200 is repeated by different random seeds with 10 runs.  

5.1 Case Study 1- Six Units System  

In this example, a system with six thermal units is used to demonstrate how the pro-
posed approach works. The load demand is 1200MW. The characteristics of the six 
thermal units are given in Tables 1. In this case, each solution contains six generator 
power outputs, such as P1, P2, P3, P4, P5 and P6. Initialization of solution for power 
generating units is generated randomly. The dimension of the population is equal to 6. 
In normal operation of the system, the loss coefficients with the 100-MVA base ca-
pacity are as follows: 

௜௝ܤ = 10ିଷ ൈ ێێۏ
0.17 0.14ۍێێ 0.150.17 0.60 0.130.15 0.13 0.65 0.19 0.26 0.220.16 0.15 0.200.17 0.24 0.190.19 0.16 0.170.26 0.15 0.240.22 0.20 0.19 0.71 0.30 0.250.30 0.69 0.320.25 0.32 ۑۑے0.85

 (15)              ېۑۑ

଴ܤ  = 10ିଷ[−0.390 − 0.129  0.714   0.059   0.216 − ଴଴ܤ (16)        [0.663 = 0.056;  ஽ܲ = 1200MW                       (17) 

Table 1. Generating unit’s capacity with 1200MW load demand and coefficents 

Unit γ $/MW2 β $/MW α $ PminMW Pmax MW 
1 0.0070 7.0 240 100 500 
2 0.0095 10.0 200 50 200 
3 0.009 38.5 220 80 300 
4 0.0090 11.0 200 50 150 
5 0.0080 10.5 220 50 200 
6 0.0075 12.0 120 50 120 

 
Table 2 compares the statistic optimal results of three methods of GA, PSO and 

EBA for ELD in the system with six-generator of thermal plant. These three methods 
are run 10 times by different random seeds with full iterations of 200 for evaluating 
the fitness function of equation (13). That involved the average of 10 runs for  
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generation power outputs, generation total cost, total power loss value, and total CPU 
times respectively. It is clearly seen that the method of EBA for ELD had total gene-
rating cost ($/h) is smallest with 14845 while its figures of this for GA and PSO are 
14862 and 14861 respectively. The power loss of EBA method is also smaller than 
other methods as GA and PSO for ELD. In addition, the speed of running of EBA 
method is quite fast, it is faster than GA method for ELD.  

Table 2. The best power output for six-generator system 

Unit Output GA PSO EBA 
P1 (MW) 459.5422 458.0056 459.2242 
P2 (MW) 166.6234 178.5096 171.5735 
P3 (MW) 253.0350 257.3487 255.4936 
P4 (MW) 117.4263 120.1495 119.8301 
P5 (MW) 153.2482 143.7840 154.7214 
P6 (MW) 85.88567 76.75549 73.76758 

Total Power Output (MW) 1235.7610 1234.5530 1234.5300 
Total Generation Cost ($/h) 14862 14861 14845 

Power Loss (MW) 35.7610 34.5530 34.5300 
Total CPU time (sec) 256 201 206 

Figure 1 shows the three curves in distribution outline of the best solution for 200 
iterations is repeated 10 trials of three methods GA, PSO and EBA for ELD with six-
generating unit system. It clearly can be seen that the applied method of EBA for 
ELD (solid red line) is the more convergence in compare with GA and PSO for ELD 
in the same condition. 

 

Fig. 1. Convergence characteristic of three methods GA, PSO, and the applied scheme of EBA 
for fifteen-generator system 
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5.2 Case Study 2- Fifteen Units System  

In this example, a system contains fifteen thermal units for using to demonstrate how 
the proposed approach works. The load demand is 1700MW. The characteristics of 
the fifteen thermal units are given in Tables 3. Each solution contains fifteen genera-
tor power outputs, as listed from P1 to P15. The dimension of the population for this 
example is set to 15.  

Table 3. Generating unit’s capacity with 1700MW power demand and coefficents 

Unit γ $/MW2 
β 

$/MW 
α $ PminMW PmaxMW 

1 0.000230 10.5 670 150 455 
2 0.000185 10.6 575 150 455 
3 0.001125 8.5 375 20 130 
4 0.001125 8.5 375 20 130 
5 0.000205 10.5 460 150 470 
6 0.000300 10.0 630 135 460 
7 0.000362 09.7 549 135 465 
8 0.000338 11.3 227 60 300 
9 0.000807 11.2 173 25 162 
10 0.001203 10.7 175 25 160 
11 0.003587 10.3 187 20 80 
12 0.005513 09.9 231 20 80 
13 0.000371 13.1 225 25 85 
14 0.001929 12.3 309 20 60 
15 0.004547 12.4 325 15 55 

In normal operation of the system, the loss coefficients with the 100-MVA base 
capacity are as follows, B୧୨ =      10ିଷ ൈ 

   

ێێۏ
ێێێ
ێێێ
ێێێ
ۍێێ

 1.4    1.2  0.71.2   1.5 1.3 0.7     1.3 −7.6 −0.1 −0.3 −0.10.0 −0.5 −0.2−0.1 −1.3 −0.9 −0.1 −0.1 −0.30 0.1 −0.2−0.1 0.0 −0.8−0.1 0.0 −0.1−0.3 −0.5 −1.3−0.1 −0.2 −0.9 3.4 −0.7 −0.4−0.7 0.9 1.4−0.4 1.4 1.6 1.1 5.0 2.9−0.3 −1.2 −10 −0.6 −0.5−0.1 0.0 −0.1−0.1 0.1  0.0−0.3 −0.2 −0.8 1.1 −0.3 0.05.0 −1.2 −0.6−1.0 −0.5 1.5 1.5 1.7 1.51.7 6.8 8.28.2 12.9 −2.1

−0.5 −0.3 −0.2−0.4 −0.4 0.0−1.2 −1.7 0.0 0.4 0.3 −0.10.4 1 −0.2−2.6 1.1 −2.83.2 −1.1 0.0−1.3 0.7 −0.2−0.8 1.1 −0.1 0.1 0.1 −2.6−0.2 −2.4 −0.3−0.2 −1.7 0.30.9 −0.5 0.77.9 −2.3 −3.6−2.5 0.7 −1.2 0.0 −0.2 −0.80.1 0.5 −7.87.2 0.6 −0.7−0.5 −0.4 −1.2−0.3 −0.4 −1.7−0.2 0.0 0.0  3.2 −1.3 −0.8−1.1 0.7 1.10.0 −0.2 −0.1 0.9 7.9 11.6−0.5 −2.3 −2.10.7 −3.6 −2.5  0.4 0.4 −2.6  0.3 0.1 11.1−0.1 −0.2 −2.8 0.1 −0.2 −0.20.1 −2.4 −1.7−2.6 −0.3 0.3 0.0 0.1 0.7−0.2 0.5 −1.2−0.8 −7.8 −7.2
2.0 −2.7 −3.4−2.7 1.4  0.1−3.4 0.1  5.4 0.9 −1.1 −8.80.4 −3.8 16.8−0.1 −0.4 2.80.9 0.4 −0.1−1.1 −3.8 −0.4−8.8 1.6 2.8 10.3 −10.1 2.8−10.1 5.7 −9.42.8 −9.4 1.3 ۑۑے

ۑۑۑ
ۑۑۑ
ۑۑۑ
ېۑۑ

          

                                                                                  (18) 
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௜଴ܤ  = 10ିଷ ൈ [−0.1 − 0.2  2.8 − 0.1 0.1 − 0.3 − 0.2 − 0.2 0.6 3.9 − 1.7 0.0 − 3.2 6.7 − ଴଴ܤ (19)  [6.4 = 0.0055, ஽ܲ = 1700 MW.                         (20) 

Table 4 provides statistic optimal results of three methods of GA, PSO and EBA for 
ELD in the system with fifteen-generator of thermal plant. The statistic results that are 
involved the generation power outputs, generation total costs, evaluation values, and 
average CPU time respectively. These three methods are run 10 times by different 
random seeds with full iterations of 200 for evaluating the fitness function of equation 
(15).  It clearly can be seen that the applied method of EBA for ELD had total genera-
tion cost, power loss and the speed of EBA method are smaller than GA and PSO 
method for ELD. 

Table 4. the best power output for fifteen-generator system 

Unit Output GA PSO EBA 

P1 (MW) 455.00 455.00 455.00 
P2 (MW) 93.99 123.03 80.00 
P3 (MW) 82.06 58.85 100.93 
P4 (MW) 89.97 75.56 45.29 
P5 (MW) 150.00 162.94 150.00 
P6 (MW) 350.76 322.48 357.49 
P7 (MW) 226.36 165.70 242.22 
P8 (MW) 60.00 60.34 60.56 
P9 (MW) 52.37 91.84 27.60 
P10(MW) 25.10 45.10 50.40 
P11(MW) 25.96 42.70 30.60 
P12(MW) 74.01 77.97 80.00 
P13(MW) 66.99 45.38 66.27 
P14 (MW) 34.22 47.37 26.24 
P15 (MW) 51.05 55.00 55.00 

Total Power Output (MW) 1827.84 1837.27 1827.60 
Total Generation Cost ($/h) 1534.66 1535.06 1534.61 
Power Loss (MW) 137.84 129.27 127.60 
Total CPU time (sec) 376 303 302 

 
Figure 2 shows the comparison of the applied method of EBA for ELD with 15 ge-

nerating units system in convergence property distribution outline of the best solution 
for 200 iterations is repeated 10 trials, with GA and PSO for ELD in the same condi-
tion. It clearly can be seen that the applied method of EBA for ELD (solid red line) is 
the more convergence in compare with GA and PSO for ELD in the same condition.  
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Fig. 2. Convergence characteristic of three methods GA, PSO, and the applied scheme of EBA 
for fifteen-generator system 

From the experimental results in table 2, figure 1, table 4 and figure 2, it is clear 
that the applied method of EBA for ELD problem has the ability to find the better 
quality solution and has better convergence characteristics, computational efficiency 
and less average CPU time when compared to other methods such as GA and PSO for 
ELD problem 

6 Conclusion 

In this paper, an application of the Evolved Bat algorithm for solving ELD problem 
was presented. To evaluate the solution quality and computation efficiency of 
this application of the Evolved Bat algorithm for ELD problem, the case study with 
systems had six units and fifteen units of thermal plants are implemented to solve 
ELD problem with the generator constraints as linear equality and inequality con-
straints and also considering transmission loss.  The implemented results were com-
pared with the genetic algorithm (GA) method for ELD, and with the particle swarm 
optimization (PSO) method for ELD, show that the applied EBA method for ELD can 
provide the better quality solution, the higher efficiency and accuracy, and less aver-
age CPU time.  
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Abstract. Ebb-Tide-Fish Algorithm (ETFA) is a simple but powerful
optimization algorithm over continuous search spaces, and the inspiration
comes from the foraging behavior of the fish in ebb tide. This kind of
fish is a fascinating creature, and it often draws my attention when I
walk on the beach. When I studied and got an idea of improving some
optimization algorithms recently, the kind of fish flashes in my mind.
The algorithm mainly focuses on the diversity of locations of the fish
rather than what velocity it is when the fish swim from the current
location to a better one. The algorithm gives a formulation of the foraging
behavior of the fish, and the detailed model is also given in the paper. The
performance of ETFA on a testbed of four functions is compared with
several famous published methods. The final results show that ETFA has
a faster convergence rate with an excellent accuracy.

Keywords: Benchmark function, Ebb-Tide-Fish Algorithm, Optimiza-
tion, Particle Swarm Optimization.

1 Introduction

There are many kinds of demands for tough optimization problems in our lives.
The standard approach to tackle these problems often begins by designing an ob-
jective function that can model the problems’ objectives while incorporating any
constraints [1]. Optimization problems, such as hardware design, circuit design,
electricity supply, parameter tuning, time scheduling and so on, often have dif-
ferent object functions, even some of them do not need a specific object function
but operate with so-called regions of acceptability. Obviously, the optimization
problem do not need an objective function are usually inferior to techniques
with one. Therefore, we focus mainly on those with an objective function. We
also use a lot of benchmark function/objective function to validate our proposed
algorithm.
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As we know, what is sought is a general-purpose algorithm that can optimize
an arbitrary function without user intervention [1, 5]. So many evolutionary algo-
rithms have been proposed as this goal is unable to completely achieved. PSO,
Simulated Annealing, Genetic Algorithm, Differential Evolution, Ant Colony
Optimization and Harmony Search have been proposed for ages while there also
are some algorithms proposed in the recent years, such as Cat Swarm Optimiza-
tion (CSO), Cuckoo Search Algorithm, Firefly Algorithm (FA), Bat Algorithm
(BA) etc [2–4]. They all are powerful optimization methods for specific tough
problems and also have disadvantages in their own.

Like some other algorithms, ETFA simplifies the optimization problem into
two steps, intensification and diversification. That one fish swims toward tem-
porary optima of the population completes the diversification of solutions, and
the local search completes intensification. Several algorithms use both velocity
and locations to complete diversification, such as PSO, CSO, FA, BA and so on.
In the ETFA algorithm, we mainly focus on the location information and the
experiment results show that the proposed algorithm outperforms the ones that
use both velocity and location for optimization.

ETFA’s update scheme is very easy and simple to implement. There are two
main approach, one can be describe as the movement toward current global op-
tima, and the other is local searching. The proposed algorithm only uses two
parameters for optimization. One is random ratio that defines the moving dis-
tance, and the other is the local searching scale. However, the population size
must be decided at run-time for the optimization problem.

Once a variation is generated, the algorithm gives a strategy to decide whether
to accept the newly derived parameters or not. Under the common greedy cri-
terion, the reduced value of the benchmark function is accepted to renew the
old parameters. After a fixed number of iteration or exist some other criteria,
the algorithm ends with the final global optima value outputted in the console
window.

We formulate the new revolution algorithm, use it to tackle some tough op-
timization problems, and also give the algorithm a name, called Ebb-Tide-Fish
algorithm. The rest of the paper is organized as follows. Firstly, we will describe
the algorithm in section 2. Section 3 and section 4 give the benchmark functions
and simulation results respectively. Then we will give a conclusion and future
work in Section 5.

2 The Ebb-Tide-Fish Algorithm

Many species of animals or insects show some intelligent social behaviors.
Some species have a lead in their group while in others each individual has
self-organized behaviors. These enable them to communicate with each other
and make perceptions of the living circumstance. Some can learn knowledge
about/from their group and environment while some only have inborn ability
for survival.

The behaviors of more intelligent creatures are too complex to establish a
model to solve specific problems. However, for some less intelligent creatures, the
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inborn ability can be drawn as good analogy to produce products or to propose
new formulated algorithms. Fish is a good example of swarm intelligence. There
are also some other similar algorithms such as bacteria algorithm, particle swarm
optimization, article bee optimization etc.

The kind of fish that foraging and swimming in the ebb tide is very fascinating.
It drew my attention when I walked on the beach, and the behavior of this
kind of fish flashed in my mind when I wanted to improve the performance of
some optimization algorithm. Now we propose the algorithm to formulate the
intelligent fish to tackle some optimization problems. When we had a survey of
different kinds of optimization algorithms, we found that [8] had proposed an
artificial fish swarm algorithm. The artificial fish swarm algorithm is a powerful
fish-inspired algorithm, but our proposed algorithm is a total different one, which
is much simpler, and of better convergence rate and accuracy.

Now we will give a detailed description of parameters and formulas used in the
algorithm. The parameter Fj denotes the jth fish in a population. Xj denotes
the coordinates of the jth fish. There are n populations of fishes and each fish in
a D-dimension search domain, and these can be represented in equation 1 and
2 respectively. The benchmark function is given in f(Xj) form.

F = F1, F2, ..., Fn (1)

Xj = (x1, x2, ..., xd) (2)

There are some fish in the population are labeled as single search ones, while
others swim following the population to the global optima. For the single search
approach, the fish would also like to search a nearby place in diversified ways. So
it will swim about for N times (N = dcount

2 ∗β, and dcount denotes the number of
dimensions in the searching domain. For simplification we use a fixed number β =
5.). As we know, only a small proportion of fish would like to search individually,
others would like to forage following the population. So we set the proportion
of the population for single swim search is rate = 0.01. Figure 1 shows the
search behavior of fish. Let Xj = (x1, x2, ..., xd) denotes the coordinate of the
jth fish, Xcenter = (x10 , x20 , ..., xd0) denotes the searching domain center. The
local searching radius of single search fish is r = 1

β ∗ (xi−xi0 ) in each dimension.
For the searching toward global optima approach, they swim a random distance
from the current location direct to the temporary global optima. The pseudo
code of the algorithm is described in the Algorithm 1.

3 Benchmark Function for Optimization

For the optimization problem, users generally demand the related algorithm
to fulfill several requirements, such as ability to handle nonlinear, multi-modal
functions, parallelizability to deal with intensive computation, convergence, ro-
bustness etc. Many benchmark functions are also proposed to validate the opti-
mization algorithms. These functions, known as artificial landscapes in applied
mathematics, are used to evaluate characteristic of the proposed algorithms,
such as:
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Fig. 1. The search behavior of the fish

– Velocity of convergence

– Precision
– Robustness

– General performance

Velocity of convergence is important for computational demanding optimiza-
tions. It describes the time consumed till the algorithm gets the optima value.
This may varies from several second to several days. A good algorithm saves lots
of treasure and time. Precision is also an important characteristic of the opti-
mization, as most algorithms do not grantee global optima. Although simulated
annealing acclaims to get global optima, it is only achieved when the cooling
process is slow enough and the simulation time is long enough. Some algorithms
often fall in local optima rather than finding the global one. Robustness charac-
teristic means that the algorithm can run well although there exist some noises.
The last but not the least characteristic is general performance, which gives a
general evaluation of the algorithm.

In this paper, we use several test functions, the first one is the Rosenbrock
function, it is a non-convex function and introduced by Howard H. Rosenbrock
in 1960. Equation 3 shows the formula of the function. The global minimum is
inside a long, narrow, parabolic shaped flat valley, and to find it is trivial and so
it is difficult. For a D-dimension function, the minimum value is achieved when
the coordinate of each dimension is 1 (f(1, 1, ..., 1) = 0). Figure 2 shows the
mesh plot of the function.

f(X(x1, x2, ..., xd)) =

d−1∑
i=1

(100(xi+1 − x2
i )

2 + (xi − 1)2) (3)



A Simple and Accurate Global Optimizer 125

Algorithm 1. Pseudo code of the algorithm

Initialization:
Initialize the searching space V , locations of fish X, and the benchmark function
f(X).

Iteration:
1: while exeT ime < MaxIteration|!stopCriteria do
2: if localSearch = True then
3: Search around local scope by jumping to the bound and find the local best

Xlbest.
4: Xposi ← Xt

lbest.
5: Reset local search flag.
6: else
7: Search toward global optima.
8: Xposi ← Xt

i + (Xt
gbest −Xt

i ) ∗ rand().
9: end if
10: Set local search fish flags.
11: Calculate the fitness value of the current locations and label the current global

best Xgbest.
12: end while
13:
Output:

The global optima Xgbest.

The second test function we use in the paper is Sphere function in Equation 4.
The global minimum is f(0, 0, ..., 0) = 0. The last one is Beale’s function with
the formula in Equation 5. The global minimum is f(3, 0.5) = 0. Figure 3 shows
the distribution of fish population in Sphere function after the 4th iteration.

f(X(x1, x2, ..., xd)) =

d∑
i=1

x2
i (4)

f(x, y) = (1.5− x+ x ∗ y)2 + (2.25− x+ x ∗ y2)2 + (2.625− x+ x ∗ y3)2 (5)

4 Simulation Results of the Proposed Algorithm

In order to validate and evaluate the proposed algorithm, comparisons are made
to make a glance of the performance of the algorithm. PSO, Bat Algorithm,
Different Evolution, Cat Swarm Optimization and the proposed algorithm are
compared here. The parameters of the population size in each algorithms are the
same for listed algorithms above. There are two main approach for evaluation,
one is to compare the accuracies for a fixed number of function evaluations, and
the other is to compare the numbers of function evaluations for a given tolerance
or accuracy. We use the first approach for evaluation.

There are many derivation versions of PSO, for simplification, we use the
standard version of it, with learning parameters c1 = c2 = 2 in the Equation
6. For Bat Algorithm, the default parameters do not have good convergence
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Fig. 2. The Rosenbrock Function

Fig. 3. Fish distribution after 4th iteration in sphere function

rate in our experiment, and the author use the second approach (comparing the
numbers of function evaluations for a given accuracy) for comparison. But the
parameters for BA in PSO form (BA(pso)) and Harmony search from (BA(hs))
have a good convergence rate. So we use the above two form as comparisons of
BA. For CSO, we use the default value of the number of seeking pool (smp = 5).
For the DE, we use the “DE/best/1/bin” form to make comparison. Figure 4
shows the convergency rate of DE under a fixed number of function evaluation
(150). We run ten times and only three times can reach the accuracy under the
value 0.05 of benchmark function Rosenbrock. The performance of the proposed
algorithm (ETFA) for the Rosenbrock benchmark function can be seen in Figure
5. Figure 6 shows the comparison for Sphere benchmark function.

vi = vi + c1 ∗ (pipre − xi) + c2 ∗ (pgbest − xi) (6)
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Fig. 4. Accuracy in fixed number of function evaluation for differential evolution of
Rosenbrock function

Fig. 5. Accuracy in fixed number of function evaluation for ETFA of Rosenbrock
function
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Fig. 6. Comparisons of different algorithms under Sphere benchmark function

5 Conclusion and Future Work

The Ebb-Tide-Fish Algorithm (ETFA) for optimization has been introduced
and compared to Particle Swarm Optimization (PSO), Bat Algorithm (BA),
Cat Swarm Optimization (CSO), and Differential Evolution (DE). The perfor-
mance of ETFA is very well and outperforms some of the optimization algorithms
in terms of required number of function evaluations with tolerant accuracy, al-
though there still are spaces for improvement. It is simple and straightforward
and is still in its infancy. The time complexity of the proposed algorithm is
still excellent than some other algorithms. A future work is to make some im-
provements and make a clear sense of the scaling property and behavior of the
algorithm.
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Abstract. Large-scale groundwater management problems pose great 
computational challenges for decision making because of the spatial complexity 
and heterogeneity. This study describes a modeling framework to solve large-
scale groundwater management problems using a newly developed spatial 
evolutionary algorithm (SEA). This method incorporates spatial patterns of the 
hydrological conditions to facilitate the optimal search of spatial decision 
variables. The SEA employs a hierarchical tree structure to represent spatial 
variables in a more efficient way than the data structure used by a regular EA. 
Furthermore, special crossover, mutation and selection operators are designed 
in accordance with the tree representation. In this paper, the SEA was applied to 
searching for the maximum vegetation coverage associated with a distributed 
groundwater system in an arid region. Computational experiments demonstrate 
the efficiency of SEA for large-scale spatial optimization problems. The 
extension of this algorithm for other water resources management problems.  

Keywords: Spatial Optimization, Genetic Algorithms, Large-Scale, Decision 
making, Resources allocation. 

1 Introduction 

In general spatial optimization is a methodology used to optimize a management 
objective by searching an appropriate pattern of certain spatial variables, given finite 
resources, and spatial relationships in an environmental system[1]. The methodology 
is challenging because the spatial patterns are usually implicit and it is difficult to 
represent them in quantitative models. On the other hand, the methodology is 
promising because the knowledge of the spatial patterns is informative for model 
design [2] and useful to solve large-scale, computationally expensive models, 
particularly optimization models. This paper presents an optimization methodology 
that incorporates the knowledge of spatial patterns with the design of evolutional 
algorithm and applies the algorithm to solving a large-scale ecological restoration 
which contains more than 10,000 decisions variables.  
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Evolutionary algorithms (EA) have been demonstrated to be successful in solving 
optimization models for water resources management due to their flexibility in 
incorporating complex simulation models in optimal search procedures [3-5]. 
However, a regular EA (REA) has limited capability in solving large-scale 
optimization models. In particular, groundwater management problems that this study 
focuses on involve two-dimensional (2-D) variables.  SEA modifies the encoding and 
operators of EA, and assimilates spatial information to make it more computationally 
effective for spatial problems than REA [6]. 

Idea of using spatial information to enhance EA for complex spatial optimization 
models was systematically discussed by Openshaw [7-8]. Since then researchers from 
geography and computer science have developed SEA for site-search [9-10], image 
segmentation [11], K-means clustering [12], domain decomposition in spatial 
interpolation [13], etc. The key procedure is to incorporate spatial information for 
encoding schemes and modifying EA operators such as mutation and crossover. A 
special data structure is required for the realization of the procedure.  Xiao et al. [14] 
and Brooks et al. [8] employed graph as a new encoding schemes to represent the EA 
solutions and modified the EA operators to maintain spatial contiguity. More recently, 
Cao et al [15] used grid to represent a land use solution and developed a non-dominated 
sorting genetic algorithm-II for multi-objective optimization of land use (NSGA-II-
MOLU) to search for optimal land use scenarios with multiple objectives and 
constraints reflecting the requirements of land users. Fotakis and Sidiropoulos [16] 
developed a multi-objective self-organizing algorithm (MOSOA) based on cellular 
automata for a combined land use planning and resource allocation problem. However, 
none of these studies has tested their method for large-scale optimization problems with 
more than 500 decision variables. Gong and Yang [11] and Laszlo and Mukherjee [17] 
used a tree-based EA for image processing and showed the effectiveness of the 
algorithm for image processing problems. . In this paper, we also use the tree as an 
encoding scheme with a hierarchical structure to represent the solutions of groundwater 
management problems, and tailor the algorithm development to the spatial specialties of 
the studying problems and employ the spatial specialties to re-design the EA operators. 
We demonstrate the procedures of SEA through a testing problem. 

2 Spatial Evolutionary Algorithm (SEA) 

Compared to a regular EA, the essential procedure of SEA is to utilize the spatial 
information in the algorithm design and further clarify spatial patterns associated with 
the modeling problem. Using a top-down method, SEA starts from an initial spatial 
pattern of a decision variable and then further refines the pattern as evolution 
proceeds. The accuracy of the refinement depends on the needs of the decision 
makers. This method can then balance the tradeoff between accuracy and computation 
and hence provides flexibility for solving practical problems.  

In this study, the SEA employs a hierarchical tree structure to represent spatial 
variables. Instead of representing individual grids used in the physical simulation 
model, the tree structure represents a sub-set of grids by branch and leave.  
Furthermore, special crossover, mutation and selection operators are re-designed to 
incorporate the spatial information. 
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2.1 Tree-Based Data Structure 

Encoding schemes for decision variables are fundamental to all EAs. In REA, 
solutions are encoded with binary strings [18], real numbers [19] or finite state 
machines [20]. Generally, the encoding method of the solutions depends not only on 
the context of the problem but also on the genetic operators used.  

Xiao et al. [14] designed a graph encoding and corresponding EA operators to 
solve a multiobjective site-search problem. The spatial contiguity of a site must be 
maintained [14, 9, 21] for the site-search problems and hence an undirected graph is 
used to represent a contiguous solution. In their context, a space can be discretized 
into raster cells and each vertex in the graph represents a cell in the space and the four 
edges of this vertex represent the connections between this cell with its adjacent four 
cells. With this encoding scheme and the corresponding EA operators, the solution 
contiguity will persist through all generations of EA. Spatial contiguity is important 
for reserve network design and site search because a contiguous landscape provides 
physical condition and increases the opportunities for species dispersal and migration. 
However, many spatial optimization problems, including those in groundwater 
management, the contiguity of spatial variables is not a concern. The variables can be 
spatially distributed without explicit connections, for example, the vegetation 
coverage density patches fed by groundwater extraction [22] and groundwater 
pumping wells in different areas [23]. Moreover, the method in Xiao [14] focuses on 
the location and reconfiguration of a small number of patches (10 patches) and exerts 
more computational efforts on changing the location and shape of the site (e.g., 
identifying the neighborhood). However, the optimization of vegetation coverage 
associated with water table or the optimization of groundwater pumping by a large 
number of well in a large area has a much bigger search space of reconfiguration and 
the computational efforts will be spent mostly on the interesting subsets of the entire 
spatial domain.  

Cao et al [15] used a list or grid of genes to represent a land use solution where the 
position of each gene (cell) represents a unit and the land use of the unit is determined 
by its value. They developed a NSGA-II for multi-objective optimization of land use 
(NSGA-II-MOLU). They applied NSGA-II-MOLU to search for optimal land use 
scenarios with multiple objectives and constraints extracted from the requirements of 
users. Although this method is efficient to searching over tens of thousands of 
solutions of trade-off sets for a multi-objective spatial optimization problem it must 
pre-determine the land use parcels at the very beginning and then optimize the 
solutions.  However, the blocks or zonations used in SEA can evolve along the 
generations depending on the heterogeneity of the system and the computational 
facilities, which offers more flexibilities to the decision makers and modelers. Fotakis 
and Sidiropoulos [16] developed a multi-objective self-organizing algorithm 
(MOSOA) based on cellular automata to handle both local and global spatial 
constraints. This method is applied for a combined land use planning and resource 
allocation problems. The study area is divided into land blocks and each block 
includes a number of pumping wells in fixed positions. After optimization of land 
blocks, each block is assigned the land use type and the water sources. However, 
these blocks are fixed at the very beginning and the land use type is assigned 
uniformly in that block.  
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Brooks combined EA with a region-growing programme (RGP) for a site-search 
problem [10]. In his approach, several seed grids are selected firstly and then grown 
into sites with specified size. This algorithm exerts most computational efforts on 
controlling the growth orientation and shape of the sites, in order to get a contiguous 
site. This algorithm is limited with pre-determined seed grids and applied to problems 
of growing regions from several identified sites. 

To solve large-scale spatial optimization problems, this study attempts to overcome 
some limitations discussed above by allowing the zonation (boundary) and the content 
within each zone to be improved simultaneously along the SEA generations.  

Two essential features are needed for the design of the encoding scheme. First, 
since large-scale problems are computationally expensive if each grid of a map is 
encoded as a decision variable, it is necessary for the encoding of the population to 
represent the spatial features with limited data volume. Second, the spatial solutions 
must be represented by a well-defined spatial data structure that facilitates EA 
operators to adopt the spatial features. To meet these requirements, a tree structure is 
employed to represent the spatial solution because it has been shown to capture spatial 
features with reduced data volume [24]. In addition, as shown below, the operators of 
crossover and mutation can be designed to accommodate on the tree structure. 

As an illustration example, a vegetation map is encoded as a quadtree to represent 
one individual in a SEA population. Every leaf without a predecessor in the quadtree 
(e.g., part A in Figure 1b) represents a uniform coverage in the population map (the 
blue square in Figure 1a) while a node (e.g., B in Figure 1b) represents four different 
vegetation patches (orange square in Figure 1a). 

The tree structure of SEA offers flexibility for modelers to get various degrees of 
accuracy of the optimization solution for a large-scale spatial problem. The quadtree 
starts from a rough pattern and then further refines the map. The quadtree in Figure 
1b, for example, starts from a uniform map and is constructed from level 1, as node C 
shows. If the refinement of the map leads to an improvement of the optimization 
objective, node C splits, and the depth of quadtree goes to level 2 and leads to more 
variations in the corresponding map.  If we want to increase the accuracy further, 
node B in level 2 splits again, and the depth of quadtree goes to level 3, as shown in 
the map (Figure 1a). Refinement stops when further expansion of the tree does not 
result in additional fitness improvement as specified by a threshold.  

It is worth noting that genetic programming (GP) [25] also uses a tree as the 
encoding scheme, but some important differences exist between these GP and SEA.  
 

(a)                                             (b) 

B 1 A 2 3 4 

1 2 3 4 

1 2 

4 3 
1 2 
3 4 

C Level 1 

Level 2 

Level 3 

B 

 

Fig. 1. Encoding a spatial individual (a, representing a vegetation density map) with a quadtree (b) 
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First, in SEA the nodes of the tree represent solutions at different spatial resolutions 
while the nodes in GP represent function elements that can be selected for model 
development. Second, the height of the tree in SEA is limited by the resolution levels 
as discussed in section 3.2 while the tree height in GP is unlimited.  

2.2 Flowchart of SEA 

As shown in Figure 2, SEA starts from initialization of population and then moves to 
crossover, mutation, selection and terminates when the stop condition is satisfied. The 
enhanced components have been marked in gray and will be discussed with more 
details later. The left loop of the flowchart checks the feasibility of the solution (e.g., 
using the groundwater simulation model to determine whether groundwater can 
support a projected vegetation coverage. If not, a new solution of vegetation coverage 
will be generated for further feasibility evaluation. The right loop represents the 
generations of SEA. The evolution of SEA will not stop until (1) generation reaches 
the maximum number of generations, (2) there is no improvement within a specified 
number of generations, and (3) a specified percentage of the population (popperc in 
Table 2) reaches the maximum height of the tree structure. The third stop condition is 
designed specifically for the hierarchical tree structure of SEA. The maximum height 
of the tree structure is determined by the resolution of the simulation model. For 
example, if the spatial domain is represented by N*N grids in a groundwater model 
that simulates water table corresponding to a specified vegetation density map, the 
maximum height is log2(N)+1, N can be 4, 8, 16,…128 and so on.  

  

 

YES 

Mutate (splitting and alternation) 

Crossover on trees 

STOP condition 

NO 

YES 

BEST decision map 

Initialize population with rough spatial pattern 

Pattern of study problem is recognized 

YES 

Compatible with 
groundwater 

Evaluate and Selection 

(Includes patterns)

NO 

 
Fig. 2. Flowchart of SEA, The left loop checks whether groundwater can support this 
vegetation coverage. The right loop represents the generations of SEA. The shadowed 
rectangles highlight the difference in SEA operators.  
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Table 1. Parameter settings of REA and SEA in the test case. Notes: popperc is the specified 
percentage of the population; swapperc is the specified percentage of swapping; senp is the 
probability of splitting sensitive leaves in mutation; rsplitp is the probability of randomly 
splitting in mutation; alterp is the probability for alternating leaves in mutation. 

Parameter REA SEA 
Population size 80 80 

popperc  0.8 
Crossover Probability (Pc) 0.8 0.8 

swapperc  0.5 
Mutation Probability (Pm) 0.08 0.5 

senp  0.5 
rsplitp  0.1 
alterp  0.3 

Encoding Real Quadtree 
Crossover method Arithmetic Swapping trees 
Mutation method Non-uniform Splitting and alteration 
Selection method Tournament  Includes patterns 

2.3 Crossover on Trees 

To encode the solution with a quadtree, the crossover and mutation operators must be 
modified to meet the spatial property of the tree structure and ensure that the results 
from the two operations are still legitimate quadtrees.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C 

Parent1 

D
  

Parent2 

D  

Offspring1 

C
  

Offspring2 

 

Fig. 3. Crossover swaps two nodes in the same location between two parents. For example, 
nodes C and D swap and generate two offspring. 
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Swapping has been widely used in GP [25] to exchange the nodes, and has 
been shown to be efficient in many applications [26]. In this paper, swapping 
is only applied to the branches representing the same area in the vegetation 
map between two parents. Figure 3 shows an example of crossover in the 
proposed SEA and the generated offsprings. The steps for crossover are 
described as below: 

Step 1: Identify all the nodes in all levels except level 1 with given two parents. 
Randomly pick specified percentage (swapperc in Table 2) of these nodes from Parent 
1 (e.g., C in Figure 3);  

Step 2: Determine the node within the same area in Parent 2. (e.g., Node D in 
Figure 3); 

Step 3: Swap all the nodes and leaves that are the descendants of C and D. Go to 
Step 1 for other parents until all the parents have been randomly chosen based on the 
crossover probability.  

Besides simple swapping, an advanced swapping is proposed in some 
applications such as the graft crossover [11]. In the graft crossover, different 
nodes between two parents are identified firstly and the descendants of that 
node are swapped. This graft crossover can guarantee that two offsprings are 
different from the parents. In this study, a simple swapping is used, by which 
some parents with a high fitness value are inherited completely. 

There are two benefits for crossover operated on the nodes of a tree in SEA rather 
than on grids (nodes represent the hierarchical structure of the tree). Firstly, crossover 
on the nodes can pass on the favorable organizations of vegetation coverage to next 
generations as discussed in section 3.3. Secondly, it is more computationally efficient 
for large-scale problems because a crossover on the node can change a relatively big 
sub-area of a map while a crossover on the grid can only change some pixels of a 
map.  

Unlike the crossover in GP, which can be operated at different branches in the tree 
or within the same individual, the crossover in SEA swaps nodes representing the 
same location and is only applied between individuals. This operational restriction in 
SEA is based on the assumption that a favorable organization in one location may not 
maintain the fitness at another location.  

2.4 Mutation (Splitting and Alternation) 

Mutation is important for introducing new information into a population. 
Conventional mutation is not efficient for large-scale problems because randomly 
changing some parts of the population without the guidance of spatial patters may be 
computationally expensive to achieve convergence.  

Three criteria are used in designing the mutation operator of the proposed SEA. 
First of all, the mutation is preferred to be efficiently implemented on the large-scale 
problem with the help of spatial patterns extracted from the study problem. Second, 
some randomness must be included to maintain the diversity of the population and 
balance exploration and exploitation [27-28]. Third, the resultant offspring is required 
to be a legitimate quadtree to ensure the consistency of the encoding in next 
generation [11]. Based on these criteria, three operations are used in mutation for  
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(a)                                             (b) 
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Fig. 4. Spatial mutation has two operations: splitting and alteration. Leaves E and F in (b) have 
been spitted into four leaves separately as shown in (d). Leaf G has been alternated with another 
value.  And the resolution of the corresponding map has been increased as shown in (c). 

image segmentation in the tree-based GA: splitting, merging and alternation [11]. 
These operations will obviously preserve the quadtree structure. SEA in this paper 
employs two of those operations: splitting and alternation. Both are operated on the 
leaves of a tree. Merging is not included in this paper because it is not necessary to 
decrease the resolution of the spatial map during the optimization. For other spatial 
optimization problems such as detecting the edges of image segments, merging may 
be a flexible option of mutation to adjust the resolution. 

Similar to the conventional mutation operator, alternation randomly picks some 
leaves and changes their values. Splitting, which is based on the sensitivity of the 
leaves to fitness improvement, focuses the computations on interesting subsets of the 
entire map. Figure 4 shows an example of mutation operations. As discussed in 
section 3.1, splitting, together with the tree structure, increases computational 
efficiency and flexibility for large-scale spatial optimization problems. 

However, splitting is not totally dependent on sensitivity: some insensitive regions 
are also selected randomly for splitting to maintain the diversity of the population and 
reduce the risks of pre-convergence. More diversity of the leaves is also introduced by 
randomly alternating some leaves based on the specific probability. Both the splitting 
and alternation can preserve the quadtree structure as Figure 4 shows.  

Four parameters control the mutation operation: mutation probability (gam), 
probability of splitting sensitive leaves (senp), probability of randomly splitting 
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(rsplitp), and a probability for alternating leaves (alterp). Rand is a random number. 
Figure 5 illustrates the detailed procedures in spatial mutation and Table 2 shows the 
parameter setting for the testing problem used in this paper.   

 
NO 

rand<senp & 
depth<= max depth 

YES 

Mutation stop 

YES 
Alternate 

NO 
rand<alterp 

rand<rsplitp 

All parents have been 
randomly picked 

Randomly pick insensitive 
and split 

NO YES 

Split senp most sensitive leaves  

YES 

Randomly pick one parent and identify 
leaves and depth 

 

Fig. 5. Procedures in the spatial mutation. Note: rand is a random number, senp is the 
probability of splitting sensitive leaves, rsplitp is a probability of randomly splitting, alterp is a 
probability for alternating leaves. 

3 Illustration Example 

As discussed in section 3, SEA is efficient for large-scale spatial optimization 
problem especially when the computation is beyond the capacity of REA. For small 
problem when REA can solve, however, SEA is not expected to exceed REA or even 
takes longer time because the former has extra steps to operate on trees.  

To test this hypothesis, a simple 4*4 groundwater model (16 decision variables) is 
firstly created and 16 grids are assigned with values within the range of [0,0.99]. The 
“true fitness” is 4.95 for this simple model with enumerations. Then both SEA and 
REA are employed to solve this simple model and computational time and fitness are 
compared. 

To compare SEA and REA fairly, the groundwater model, the system constraints, 
and all the shared EA parameters of these two algorithms were set the same for this 
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test. The same conceptual groundwater model was used as the test issue and the 
groundwater constraints were also the same. The computational experiments are 
finished with MATLAB Version 7.4 and a Thinkpad laptop of Intel Core 2 Duo CPU 
and Ram 1.96GB. 
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Fig. 6. Comparison of computational time and fitness for small problem with 16 decision 
variables 
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Fig. 7. Comparison of computational time and fitness for a relatively big problem with 64 
decision variables 

We found that the computational time is very similar between SEA and REA for 
small problem size with 16 decision variables as Figure 6a shows. In addition, Figure 
6b shows SEA has smaller fitness than REA because the former has some 
approximations when assigning the same values based on patterns. This test result 
validates the hypothesis that, SEA does not exceed REA for small problem size such 
as 16 decision variables when REA can solve. 

With the same groundwater model, this paper also tested both SEA and REA for a 
relative bigger problem size with 8*8 grids (64 decision variables). As Figure 7a 
shows, we found that the compuatational time of SEA and REA is very similar if both 
algorithms run 100 generations. However, the fitness is quite different: SEA increases 
the fitness by almost 30% than REA for the test problem with 64 decision variables, 
which indicates that SEA is more efficient for a bigger problem size. More complete 
testing and comparison for different problem size is discussed in [23]. 
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4 Discussion and Conclusions  

In this paper, the main components of SEA, encoding, initialization and EA operators, 
have been modified to take advantage of the spatial information so as to solve large-
scale spatial optimization problems. The spatial patterns used in crossover, mutation 
and selection implemented with a tree structure for encoding, distinguishes the SEA 
from a regular EA. The test example illustrates how SEA encodes the spatial dataset 
and the SEA procedures.  

However, there are some limitations in the application of SEA. First of all, the 
assumption for the effectiveness of SEA is that there exists spatial patterns in the 
spatial dataset of decision variables. If the pattern does not exist, the decision map 
will be essentially based on the manipulation of grids.  SEA does not provide an 
accurate solution.  In particular, when the spatial dataset has a checkerboard pattern 
[24] and does not have any neighboring pattern, the data volume of SEA cannot 
recognize it. Secondly, the accuracy of SEA solution depends on the resolution of the 
map (i.e., how much detail the map shows) For a small scale problem like the 
illustration example with only 16 decision variables, REA is feasible and more 
accurate as shown in Figure 6.The developed SEA is motivated by the tree-based EA 
developed by Gong and Yang [11] and Laszlo and Mukherjee [12]. But there are two 
major differences between the developed SEA and their methods: (1) They didn’t 
incorporate spatial patterns in the selection operator; (2) they used an energy function 
as an optimization objective while the developed SEA used a management objective 
to solve the problems of resources allocation. Many scientists used tree-based GA and 
spatial dataset in the field of image processing while few scientists adopted this idea 
to solve a spatial optimization problem in the field of water resources planning and 
management. The challenge is to customize EA operators and constraints to better 
accommodate the characteristics of a specific problem.  
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Abstract. By adjusting the pixel-value of a host block, we design an effective 
steganographic method for color images. Specifically, based on a smart pixel-
adjustment policy with two averages of the block, a secret message can be 
embedded in a host image without arising visual distortion. Experiments 
indicate that the perceived quality generated by the proposed method is good 
while the payload is larger than existing techniques. Moreover, the proposed 
method has a merit of maintaining a certain degree of robustness. Namely, the 
marked images generated by our method are tolerant of manipulations such as 
color quantization, equalized, edge sharpening, inversion, JPEG, JPEG2000, 
noise additions, pixel-truncation, winding, and zigzagging. This robustness is 
rarely found in the traditional techniques for color image steganography. 

Keywords: Data hiding, color image steganography, smart pixel-adjustment 
policy. 

1 Introduction 

Thanks to the economic, fast broadband services, and a variety of interesting or useful 
applications developed on the mobile devices, people is capable of easily sharing (and 
exchanging) their resources on the internet. However, data can be eavesdropped, 
falsified, and tampered with during transmission. Data hiding techniques are 
gradually attracted people and being used to against the above challenge. Several 
applications of data hiding can be found in protecting intellectual property right, 
content authentication, and copyright protection [1,2]. In general, data hiding can be 
divided into two categories: steganography and digital watermarking. The key feature 
of watermarking approaches [3,4] is robustness performance. Namely, most of the 
watermarked images are tolerant of manipulations, such as compression, cropping, 
noise-addition, and quantization attacks. However, most of the conventional 
watermarked methods introduce a limited size of payload. One of the main goal  
of the steganographic methods [5,6] is the providing of high storage for covert 
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communications between (or among) the parties. How to maintain a good perceived 
quality while providing a high-capacity are an important issue for the design of an 
image steganography. Since color images are more attractive than gray-level ones and 
are commonly circulated around the world. Several researchers have presented data 
hiding techniques for color images [4,5,6,7,8]. Yang [5] used the radius weighted 
mean (RWM) and presented a steganographic method for color images. Based o the 
RWM-decision policy with the least significant bit (LSB) substitution technique, data 
bits are effectively embedded in a host color images. Simulations showed that the 
resultant payload is larger than existing techniques while the perceived quality is not 
bad. Based on edge detection and an efficient hiding technique, Ioannidou et al. [6] 
proposed a novel image steganography. Experimental results indicated that their peak-
to-signal ratio (PSNR) performance is good with a limited size of payload. Moreover, 
the overhead information of this technique is significant. Namely, two auxiliary files 
have to be sent to the receiver to extract secret bit. Based on pixel value differencing 
(PVD) scheme, Mandal and Das [7] suggested a color image steganography in spatial 
domain. To further promote security and avoid overflow issue, the proposed scheme 
embedded different number of data bits in different pixel component. Experiments 
demonstrated that the resultant payload size is large while the perceived quality is 
good. 

In this paper, we propose a steganographic method for color images based on a 
smart pixel-adjustment policy with two averages of the block. The rest of the paper is 
organized as follows. The proposed bit-embedding and bit-extraction techniques are 
described in Section 2. Experimental results are demonstrated in Section 3. Finally, a 
conclusion is summarized in Section 4. 

2 The Proposed Method 

First, the R-/G-/B-plane of a host color image are separately extracted. Then, each 
plane is divided into a series of non-overlapping n×n blocks. A secret message is 
subsequently embedded in the host blocks of each plane, respectively. Since the 
proposed method uses the same idea to embed data bits in the blocks of R-/G-/B-
plane of a host color image. For clarity, only data hiding of the R-plane is presented 
here, while that of G-/B-plane are omitted. The details of the procedure for the 
proposed bit-embedding and bit-extraction in the R-plane are described in the 
following sections. 

 

(ri-1,,j-1) (ri-1,j) 

(ri,j-1) (ri,,j) 

Fig. 1. A 2×2 host block of the R-plane 



 Block-Based Colour Image Steganography Using Smart Pixel-Adjustment 147 

2.1 Bit-Embedding 

Without loss of generality, let { }jijijijik rrrrH ,1,,11,1 ,,, −−−−=  be the kth host block 

divided from R-plane of a RGB color space, as shown in Fig. 1 (when n=2), and 

HHH k
~ˆ ∪=  with { }jiji rrH ,1,1 ,ˆ

−−=  and { }.,
~

1,,1 −−= jiji rrH
 

Also let 

 2/)( ,1,1ˆ jijiH
rrM += −−  and  2/)( 1,,1~ −− += jijiH rrM  be the two average values 

of the block. The proposed bit-embedding is described in the following algorithm. 

Algorithm 1. Hiding data bits in the R-plane of a color image. 

Input: A R-plane image ,RS  a secret message T, and two control parameter rτ  and λ. 

Output: A marked image .RS ′  

Method: 

Step 1. Input a block kH , which derived from .RS  If the end of input is 

encountered, then proceed to Step 6. 

Step 2. Compute the offset ϕ  of the block, i.e., .~ˆ HH
MM −=ϕ  

Step 3. Obtain one data bit δ  from T, and perform the following sub-steps: 

Step 4. If δ =1, then do the following sub-steps: 

Step 4.1. If both conditions of 0<ϕ  and rτϕ −≥  are satisfied, then do nothing, 

which means the block “carries” data bit 1 without altering the pixels’ value, 

and proceed to Step 1.  

Step 4.2. If ,rτϕ −<  we repeatedly increase the pixel-value in Ĥ  and decrease 

pixel-value in H
~

 by the λ value each time, simultaneously, until either the 

conditions of 0<ϕ  and rτϕ −≥  are satisfied or times rτ  is encountered. 

Step 4.3. If both conditions of 0<ϕ  and rτϕ −≥  are satisfied, then proceed to 

Step 1; otherwise, undo the above pixel-value adjustment, mark the block as 

a ‘skipped block’, and proceed to Step 1. 

Step 4.4. If ,rτϕ >  we repeatedly increase the pixel-value in H
~

 and decrease 

pixel-value in Ĥ  by the λ value each time, simultaneously, until either the 

conditions of 0<ϕ  and rτϕ −≥  are satisfied or times rτ  is encountered. 

Step 4.5. If both conditions of 0<ϕ  and rτϕ −≥  are satisfied, then proceed to 

Step 1; otherwise, undo the above pixel-value adjustment, mark the block as 

a ‘skipped block’, and proceed to Step 1. 
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Step 5. If δ =0, then do the following sub-steps: 

Step 5.1. If both conditions of rτϕ ≤  and 0≥ϕ  are satisfied, then do nothing, 

which means the block “carries” data bit 0 without altering the pixels’ value, 

and proceed to Step 1.  

Step 5.2. If ,rτϕ >  we repeatedly increase the pixel-value in H
~

 and decrease 

pixel-value in Ĥ  by the λ value each time, simultaneously, until either the 

conditions of rτϕ ≤  and 0≥ϕ  are satisfied or times rτ  is encountered. 

Step 5.3. If both conditions of rτϕ ≤  and 0≥ϕ  are satisfied, then proceed to Step 

1; otherwise, undo the above pixel-value adjustment, mark the block as a 

‘skipped block’, and proceed to Step 1. 

Step 5.4. If ,0<ϕ  we repeatedly increase the pixel-value in Ĥ  and decrease 

pixel-value in H
~

 by the λ value each time, simultaneously, until either the 

conditions of rτϕ ≤  and 0≥ϕ  are satisfied or times rτ  is encountered. 

Step 5.5. If both conditions of rτϕ ≤  and 0≥ϕ  are satisfied, then proceed to Step 

1; otherwise, undo the above pixel-value adjustment, mark the block as a 

‘skipped block’, and proceed to Step 1. 

Step 6. Stop. 

To avoid overflow during the pixel adjustment, the increment operation is 
bypassed to the pixels of which value being greater than (255-τr). Similarly, to avoid 
underflow during the reducing procedure, the decrement is bypassed to the pixels of 
which value being less than or equal to τr. Notice as well the number of skipped 
blocks is zero when a host block of size 2×2 (or 3×3) was used in our method. 
Namely, no overhead such as bitmap is required by the proposed method. 

2.2 Bit-Extraction 

Let { }jijijijik rrrrH ,1,,11,1 ,,, ′′′′=′ −−−−  be the kth hidden block divided from R-plane of a 

marked image, HHH k ′∪′=′ ~ˆ  with { }jiji rrH ,1,1 ,ˆ ′′=′ −−  and { }.,
~

1,,1 −− ′′=′ jiji rrH Also 

let 
H

M ′ˆ  and 
HM ′~  be the two average values of the block. The procedure of bit-

extraction is much simpler than that of bit-embedding. The algorithm of the proposed 
bit-extraction is specified in the following steps. 
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Input: A marked image ,RS ′  and the control parameter .rτ  

Output: A secret message T. 

Method: 

Step 1. Input a hidden block kH ′ , which derived from .RS ′  If the end of input is 

encountered, then proceed to Step 4. 

Step 2. Compute the offset of the block .~ˆ HH
MM ′′ −=ϕ  

Step 3. If both conditions of 0<ϕ  and rτϕ −≥  are satisfied, then data bit 1 is 

extracted, otherwise, data bit 0 is extracted, and go from Step 1. 

Step 4. Assemble the extracted data bits to form a secret message T. 

Step 5. Stop. 

As mentioned previously, a secret message is separately embedded in the three 
planes of a color host image. Namely, the bit-embedding sequence follows the order 
of R-plane, G-plane, and R-plane, 

3 Experimental Results 

Several 512×512 color images were used as host images. Each RGB pixel of the 
host images is represented by 24 bits, 8 bits per component. The size of the test 
binary watermark is 444×444. The block size is 2×2. The marked images 
generated by the proposed method are depicted in Fig. 2. Notice that each host 
image equipped with a variety of control parameters (τr/τg/τb) in the R/G/B-plane. 
The integer λ is set to 1. For example, a set of control parameters, τr=19, τg=32, 
and τb=27 was used to introduce the marked image Lena. No skipped blocks were 
generated. Namely, the optimal number of hidden bit for each marked images is 

608,196322/)512512( =×××  bits. From the figure we can see that the perceived 

quality is good. No false colors appeared in the figures. Their corresponding 
PSNR is given in Table 1. In addition, the performance of the proposed method 
using a host block of size 3×3 is included. From Table 1 we can see that the 
payload for a block of size 2×2 is larger than that of the blocks with size of 3×3, 
while the average PSNR of the former is slightly smaller than that of the latter. 
The PSNR is defined by  

MSE
PSNR

2

10
255

log10×=                                            (1) 

with [ ] .3/))ˆ()ˆ()ˆ((
1

222 MNbbggrrMSE
MN

i
iiiiii −+−+−=

=
 Here ),,( iii bgr  and 

)ˆ,ˆ,ˆ( iii bgr  denote the RGB pixel values of the host image and the marked image. 
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(a) (b) 

  
(c) (d) 

  
(e) (f)  

Fig. 2. The marked images generated by the proposed method using various control parameters 
(τr/τg/τb) in host images. (a) Lena (19/32/27), (b) Jet (20/37/23), (c) Peppers (28/39/33), (d) 
Tiffany (40/77/69), (e) Splash (14/66/34), (f) House (5/6/7), (g) Couple (9/10/9) and (h) Car-
House (86/40/24). 
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(g) (h) 

Fig. 2. (continued) 

Table 1. PSNR and payload comparison between the proposed method using the blocks with 
different size 

 

Images 
Block size 

2×2 3×3 

Lena 41.58/196,608 43.65/86,700 

Jet 43.73/196,608 43.10/86,700 

Peppers 39.43/196,608 40.20/86,700 

Tiffany 40.57/196,608 42.84/86,700 

Splash 44.86/196,608 45.36/86,700 

House 49.17/196,608 47.10/86,700 

Couple 49.54/196,608 47.96/86,700 

Car-House 41.34/196,608 42.04/86,700 

Average 43.78/196,608 44.03/86,700 
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Table 2. PSNR (dB) and payload (bit) comparison between various methods 

Images 
Methods 

Yang’s scheme 
[5] 

Ioannidou et al.’s  
approach [6]+ 

Mandal and Das’s 
technique [7] 

Our Method* 

Lena 45.32/171,200 45.12/30,987 42.26/145,787 41.58/196,608 

Baboon 46.44/160,300 - 38.44/144,916 33.29/196,608 

Jet 44.90/199,500 - 42.60/145,648 43.73/196,608 

Peppers 46.20/181,300 44.45/~31kb 42.28/145,995 39.43/196,608 

Car-House 47.61/110,870 - 41.41/145,374 41.34/196,608 

Splash 45.24/145,900 - 42.86/146,732 44.86/196,608 

Sailboat 46.61/166,780 - 40.66/143,278 47.41/196,608 

Tiffany 42.12/165,720 43.87/~31kb - 40.57/196,608 

House 45.48/175,440 45.12/~31kb - 49.17/196,608 

Average 45.55/164,112 44.64/~31kb 41.50/145,390 43.80/196,608 

+ The method uses the Laplacian or fuzzy edge detector without using random number generator. 
* The block size is 2×2. 

Performance comparison between the proposed method and existing schemes: 
Yang’s scheme [5], Ioannidou et al.’s approach [6], and Mandal and Das’s technique 
[7] is given in Table 2. It can be seen that the proposed method provides the largest 
payload among these compared methods while the average PSNR of our method is 
still larger than that of Mandal and Das’s technique [7]. The average PSNR for the 
proposed method is slightly less than that of Yang’s scheme [5] and Ioannidou et 
al.’s approach [6]. However, the hiding capacity provided by our method is about 6 
times larger than that provided by Ioannidou et al.’s approach [6]. 

To demonstrate the proposed steganographic method shares a certain degree of 
robustness performance, the marked images are tested by a variety of attacks. The 
extracted watermarks and their bit correct ratio (BCR) are given in Table 3. The 
size of an input watermark is 443×443.The tested marked image is generated by 
the proposed method using τr=19, τg=32, τb=27, and λ=1, respectively, on image 
Lena. The BCR is defined by  

                                  (2) 

where  and  represent the values of the original watermark and the extracted 
watermark respectively, as well as the size of a watermark is  The BCR for an  
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Table 3. The survived watermarks extracted from the marked images which undergone various 
manipulations 

Attacks Survived watermarks Attacks Survived watermarks 

Null Attack 
BCR = 100% 

JPEG2000 
(CR=9.97) 

BCR=50.83% 

 

Color 
quantization  

(8-color) 
BCR=35.68% 

JPEG (QF=90) 
BCR=51.71% 

 

Edge 
Sharpening 
BCR=97.57% 

Truncation* 

BCR=35.88% 

 

Equalized 
BCR=90.99% 

Uniform noise 
(6%) 

BCR =60.45% 

 

Gaussian noise 
(3%) 

BCR =59.01% 

Winding 
BCR =60.69% 

 

Inversion 
BCR=7.51% 

Zigzagging 
BCR =66.38% 

 
* The last five-bit of the stego-pixels were purposely truncated.  
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extracted watermark is 100% if a marked image is not manipulated. Table 3 shows 
that most extracted watermarks are recognized. Note that the BCR of the survived 
watermark extracted from a marked image, which had undergone inversion attack, is 
only 7.51% and is still recognizable. In addition, the extracted watermarks are 
recognized when the marked images were compressed by JPEG2000/JPEG with a 
compression ratio (CR) about 10 and 4, respectively. Similar performance can be 
found in the marked images which manipulated by colour quantization, pixel-
truncation, winding and zigzagging. Moreover, the survived watermarks are identified 
after the marked images undergone Uniform/-Gaussian-noise addition attacks. 

4 Conclusion 

In this paper, a simple but effective method for color image steganography was 
proposed. By using a smart pixel-adjustment technique in accordance with the two 
average values of the block, data bits can be effectively embedded in a host image 
with no color distortion. Our simulations confirm that the visual quality introduced by 
the proposed method is good while the payload for the proposed method is better than 
existing techniques. Additionally, the proposed method shares a certain degree of 
robustness. The marked images generated by our method are tolerant of 
manipulations such as color quantization, equalized, edge sharpening, inversion, 
JPEG, JPEG2000, noise additions, pixel-truncation, winding, and zigzagging. Most of 
the conventional steganographic approaches rarely possess this robustness 
performance. 
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Abstract. In this study, we propose a recognition method in ball games
using no more than two triaxial accelerometers on the user’s front arm
and upper arm to track motion data. To produce effective features for
classifying ball games’ postures, the motion data is processed by our
method, which includes a median filter, a duplication removal algorithm,
and an algorithm of feature extraction. Subsequently, the produced fea-
tures are recognized by a support vector machine scheme for sports with
single-handed swings like tennis, badminton, and ping pong. The re-
search result in this investigation can help the athlete training of the
above mentioned sports. Experimental results showed that the precision
rate of the proposed method for recognizing postures in a single-handed
swing achieves 95.67%.

Keywords: Accelerometry, single-handed swing, swing features, feature
extraction, swinging posture recognition.

1 Introduction

In previous study, the detection of human activity in sports or daily lives is
achieved by setting up sensory devices in the living environment or worn on the
body of users. To detect human activity based on video or image sensors, it has
weaknesses such as the processing complexity of images or video. However, the
most unacceptable weakness is the violation of personal privacy. In addition,
most of the researches feature numerous sensory devices, resulting in inconve-
nience to the users, high amount of system complexity, and cost issues. Thus
rendering devices mentioned above uneasy to be applied in daily lives. The ap-
plication of triaxial accelerometers circumvents the above issues since it is easy
for applications, low cost, and low power consumption.

Recently, researchers used triaxial accelerometers to recognize the basic pos-
tures and movements of a human body, including walking, running, standing,
and crouching, with a precision rate of above 90% [1] [2] [3] [4]. However, the
joints of a human body constitute at least 244 dimensions of freedom for bodily
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movements [5], and a single triaxial accelerometer is thus unable to produce data
precise enough to determine the complex movements of the human body.

Certain methods, which combine environmental information with sensors worn
on a user, utilize the sensors in the surrounding environment to detect the po-
sition of the user and then determine the user’s actions using data from the
user’s triaxial accelerometers [6] [7]. With these methods, however, the user’s
movement is limited to a pre-determined space. Furthermore, the installation of
such facilities will result in high system complexity and installation costs, and
thus make this method practically unrealistic. In more recent research, the pro-
posed schemes in [8] and [9] consisted of placing multiple triaxial accelerometers
on a subject, using the triaxial accelerometers as a primary sensing device in
combination with secondary devices such as Force Sensing Resistors, to measure
muscle contractions. These researches indicated that in order to perceive com-
plex postures, numerous sensors must be assigned to relevant areas to collect
information to allow the algorithms to correctly determine the type of a posture
the user is taking.

To identify the data collected from the motion sensors, classification algo-
rithms must be taken into account. In previous research, classification algo-
rithms, including decision trees, finite state machines (FSMs), activity track
algorithms, and support vector machines (SVMs), have been mentioned. The
studies on the decision trees [10] [11] were based on the users’ basic postures,
such as standing, walking, and bending. The prediction accuracy of such studies
can be up to 90%. However, there is one drawback while applying this method to
posture recognition. If the number of postures to be recognized were increased,
the reconstruction of decision trees would be processed again and cause a lot of
efforts. In FSMs, a state can be used to represent a posture in a continuous ac-
tivity for recognizing a sequence of posture changes. In [12], the study indicated
that one can precisely identify a user’s current posture using a FSM algorithm.
This method can accurately recognize postures with clear distinctions; for ex-
ample, the postures involved in a standing up movement includes sitting and
standing postures. However, as it comes to complicated postures without clear
distinctions, the accuracy will greatly decrease.

An activity track algorithm encodes and breaks down a series of postures and
locates the most suitable template module from the series. A tracked template
module represents a classified action that is recognized by the template [13].
The advantage of this method is that with sufficient motion sensors to collect
users’ motion data for producing template modules, the constructed modules
would be suitable for most of user population. Furthermore, the problem with
users’ corelation does not exist. However, the flaw in this method is similar to
that in the FSM algorithms; neither method can clearly identify the distinctions
between postures. To acquire enough data for the encoding, lot of sensors have
to be mounted on the users, resulting in system complexity and an increase in
cost.

For SVMs, it is a type of neural networks that are sorted in supervised
learning. Neural networks can achieve excellent accuracy with proper training.
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Previous research studies that used this method achieved an accuracy rate of
95% or more, which makes SVM an accurate and practical method [14] [15].

Previous posture capturing studies that used the triaxial accelerometers are
confined to basic postures, despite the fact that users’ daily postures are not
limited only to walking, running, standing, or sitting. Similar equipment, such
as pedometers, can classify the user’s walking data. Advanced devices embedded
with a global positioning system (GPS) can even record the distance and route of
a user [16]. In the studies of using multiple motion sensors, the users are mostly
restricted in a certain space to perform their postures; the findings of such an
approach, however, cannot be broadly applied in the context of people’s daily
lives. Nonetheless, the possibility of using triaxial accelerometers to study swing
posture’s recognition still has a great opportunity for research and applications.
Thus, we try to propose a posture recognition method, which is not restricted
by testing environment, but by using only one or two triaxial accelerometers.

In this study, we propose a sport recognition method to detect the postures
such as tennis, badminton, and ping pong. To track motion data from the arm of
a subject, two triaxial accelerometers were installed on the subject’s front arm
and upper arm. Then, the motion data is used by a posture recognition system
developed to analyze the features in a single-handed swing (for example, tennis,
badminton, and ping pong). The remainder of this paper is organized as follows.
The system flowchart and the definition of features are outlined in Section 2. The
specifications of the proposed methods, which include data collection, feature
extraction, and criteria for performance, are given in Section 3. Section 4 specifies
the design of experiments and experimental results. Finally, Section 5 gives the
conclusions.

2 System Architecture

2.1 System Flowchart

Badminton, tennis, and ping pong are the three most common sports that fea-
ture a single-handed swing. The swing is composed by continuously moving one’s
upper arm and front arm to achieve maximum speed acceleration upon hitting
the ball. Therefore, if we track and record the acceleration variations of these
two parts of the arm, we can identify the posture of a subject hitting the ball. In
our system, the measuring device is attached around the outer side of the sub-
ject’s arm. This measuring device continuously collects the output of a triaxial
accelerometer.

The flowchart for processing the acceleration data of each dimension is shown
in Figure 1. First, the X-axis acceleration data is extracted and passed through
a median filter (with a window size of 5) so as to exclude the noise data from
the source. The feature extraction is then to acquire the critical information
needed to identify the posture. In addition, the appearing time of each peak
value, which is a useful hint when determining the position of arms, is recorded.
On the other hand, the Y-axis acceleration data is extracted for verifying the
peak appearance time of X-axis acceleration data in order to extract the Y-axis
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Fig. 1. System flowchart

acceleration data of each time segment for determining the arm’s position. After
feature extraction and arm’s position identification, all feature data is sent to a
trained SVM to acquire the features and identify the subject’s posture.

2.2 Feature Composition

Once the postures of a swing have been extracted, we can clearly identify the seg-
mented postures, including the readying posture with arms stretched to the back,
the swinging posture when hitting the ball, and the follow-through movements
after the ball is hit. The ball hitting posture has the highest instant acceleration
values of the three postures. These three postures are generated sequentially in
a short period of time. Thus, if the three postures and their order were extracted
strictly, we can effectively increase the precision rate of identifying each posture.
To aid the postures in recognition, the features picked from the three posture
segments are as follows: BHP, HP, and AHP (as shown in Table 1). However,
with the three mentioned features, it is not possible to identify a subject’s in-
stant posture. Therefore, additional five features must be added in between the
three main features to support recognition. These features are as follows: DAB,
DHA, DHB, SHB, and SHA. Detailed definitions of the features are given in
Table 1. Figure 2 shows an ideal collection of features.

Table 1. Feature definition

Feature Name Definition

HP The highest peak value of a feature set

BHP The neighboring peak value before HP

AHP The neighboring peak value after HP

DAB The distance between BHP and AHP

DHA The distance between HP and AHP

DHB The distance between HP and BHP

SHB The difference between HP and BHP

SHA The difference between HP and AHP
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Fig. 2. Ideal collection of features for a posture recognition

3 Proposed Methods

3.1 Sensor Device and Data Collection

In this work, our sampling rate is set to 50Hz; that is, each second is divided
into fifty sampling ticks. The devices collect acceleration signal’s data from the
following three dimensions: X, Y, and Z dimensions. The measuring devices are
attached on the upper arm and front arm are shown in Figure 3. As the arm lifts
horizontally, the direction of the Y-axis becomes parallel to the subject’s neck
and points to the top of the head. The X-axis becomes parallel to the elbow and
points to the shoulder. The Z-axis becomes parallel to the subject’s outer side of
the body. In the initial condition, since the Y-axis is perpendicular to the ground
surface, the acceleration data collected is equal to 9.8m/s2 of gravity. The other
two axes do not display significant changes, and the acceleration data for both
of the axes are almost zero. The recording device can individually record the
time of each entry for reference in statistical analysis. During the experiments,
subjects are asked to perform one of the following sports: badminton, tennis, or
ping pong. The timer is set to 5 minutes for each subject, and the subject is
asked to perform swings in a normal condition.

Fig. 3. Illustration of attaching the measuring devices

3.2 Feature Extraction

According to the attachment of the sensing devices, the acceleration along the
X-axis in the swinging posture is affected the most significantly. Therefore, the
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eight features listed in Table 1 along the X-axis are extracted as an important
reference when identifying the posture. Yet the original data still displays noise
data.

To eliminate the noise data, we utilize a median filter to achieve the goal.
More specifically, let X = {x0, x1, · · · , x(N−1)} be an one-dimensional array of
original signals of length N , Y = {y0, y1, · · · , y(N−1)} an one-dimensional signal
array after filtering, and Sk = (s(i−M−1

2 ), · · · , sk, · · · , s(i+M−1
2 )) a signal vector

of length M (where M is an odd integer) for finding a signals’ median in the
vector. The median filter is defined as follows:

yi = mediani(Sk), (1)

where i = 0. . . (N -1), M < N , and (i− M−1
2 ) ≤ k ≤ (i+ M−1

2 ). The size of the
signal vector (i.e. M ) can affect the effectiveness of noise elimination. As M is set
to 5, it can eliminate the possible noise values without affecting the completeness
of the data. Actually, setting M to 5 is a preferred value since setting the value
over 5 ruins the required data and setting it below 5 cannot eliminate the noise.

Sampling ticks (0.05 sec./Tick)

A
cc

el
er

at
io

n
(m

/s
)

2

A
cc

el
er

at
io

n
(m

/s
)

2

Sampling ticks (0.05 sec./Tick)

(a) (b)

Fig. 4. The motion signals – (a) with duplicated signal values and (b) after eliminating
duplicated medians

From Figure 4(a), we can see that the noise issue has been significantly im-
proved. However, numerous duplicated signal values are created due to applying
the median filter. These continuously duplicated medians would disturb the ex-
traction of signal features for the motion recognition. Figure 5 shows a procedure
for removing the duplicated median of signals. In the procedure, Y is the signal
array of length N after filtering, and let D = {d0, d1, · · · , d(N−1)}, which is an
one-dimensional signal array used to store the signal values after removing the
duplicated medians. The method of identifying the duplication is to check the
equality of two successive signal values. If it is found, set nil to di; otherwise,
set yi to di. After processing the duplication, the motion signals, which can be
used to extract the signal features, are displayed in Figure 4(b).

According to Table 1, the sets of feature’s signals for a specific motion are
located around peak values in the signal curve of Figure 4(b). To find out the
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Fig. 5. The work flow of eliminating duplicated medians

features of motion’s signals, the algorithm shown in Figure 6 is designed to lo-
cate a set of specific motion’s features in the signal data. In the algorithm, let R
be the sampling rate of the motion sensors, T the total signal acquisition time,
SwingNum the number of swings to be acquired and analyzed, n the total num-
ber of acceleration’s signals acquired in one typical swing, and p an adjustable
parameter for SwingNum. In the feature searching algorithm mentioned above,
the set of signals corresponding to one typical swing has to be identified prior
to the computation of HP, BHP, and AHP. Through the calculation of the total
signal acquisition time T and the number of swings SwingNum to get n for a
typical swing, the three essential features, HP, BHP, and AHP, can be obtained.
Subsequently, they are utilized to calculate the other five features listed in Table
1. In this research, the value of the adjustable parameter p is set to 5. One can
lower p below 5, but not less than 2, to gain more features in the swing. The
reason of not less than 2 is that in normal conditions, a complete swing cycle is
not easy to be done under 2 seconds. In a circumstance in which one only wants
to recognize the posture of subjects, one can set the p value above 5. Since the
number of features collected is fewer, the recognition efficiency can be faster.

In addition, the position of the swinging arm is relevant to determine a motion
posture. According to the way of attaching the sensors on the subject’s arm,
the acceleration values of the Y-axis display the arm’s instant trajectory. As a
swinging posture is in motion, we can extract the feature’s values of HP, BHP,
and AHP corresponding to the Y-axis from their known position on the X-axis.
For example, to get a feature’s value of HP on the Y-axis, one can refer to a
value like x5 on the X-axis and acquire the corresponding value on the Y-axis
through the signal array D . In Figure 7, since d5, which is corresponding to x5,
is a feature of nil after duplicate’s removal on X-axis, the next non-nil value d6
should be used to correspond to x5 for finding the value, i.e. y6, on the Y-axis.

With the aforementioned schemes, we can extract 8 features from one mea-
suring sensor. In the same way, we can also extract another 8 features from the
second measuring sensor. Totally, we have 16 features that can be used in rec-
ognizing moving postures in our study. To find more accurate feature’s borders,
one needs to project the data of collected features through a kernel function
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Fig. 7. Extraction of features on the Y-axis from the features on the X-axis

into a high dimension vector space for classification. We employ a radial basis
function (Eq. (2)) as a mapping function to project the feature vectors onto the
hyperspace. In Eq. (2), x is a feature’s vector, xi the mean vector of the fea-
ture’s vectors mapped into the hyperspace, and σ the standard deviation of the
projected vectors.

φ(x) = (‖x− xi‖) = exp(−‖x− xi‖
σ

2

) (2)

As training a SVM, we utilize a 10-fold cross validation scheme [17] [18] [19]. This
is a practical validation method aimed at the generalization of the SVM outside
the training data. The idea of this method is to separate the data into ten parts
and to randomly select nine parts as a training reference and the remaining one
as testing data. This training for the SVM takes a total of ten times. For each
test, it shows appropriate accuracy. To evaluate the accuracy of the SVM, it is
sufficient to take the average of the final accuracy results from the ten training.

In our investigation, the total recognition effectiveness of the trained SVM
is examined by classifying the recognition samples into three sets, that is, the
sets of truely and positively recognized postures (TPRP), falsely recognized as
positive postures (FRPP), and falsely recognized as other postures (FROP).
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The F -score (also F -measure) shown in Eq. (3) is used to evaluate the recognition
effectiveness in the following experiments for each sport’s category [20].

F = 2× Precision×Recall

Precision+Recall
, (3)

where Precision = ‖TPRP‖
‖TPRP‖+‖FRPP‖ and Recall = ‖TPRP‖

‖TPRP‖+‖FROP‖ .

4 Experimental Results

Two categories of experiments are demonstrated in this section. For each experi-
ment, 10 subjects are recruited from the local campus. All of them enjoy normal
health conditions. Prior to the experiments, the subjects were asked to fill in an
information form about their personal information and experience of their sport
as is illustrated in Table 2.

Table 2. Subjects’ information

Badminton Ping pong Tennis

Height distribution (cm) 153 ˜ 172 152 ˜ 170 153 ˜ 171

Weight distribution (Kg) 52 ˜ 78 40 ˜ 65 40 ˜ 67

Male 4 3 5

Female 6 7 5

Expert Level 1 1 0

Casual Level 1 1 2

Ordinary Level 8 8 8

4.1 Two Categories of Experiments

Experiment 1 – The F -score evaluation This experiment evaluates whether
signal data collected from a single measuring device is sufficient to identify a
single-handed swing. First, a trained SVM is utilized for recognizing the signal
data from a single sensor attached on the front or upper arm. To compare the
effect of using one sensor with that of two sensors, the F -score (Eq. (3)) is applied
to demonstrate the effectiveness of swing posture recognition in different sport’s
category.

Experiment 2 – Testing the Accuracy of the Recognition Method This
experiment tests the accuracy of the proposed method. That is, we build a
complete motion feature database and utilize the trained SVM method to verify
the accuracy of swing posture recognition for each sport category.
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4.2 The F -Score Evaluation

Tables 3 and 4 display the F -score when using only one device. It can be seen
from Table 3 that (as performing a single swing) the front arm’s features cannot
generate accurate feature’s borders for the classification of sport’s categories in
the case of badminton and tennis. Although 86 correct samples are identified
in ping pong, there are still 17 badminton samples and 78 tennis samples that
are misread as ping pong samples. This significantly resulted in decreasing the
F -score of the ping pong category. Obviously, the feature’s signal data gathered
from the front arm alone is not sufficient to identify postures.

Table 3. The F -score values when using only the front arm device

Actual signals

Badminton Ping pong Tennis
Badminton 7 0 7

Recognition Ping pong 17 86 78
results Tennis 76 14 15

F -score 0.12 0.61 0.15

Table 4. The F -score values when using only the upper arm device

Actual signals

Badminton Ping pong Tennis
Badminton 83 3 5

Recognition Ping pong 10 94 17
results Tennis 7 3 78

F -score 0.87 0.85 0.83

On the other hand, the sensor on the upper arm can detect a bigger movement
signal as shown in Table 4. For swing posture recognition, The signal data of
features with distinguished borders can be extracted. Consequently, the F -score
with all sport’s categories can achieve over 0.8. In comparison with the F -score in
Table 3, we can see that the sensor position on the upper arm is much better than
setting the sensor on the front arm. After combining the signal data detected
from the two arm positions, we can acquire very good F -score as shown in Table
5. With the badminton and ping pong, the F -scores are both over 0.95; even
for the tennis, which has lower recognition rate in the above experiments, its
F -score can achieve to 0.94. Table 5 demonstrates that our proposed method
keeps significant reliability.

4.3 Overall Recognition Rate

Table 6 demonstrates that the average recognition accuracy on the front and
upper arms is 57% and 85%, respectively. With combining the two, the final
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Table 5. F -score for the combination of the two feature’s signal data

Actual signals

Badminton Ping pong Tennis
Badminton 97 0 1

Recognition Ping pong 2 98 7
results Tennis 1 2 92

F -score 0.98 0.95 0.94

Table 6. Swing posture recognition accuracy

three front three upper all eight
arm’s features arm’s features features

Badminton 7% 83% 97%

Ping pong 86% 94% 98%

Tennis 78% 78% 92%

Average 57% 85% 95.67%

average accuracy can reach up to 95.67%. In the badminton category, there are
two data inputs recognized as ping pong, and one as tennis in Table 5. The reason
is that when a subject swings too soft, the trained SVM may treat wrongly a
badminton action as a ping pong action. If the arm position of the subject is
too low, the trained SVM can misread badminton into tennis. In addition, two
instances for ping pong is misread as tennis, which is caused by the subject’s arm
being too high. Regarding tennis, there is one instance in which the feature’s
signal data is misread as badminton, and seven as ping pong. Over powering in
the ready and reaction phase of the sport, the subjects will cause a tennis action
being read as badminton. Furthermore, tennis being read as ping pong is due to
the result of hitting too hard in the ball hitting phase of the sport.

5 Conclusions

In this study, we propose a method of utilizing fewer triaxial accelerometers to
recognize sport postures by attaching one triaxial accelerometer on the upper
arm area and one on the front arm area. First, the swinging process that oc-
curs in the three sports, badminton, tennis, and ping pong, are recognized. We
then extract 8 features from the collected signal data, and use a trained SVM
for recognition. The experimental results show that an accuracy of 95.67% is
achieved by the proposed method. This research can be applied in training the
athletes of badminton, tennis, and ping pong through adjustment in swinging
postures to increase the effect of hitting, precision, and offensive play. In the
future work, we try to develop other advanced methods with attaching appro-
priate accelerometers on subjects to collect more accurate data and recognize
more complicated sports.
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Abstract. The paper proposes a hybrid method that combines a binary encod-
ing method and a linear transformation scrambling technique to hide an image. 
Firstly, a linear transformation scrambling technique is used to rearrange the 
pixel values of a covert image to form a linear-transformation-scrambled matrix 
by using a certain linear transformation scrambling technique. Secondly, the li-
near-transformation-scrambled matrix is encoded into a host image to form an 
overt image by using a certain encoding method. The overt image contains sev-
en groups of binary codes, i.e. identification codes, dimension codes, graylevel 
codes, linear slope codes, linear intersection codes, linear transformation 
scrambling times codes, and information codes. The parameters are used to  
encode and hide the covert image. According to the simulation results, the pro-
posed method does well, larger image scrambling degree for the scrambled ma-
trix, and saver computing time. 

Keywords: Information hiding, Binary encoding, Linear transformation scram-
bling technique. 

1 Introduction 

Information scrambling techniques have been widely used in the information hiding 
and to enhance its information security. Some studies have proposed different ap-
proaches of image scrambling techniques. Using Arnold transformations [1] and p-
Fibonacci transformations [2] can do well but lesser image scrambling degrees for 
lesser scrambling times and unstable values of the image scrambling degree for the 
scrambling times process. Using crossover mechanism of genetic algorithms [3] have 
large values of the image scrambling degree for the scrambling times process but 
time-consuming. 

Some other studies have proposed to assemble image encoding methods and in-
formation scrambling techniques to enhance information security. Zhao et al. [4] as-
sembled a fractional Fourier transform method and an image scrambling technique to 
conceal an image. Meng et al. [5] combined an iterative Fresnel transform method and 
an image scrambling technique to hide an image. They have very good robustness for 
the hybrid methods, but they might have some distortion in reconstructed images. 

The paper presents an information hiding method for images based on a binary en-
coding method [6] and a linear transformation scrambling technique to hide a covert 
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image in a host image to form an overt image. The hybrid method can be applied to 
equilateral and non-equilateral images, and it is difficult to distinguish between the 
overt image and the corresponding host image. And, the hybrid method has a good 
security, and larger image scrambling degree for the lesser scrambling times. 

2 Linear Transformation Scrambling Techniques  
for Encoding Images 

Let C be a r × c covert image to be linear-transformation-scrambled and let D be a 
r × c matrix formed from the linear transformation scrambling technique of C. The 
processes for deriving D from C are shown below. First, transform the pixels of C into 
form a pixel string A with r × c elements according to a specified order (from the first 
row to the last row and from the first column to the last column for the same row). 
Second, assign a linear slope m, a linear intersection b, and transform the pixel string 
A(u) with r × c elements to a scrambled pixel string B(v) with r × c elements by 
v=mod((m × (u-1)+b)/(r × c)). Third, determine the linear-transformation-scrambled 
matrix D with r c by using a specified order (every c elements to form a row from 
the first element to the last element) from the scrambled pixel string B(v) with r × c 
elements. An example for the linear transformation scrambling processes with linear 
slope and intersection equal to 3 and 5, respectively, from a 4 × 4 covert image C to a 
4 × 4 scrambled matrix D with a linear slope m=3, a linear intersection b=5, and is 
depicted in Fig. 1. 
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Fig. 1. Example for linear transformation scrambling processes from C to D. (a) assumed co-
vert matrix C; (b) the pixel string A; (c) the scrambled pixel string B; (d) scrambled matrix D 
with m=5 and b=3 
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3 Binary Encoding Methods for Hiding Linear-
Transformation-Scrambled Matrices 

Assume H is an M × N host image used to hide a linear-transformation-scrambled 
matrix D to form an M × N overt image H*, where the linear-transformation-
scrambled matrix D is processed a linear transformation scrambling technique from a 
covert image C. All of the pixels in H* are classified into seven groups, i.e. identifica-
tion codes, dimension codes, graylevel codes, linear slope codes, linear intersection 
codes, linear transformation scrambling times codes, and information codes.  

The identification codes are used to justice whether the codes in H* is encoded 
with the proposed encoding method or not; the dimension codes are used to denote 
the dimensions of the covert image C; the graylevel codes are used to denote the gray-
level of the covert image C; the linear slope codes are used to denote the slope of the 
linear equation; the linear intersection codes are used to denote the intersection of the 
linear equation; the linear transformation scrambling times codes are used to denote 
the times of the linear transformation scrambling technique repeated. The information 
codes are used to hide the linear-transformation-scrambled matrix D and they are 
encoded at the second row to the last row of H*. Apart from this, the other seven 
groups of binary codes are encoded at the first row of H* with the orders specified by 
the designer. 

For the identification codes, the number of the codes must be large enough to avoid 
incorrect judgment and the codes are binary, e.g. 1100011000111001111001111011 
1101. 

For the dimension codes, they are two sets of ten-digit binary codes. The first set of 
binary codes is used to denote the row dimension r (r > 1) of C and it includes r1 to 
r10. The relationship between r and r1- r10 is followed by Eq. (1). The second set of 
binary codes is used to denote the column dimension c (c > 1) of C and it includes c1 
to c10. The relationship between c and c1- c10 is followed by Eq. (2).  
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For the graylevel codes, they are eight-digit binary codes g1 to g8, and they are 
used to denote the g value of C. The relationship between g and g1- g8 is similar to 
Eq. (3).  
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The linear slope codes, they are eight-digit binary codes m1 to m8, and they are 
used to denote the linear slope m of the linear transformation. The relationship be-
tween m and m1- m8 is similar to Eq. (4).  
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The linear intersection codes, they are eight-digit binary codes b1 to b8, and they 
are used to denote the linear intersection b of the linear transformation. The relation-
ship between b and b1- b8 is similar to Eq. (5).  
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For the linear transformation scrambling times codes, they are ten-digit binary 
codes t1 to t10, and they are used to denote the t times of the linear transformation 
scrambling technique repeated. The relationship between t and t1- t10 is similar to Eq. 
(6).  
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For the information codes, they are used to encode D and the encoding processes to 
encode D in the M × N host image H to form an M × N overt image H* are brief stated 
below. 

(1) Create a binary array R with N elements. Some of the elements of R contain iden-
tification codes, dimension codes, graylevel codes, linear slope codes, linear inter-
section codes, and linear transformation scrambling times. The other elements of 
R are not used and they are all set to be 0. 

(2) Transform the elements of D to form the elements of a linear-transformation-
scrambled string E followed by 

)','()')1'(( crccr DE =+×− ,                    (7) 

where rr ≤≤ '1  and cc ≤≤ '1 .  
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kiakE  are known, transform E into a binary data string F 

according to 

)())1(( kakhi i=−×+F .                     (8) 

(4) Use the elements of F to form the elements of a (M-1) × N data matrix S. Since the 
array data number L of F may be smaller than (M-1) × N, there are (M-1) × N–L 
dummy elements in S not formed from the elements of F. As a result, the values 
of dummy elements are all set to be 0.  

(5) Combine the row array R with N elements and the (M-1) × N matrix S to form a 
M × N binary matrix T. The first row of T is duplicated from R, while other rows 
of T are duplicated from S in succession.  

(6) Modify the element H(u,v) of the host image H to form the element 'H (u,v) of a 
modified matrix 'H  followed by  
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'H (u,v)=2× floor(H(u,v)/2),                     (9) 

where the function floor(x) modulates the value of x to the nearest integer xn (< x), 
and every 'H (u,v) is an even integer. 

(7) An overt image H* is formed by summing the corresponding elements of matrices 
T and 'H , i.e.  

),('),(),(* vuvuvu HTH += .                   (10) 

Figure 2 depicts an assumed host matrix H and an assumed binary matrix T, and 
the resulted modulated matrix 'H  and the resulted overt matrix H*. 
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Fig. 2. (a) assumed host matrix H; (b) assumed binary matrix T ; (c) resulted modulated matrix 
'H ; (f) resulted overt image H* 

For a r × c image D scrambled by the crossover mechanism of genetic algorithm 
from a r × c image C, the definition of the image scrambling degree δ  is [7] 
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A larger δ  value indicates that C and D are more different.  
The PSNR values of the two images H and H* is used to check image quality. The 

definition of PSNR is [8]  
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Basically, if the PSNR is larger than 30, it will be difficult to distinguish the differ-
ence between H and H* with naked eyes; that is the image H* looks nearly the same 
as H [9]. 
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4 Simulations 

Figure 3 shows a 64 × 64 256-graylevel image as the covert image C. Fig. 4 shows a 
256 × 256 256-graylevel image used as the host image H. 

The simulation about the covert image C in Fig. 3 is introduced below. Because the 
dimension of H is 256 × 256, the dimension of the row array R is 1 × 256. The 1st to 
32nd elements of R are used to be the identification codes, and they are designated as 
11000110001110011110011110111101. The 33rd to 52nd elements of R are used to 
be the covert image dimension codes. Since the size of C is 64 × 64, the two sets of 
dimension codes for r and c are 0000111110. The 53rd to 60th elements of R are used 
to be the graylevel codes. Since the number of the gray values is 256 (=28), g=8, the 
codes are 00000111. The 61st to 68th elements of R are used to the linear slope codes. 
Since m is set to be 71 here, the codes are 01000110. The 69th to 76th elements of R 
are used to the linear intersection codes. Since b is set to be 3 here, the codes are 
00000010. The 77th to 86th elements of R are used to the linear transformation 
scrambling times codes t. Since t is set to be 2 here, the codes are 0000000010.  

 

Fig. 3. A covert image for test 

 

Fig. 4. A host image for encoding to form an overt image 
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First we scramble the 64 × 64 covert image C into a 64 × 64 matrix D by using the 
proposed linear transformation scramble technique. The linear-transformation-
scrambled matrix D is depicted in Fig. 5(a). Then we transform D into a linear-
transformation-scrambled string E with 4096 elements. Then, transform E into a  
binary-data string F with 32768 elements. Subsequently, copy the elements of F to 
form the elements of a 255 × 256 data matrix S. The 32769th to 65280th elements of 
F are all set to be 0.  

Second, we change F into a 255 × 256 matrix S, and we combine the 1 × 256 binary 
row array R and the 255 × 256 matrix S to form a 256 × 256 binary matrix T. The 
matrix T is depicted in Fig. 5(b). Furthermore, the host image H is modulated to form 
a modified image . Then, the corresponding elements of the matrices T and 'H are 
summed to form an overt image H*. The modified image 'H  and overt image H* 
look nearly the same as the host image H in Fig. 4. 

The PSNR value between H and H* is equal to 51.1 for the case of the covert bi-
nary image. Therefore, the two images H and H* look almost identical for both the 
case. Moreover, for the case the PSNR value between the original covert image C and 
the decoded covert image C* is infinity, i.e. there is no distortion during the covert 
image decoding. 

 

 
(a) 

 

 
(b) 

Fig. 5. (a) The linear-transformation-scrambled matrix D; (b) matrix T; (c) the overt matrix H* 
for encoding the covert image in Fig. 3 
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5 Discussions 

The proposed combine the binary encoding method and the linear transformation 
scrambling technique are demonstrated only for brief and clear in this paper, but rear-
ranging the orders of codes or rearranging pixel positions for encoding codes can get 
a better security for the proposed method.  

We compute the image scrambling degree of the scrambled images in Fig. 3 for 
different algorithm. In Table 1 shows some results. Firstly, bigger a (linear slope) can 
get bigger the image scrambling degree δ  by the proposed method, and b (linear 
intersection) is independent of δ . Secondly, δ  by using the proposed method is 
mostly larger than δ  by using the Arnold and p-Fibonacci transformation for the 
scrambling time t=1 or 2, and the proposed method is better security than other trans-
formations. In Fig. 6 shows δ  corresponding to the covert image in Fig. 3 by the 
proposed method,  δ  are not stable for different t. And the proposed method is 
much saver time than the Lin and Lin’s paper [3]. 

Table 1. The image scrambling degree of the scrambled image for different algorithms 

t 
The proposed method Arnold 

method 
p-
Fibonacci 
method a=7 a=71 a=171 a=271 a=371 a=471 

1 0.1402 0.1415 0.1702 0.1672 0.1684 0.1796 0.1249 0.1514 
2 0.1649 0.1715 0.1578 0.1725 0.1744 0.1818 0.1661 0.1607 

 

 

Fig. 6. Image scrambling degree percentages with different t values and by using the proposed 
method 
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6 Conclusions 

The proposed method combines the binary encoding and the linear transformation 
scrambling technique to encode an image. The linear transformation scrambling tech-
nique scrambles into a linear-transformation-scrambled matrix D from the covert 
image C. The linear-transformation-scrambled matrix D can obtain a bigger value of 
the image scrambling degree and get a saver computing time. The overt image H* 
hides the linear-transformation-scrambled matrix D by using the binary encoding 
method. Thanks to the PSNR of H* and H is larger than 50, the two images H and H* 
look nearly the same. And, the overt image H* can directly recover the decoded co-
vert image C* and not need the host image H. Apart from these, thanks to the PSNR 
of C and C* is infinity, C is the same as C*, i.e. it has not any distortion for the de-
coding processes of the covert image. 
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Abstract. Hamming codes can improve the embedding efficiency by hiding 
messages in a block-by-block manner with pixel-flipping. But since each pixel 
in the block is not dispersed in the image, it can only be flipped individually 
thus introducing undesirable visual distortion for halftone images. Also, since 
the errors caused by tamper are usually more than one bit in a block, the 
tampered region cannot be recovered by error correction of Hamming code.  
This paper proposes a dispersed block generating scheme through Space-filling 
curve decomposition to hide data using Hamming coding into these dispersed 
blocks. Each block consists of pixels randomly and uniformly distributed all 
over the cover halftone image, and the relation between pixels in the adjacent 
blocks is the adjacent pixels along the Space-filling curve. Experimental results 
show that the proposed method significantly improves the visual quality of 
marked halftone images and can recover local tamper.  

Keywords: Data hiding, Halftone, Space-filling Curve, Hamming code. 

1 Introduction 

Digital halftoning, which converts multi-tone images into two-tone format, is a 
critical technique in printing process. There are many halftone methods, and the most 
popular ones are the ordered dithering and error diffusion. Ordered dithering 
compares the pixels in the original graylevel image with a periodic and deterministic 
threshold matrix and error diffusion employs neighborhood operations to reduce the 
quantization error [1].   

The increasingly prevalent usage of network and multimedia has heightened the need 
for exchanging digital documents in printed format, thus it has become necessary to 
hide data in the halftone images for the purpose of copyright protection or content 
authentication. In general, the data hiding methods for halftone images can be divided 
into two categories. The methods in the first category embed data during the halftoning 
process, having good visual quality, but requiring the original grayscale image. Whereas 
the methods in the second category embed data directly into the halftone images after 
they have been generated. The advantage of this kind of methods is that they can be 
applied to hide information for all kinds of halftone images. 
                                                           
* Corresponding author. 
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Block-wise data hiding scheme is commonly adapted to hide data directly into the 
cover image. It can be applied as fragile watermarking methods [2, 3] to verify the 
integrity of the received images or as robust methods with codeword of larger Hamming 
distance [4-8]. It can also be used to increase the visual quality by selecting a best 
location in the block according to some scores [9], or to achieve reversibility [10-14]. 

Instead of hiding only one bit into a block of pixels, high embedding efficiency 
data hiding schemes using covering codes were proposed to embed multiple bits into 
a block by forcing the block of pixels to have certain relation [15, 16]. A method 
called Data Hiding using Hamming Code (DHHC) was proposed recently [17] to hide 
data into halftone images. Specifically, given a 2p-1 image block, the scheme can 
embed p bits of data by flipping at most a pixel. But for halftone images, changing 
individual pixels will introduce undesirable visual distortion. A proved better 
embedding technique to improve visual quality for halftone images is to exchange 
neighboring pixels instead of flipping individual pixels [18]. In [19], a new data 
hiding scheme was proposed to improve [17] by changing pixels in pairs rather than 
individually. However, it sacrificed half of image pixels for pair toggling, thus the 
data hiding capacity reduced by half. 

DHHC divided the cover image into continuous blocks of size 4×4, since each pixel in 
the block is clustered, it could only flip individual pixel thus introducing undesirable 
visual distortion. The goal of image authentication is to verify that an image has not been 
altered during communication. DHHC could locate the tampered region by checking the 
corresponding authentication mark. However since the errors caused by tamper are 
usually more than one bit in a block, the tampered region cannot be recovered. 

This paper proposes a dispersed block generation scheme through Space-filling 
curve decomposition to hide data using Hamming coding into these dispersed blocks. 
Each block consists of pixels randomly and uniformly distributed all over the cover 
halftone image, and the relation between pixels in the adjacent blocks is the adjacent 
pixels along the Space-filling curve. The proposed scheme decreases the chance of 
forced single-pixel toggling by a forward search which selects the best pair of 
neighboring pixels along Space-filling curve for a to-be-embedded bit. For a local 
tamper, only a pixel in a block will be altered. Thus we can apply the Hamming 
coding to recover it. The method is named as Dispersed Data Hiding using Hamming 
Code (DDHHC). Experimental results show that the proposed method significantly 
improves the visual quality of marked halftone images and can recover local tamper. 

The remainder of this paper is organized as follows. In Section 2, we describe the 
dispersed block generating scheme associated with a forward search first, then, detail an 
implementation of data hiding using Hamming code based on the proposed scheme. 
Section 3 presents our experimental results. Finally, we conclude in Section 4. 

2 Dispersed Data Hiding Using Hamming Code 

2.1 Data Hiding Using Hamming Code (DHHC) 

DHHC employed hamming code (15, 11) to hide data for a halftone image which 
hided 4-bits in a 4×4 block by flipping at most a pixel. In DHHC, the cover image 
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was directly divided into blocks of size 4×4. 15 bits from a block is regarded as a 
code word. The syndrome computed from the codeword and a 4-bit secret message is 
XORed to conceal this secret message in the codeword. If the result of a XOR 
operation is not zero, the corresponding position in the codeword should be flipped. 

DHHC divided the cover image into continuous blocks of size 4×4, since each 
pixel in the block is not dispersed in the halftone image, the pixel to be changed to its 
opposite value can only be flipped individually thus introducing undesirable visual 
distortion. The goal of image authentication is to verify that an image has not been 
altered during communication. DHHC located the tampered region by checking the 
corresponding authentication mark. However since the errors caused by tamper are 
usually more than one bit in a block, the tampered region cannot be recovered. 

2.2 The Space-Filling Curve Block Generating Scheme 

A space-filling curve is a continuous mapping of a closed unit interval into a closed 
unit square.  The existence was first discovered by Peano in 1890. Hilbert was the 
first to describe a procedure to construct such a curve.  The Hilbert space filling 
curve visits every point in a square grid with a size of power of 2. For example, Fig. 
1(a) shows a Hilbert curve of size 8x8. This curve preserves the locality in the 
multidimensional space. A proof showing that the Hilbert space-filling curve achieves 
the best clustering among the exiting space filling curves was given by Moon et al. 
[20]. Because of this locality-preserving property, it has many applications in a 
variety of areas. 

(a) (b) 

Fig. 1. An example of Hilbert curve decomposition for an 8x8 region 

To decompose an image into N blocks of M pixels, the image is first divided into M 
subimages. Each subimage has N pixels. Then, the sequence of pixels along a space-
filling curve on each subimage become a linear lists; denoted as Li, i = 0,1,…N-1, each 
list contains N connected locations. Those pixels corresponding to the same index k in 
each list are gathered as a block of M pixels, denoted as Bk. As an example, a small 
halftone image of size 8x8 is divided into 4 subimages and each list in the subimage is 
formed by replicating the one-dimensional array of 0, 1... 15 along the Hilbert curve as 
shown in Fig. 1(b). As you can see in Fig. 1(b), pixels in each block are randomly 
dispersed in the halftone image. Each block contains 4 pixels. The i-th element of Bk 
and B(k+1) are the horizontal or vertical neighbors along the Hilbert curve. 
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Multiple bits can be embedded in each block by forcing its M pixels to have certain 
relation according to the data bits to be embedded. To satisfy the relation, certain 
pixels in the block may need to be changed to its opposite value.  Instead of directly 
flipping a pixel, we toggle it by a forward search based on a selection criterion. Some 
existing criteria can be found in [9] [18]. If a pixel in a block needs to be changed to 
its opposite value, the forward search will search for a best pair of pixels to toggle.  

Let’s observe two examples of forward search on Hilbert curve and raster scan 
covered by a 3×3 window respectively as shown in Fig. 2. The shadow cells represent 
the pixels that have been visited. The center pixel is the pixel to be flipped by 
swapping one of its unvisited neighbors.  As can be seen from Fig. 2, the possible 
flappable neighbors for a selected location are those unvisited neighboring pixels 
along the Space-Filling curve. For example, there are at least 4 unvisited neighbors 
for the raster scan space-filling curve except the boundary pixels. 

(a) (b) 

Fig. 2. Two examples of forward search on (a) Hilbert curve and (b) raster scan respectively 
covered by a 3×3 window 

2.3 The Proposed Method 

In this section we apply the scheme described in the previous section to improve 
DHHC. The proposed method is named as Dispersed Data Hiding Hamming Code 
(DDHHC). First, we divide the image into 16 subimages as shown in Fig. 3. 

 
0 1 2 3 

4 5 6 7 

8 9 10 11 

12 13 14 15 

Fig. 3. The subimages of DDHHC partition 

Second, we index the pixels of each subimage according to the sequence number of 
the space-filling curve as described in the previous section.  Those pixels 
corresponding to the same index in each subimage are gathered as a block of 16 
pixels. For a halftone image of size 512×512, there are total 16384 blocks, thus the 
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embedding capacity is 65536 bits. Each block is indexed using the same sequence 
number of the space-filling curve. 

To embed 4×m bits of secret message, we randomly select m blocks from 16384 
blocks. Then these m blocks are sorted by the index number and each 4-bits secret 
message is embedded into the 15-bits codeword randomly selected from the 
corresponding ordered block in a block-by-block manner. 

Unlike DHHC flipping the value in the selected location, DDHHC pair-toggles it 
with one of its neighboring pixels if possible to avoid the disturbance of local average 
intensity. Using the forward search as describe in the previous section with 
connection selection criteria of [18], the best toggled pixel pair will be the one which 
has the minimum connection value after toggling. 

To read the embedded data, the marked image is partitioned into blocks using the 
same Space-Filling curve partition. Then the embedded data bits can be extracted by 
examining the syndrome computed from the 15-bits codeword of each block. 

3 Experimental Result 

In this section, we conduct a number of experiments to show the performance of the 
proposed technique. The tested images are 512×512 Floyd error diffusion halftone 
images Lena, Barbara, Tiffany, Pepper and Gold hill. The capacity is 65,536 bits with 
at most 16,384 bits toggling. 

3.1 Visual Quality 

First, we compare the number of self-toggling incurred. Table I shows the average 
number of self-toggling incurred when embedding 4096, 16,384 and 65,536 bits into the 
tested 512×512 images respectively. As can be seen from these Table I, the number of 
self-toggling is dramatically reduced by our method in all the tested images. 

Table 1. The comparison of the number of self-toggling 

Embedded  bits 65536 16384 4096 

 DHHC DDHHC DHHC DDHHC DHHC DDHHC 

Lena 15485 2143 3866 41 964 2 

Barbara 15412 2420 3851 66 962 6 

Tiffany 15500 6066 3874 823 967 177 

Pepper 15488 2647 3867 161 968 32 

Gold hill 15394 2627 3849 113 961 15 

Average 15456 3181 3862 241 964 46 
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In the perceptual quality comparison, we adopt the Modified Peak Signal to Noise 
Ratio (MPSNR) to measure the visual quality of the marked halftone images. Here, 
the MPSNR is defined as the PSNR between the filtered original halftone image and 
the filtered marked halftone image with a lowpass filter simulating human visual 
system. In Table II, we show the average MPSNR comparison of embedding 4096, 
16384 and 65,536 bits into the tested 512×512 images respectively. The result shows 
that the proposed method achieves much better quality than DHHC. 

Table 2. MPSNR comparison in marked error diffusion Halftone Image 

Embedded  bits 65536 16384 4096 

 DHHC DDHHC DHHC DDHHC DHHC DDHHC 

Lena 25.71 30.57 32.03 38.60 38.12 44.71 

Barbara 25.69 30.38 32.03 38.57 38.14 44.77 

Tiffany 24.71 27.15 31.72 36.24 38.04 42.91 

Pepper 25.60 29.90 31.98 38.02 38.1 44.19 

Gold hill 25.66 30.30 32.02 38.66 38.13 44.96 

Average 25.47 29.66 31.96 38.02 38.11 44.31 

 
Finally, Fig 4, 5 and 6 shows the marked halftone images for subjective quality 

evaluation, where image (a) is processed by DHHC and (b) is by DDHHC method. 
From these images, we can see DDHHC has much less undesirable visual distortion 
than DHHC. 

(a) (b) 

Fig. 4. The 65536 bits marked error diffusion Lena 
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(a) (b) 

Fig. 5. The 16384 bits marked error diffusion Gold-hill 

(a) (b) 

Fig. 6. The 4096 bits marked error diffusion Pepper 

3.2 Tempered Region Recovery Capability 

To evaluate tampered region recovery capability, the watermarked are altered 
intentionally. If the tempered region is within a rectangle of size less than sixteenth of 
the image, the proposed algorithm detects correctly the tampered region. The 
tempered pixels other than the pixels that are not used in encoding can be completely 
recovered.  Fig.7 shows the tampered image, the authentication watermark and the 
watermark extracted from the tampered image. The tampered image is a 1/16 cropped 
marked Lena. The authentication watermark is of size 256x256. The cropped region is 
of size 128x128. At most one pixel in the cropped region will be included in each 15-
bits code word. If the altered pixels are included in the code words, they can be 
recovered by the error correcting scheme of Hamming coding.  

 

 (a)  (b)  (c) 

Fig. 7. (a) Tampered image (b) Authentication watermark (c) Watermark extracted from 
tampered image 
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4 Conclusion 

In this paper, we propose a new data hiding scheme suitable for halftone images. We 
use the Space-filling curve to evenly split the original image into dispersed blocks. 
Data are hidden into each block using Hamming coding by exchanging pair of pixels 
selected through forward search. The exchanged pixels are neighboring pixels along 
Space-filling curve. Experimental results show that the proposed scheme dramatically 
decrease the chance of individual pixel toggling and thus greatly improve the visual 
quality of the marked halftone image. The error correcting ability of Hamming code is 
applied to locate and recover the tampered region. 
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Abstract. Medical imaging is an important part of patient records. The pixel of 
a 16-depth DICOM image is totally different from the 8-bit depth nature image 
and is seldom the same as the other pixels in the nearby area. In this paper, we 
propose a reversible hiding method that expands Feng and Fan's prediction 
technique and adapts the scheme to match the characteristics of medical image. 
In the previous work, we determine what prediction method should be applied 
based on standard deviation thresholds to obtain more accurate prediction 
results. Finally, our approach includes embedding hidden information based on 
the histogram-shifting technique. The experimental results demonstrate that our 
approach achieves high-quality results. 

Keywords: Medical imaging, Reversible data hiding, Standard deviation, 
Histogram shifting technique. 

1 Introduction 

Medical images are important data. Because Digital Imaging and Communications in 
Medicine (DICOM) constantly evolves, medical information can now be easily stored 
and sent via the Internet. Therefore, several data hiding techniques using digital 
medical images have been developed [1]. 

Data hiding techniques will induce some permanent destruction of the host image 
after embedding the hidden information. Therefore, several articles present research 
on reversible data hiding (RDH) to restore the hidden image to the original image 
without any loss whatsoever [5]. One approach is to use the differences between 
image pixels and the expansion prediction value to embed information [6]. One 
approach is to use the pixel distribution or the difference between prediction values 
and original pixels to analyze a histogram and embedded information in peak values 
[7]. In this paper, we use different prediction methods for pixels blocks in which the 
method used depends on where the standard deviation calculated for a block falls 
between two different thresholds. To reduce the artificial influence of threshold 
setting, this research utilizes an adaptive method to set the thresholds. 

                                                           
* Corresponding author. 
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2 Related Works 

Yang and Tsai proposed partitioning pixels into two sets, such as one resembling a 
checkerboard pattern, with hidden information determined based on a histogram shift 
technique [7]. Below are the equations defining the two pixel sets: 
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where α β φ= . 

Lukac et al. proposed a prediction approach through neighboring pixels to calculate 
edge-sensing weight coefficients [4]. They utilized neighboring pixels to calculate 
weight coefficients through the following formula: 
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neighboring pixel, i and j are the pixel positions in the two-dimensional image, and k 
is the position set of neighboring pixels where k = {(i,j-1), (i-1,j), (i,j+1), (i+1,j)}. 
Through equation (2), we calculate weight w of position set k so that the prediction 
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 through the formula below: 
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where l = {(i,j-1), (i-1,j), (i,j+1), (i+1,j)}. Using equation (3) to determine the degree of 
difference among neighboring pixels, if r

l
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k
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l
 will be close to zero. 

Otherwise, if r
l
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k
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l
 will be close to one. Finally, we obtain w

k
 of the 

4-neighbor pixels by calculating the normalized value of u
k
 with the following formula: 
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In 2012, Feng and Fan applied Lukac's method to hide data [3]. They assume 4-
neighbor pixels r

(i,j−1)
, r

(i−1,j)
, r

(i,j+1)
, and r

(i+1,j)
 have different contribution to prediction 

value p
(i,j)

. They use some additional pixels to compute the contribution of each 
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neighboring pixel in the prediction process. First, the prediction value for the 4-
neighbor pixels of r

(i, j) 
is calculated as described above to generate p'

(i, j−1)
, p'

(i−1, j)
, p'

(i, 

j+1)
, and p'

(i+1, j)
. Next, the u

k
 and w

k
 via equations (3) and (4) are calculated for the 4-

neighbor pixels, but the set k of neighbor pixels is replaced by fk = {(i-1,j-1), (i-
1,j+1), (i+1,j-1), (i+1, j+1)}. Finally, the effect size of predicted value p

k
 is adjusted 

with the following formula: 

  ( ) ,k k k k kp x p xη′ = − × −    (5) 

where η
k
 is a parameter used to modify the effect size of the predicted value. The 

authors suggested the value of η
k
 should be η

k
 = 0.1.  

3 Proposed Method 

Our research applies an improvement to the Feng and Fan method to improve the 
accuracy of predictions. In our work, calculating standard deviations for 3×3 blocks is 
our approach to prediction. Further, we embed information based on histogram 
shifting. Fig. 1 shows the proposed process. 

3.1 Preprocess Procedure 

Initially, mimicking a checkerboard, all pixels are partitioned into a black squares set 
α and a white squares set β that are disjoint to one another. 

Next, the image is divided into 3×3 blocks and the priority for each block is 
computed. In this paper, we use the standard deviation to order the priority according 
to the experimental results of Al-Qershi and Khoo [2]. 

 

 

Fig. 1. The proposed process 
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Hence, x
(i,j)

 of 4-neighbor pixels is used to calculate standard deviation, the formula 

is as follows: 
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where r  is the mean of neighbor pixels, c is the set denoting the position of neighbor 
pixels c = {(i−1, j), (i, j−1), (i, j+1), (i+1,j)}, and σ is the standard deviation. We sort the 
standard deviation values in ascending order and embed information into the lower σ 
values, because if σ is lower, the block is smoother and more suitable for embedding 
hidden information. Further, σ will have a lower impact on mean square error (MSE). If 
it is very high, the block is not considered suitable for embedding information. 

3.2 Prediction Procedure 

Our prediction method is determined by standard deviation thresholds T
1
 and T

2
. If σ 

is lower than T
1
, the block is denoted as smooth and Lukac's approach is used for 

prediction. If σ is between T
1
 and T

2
, the block is denoted as complex and the 

expanded Lukac's approach is used for prediction. Otherwise, the block is denoted as 
very complex and therefore not suitable for embedding information. 

3.3 Embedding Procedure 

Ni's approach utilizes pixels of the entire image to build the histogram table. In our 
work, we build the histogram table based on prediction error e

(i,j)
 and embed 

information into the peak point. The embedding process is described as follows: 

(1)  Build a prediction error e
(i, j)

 histogram table. 

(2)  Determine peak point P and zero point Z from the histogram table. 
(3)  Modify error values between P and Z based on the following conditions: 

I. If P < Z, then error value e
(i, j)

 is increased by 1 between P + 1 and Z. 

II. If P > Z, then error value e
(i, j)

 is decreased by 1 between P −1 and Z. 

(4)  Embed information into P and generate the stego image. 

3.4 Extraction Procedure 

The extraction process is defined as follows: 

(1)  Partition pixels into two disjoint sets α and β. 
(2)  Obtain standard deviations and sort these in ascending order. 
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(3)  Receive the two threshold values from the embedding procedure and build a 
histogram based on prediction errors e

(i, j)
. 

(4)  Receive peak point P and zero point Z from the embedding procedure, and then 
perform the extraction process described below: 
I. When P < Z: 

a. If e
(i, j) = P + 1, then e

(i, j)
-1 and extraction information is 1. 

b. If e
(i, j) = P, then e

(i, j)
 is unchanged and extraction information is 0. 

c. If e
(i, j)

 is between P + 1 and Z, then recover error values e
(i, j)

-1 

II. When P > Z: 
a. If e

(i, j) = P−1, then e
(i, j)

+1 and extraction information is 1. 

b. If e
(i, j) = P, then e

(i, j)
 is unchanged and extraction information is 0. 

c. If e
(i, j)

 is between P-1 and Z, then recover error values e
(i, j)

+1.  

(5)  Original pixels can be reconstructed from x
(i, j)

 = p
(i, j)

 - e
(i, j)

. 

4 Experimental Results 

Matlab 7.10.0 (R2010a) is utilized to implement our experiments. Further, we use  
16-bit DICOM medical images from the aycan OsiriXPRO (http://www.aycan.de/lp/sa 
mple-dicom-images.html). Example images are shown in Fig. 2. The comparisons 
utilize PSNR measures to evaluate performance. Below is the PSNR formula:  

  ( )

( ) ( )( )
2

10 1 1 2
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0 0

10 log ( ),
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i j i j
i j
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x x
mn

− −
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 
 
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 ′× − 
 


dB  (8) 

where ImageDepth is image depth 2bit-1, x
(i, j)

 is the set of original pixels, and x’
(i, j)

 is 

the set of modified pixels. ImageDepth changes with image depth. For example, if 
image depth is 16 bits, then ImageDepth is 216

-1=65,535. 

 

 
Fig. 2. Test images used in our experiments: medical images 

DICOM-1 
(256×256) 

DICOM-4 
(512×512) 

DICOM-2 
(256×256) 

DICOM-3 
(512×512) 
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4.1 Adaptive Determination of Thresholds 

We analyze standard deviations for each image. In our experimental results, the peak 
point of the standard deviation values is between 1 and 5 for most images. If the 
standard deviation is lower, then the block is smooth and more suitable for prediction 
via Lukac's traditional approach. Therefore, we determine T

1
 from the peak point 

value. Next, threshold value T
2
 is set according to the total hiding capacity. Assuming 

an image size of 512 × 512, the size of the hidden capacity is 260,100, excluding 
border pixels. For example, if user requirements call for a total hidden capacity of 
80%, then T

2
 should be selected to include 80% or more of the total hidden capacity. 

 

 

Fig. 3. Four iterations comparing hidden capacity and PSNR for different threshold-determination 
methods 

Our proposed method can embed multiple pieces of information in the same image. 
Different thresholds result in different hidden results. Therefore, we use four methods 
to determine T

1
 and T

2 
. The four methods are described below: 

(1)  Method-1: Entire image to generate thresholds, and utilize all the embed turns. 
(2)  Method-2: Entire image to generate T

1
, and set threshold value T

2
=100%. 

(3)  Method-3: Recalculate thresholds for each embed turn. 
(4)  Method-4: Calculate thresholds in the first time, and then use calculated 

thresholds for all embed turns. 

(a) (b) 

(c) (d) 
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4.2 Hidden Capacity and PSNR 

This experiment compares our proposed method with those of other authors. Further, 
we select Method-1 and Method-3 (from Section 4.1 above) to determine thresholds. 
is used to compare hidden capacity and PSNR after four embedding iterations of the 
given DICOM images. 
 

 

Fig. 4. Comparison of hidden capacity and PSNR 

Overall, the DICOM images have larger background regions (excluding DICOM-
2) and the peak point is zero, requiring little modifications based on histogram shift 
because 16-bit image characteristics make less difference distances between peak 
point and zero point. Tian's method has the highest embedding capacity. Because the 
16-bit image only has the problem of underflow, too many conditions are reached to 
meet embedding and cause significant distortion. Huang's method is not as efficient as 
other methods, but his method has higher embed capacity based on PSNR = 86.32 dB 
when the image has more light block, such as DICOM-2 image. Lukac's method has 
more hidden capacity based on similar PSNR values than the expanded Lukac's 
method but is less efficient when the image has more complex blocks, such as 
DICOM-2 image. Our proposed method has more hidden capacity based on PSNR 
values of 95 dB or more. 

 

(a) (b) 

(c) (d) 
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In our experiments, we discovered that the image will be determined PSNR≧90 dB 
when the image has more gray area, such as scan images of the brain, spine, cells, etc. 
When PSNR≧80 dB, the image has imperceptibly been modified when the image has 
more lighter areas (such as with X-rays or visceral scans). 

5 Conclusion 

In this paper, we presented an improved Feng and Fan's approach. First, we used two 
thresholds that are generated through standard deviation analysis for each block and 
the statistical distribution of the standard deviation. Next, through the peak point of 
standard deviation, T

1
 is determined and T

2
 is inferred to limit the maximum embed 

capacity based on the ascending sorted order of the standard deviation. Experimental 
results indicate that this method can effectively improve PSNR and provide 
reasonable hidden capacity for 16-bits DICOM images. 
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Abstract. Data compression has been at an important stage, which not
only needs to achieve higher compression ration but also needs to achieve
the low distortion rate. High compression can make us be able to save
the same data with smaller space; it can also be save the bandwidth of
data transmission on networks. The proposed method is tried to further
reduce the size of digital image and improve the visual quality of the
decompressed image. The experimental results shows that the proposed
method has better visual quality than VQ in case of AC codebook size
is greater than 1024. On the other hand, the compression rate of VQ
is 0.06 and the proposed method is 0.04 when AC codebook size set as
1024.

Keywords: Image compression, Vector Quantization, Discrete Cosine
Transformation, Visual Quality.

1 Introduction

In the recent years, image compression becomes a popular research topic be-
cause the advanced development of information technique. Digital creation is
easy to generate than before, thus how to significantly reduce the size of digi-
tal creation become a serious problem. Image compression is one of most useful
strategy for saving the storage cost and network bandwidth. Image compres-
sion can briefly classified into two categories: Lossy compression and Lossless
Compression [1,5,8,10,12,13,14,15].

The lossy compression means that the decompressed image is different from
the original image. The benefit of lossy image is significantly reduce the size
of digital image with the small distortion. VQ and JPEG are well-known lossy
image compression algorithms. Contrary, lossless image compression more con-
centrate on the visual quality than saving the size of digital image. The de-
compressed digital image is fully the same with its original image. In some
applications (e.g. medical treatment and military image), lossless property is
fundamental requirement. But, in daily life image, tiny distortion on the image
is acceptable because it is hard to distinguish the distortion on the image by
using humans’ eyes [9,11].
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Teskouras [2] and Nandi et al. [3] proposed fuzzy clustering methods to train-
ing codebook to improve quality of decompressed image. Further, Chen et al.
propose post-processing technology after decompression of image [4] to improve
the quality. Shen and Huang proposed an Adaptive Image Compression method,
which utilize VQ encoding image and original to achieve improving the image
quality [6]. Training coding book difference value method proposed by Shen and
Lo is in contrast to traditional coding book training [7].

A wonderful lossy compression method is tried to significantly reduce the size
of digital image and keep good visual quality of decompressed image. In this
paper, we proposed a DCT based VQ compression method to further reduce the
size of digital image also improve the visual quality of the decompressed image.
The main idea of the proposed method is to transform the image into frequency
domain and applying VQ compression strategy to generate the DC and AC index
tables. Because DC values keeps the most important information of the digital
image content, thus the DC difference between codeword and original DC values
were concatenate with the index tables to form the final compression code.

The remaining sections are organization as follows. Some background knowl-
edge were described in Section 2. After that, the key steps of the proposed image
compression/decompression procedure were detailed in Section 3. Section 4 sum-
marized the performance evaluation results. Finally, some conclusions are made
in Section 5.

2 Related Works

In this section, we will introduce some background knowledge related to the pro-
posed method such as Vector Quantization Coding, LBG algorithm, and Discrete
Cosine Transform. Subsection 2.1, we introduce the main idea of Vector Quanti-
zation Coding. Then, a famous codebook training algorithm LBG is described in
Subsection 2.2. Discrete Cosine Transformation is a very useful signal processing
tool which can also be used in digital image processing. The main idea of DCT
is detailed in Subsection 2.3.

2.1 VQ

Vector quantization (VQ) is a widely used concept for many applications that
is presented by Y. Linde, A. Buzo and R. M. Gray in 1980 [16]. The main idea
of VQ compression is to remember the most similar codeword from a prepared
codebook for every image blocks. Thus, the index table is the compression code
of image. First, the image I is divided into non-overlapping blocks sized h× w.
Then, for every block, find out the most similar codeword from codebook CB.
Let the VQ codebook denoted as CB = {cwi|i = 0, 1, . . . , N − 1} and cwi =
{xj |j = 0, 1, . . . , h × w − 1}. The most similar codeword means that there has
smallest Euclidean distance between image block and the codeword. Where the
Euclidean distance is defined as Eq. 1.
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d(Bi, cwj) =

√√√√h×w−1∑
k=0

(bk − xk)2 (1)

Where bk and xk denoted as the k-th pixel in the block Bi and codeword
cwj , respectively. Fig. 1 illustrates the concept of the VQ compression. The
VQ decompression is a reverse work which reconstruct the image by referring
codeword indexes and use corresponding codeword to reconstruct the image.

Fig. 1. VQ compression process

2.2 LBG Algorithm

As mentioned above, VQ codebook is a very important component for achieve
the goal of image compression. The codebook training also an important research
issue. LBG algorithm is a popular codebook training method which is proposed
by Y. Linde, A. Buzo and R. M. Gray in 1980. First, select some images to
be the training images. Then, divide training image into non-overlapping blocks
to form the training pool. After that, randomly choice N blocks from training
pool to form an initial codebook. Then, each block is classified into one of initial
codeword group. After all of image blocks in the training pool have been classified
into codeword group, to calculate the central vectors of codeword group to be
the new generation codebook. The final codebook is generated when the new
central vectors are mostly similar to previous generation.

2.3 Discrete Cosine Transformation

The DCT is a signal procession function, which can also be applied in two dimen-
sional image processing. The 2D DCT transformation includes FDCT (Forward
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Discrete Cosine Transformation) and IDCT (Inverse Discrete Cosine Transfor-
mation) which used to transform spatial domain to the frequency domain and
from frequency domain to spatial domain. The 2D DCT transformation is per-
formed on a block unit containing h×w pixels. The FDCT and IDCT functions
are defined in Eqs. 2-3, respectively.

F (u, v) =
1

4
αuαv

h−1∑
m=0

w−1∑
n=0

f(m,n)× cos

[
(2m+ 1)πu

2h

]
cos

[
(2n+ 1)πv

2w

]
(2)

f(m,n) =
1

4

U−1∑
u=0

V−1∑
v=0

αuαvF (u, v)× cos

[
(2m+ 1)πu

2h

]
cos

[
(2n+ 1)jπv

2w

]
(3)

αu =

{ 1√
2
, u = 0

1, 1 ≤ u ≤ h− 1
(4)

αv =

{ 1√
2
, v = 0

1, 1 ≤ v ≤ w − 1
(5)

Where F (u, v) represents the coefficient value located at (u, v). The notation
f(m,n) represents a pixel value located at coordinate (m,n) in a block. Fig. 2)
demonstrate the energy distribution of image content. The DC coefficient located
at the left top corner. The remaining coefficients in the block also call the AC
coefficients (i.e., referring to Fig. 2(a)). Where, DC is the most important value
of the coefficient block that collecting the most information of image content
(i.e., referring to Fig. 2(b)). The AC coefficient is related to the detail of image
content.

(a) DC and AC coefficients distribution (b) Structural decomposition of coefficients

Fig. 2. The DCT coefficients distribution
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3 Proposed Method

The main idea of the proposed method is using DCT codebooks to encode an
image. First, the DCT codebook training is detailed in Subsection 3.1. Then,
the proposed DCT based VQ compression and decompression were described in
Subsections 3.2 and 3.3, respectively.

3.1 Codebook Training

As we know, the DCT coefficient composed by DC and AC coefficients, the DC
value always significantly greater than AC coefficients. On the other hand, the
DC value is the most important information of the block. Thus, the proposed
method needs to train both DC codebook and AC codebook. We adopt LBG
algorithm for both DC codebook and AC codebook training. First, five com-
mon used test images (i.e., Baboon, Boats, Goldhill, Lena, and Pepper) were
selected to be the training images. Then, every training image is divided into
non-overlapping blocks sized 8 × 8 pixels and transformed to DCT coefficient
blocks.

For DC codebook training, all of DC values were collected to form training
vectors (i.e., every vector composed by VDC elements). For example, five training
images sized 512 × 512, the block size is 8 × 8, and every training vector com-
posed VDC = 8 elements then the training pool must be a 2560 × 8 array. After
that, the initial codebook is generated by randomly choose NDC vectors from
the training pool. According to LBG algorithm procedure, the DC codebook will
be gained when the termination condition is satisfied.

For AC codebook training, the AC coefficients in a block is used to form
one of vectors in the training pool. For example, five training images sized 512
× 512, the block size is 8 × 8, and every training vector composed VAC =
63 elements then the training pool must be a 20480 × 63 array. Again, the
initial AC codebook is generated by randomly selected from the AC training
pool. According to LBG algorithm procedure, the AC codebook can be gained
when the termination condition is satisfied. Finally, the DC codebook CBDC =
{cwDC

i |i = 0, 1, . . . , NDC} and CBAC = {cwAC
j |j = 0, 1, . . . , NAC}.

3.2 Image Compression

For simplest, a gray scale image is represented as I = {pi,j|i = 0, 1, . . . , H −
1; j = 0, 1, . . . ,W − 1} and pi,j ∈ {0, 1, . . . , 255}. Because the proposed image
compression method is block wise thus the image can also be represented as
I = {Bi|i = 1, 2, . . . , NB} where Bi represent the i-th block sized h×w and NB

is the total number of blocks.
First, the image I is divided into non-overlapping blocks sized h × w pixels.

For each block Bi is transformed to frequency domain by adapting DCT trans-
formation function. After that, all of DC coefficients in the image is picked up
to form the DC vectors. Then, for each DC vector, finding out the closest DC
codeword from CBDC to form the DC index table ITDC . On the other hand,
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the DC coefficients difference between original DC values and the corresponding
codeword values were collected to form the extra data DiffDC .

For the AC coefficients, every DCT block is encoded by figuring out the closest
codeword from the AC codebook CBAC . Here, the closest codeword selection
is to find the smallest Euclidean distance between the AC coefficients in the
block and the codeword in CBAC . Finally, the compression code is generated by
concatenate the DC index table, DC difference, and the AC index table. The key
steps of the proposed image compression procedure are summarized as following
procedure.

Image compression procedure

Input: image I and codebooks CBDC and CBAC

Output: the compression code Ic
Step 1: Divide I into non-overlapping blocks sized h× w pixels.
Step 2: Transform every block Bi into DCT coefficients by using FDCT func-

tion.
Step 3: Encode all of DC coefficients by using VQ encoding with DC codebook

CBDC .
Step 4: Calculate the difference between original DC values and DC codewords.
Step 5: Record the index of the selected DC codeword and the DC difference

data.
Step 6: Encode all of AC coefficients by using VQ encoding with AC codebook

CBAC .
Step 7: Concatenate the DC indices, AC indices, and addition information to

form the compression code.

3.3 Image Decompression

Assume that both of the encoder and decoder side have the same DC codebook
and AC codebook. The image can be reconstructed by parsing the compression
code and using the corresponding DC codewords and AC codewords. First, take

log2(NDC)� bits to form the DC index from the compression code. Then the
DCs of blocks were filled back by the elements of the DC codeword. After all of
the DC values have been filled backed, taking the DiffDC from the compression
code and use it to adjust the DC values.

The remaining part of compression code is the AC codeword indexes. Every

log2(NAC)� is taken to be the index of AC codeword. The AC coefficients of
the block Bi is filled back by using the corresponding codeword in CBAC . After
all of DCT coefficients have been reconstructed, the decompression image can
be gained by applying IDCT (Inverse Discrete Cosine Transformation) function
to transform the image from frequency domain to spatial domain. The key steps
of the proposed image decompression procedure were summarized as follows:

Input: The compression code Ic
Output: The decompressed image I ′

Step 1: Take 
log2(NDC)� bits from Ic to form idxdc
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Step 2: Reconstruct image blocks by using the DC codeword corresponding to
idxdc.

Step 3: Take the DiffDC data from the compression code.
Step 4: Adjust DC values with DiffDC values.
Step 5: Take 
log2(NAC)� bits from Ic to form idxac.
Step 6: Reconstruct Bi by using AC codeword corresponding to idxac.
Step 7: Repeat Step 6 until all of blocks have been filled back the coefficients.
Step 8: Transform frequency domain image to spatial domain by using IDCT

function.

4 Experiment Results

In order to evaluate the performance of the proposed method, we implement
traditional vector quantization method and the proposed method using Octave
software works on Ubuntu 14.04 operating system. Six common images sized
512 × 512 were used in our experimental namely Baboon, Boats, Goldhill, Lena,
Pepper, and Zelda (i.e., referring to Fig. 3). The codebook training is applying
LBG algorithm. Four different DC codebook sizes were generated that including
256, 512, 1024, and 2048. The vector of DC codeword is set to 8. We found that
visual quality performance of the proposed method is no matter to the size of
DC codebook. The reason is that the proposed method has encoding the DC
differences, thus DC values can be closely reconstructed to the original value.
Also, we generated five AC codebooks (i.e., 256, 512, 1024, 2048, and 4096) to
test the visual quality performance of the proposed method.

For evaluating the visual quality of the decompressed image, we adopt an
objective measurement method the Peak-Signal-to-Noise-Ratio (PSNR) in our
simulations. The PSNR is defined as Eqs. 6-7.

PSNR = 10× log10
2552

MSE
dB (6)

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(pi,j − p′i,j)
2. (7)

WhereH andW represent the height and width of the test image, respectively.
pi,j and p′i,j denote to pixels in the original image and decompressed image,
respectively. MSE represents the mean square error. A large PSNR value means
that the decompressed image is most similar to the original one. In the other
words, the visual quality of the decompressed image is good. Contrary, a small
PSNR value indicates that the decompressed image has worse visual quality
outcome.

Another important factor for evaluating the performance of image compres-
sion method is compression rate (CR). The compression rate is to calculate the
total bits of the compression code and the original image. The formula is defined
in Eq. 8. The notation ‖ · ‖ is the total bits of image or compression code.
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(a) Baboon (b) Boat (c) Goldhill

(d) Lena (e) Pepper (f) Zelda

Fig. 3. The test images sized 512 × 512

cr =
‖I ′‖
‖I‖ (8)

Fig. 4 demonstrate the visual quality comparison of VQ and the proposed
method in different AC codebook size setting. As we can see, the visual quality
of the proposed method is better than VQ in case of AC codebook size greater
than 1024.

Table 1 summarized the comparison results of different AC codebook size
setting. Experimental results show that the compression rate of the proposed
method is better than VQ whether the size of AC codebook. In PSNR compari-
son, the visual quality of decompressed image which generated by the proposed
method is worse than VQ when AC codebook size is smaller than 1024. We found
that the proposed method has better performance than VQ in terms of visual
quality when the AC codebook is larger than and equal to 1024. There has a
flexible of the proposed method, if a user more consider the compression rate
than visual quality, then using NAC = 1024. Contrary, if a user more consider the
visual quality of the decompressed image than compress rate, then using NAC

= 4096 AC codebook is a good choice. However, the proposed method provides
better compression rate than VQ in any AC codebook size.
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(a) Lena (VQ) (b) Lena (NAC = 256) (c) Lena (NAC = 512)

(d) Lena (NAC = 1024) (e) Lena (NAC = 2048) (f) Lena (NAC = 4096)

Fig. 4. The visual quality comparison for different AC codebook setting

Table 1. The performance comparison in NDC = 256 and different NAC setting

VQ NAC = 256 NAC = 512 NAC = 1024 NAC = 2048 NAC = 4096
Images PSNR CR PSNR CR PSNR CR PSNR CR PSNR CR PSNR CR

Baboon 24.66 0.06 23.30 0.04 23.76 0.04 24.32 0.04 25.09 0.04 26.49 0.05
Boat 28.85 0.06 27.60 0.04 28.06 0.04 28.71 0.04 29.27 0.04 30.73 0.05

GoldHill 29.54 0.06 28.51 0.04 28.94 0.04 29.39 0.04 29.96 0.04 31.09 0.05
Lena 31.15 0.06 29.80 0.04 30.35 0.04 30.86 0.04 31.52 0.04 32.59 0.05
Pepper 30.94 0.06 29.88 0.04 30.47 0.04 31.05 0.04 30.21 0.04 32.83 0.05
Zelda 32.91 0.06 32.47 0.04 32.76 0.04 33.00 0.04 33.18 0.04 33.42 0.05

5 Conclusion

Vector quantization is a widely used concept in many applications such as in-
troduction intrusion detection, and image compression. VQ image compression
is a lossy compression that means the decompressed image is different from
the original image. The proposed method tries to improve the visual quality
of the decompressed image. The high computation cost is the weakness of the
proposed method, which is not suitable in the mobile devices. However, the pro-
posed method not only has better compression rate than VQ but also achieve
the goal of visual quality improvement of decompressed image.
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Abstract. Parking supplementary system has been such broadly used in some 
vehicle that we could drive and park more safely and conveniently. As light in-
tensity has important effect on images from cameras which are mounted on ve-
hicle’s four different directions in order to obtain panoramic view. To eliminate 
the influence of light to the image and obtain consistent brightness of image, 
this paper proposed mix-algorithm combined histogram equalization (HE) with 
multi-scale retina (MSR). This method makes equalization processed image to 
MSR, and gets a enhanced result at last. This algorithm can decrease effectively 
noise and enhance the brightness of image. The performance of output image is 
shorter time, smaller mean square error and higher peak signal to noise ratio 
than MSR. The experimental results demonstrate that the proposed method can 
not only counterpoise illumination but also meet real-time requirements. So the 
proposed mix-algorithm can apply in lack of brightness and higher real-time 
such as parking supplementary system, traffic monitoring system and security 
systems etc. 

Keywords: parking supplementary system, mix-algorithm, HE, MSR, real-time. 

1 Introduction  

Image enhancement, as front section of image process which is a very important step 
to better the performance of subsequent steps, has been broadly applied in many 
areas. There is no doubt that image enhancement has become such a significant 
branch that it attracts high research interest since the birth of image processing discip-
lines. Here we can briefly formulate the task of image enhancement as follows: Effi-
ciently enhance details, information with ‘interested’ and remove harmful effect such 
as low illumination, strong illumination, noise, etc. It is expected that the image will 
be made ‘comfortable’ for computer or mankind after such operation is performed. 
Because the application of image enhancement algorithm is targeted, there is not uni-
versal enhancement method which is suitable to the all background of application. Up 
to now, numerous image enhancement techniques have been proposed by researchers 
to accomplish the task of improving image’s quality. We can choose different en-
hancement algorithm that processed image is more suitable than original image for 
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specific objective. Among them the simplest and most classical technique is histo-
gram equalization which is a point processing method in the spatial domain [1, 2]. Its 
essence is to reduce the gray level of the image to increase the contrast. But it is not 
appropriate for color image because it is time-consuming for converting gray-scale 
image into color image. Homomorphic filtering based on image illumina-
tion/reflectance model is an approach to combine frequency filtering with gray-scale 
transformation [2]. This filter can be used to remove the effect of insufficient light 
and retain image detail simultaneously. But Fourier transform and inverse Fourier 
transform is time-consuming and its calculation needs more storage space, so this 
method is not suitable for practical image processing. Retinex theory is adopted by 
Land [3], which presents that sensations of color show a strong correlation with ref-
lectance, even though the amount of visible light reaching the eye depends on the 
product of reflectance and illumination. The core idea of Retinex theory is that a im-
age is composed of illumination image and reflectance image. We can achieve image 
enhancement by reducing the effect of reflectance image to illumination image. 

There are lots of algorithms based on Retinex theory having been proposed. For 
example, Jobson et al. put forward the method of Center/Surround Retinex including 
single-scale Retinex(SSR)and MSR[4, 5]. Although this method increases the overall 
brightness of image, it also suffers the existence of halo artifacts and brings about 
noise. Kimmel et al. propose a variational model for the Retinex problem, as in [6]. 
Based on the variational model, this paper shows that the illumination estimation 
problem can be formulated as a quadratic programming optimization problem. 
Though this method can obtain better result, it is rarely used in practical application 
for consuming more time. In order to preserve the naturalness and enhance details, 
some natural enhancement methods based on Retinex theory are proposed to enhance 
details with the naturalness preserved simultaneously[7, 8]. However, these methods 
are not fit for uneven illumination. Recently, Wang et al. [9] propose a naturalness 
preserved enhancement algorithm for non-uniform illumination images. In this paper, 
since this algorithm does not take into consideration the relation of illumination in 
different scenes, it will introduce flickering for video applications.  Li et al. propose a 
improved algorithm for remote sensing image based on MSR in 2014[10]. This im-
proved algorithm presents a better result in suppressing image gradation, enhancing 
image space details and reducing color distortion．But this method applied for color 
image and grayscale image is not so good. 

Therefore, we propose a mix-algorithm integrated HE and MSR. This method can 
decrease noise and enhance brightness of image through HE before the processing of 
MSR. For simple algorithm and fast efficiency, it is easily applied to the practical 
case, specifically to image processing.  

The remainder of this paper is organized as follows. A exhaustive description of 
algorithm is presented in Section 2. In Section 3, some illustrative simulation exam-
ples are provided to test the algorithms, and we show the experimental results of using 
different algorithms and give image assessment criteria, which results verify the  
feasibility and real-time of the proposed method. Finally, Section  4 concludes the 
paper. 
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2 Algorithm Research 

2.1 The Histogram Equalization 

Image histogram describes the relative frequency of each gray level in image. Image 
can be adjusted to a predetermined shape based on the conversion of gray-scale. For 
example, the gray-scale of some images distribute in concentrated and narrower 
range, so it is weak contrast that leads to unclear details. We can adopt HE method to 
adjust the gray-scale of image, which can makes uniform distribution of gray-scale. 
And then visual effects of image can be improved, so it can achieve the purpose of 
image enhancement. Taking the visual characteristic of humankind consideration, this 
image tone is more coordinate if the histogram of image is uniform. 

Assuming that the gray levels of original image(r) are normalized to between 0 and 
1. i.e. rϵ [0,1], 0r =  represent black and 1r =  represent white, and gray level of 

image is [0, L-1]. ( )rrρ
 represents probability density function of gray distribution 

of the original image, the essence of HE is try to find a gray-scale transformation 
function T, let the gray value with transformed ( )s T r= , where s is normalized to 

between 0 and 1, and then mapping relationship between r and s is established. But 

probability density function with processed image ( )ssρ  is required to equal 1, that 

is, probability density with converted belongs (0,1)U . The transformation function 

of HE is shown in Fig.1. 

 

Fig. 1. Transformation function of HE 

We can see from Fig.1 that the number of pixels is constant within the range of 
gray-scale transformation ( rΔ and sΔ ), so 

r+Δr s+Δsρ r dr = ρ (s)dsr sr s （ ）                     (1) 

When rΔ →0, sΔ →0, we can get 
ρ (r)ds r=

dr ρ (s)s
. 
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Owing to s=T(r),ρ (s) = 1s , then 
ds ( )

( )
dT r

rrdr dr
ρ= = .At last, the gray-scale 

transformation function of HE is shown as followed: 

rs = T(r) = ρ (r)drr0                                (2) 

That is also cumulative distribution function of the original image gray level r. The 
calculation steps of HE is as followed for digital image: 

Count the Histogram of the Original Image, 
n

( ) (0 1);k

k
r k L

r n
ρ = ≤ ≤ −  .  

where kr represents the normalized gray level of the input image, kn  is the number 

of pixels when image gray-scale level is kr  and n is the number of total image pixels. 

Calculate the Cumulative Distribution Curve of Histogram, 

( )( ) 0 0

n jk ks T r rr jj jk k n
ρ= = = = =

. 

Use (2) to Convert Image Gray-Scale. According to calculated cumulative distri-
bution function, we establish corresponding relationship between the gray level of 
input image and output image. That is to say, cumulative distribution function s is 
repositioned. The enhanced results of HE contains two aspects. Enhanced image his-
togram tends flat and its gray-scale level is merged. The interval of several gray-scale 
level with original image contained more pixels is widened, but compress the interval 
of several gray-scale level with little pixels. So the amount of information received 
from vision systems is greatly enhanced. 

2.2 The Multi-scale Retinex 

The multi-scale Retinex(MSR)[5] is proposed by Zia-ur Rahman et al. based on sin-
gle-scale Retinex (SSR) described in detail[3]. The advantage that the MSR has over 
the SSR is in the combination of scales which provide both tonal rendition and dy-
namic range compression simultaneously. MSR synthesizes several SSR, which ma-
thematical expressions can written as 

{ }NR (x,y) = W log s (x,y) -log F (x,y)*S (x,y)n nn-1i i i
                 (3) 

where the subscripts i ϵ R, G, B represent the three color bands, N is the number of 

scales being used, “*”denotes the convolution operation. nw are the weighting factors 

for the scales, 11
N Wnn = = , MSR change into SSR when N=1, and 1 1w = . S(x, y) 

represents original image, R(x, y) represents enhanced image. The  ( , )nF x y  are the 

surround functions given by 
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22 2-(x + y ) /σ nF (x , y ) = K en n                 (4) 

where nk  is normalization factor and it is selected so that ( , ) 1F x y = , 2
nσ are the 

standard deviations of the Gaussian function that determine the size of scale. In fact, 
we can select different scale to our needs. For example, the larger scale represents 
more color constancy, and smaller scales provide more dynamic range compression. 
In order to trade-off between dynamic range compression and color rendition, 

80nσ = is proved to appropriate[4]. 

2.3 The Hybrid Algorithm  

The MSR produce most of the detail in the black areas but at the expense of 
strengthening noise in these regions. This noise lead to the poor signal to noise 
ratio(SNR). For it, we produce improved MSR algorithm that we make the output of 
HE as input of MSR. It can increase the contrast of the image through HE method, 
which make subsequent processing better and decrease effectively noise. The 
following is the flow char t of the hybrid algorithm.   

 

Fig. 2. Low chart of the hybrid algorithm 

3 Experiment and Discussion 

3.1 Experiment 

The proposed algorithm has been tested on our image which is from dark background, 
and the size of this image is 476*335. This image is a combination of practical 
application, for example, we drive at night or in the tunnel. These images often are low 
contrast and unclear detail, so we propose a hybrid algorithm combined HE and MSR. 
In order to verify the performance of the algorithm, it has been tested on our image in 
PC(Intel Core2, 2.66GHz, 2.00GB, Microsoft Windows XP, MATLAB 2010b). Fig.3 
shows the result of experiment. 
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a) Original image          

 

 b) MSR        

Fig. 3. Comparison of the different algorithms 
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c) Hybrid algorithm 

Fig. 3. (continued) 

3.2 Assessment Criteria 

The assessment methods of image quality can be divided into subjective evaluation 
and objective evaluation. Subjective assessment mainly depends on human visual 
system, different levels, including ’excellent’, ‘good’, ’middle’ and ’terrible’ is as-
sessed by people. Objective assessment is often used to explain some important cha-
racteristics of the image. At the same time, it is the most widely used and accurate 
assessment methods. Common evaluation indicators include mean absolute error, 
mean square error (MSE), normalized mean square error, signal to noise ratio and 
peak signal to noise ratio (PSNR). Until now, there is also no uniform evaluation 
criteria to different enhancement algorithm. This paper selects MSE and PSNR to 
assess proposed algorithm. 

The Smaller Is the Value of MSE, the Better Is Image Quality. And the calcula-
tion expression is as followed: 

2M N ˆf(i, j) - f(i, j)i = 1 j = 1
M SE =

M * N

                        (5) 

where M and N represent the length and width of the image, respectively. And 

( , )f i j and ( , )f i j
∧

represent gray value of original image and output image when is 

(i, j), respectively. 
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The PSNR Describes the Ratio Useful Information to Overall Image. If PSNR 
is more larger, the quality of image is better. Its formula is as followed: 

.

2255 * M * N
P S N R = 10 * log10 2M N ˆf(i, j) - f(i, j)i=1 j=1

 
 
 
                           

(6) 

Because real-time is a very important factor in practical application, so time, MSE 
and PSNR are listed in the following table. 

Table 1. Quantitative evaluation table of image enhancement effects 

•  • Time[s] • MSE • PSNR 

─ MSR ─ 0.7350 ─ 3.1023 ─ 11.433 

• Hybrid 
algorithm 

• 0.7474 • 3.0598 • 11.554 

 
We can see from the Table 1 that hybrid algorithm is better performance than MSR 

because the later includes more useful information and possess better image quality. 
Because this hybrid algorithm can balance noise between brightness, at the same time, 
and the result is suitable to the human visual system. It is applied in parking supple-
mentary system which can presents more better result than MSR. 

4 Conclusion 

This paper proposes a mix algorithm combined HE and MSR, which not only streng-
then the details of the image but also enhance the contrast. Experimental results show 
that the images enhanced by the proposed algorithm are real-time, more higher PSNR 
value and less MSE value. However, since our enhancement algorithm does not take 
illumination in different scenes into consideration, it may introduce different effects. 
At the same time, owing to bigger date information in image processing, there need 
faster process. So these will be our future research works. 
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Abstract. In this study, the effects of four indoor illuminations on e-book 
readers are investigated by HRV analysis. Two main types of commercial light 
bulbs are adopted, the saving energy and LED ones. They are all categorized as 
high color temperature and low color temperature. The results of HRV analysis 
indicate that subjects feel more awake under high color temperature 
illuminations, no matter the type of bulbs. Moreover, subjects perform better in 
Continuous Performance Test when high color temperature energy-saving bulb 
is used as illumination source.  

Keywords: indoor illumination, e-book, HRV. 

1 Introduction 

Color is the manifestation of light by means of the reflection over the object. Human's 
feeling are affected not only by luminance, but also by colors[1]. The indoor 
illumination provides the basic light environment while we are in the house. The color 
temperature is the index of commercial light bulb which tells us the wavelength 
spectrum of the output light. For high color temperature, called cool light, the blue 
color is dominant, and for low color temperature, called warm light, the red one is 
dominant.  As green technology emerging, the energy saving is one of the issue, and 
traditional incandescent light bulbs have been replaced by energy saving bulbs or 
LED bulbs.   

As people nowadays are pursuing healthy life and working efficiency, the mobile 
devices penetrate our daily life. Many people use the mobile device to read messages, 
news, and even books. We may call these behaviors e-book reading. The reading 
experience is different from the traditional paper reading. Since most of the mobile 
devices adopt active lighting, the indoor illumination becomes more and more 
important to protect human’s eyes to prevent glaring. Therefore, while choosing the 
bulb, we should not only consider the energy conversion efficiency and color 
rendering, but also the human factors to establish a comfortable environment in any 
case[2]. 
                                                           
* Corresponding author. 
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In this work, four types of bulbs as experimental illumination: energy-saving bulbs 
with high color temperature (6500 K) and low color temperature (2700 K), and LED 
bulbs with high color temperature (6500 K) and low color temperature (2700 K).  For 
convenience, we shorten them as WS, YS, WL, YL, respectively. 

2 Experimental Design 

20 healthy male were participated in this experiment, each subject accepted four light 
illumination groups: cool white energy-saving bulb (WS), yellow white energy-saving 
bulb (YS), cool white LED bulb (WL) and yellow white LED bulb (YL). A 
questionnaire was then conducted in which each participant was requested to list their 
subjective feeling after the experiment. 

As the experiment proceeds, subjects were first rest for 7 minutes in slightly 
natural light, than reading e-book under selected illumination for 14 minutes.  And 
next Continuous Performance Test (CPT) would be conducted on display screen.  
The ECG signals had been recorded all time. 

The whole experimental timescale are shown in figure 1. 

 

Fig. 1. Experimental Timescale  

3 Data Analysis 

Figure 2~4 showed the HRV analysis of normalized low frequency power (nLFP), 
normalized high frequency power (nHFP), low frequency power to high frequency 
power ratio (L/H ratio).  All the 14 minutes reading is divided into 2 periods, the first 
7 minutes reading and the last 7 minutes reading.  As in Figure 3, we see there are 
statistic significant differences for the first 7 minutes reading test in four groups, but 
only the two cool white illumination groups (WS, WL) also show statistic significant 
differences in the last 7 minutes reading.  Figure 4 is HRV L/H ratio, and only the 
WS group shows statistic significant difference. 
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Fig. 2. nLFP Analysis 

 

Fig. 3. nHFP Analysis 
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Fig. 4. L/H Analysis 

Figures 5 and 6 show the omission error rate and commission error rate in CPT 
test, respectively. We can see that the WS group have lowest error rate in both, and 
the YL groups have the highest error rate in both combination. 

 

Fig. 5. Omission Error Rate in CPT 
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Fig. 6. Commission Error Rate in CPT 

4 Discussion 

nHFP is corresponding to sympathetic nervous system. It can also be the index of 
relaxation level[3][4].  In figure 3, it is obvious that nHFP of the two yellow white 
light groups increases in the last 7 minutes reading.  We assume yellow white light 
created a more relaxing environment that occur drowsiness to the subject, so that the 
nHFP increased. 

In CPT analysis, WS group performed best in both omission rate (7.0%) and 
commission error rate (3.1%), indicating their highest concentration level[5].  And 
YL groups have highest error rate in both combination (14% and 3.4%).  These 
seemed to be correlated to L/H ration. 

5 Conclusion 

In this study, tests of e-book reading under four light bulbs as indoor illumination 
were conducted. As the result shown, the cool white bulbs, no matter energy saving or 
LED types, may keep subjects awake while they are reading for the whole 14 
minutes. And the CPT test reveals some further issues for study. 
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Abstract. Hyper-heuristics are a class of high-level search methods
used to solve computationally difficult problems, which operate on a
search space of low-level heuristics rather than solutions directly. Pre-
vious work has shown that selection hyper-heuristics are able to solve
many combinatorial optimisation problems, including the multidimen-
sional 0-1 knapsack problem (MKP). The traditional framework for iter-
ative selection hyper-heuristics relies on two key components, a heuristic
selection method and a move acceptance criterion. Existing work has
shown that a hyper-heuristic using Modified Choice Function heuristic
selection can be effective at solving problems in multiple problem do-
mains. Late Acceptance Strategy is a hill climbing metaheuristic strategy
often used as a move acceptance criteria in selection hyper-heuristics.
This work compares a Modified Choice Function - Late Acceptance Strat-
egy hyper-heuristic to an existing selection hyper-heuristic method from
the literature which has previously performed well on standard MKP
benchmarks.

Keywords: Hyper-heuristics, Choice Function, Heuristic Selection,
Multidimensional Knapsack Problem, Combinatorial Optimization

1 Introduction

Hyper-heuristics are high-level search methodologies which operate on a search
space of heuristics. A hyper-heuristic is defined by Burke et al. [1,2] as: ‘...a search
method or learning mechanism for selecting or generating heuristics to solve
computational search problems’. This definition covers the two main classes of
hyper-heuristics, those concerned with heuristic selection and those with heuris-
tic generation. Although often considered as an alternative to metaheuristics,
the recent definition of a metaheuristic offered by Sörensen and Glover [3] some-
what subsumes hyper-heuristics. According to their definition, a selection hyper-
heuristic is a metaheuristic which provides a framework within which to mix

c© Springer International Publishing Switzerland 2015 225
H. Sun et al. (eds.), Genetic and Evolutionary Computing,
Advances in Intelligent Systems and Computing 329, DOI: 10.1007/978-3-319-12286-1_23



226 J.H. Drake, E. Özcan, and E.K. Burke

and control low-level heuristics, whereas a generation hyper-heuristic is a meta-
heuristic to generate heuristics. It follows that if a metaheuristic is a heuristic,
a hyper-heuristic can either be a metaheuristic itself (e.g. a Grammatical Evo-
lution system to generate heuristics [4]) or contain metaheuristic components
(e.g. a selection hyper-heuristic using Late Acceptance Strategy move acceptance
criterion [5]). Hyper-heuristics have been applied successfully to a wide range of
problems including: production scheduling [6], nurse rostering [7], examination
timetabling [7], sports scheduling [8], bin packing [9], dynamic environments [10],
vehicle routing [4] and the multidimensional 0-1 knapsack problem [11,12].

A traditional selection hyper-heuristic iteratively selects and applies low-level
heuristics to a single solution, with a decision made at each step whether to
accept the new solution. In this paper, such hyper-heuristics are labelled heuris-
tic selection method - move acceptance criterion hereafter. Özcan et al. [13]
described four different hyper-heuristic frameworks. One of these frameworks
FC , selects and applies a mutational heuristic from a set of low-level heuristics,
followed by a pre-defined hill climber before deciding whether to accept the new
solution. This is the framework used in this paper, illustrated in Figure 1.

Fig. 1. FC single-point search hyper-heuristic framework

TheModified Choice Function is an elegant heuristic selection method inspired
by Reinforcement Learning, which scores heuristics based on a combination of
three different measures. At each given step of a search, the heuristic selected
is based on a weighted combination of these scores. Existing work has shown
that a hyper-heuristic using Modified Choice Function heuristic selection can
be effective at solving problems in multiple problem domains. In this paper we
investigate the suitability of using Modified Choice Function hyper-heuristics to
solve the MKP, a domain in which hyper-heuristics have previously shown to be
successful.
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2 Selection Hyper-Heuristics and Choice Function
Heuristic Selection

The first use of the term hyper-heuristic was by Cowling et al. [14], who defined
hyper-heuristics as ‘heuristics to choose heuristics ’. This paper investigated the
application of a number of Simple Random, Greedy and Choice Function-based
hyper-heuristic approaches to a real-world sales summit scheduling problem us-
ing two deterministic move acceptance criteria: All Moves and Only Improving.
Choice Function heuristic selection has also been used by Bilgin et al. [15] for
benchmark function optimisation, Özcan et al. [16] and Burke et al. [17] for
examination timetabling and Drake et al. [12] for the MKP.

The Choice Function is a heuristic selection method which scores heuristics
based on a combination of three different measures. The first measure (f1) reflects
the previous performance of a given low-level heuristic, weighted towards the
most recent application. The value of f1 for a low-level heuristic hj is defined as:

f1(hj) =
∑
n

αn−1 In(hj)

Tn(hj)
(1)

where In(hj) is the change in solution quality, Tn(hj) is the time taken to execute
the heuristic for each previous invocation n of heuristic hj and α is a value
between 0 and 1 giving greater importance to recent performance.

The second measure (f2) attempts to capture any pair-wise dependencies
between heuristics. Values of f2 are calculated for each heuristic hj when invoked
immediately following hk using the formula in Equation 6:

f2(hk, hj) =
∑
n

βn−1 In(hk, hj)

Tn(hk, hj)
(2)

where In(hk, hj) is the change in evaluation function, Tn(hk, hj) is the time taken
to call the heuristic for each previous invocation n of heuristic hj following hk

and β is a value between 0 and 1 which also gives greater importance to recent
performance.

The third measure (f3) is the time elapsed (τ(hj)) since the heuristic was last
selected by the Choice Function. This allows all heuristics at least a small chance
of selection.

f3(hj) = τ(hj) (3)

In order to rank heuristics, a score is given to each heuristic with Choice
Function F calculated as:

F (hj) = αf1(hj) + βf2(hk, hj) + δf3(hj) (4)

where α and β as defined previously weight f1 and f2 respectively to provide
intensification of the heuristic search process whilst δ weights f3 to provide
sufficient diversification.
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2.1 Modified Choice Function Heuristic Selection

The Modified Choice Function [18] was introduced to overcome some of the limi-
tations of the classic Choice Function, when applied to cross-domain optimisation
using the CHeSC2011 [19] benchmarks. Modified Choice Function heuristic se-
lection automatically controls the intensification and diversification parameters
of the Choice Function, weighting each of f1, f2 and f3 using a method inspired
by Reinforcement Learning, giving far greater emphasis to intensification. The
Modified Choice Function does not make a distinction between the values of α
or β which weight f1 and f2, so these are reduced to a single intensification
parameter which is referred to as φ. Using the Modified Choice Function, the
score Ft for each heuristic hj is defined as:

Ft(hj) = φtf1(hj) + φtf2(hk, hj) + δtf3(hj) (5)

where t is the current iteration. At each stage if an improvement in solution
quality is observed φ is rewarded heavily whilst δ is harshly punished. If the
quality of the solution does not improve following the application of a low-
level heuristic, the level of intensification is decreased linearly, reducing φ and
increasing δ to diversify the heuristic search process. The intention is to give the
intensification component of the Choice Function more time as the dominating
factor in the calculation of F . In this paper the parameters φt and δt are defined
as:

φt =

{
0.99, if an improving move is made

max {φt−1 − 0.01, 0.01}, if a non-improving move is made
(6)

δt = 1− φt (7)

The use of 0.01 as the minimum value ensures that the diversification com-
ponent of the Modified Choice Function always has some non-negative influence
on the F value for each heuristic. Here we would like to clarify that whilst each
individual heuristic has its own F value, all low low level heuristics use the same
φ and δ values. The Modified Choice Function was shown to outperform the orig-
inal Choice Function on average, over six different problem domains by Drake
et al. [18]. Additionally the best results in the literature were achieved for the
MAX-SAT problem domain, within the HyFlex framework.

3 The Multidimensional Knapsack Problem

The NP-hard [20] multidimensional 0-1 knapsack problem (MKP) [21] is a gen-
eralised case of the standard 0-1 knapsack problem, with roots in applications
such as capital budgeting and project selection. The MKP is a resource alloca-
tion model, where the objective is to select a subset of objects which yield the
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greatest profit, whilst observing the constraints on knapsack capacities. Unlike
the standard 0-1 knapsack problem, each object j consumes a different amount
of resources in each dimension i when selected. Formally the MKP is stated as:

maximise

n∑
j=1

pjxj (8)

subject to
n∑

j=1

aijxj ≤ bi, i = 1, ...,m (9)

with xj ∈ {0, 1}, j = 1, ..., n (10)

where pj is the profit for selecting item j, aij is the resource consumption of
item j in dimension i, bi is the capacity constraint of each dimension i. Using
direct binary encoding, x1,...,xn is a set of decision variables indicating whether
or not object j is included in the knapsack. The size of a problem is defined by
the total number of variables n and the number of dimensions m.

A number of benchmarks sets exist for the MKP, each with different proper-
ties1. SAC-94 is a benchmark library of MKP instances taken from a number of
papers in the literature, often representing real-world examples. These instances
are generally small with m ranging from 2 to 30 and n ranging from 10 to 105
with optimal solutions known for all. ORLib is a widely used benchmark library
containing 270 instances, split into 27 sets of 10 instances, containing n ∈ {100,
250, 500} variables, m ∈ {5, 10, 30} dimensions and tightness ratio ∈ {0.25,
0.50, 0.75}. A third benchmark library was introduced by Glover and Kochen-
beger [22], referred to here as GK, containing much larger instances of the MKP
with n up to 2500 and m up to 100. As optimal solutions are not known for
all of the instances in ORLib and GK, performance is often measured using the
%-gap distance to the solution to the LP-relaxed problem calculated as:

100 ∗ LPopt−SolutionFound
LPopt (11)

where LPopt is the fitness value of the LP-relaxed solution to a given problem
and SolutionFound is the fitness value of the solution found. In the case of the
SAC-94 instances, as optimal solutions are known, performance is measured by
the proportion of instances for which the optimal solution is found.

4 Experimental Framework and Parameters

The Modified Choice Function described in the previous section is paired with
Late Acceptance Strategy acceptance criterion and applied to the MKP bench-
marks. Late Acceptance Strategy [23] is a general purpose optimisation technique
which has previously been used as an acceptance criterion in a number of se-
lection hyper-heuristics [16,11,5]. A Choice Function - Late Acceptance Strategy

1 All three benchmark instance sets have been standardised and are available in a
unified format at: http://www.cs.nott.ac.uk/~jqd/mkp/index.html

http://www.cs.nott.ac.uk/~jqd/mkp/index.html
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hyper-heuristic was shown to be the best of nine selection hyper-heuristics for
the MKP by Drake et al. [11]. The same framework is used here, containing
seven low-level heuristics to select from. A single hill climbing heuristic to be
applied after each low-level, as required by an FC hyper-heuristic framework, is
also included. In each case a run for a single instance terminates once 106 fitness
evaluations have been performed. This allows for direct comparison to the re-
sults of the original Choice Function - Late Acceptance Strategy hyper-heuristic
and a wide range of existing methods in the literature. A single run of each
hyper-heuristic is performed on each of the instances in the ORLib and SAC-94
benchmark sets. In the case of the larger GK instances, results are given as the
average of 10 runs for each instance.

5 Computational Results

Table 1 shows the results of the Modified Choice Function - Late Acceptance
Strategy hyper-heuristic over the 270 ORLib instances in terms of average %-
gap, along with the results for Choice Function - Late Acceptance Strategy. Stan-
dard deviations are given as subscript. The results for both hyper-heuristics are
very similar over the ORLib instances, with Choice Function - Late Acceptance
Strategy obtaining an average %-gap of 0.70 and Modified Choice Function -
Late Acceptance Strategy a %-gap of 0.73, with little difference in standard de-
viation. An independent Student’s t-test within a 95% confidence interval shows
no statistically significant difference between the two hyper-heuristics on this
benchmark set.

Table 2(a) and Table 2(b) compare the performance of Choice Function -
Late Acceptance Strategy and Modified Choice Function - Late Acceptance Strat-
egy over the SAC-94 and GK problem instances. In the case of the SAC-94
instances, which contains six subsets of problems, the success rate is defined as
the proportion on instances within each subset that the optimal solution is found.
Again the two methods are showing very similar performance on both of these
benchmark sets. Modified Choice Function - Late Acceptance Strategy is slightly
outperformed in terms of success rate in the pb and weish instances, finding the
optimal solution in one and three less instances respectively compared to Choice
Function - Late Acceptance Strategy. On the GK benchmark set, both methods
obtain the same average %-gap over 10 runs of each of the 11 instances.

Table 3 gives the average %-gap for a number of techniques from the literature
over the ORLib benchmark set. Our approach is able to outperform many of the
existing methods, achieving an average %-gap of 0.73. This is considerably lower
than many of the heuristic methods an some of the metaheuristic techniques
proposed previously.
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Table 1. Comparison between Choice Function - Late Acceptance Strategy (CF-LAS)
and Modified Choice Function - Late Acceptance Strategy (MCF-LAS) on all 270 in-
stances of ORLib in terms of %-gap

Instance Set CF-LAS MCF-LAS

OR5x100-0.25 1.16 0.20 1.09 0.21

OR5x100-0.50 0.53 0.08 0.57 0.08

OR5x100-0.75 0.40 0.07 0.38 0.05

OR5x250-0.25 0.42 0.04 0.41 0.10

OR5x250-0.50 0.20 0.03 0.22 0.04

OR5x250-0.75 0.13 0.01 0.14 0.02

OR5x500-0.25 0.19 0.03 0.21 0.04

OR5x500-0.50 0.10 0.03 0.10 0.03

OR5x500-0.75 0.06 0.01 0.06 0.01

OR10x100-0.25 2.00 0.22 1.87 0.16

OR10x100-0.50 1.02 0.19 0.95 0.16

OR10x100-0.75 0.58 0.08 0.53 0.09

OR10x250-0.25 0.83 0.09 0.79 0.11

OR10x250-0.50 0.39 0.06 0.41 0.05

OR10x250-0.75 0.23 0.03 0.24 0.03

OR10x500-0.25 0.40 0.06 0.44 0.07

OR10x500-0.50 0.18 0.02 0.20 0.03

OR10x500-0.75 0.12 0.01 0.13 0.01

OR30x100-0.25 3.45 0.46 3.61 0.53

OR30x100-0.50 1.56 0.26 1.60 0.29

OR30x100-0.75 0.92 0.08 0.97 0.15

OR30x250-0.25 1.55 0.17 1.75 0.22

OR30x250-0.50 0.71 0.08 0.79 0.10

OR30x250-0.75 0.39 0.04 0.43 0.07

OR30x500-0.25 0.92 0.10 1.05 0.10

OR30x500-0.50 0.39 0.05 0.44 0.06

OR30x500-0.75 0.23 0.02 0.27 0.02

AverageStdDev 0.70 0.09 0.73 0.11
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Table 2. Performance of Choice Function - Late Acceptance Strategy and Modified
Choice Function - Late Acceptance Strategy in terms of (a) success rate of over SAC-94
instances and (b) %-gap obtained in GK instances

(a)

Dataset CF-LAS MCF-LAS

hp 0.00 0.00
pb 0.67 0.50
pet 0.50 0.50
sento 1.00 1.00
weing 0.63 0.63
weish 1.00 0.90

(b)

Instance CF-LAS MCF-LAS

GK01 0.57 1.49 0.58 1.66

GK02 0.81 3.86 0.78 3.75

GK03 0.63 3.10 0.63 4.30

GK04 0.91 3.77 0.86 5.81

GK05 0.45 3.00 0.44 5.83

GK06 0.76 5.02 0.78 4.04

GK07 0.19 6.48 0.22 2.88

GK08 0.33 5.68 0.31 7.60

GK09 0.07 7.47 0.07 6.85

GK10 0.14 8.68 0.14 11.71

GK11 0.13 12.34 0.14 11.10

Average 0.450.30 0.450.29

Table 3. Comparison of genetic programming hyper-heuristic to previous approaches
over all instances in ORLib in terms of %-gap

Type Reference %-gap

MIP Drake et al. [11] (CPLEX 12.2) 0.52

MA Chu and Beasley [24] 0.54

Selection HH Drake et al. [11] 0.70

Selection HH Modified Choice Function - Late Acceptance Strategy 0.73

MA Özcan and Basaran [25] 0.92

Heuristic Pirkul [26] 1.37

Heuristic Fréville and Plateau [27] 1.91

Generation HH Drake et al. [12] 3.04

MIP Chu and Beasley [24] (CPLEX 4.0) 3.14

Heuristic Akçay et al. [28] 3.46

Heuristic Volgenant and Zoon [29] 6.98

Heuristic Magazine and Oguz [30] 7.69

6 Conclusions

In this work we have applied a Modified Choice Function - Late Acceptance
Strategy selection hyper-heuristic to a well known optimisation problem, the
MKP. Previously, using Modified Choice Function heuristic selection was shown
to outperform the classic Choice Function. Additionally the Choice Function has
previously worked well with Late Acceptance Strategy move acceptance when
solving the MKP. Although the Modified Choice Function has outperformed the
Choice Function over multiple domains in the past, this has not been the case
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when applied to the MKP, with the Modified Choice Function offering slightly
poorer performance in two of the three benchmark sets tested. Future work will
combine the Modified Choice Function with other move acceptance criteria, to
assess whether there is any variation in performance over the MKP benchmarks.
We will also test theModified Choice Function on further benchmark problems in
order to better understand the type of problem in which this heuristic selection
method can perform well.
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13. Özcan, E., Bilgin, B., Korkmaz, E.E.: A comprehensive analysis of hyper-heuristics.
Intelligent Data Analysis 12(1), 3–23 (2008)

14. Cowling, P., Kendall, G., Soubeiga, E.: A hyperheuristic approach to scheduling
a sales summit. In: Burke, E., Erben, W. (eds.) PATAT 2000. LNCS, vol. 2079,
pp. 176–190. Springer, Heidelberg (2001)
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Abstract. The computational modeling of neurobiological phenomena is an 
important area in bio-inspired computing. The understanding of state of 
consciousness as cognitive function is central to it. The functioning of 
neurological structures is inherently distributed in nature having a closer match 
to distributed computing. However, the role of functional neurophysiology is 
critical in cognition modeling.  This paper proposes a mathematical model of 
state of consciousness by mapping the functional neurophysiology and by 
inducing distributed computing structures in coherence. The scopes of evolution 
of consciousness and memory are incorporated into the model. The numerical 
simulation of the distributed computational model is conducted by considering 
different choice functions. The results illustrate that, gradual evolution of 
positive consciousness is deterministic under fair excitation from environment.   

Keywords: Cognition, consciousness, bio-inspired computing, distributed 
computing.  

1 Introduction 

The consciousness is a neurobiological phenomenon of a living being. At the physical 
layer of consciousness, a biological system interacts with the environment through the 
sensors and processes the input signals in brain to generate output. However, the 
modular cerebral network of brain often processes the inputs in the unconscious state 
[7]. On the other hand, the conscious and abstract thinking happens at the global 
workspace (GW) level [2, 7]. Several computational models are proposed to 
understand consciousness following artificial neural network and probabilistic 
reasoning. In general, the attributes of defining consciousness are vague and 
incomplete, which have resulted in incompleteness of computational models of 
consciousness [8]. The main reason is that, the models aim at human-centric 
consciousness definitions rather than trying to create a functional model of 
consciousness following neurobiological phenomena of living species. The 
understanding and modeling of cognitive actions and consciousness require the 
quantitative and theoretical frameworks bridging the neurobiological functions and 
the computational as well as algorithmic functions [1]. The cognitive functions of 
brain generating consciousness are inherently a distributed computing mechanism, 
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because the information processing happens at different locations in brain due to an 
input [7]. This paper proposes a novel computational model of deterministic 
consciousness following the functional attributes of neurobiological phenomena. The 
proposed model combines the distributed computing concepts to the functional 
attributes of neurophysiology to understand the state of deterministic consciousness. 
The concepts of evolution and memory are incorporated into the model to understand 
the dynamics of state of deterministic consciousness. The experimental evaluations 
are conducted by numerical computation aiming to quantify deterministic 
consciousness and to follow its dynamics. The proposed model and the results 
illustrate that, consciousness can be possibly quantified and the dynamical states can 
be traced if appropriate choice functions are selected matching neurobiological 
phenomena. The rest of the paper is organized as follows. Section 2 outlines related 
work. Section 3 and 4 describe the mathematical model of state of consciousness and 
experimental evaluation, respectively. Section 5 concludes the paper.  

2 Related Work 

The physiological level of understanding of cognitive capabilities involves neuronal 
structures and signal transductions. The neural correlation models are proposed by 
researchers to explain the development of consciousness in brain [2, 11, 13]. The 
mind-brain relationship and structural analysis are derived through experimentation 
involving EEG, fMRI and, PET [1, 2]. However, the physiological understanding of 
brain structures cannot explain the cognitive capabilities and consciousness in 
complete form. It has been proposed that neurological cognitive actions can be 
explained by following computational models such as, finite state automation as well 
as push-down stack [1, 9, 10]. Following this approach, a single neuron is modeled as 
tree-shaped computing structure [1]. The tree-model tries to map the physiological 
structure and functions of neurons into the computational structure. At the functional 
level, the predictive coding model of neocortex is proposed [12, 14]. The predictive 
coding model is a generalized model and incorporates elements of distributed 
computation. It is observed that, at the algorithmic levels, the cognitive functions 
become computationally intractable although living species perform such functions 
without delay [15]. The expression of intension is a cognitive function too having 
neurological mechanisms. Researchers have proposed models to predict intention 
based on pattern matching and sequence analysis [5]. The simulation theory is 
proposed by researchers to explain the intention prediction [18]. According to 
simulation theory, cross-simulation and cross-observation between two subjects can 
be performed making one subject aware of intension of another by using own state of 
cognition and consciousness. However, this model is based on empiricism.    

In general, the existing models of cognitive functions and consciousness can be 
broadly classified into six categories [2, 4, 6], namely: (1) global-workspace model, 
(2) information integration model, (3) internal self-model, (4) higher-level 
representation theory, (5) theory of attention mechanisms and, (6) virtual machine 
formalism. The global-workspace model considers interconnection of distributed 
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cerebral networks and its activation for certain duration of time. The consciousness 
model based on artificial neural network (ANN) is proposed following global-
workspace concept representing abstract thinking [7]. On the other hand, the 
cognition capability of abstract thinking is modeled by Central-Representation 
architecture along with monitor system [16]. However, these models are complex, 
computationally expensive and do not consider evolutionary consciousness. It is 
observed that, neurological phenomena of consciousness and experiences are not 
instantaneous neuronal activities and, the retention (memory) has a role into it [3]. 
Furthermore, the expression of experiences has a computational basis, which can be 
modeled by mathematical frameworks [17, 19, 20].    

3 Model of Consciousness and State Dynamics 

From the physiological as well as anatomical point of view, different sections of a 
brain are responsible to process different excitations from environment. 
Experimentations have revealed that, the information processing in brain is inherently 
distributed in nature. However, there is a mechanism of coherency and coordination 
among the neuronal sections to produce a conscious output. In view of computation, a 
brain can be modeled as a tightly-coupled distributed computing system, where 
specialized neuronal sections are represented as the nodes connected to each other 
through neuro-network. In this paper, a map the brain-model in view of distributed 
computing structures is formulated and the computational model of state of 
consciousness is constructed following functional neurophysiology. The 
computational view of brain is illustrated in Fig. 1. 

 
 
 
 
 
 

 
Fig. 1. Distributed computational model of brain 

Let G is a simple graph representing a neuro-physiological structure (a brain) and 
is composed of a set of nodes N having overall conscious output set ωG. The row 
vector <e> represents the environmental input (excitation) to G. The set ωGn 
represents outputs of n ∈ N to environment (retaining history), whereas ωG* denotes 
the immediately past set of outputs of G to the environment. Let, the set of random 
environmental sensory input to a conscious brain is given by IE = {XE (<e>, ωG*)} 
where, XE : (<e>, ωG*) → R represents random environment variable and, the input to 
a node n from environment is ien ∈ IE. Let S ⊂ Z is a set of excitation states in G = 
(N, LG), where LG ⊂ N2. Suppose, Iβn is a set of all inter-node input signals coming to 
n ∈ N from other nodes (excluding environment) and, the entire set of input to a node 
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n is given by, Iαn = (Iα ⊂ IE) ∪ Iβn. Furthermore, the inter-nodal signal generated by a 
node n due to excitation is Int. Each node in G has a set of output channels given by 
On, a transformation function represented by σ(.) and, a transmission function at time 
t given by, γt (.). It is evident that set Iαn contains every possible input to a node in 
brain including excitations from the environment. The normal operation of a brain 
having consciousness is dependent upon two parameters such as, (1) all the nodes in 
G = (N, LG) should be operational and, (2) inter-nodal signal propagation should be 
normal. The state of consciousness can be dynamically varying over time and the 
dynamic state of consciousness can have two bounds, a maxima (v) and a minima (u), 
where (u, v ∈ Z). The boundary state of consciousness u < 0 of a node n ∈ N is 
considered if the function of node is impaired due to some physical or environmental 
conditions. It is evident that, a person having normal state of consciousness produces 
output to environment due to an excitatory input to n by utilizing a subset of nodes Ne 
⊂ N \ n together with the node n ∈ N. Hence, the dynamic selections of Ne depending 
upon the types of environmental excitations and, the inter-nodal information 
transactions to produce conscious output are two important steps to consider. Let, 
∀n∈N, fn (.) is a selection function at n depending upon different types of excitations 
originated from environment. It dynamically determines the subset of nodes required 
to produce a conscious output due to a particular input either from environment or the 
excitations from other nodes in a brain having normal state of consciousness.  

The excitation function due to an input to a node of the brain having normal state 
of consciousness is defined as, δ : Iαn → S such that, δ.(δ −1) = 1. As a result, there 
will be a local and temporary excitation at node n represented by λn and, the 
excitation is internalized by the respective neuronal node through a fuzzy membership 
function μn (.). There exists a k such that, δ(ix) = kix and, k = 1 if ix ∈ Iβn, otherwise, 0 
< k < max(S). The output of a node as well as the set of nodes (i.e. brain) due to an 
excitation is controlled such that, ωG*, ωGn ⊂ ωG  and, ωG*  ∩ ωGn ≠ φ. Thus, for the 
entire brain represented by G, ωG = ∪n = 1, |N| ωGn, which is a time-ordered set of 
output of G. Effectively, the inter-node excitation (information) transactions are 
controlled by the function γt(.). Suppose, at time t, Ne = fn(.). Hence, the dynamics of 
state of consciousness of a node n ∈ N can be governed by a triplet function 
represented as follows (∀h ∈ Ne, λn ∈ [−u, v], μn(.)∈ [0, 1] and, Y ⊂ P(On), where 
P(.) is power set): 

  
 
                                                                                (1) 
 
 
 
Let, (na, nb)∈ LG and a channel function in G is defined as, C: Int → Iβn where, (ib∈ 

Iβn) = C(ia∈ Int). The delay-density distribution of the channel is dC(x) such that, if the 
propagation delay for a particular signal is τ then, ib|τ = ia|t=0 0,τ dC(x) dx, where dC(x) 
= d/dx(e−x(cos x−sin x)). This indicates that, the natural dynamics of consciousness 
states at any time t are dependent upon the execution of communication function γt (.). 
In addition, the level of inter-node excitation (Int) generated in node n at time t is 

 λn = σ (μn (δ (Iαn)), ωGn) 
 fn : (δ (Iαn), λn)→Y 
 γt : (Int, h)→ {0, 1} 
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equally important for inter-nodal coordination in generating a conscious decision. 
This is important to note that, it is not necessary to restrict the dynamics of 
consciousness states by imposing condition as, fn (.) = fj (.) for an input from 
environment.  

3.1 Generating Conscious Output 

Suppose at time t, a certain excitation has entered into a node n ∈ N of graph G. 
Thus, at time t+a, (a > 0), the row vector representing a state of consciousness is 
given by (m = |fn (.)|), 

    λΣn⏐t +a  = (λn, λ1, λ2,……… λm)                      (2) 

The output due to excitation is generated at time t+b, (b > a), from a conscious 
brain and, it is computed by a function depending upon λΣn⏐t +a as, βn⏐t +b = g (λΣn⏐t 

+a) such that, 

g : λΣn → R                                 (3) 

It is possible to limit the range of g (.) in a way so that at any time, βn⏐t ∈ [−r, r], r 
∈ Z+.  

3.2 Evolution of State of Consciousness 

The evolution of state of consciousness at time t is highly dependent upon the 
experiences it has gone through during 0 < t−1 < t. Let, an ordered pair ψn,t+i = <Iαn⏐t, 
βn⏐t+i > represents experience in n for i > 0. Thus, the consciousness of a brain with 
merged experiences can be computed as a finite set, ωG = {ψn,t : n ∈ N, t ∈Z+} and, 
ωGn = ∪t ∈Z+ ψn,t. Interestingly, this completely fits into the model of state of 
consciousness and the respective dynamics.   

3.3 Deterministic State of Consciousness 

Suppose in a system, all nodes of a brain are functional without physical impairment 
indicating ∀t, γt (.) = 1. The computed value of βn⏐t for different cases can occur in 
three ways as follows (considering |u|= |v|= 1), (I) βn⏐t ∈ {−1, 0, 1}, (II) βn⏐t ∈ (−1, 
0) and, (III) βn⏐t ∈ (0, 1). An output βn⏐t = 1 indicates that, a deterministic positive 
conscious decision is made; βn⏐t = −1 indicates that, a deterministic negative 
conscious decision is made and, βn⏐t = 0 indicates neutrality in conscious decision at 
time t. The intermediate values of βn⏐t indicate indeterminism in conscious decision 
either with positive-bias or with negative-bias depending upon respective signs. It is 
important to note that, more than one value of βn⏐t can never occur simultaneously at 
any single point of time. Hence, if output is following case (I), then it is deterministic 
state of consciousness at that point of time. On the other hand, the occurrence of case 
(II) or case (III) at output indicates indeterministic state of consciousness in decision.  
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3.4 Distributed Global Consensus 

The regions of neuronal networks in brain compute and propagate signals from source 
region to destination region through a series of neuronal firings. The globally 
consistent conscious output is made by a distributed consensus by different regions in 
brain in coherence. The information propagation and formation of regions are 
illustrated in Fig. 2. 

 

Fig. 2. Schematic diagram illustrating information propagation 

Let, Δj = Gj(Nj, LGj) is a sub-graph of G representing a localized region and, for Iαn, 
Gα = ∪j = 1, F Δj. The regional consensus is defined as a potential given by, CΔj = 
(1/|Nj|)Δj dβn, n ∈ Nj. The distributed global consensus about a conscious output due to 
an excitation is computed by a distributed consensus algorithm in different regions of 
brain represented by D(Gα, CΔj : 1 ≤ j ≤ F). An example of simplified definition of 
generating global consensus about consciousness is, D(.) = CΔF− max(CΔj : 1 ≤ j ≤ F−1). 

4 Experimental Evaluation 

The evaluation is made by computing the state of deterministic consciousness and, the 
degree of indeterminism in each case. The numerical simulation of the model is 
implemented considering a set of choice functions governing the dynamics. In nature, 
the dynamics of deterministic consciousness appear to be stable. In order to reduce 
rapid excitation and to reduce overshoot/undershoot of the system, a smooth non-
linear fuzzy function is chosen. The definition of fuzzy membership function is given 
as follows, 

 
                              0.5(1 + δ(x)2) if x ∈ Iαn  
                μn (δ(x)) =                                                    (4) 
                                 0, otherwise 
 
The characteristic variation of fuzzy function (y-axis) for unit gain (i.e. linear 

mapping of excitation) for the corresponding varying input vector (x-axis) is 
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illustrated in Fig. 3. Furthermore, the experiments are carried out following two 
different combinations of inputs. In one case, the input vectors to the system are 
always deterministic (i.e. {−1, 0, 1}). In another case, the input vectors are made 
combinatorial in the range [−1, 1]. The input vectors are chosen with uniform 
randomness in all cases.    

 

 

Fig. 3. Characteristics of fuzzy membership function at k = 1 
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Fig. 4. Characteristic map of constrained σ (x, y) 

According to natural observations, the evolution of state of consciousness is 
gradual. In order to understand the gradual evolution dynamics of state of 
deterministic consciousness, a moderate transformation function is chosen. A over 
amplified transformation function is avoided to eliminate instability in conscious 
behaviour. The transformation function of a node is chosen as, σ (x, y) = y(1+xy)0.5, 
where x = μn (.), y = avg(ωGn). The transformation is constrained within the limits as, 
x ∈ [0, 1] and, the corresponding memory vector y ∈ [−1, 1]. The characteristic 
surface map of constrained transformation function is illustrated in Fig. 4, where 
vertical z-axis is σ (.), horizontal x-axis is memory and y-axis is μn (.). It is observable 
from Fig. 4 that, the high and uneven surface of amplification is avoided in the 
constrained transformation function, which would correlate to the gradual evolution 
of the deterministic state of consciousness in a system. 
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4.1 Consciousness without Memory 

In this section, a memory-less system is considered, where the state of deterministic 
consciousness is instantaneous irrespective of dynamics of input vectors. The 
instantaneous state of deterministic consciousness is computed following continuous 
averaging method. Thus, in this experiment the parameters are chosen as, u = v = r = 
1 and, g(λΣn) = (λn + Σj =1, mλj) / (m + 1). The indeterminism in the consciousness is 
evaluated by computing relative distance between a state of deterministic 
consciousness (positive, neutral or negative) and the corresponding computed output. 
The input vectors are varied into two classes such as, (C1): deterministic input vectors 
(excitations are in {−1, 0, 1}) and, (C2): combinatorial (or fair) input vectors (where 
excitations are chosen in [−1, 1] randomly). The comparative study of degree of 
variations of indeterminism and the corresponding deterministic consciousness are 
illustrated in Figs. 5-8, where the input vector size is monotonically increased for both 
classes of input vectors (Figs. 5 and 6 represent size = 2 and, Figs. 7 and 8 represent 
size = 4).     

 
 
 
 
 
 
 
 
 

Fig. 5. Variation of consciousness in C1          Fig. 6. Variation of consciousness in C2 

 
 
 
 
 
 
 
 

   Fig. 7. Variation of consciousness in C1          Fig. 8. Variation of consciousness in C2 

It is observable that, the conscious decision states are limited within a relatively 
small bounded domain in comparison to indeterminism. The dynamics of 
consciousness appears to be closer to linearity in majority cases (not all cases). 
However, the indeterminism in consciousness is highly non-linear and unpredictable 
(i.e. chaotic in nature). In addition, the chaotic variations of indeterminism in 
consciousness tend to increase with the increasing size of combinatorial input vector 
class (C2). The patterns of variations of deterministic consciousness appear to be 
unaffected to a high degree for the increasing size of input vectors of both classes. 
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This is consistent with nature because, the system has zero memory and, the evolution 
of state of consciousness is stateless.  

4.2 Consciousness with Transformation and ψn,t+i 

In this section, the experiments are carried out in a system with memory and, the non-
linear transformation function is employed to the excitation. In the case of complete 
memory, the system can store the elements of previous state of consciousness as well 
as history of input vectors indicating, y⏐t = avg(βn⏐t-1) and, Iαn = Σj = 0, t Iαn⏐j. The 
initial values are set as, y⏐0 = 0.5 and, k = 1. The inter-nodal signal transaction values 
are computed as, Int = 0.5(δ(Iαn) + λn) to eliminate over-excitation of transmission. In 
the case of evaluating a system having memory, the input vector classes are further 
subdivided into three types such as, (1) fair input vectors (where input values can vary 
randomly in [−1, 1]), (2) positively-biased input vectors (where input values can vary 
randomly in [0, 1]) and, (3) negatively-biased input vectors (where input values can 
vary randomly in [−1, 0]). The initial point of evolution of the state of consciousness 
of the system is considered to have median value. A relatively low amplification 
factor of excitation is considered to estimate natural dynamics. The evolution of 
positive deterministic consciousness in a system having complete memory along with 
fair input is illustrated in Fig. 9. It is evident that, when input vector size is 
monotonically increased, the system achieves deterministic consciousness rapidly and 
the degree of indeterminism reduces to zero. However, if the input vector is made 
positively-biased, then the state of deterministic consciousness fails to reach unity as 
illustrated in Fig. 10. 
 

 
 
 

 
 
 
 
 
 

Fig. 9. Consciousness in transformed fair C2  Fig. 10. Consciousness in transformed C2 (+) 

The similar effect is observable in Fig. 11, when the input vector is made 
negatively-biased. In both the cases (with ±biased inputs), a system having complete 
memory fails to achieve positive deterministic consciousness. Thus, the system 
having complete memory along with fair inputs can successfully evolve to the 
positive deterministic consciousness, which is consistent to nature. In other cases, the 
residual degree of indeterminism remains in the system to varying degrees. 
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Indeterminism in consciousness with memory and transformation 
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Fig. 11. Consciousness in transformed C2 (−) 

5 Conclusion 

The state of consciousness is an important aspect of cognitive functions of a neuro-
anatomical structure such as, brain. The modeling of dynamics of state of 
consciousness is central to understanding of cognitive functions. The computational 
model of state of deterministic consciousness along with its gradual evolution can be 
constructed considering functional neurophysiology and elements of distributed 
computing structures. The constructed computational model of deterministic 
consciousness successfully incorporates scope of memory in determining its 
evolutionary dynamics. According to the model, the fair environmental excitations 
and memory are the keys to gradual evolution of consciousness, which is consistent to 
nature. The close matching of the model to neurological functions can be achieved by 
appropriate choice functions, where the basic framework of the model remains 
unchanged. 
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Abstract. The rotation invariant texture classification is an important applica-
tion of texture analysis. A rotated texture is often perceived by the changed 
dominant direction. This paper proposes an effective rotation-invariant texture 
classification method by combining the local patch based method with the ori-
entation estimation. For a texture sample, the Principal component analysis is 
applied to its local patch to estimate the local orientation, and then the dominant 
orientation is determined with the maximum value of the local orientation dis-
tribution. In order to extract the feature vector, each local patch is rotated along 
the dominant orientation after circular interpolation. By using the random pro-
jection, the local gray value vector of a patch is mapped into a low-dimensional 
feature vector that is placed in the bag of words model, together with local ori-
entation feature.  The simulation experiments demonstrate the proposed meth-
od has a comparable performance with the existing methods. 

Keywords: Rotation-invariant texture classification, principal component anal-
ysis, orientation estimation. 

1 Introduction 

Texture is a nature attribute of the images from the real world. Texture classification is 
to classify different texture categories due to our priori knowledge. It’s a common 
issue in computer vision and image processing, and has been widely used in many 
fields. In the texture classification field, classify textures with rotation invariant is an 
essential need in many applications.   

Conventional method includes polar coordinate transform, Fourier transform, High-
order statistics, center-symmetric auto-correlation, local binary pattern[1-2], Gaussian 
Markov random fields, Radon transform[3-4], Wavelet transform[5], and so forth [6]. 
In recent years, many researches have been focused on the rotation invariant texture 
classification (RITC) issue. Among these, patch based method can achieve high accu-
racy classification rate, while with high computational complexity and no RITC abil-
ity. The computational problem is solved in [7], which uses the random projection to 
map the high-dimensional feature into low dimensional with random measure matrix. 
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VZ_joint[8] is a patch based method proposed by Varma. To achieve rotation invari-
ant property, the author points out to find a local direction and arrange the intensity 
values from each circle in local patch. In [9], Zhen uses a structure tensor to estimate 
the local orientation as a comparison method. The author also proposes a new method 
---joint_sort, where the intensity values from local patch are sorted in a descending 
order. It has a lower accuracy but save the time using to find local direction. Howev-
er, both of them ignore the global direction. As shown in Fig. 1, as the condition 
patches with size of 3 pixels, in the patches feature extraction stage, there will be no 
difference between Fig. 1(a) an Fig. 1(b) in the method of VZ_joint. The same situa-
tion also happen between Fig. 1(a) and Fig. 1(c) in the method of joint_sort. Although 
the overlapping patches can support some orientation information, they don’t have 
enough information of textures with strong global direction. 

 

(a)                                    (b)                                     (c) 

Fig. 1. Three images with size of 3×6 pixels 

Textures are rich in orientation information, which can be divided into local orien-
tation and global orientation. As shown in Fig. 2, the white rings point out the local 
orientation and the black arrows show the mainly global orientation. The local orien-
tation region shows the microscopic structure of texture image, and the global orienta-
tion provides the global structure. In order to keep the global and local orientation 
information at the same time, this paper presents a method combining the local patch 
and orientation estimate together. The Principal component analysis theory is used to 
find the local orientation of the micro patch, and the mainly orientation of the texture 
image is found by the local orientation distribution. Then the feature vectors extracted 
from each patch are arranged in the mainly orientation, after random projection, the 
low feature vector and local orientation feature of each patch are used for clustering, 
training and testing. Experiments have been taken on Outex and CUReT database, 
which prove the effectiveness of the proposed method. 

The rest of this paper is organized as follow: In section 2, we give a brief review of 
joint_sort and VZ_joint method, and present the method used to estimate the orienta-
tion in textures. In section 3, we introduce the proposed method. In section 4, we pre-
sent the experimental results on benchmark texture datasets. Finally, we draw the 
conclusions in section 5. 
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Fig. 2. Two texture images 

 

Fig. 3. The difference in feature extraction between VZ_joint and Joint_sort (Source: [4]) 
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2 Backgrounds 

2.1 Brief Review of VZ_joint and Joint_sort 

VZ_joint is a patch-based method proposed by Varma. The method takes the N×N 
square local overlapping patches from texture image to get the N2 dimensional feature 
vectors. Then a textons library is built from the train set by clustering and textons 
histograms are used to classify textures. To address the rotation invariant property, a 
circle neighborhood is used instead of square in [10], and a local direction achieved 
by structure tensor [9] is found, then feature vectors are arranged in this direction.  

Similar framework is to be found in joint_sort method. The only difference be-
tween them is in the feature extraction stage. In joint_sort, the intensity values in each 
concentric circle are sorted in a descending order, and then concatenate together as a 
long vector to present the patch. Fig. 3 shows the detail of difference between the two 
methods. 

2.2 The Methods of Orientation Estimate 

In [11], an orientation estimation method based on Principal component analysis 
(PCA) and multiscale pyramid decomposition is proposed. The PCA analysis is ap-
plied to find the Maximum Likelihood (ML) estimate of the local orientation [11]. For 
an image, its gradient image at (xk,yk) is denoted as▽f (k)=[∂f (xk , yk) / ∂x, ∂f (xk , yk) / 
∂y], then the gradient image is divided into local blocks (overlapped or non-
overlapped). For each N×N block, we arrange the gradient values by rows to get a N2 

×2 matrix G, which can be denoted as follows: 

 
2

(1)

( )

f
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f N

∇ 
 =  
 ∇ 

  (1) 

Then the Singular Value Decomposition (SVD) is applied on matrix G: 

 G=USVT (2) 

And the first column v1 of V can be seen as the dominant orientation of the gradi-
ent field. Besides, a measure R of accuracy of dominance of the estimate is computed 
as follows: 

 1 2

1 2

s s
R

s s

−
=

+
 (3) 

More detail information of the algorithm can be found in [12]. In this paper, to 
simplify the algorithm, instead of combining the PCA with the multiscale pyramid 
decomposition, we only use the PCA to estimate the local orientation. From the dis-
tribution of local orientation we can get the mainly orientation as the global orienta-
tion. And the accuracy measure R is also used as a local feature. 
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3 The Proposed Patch_Orientation Method 

3.1 Patch Based Texture Classification Method Framework 

The patch based texture classification method can be mainly divided into two parts: 
feature extraction and classification. For the training samples, the overlapping patches 
are extracted, which are used to estimate the local orientation and form the local fea-
ture with the mainly orientation of the whole image. After random projections, the 
textons library is built from low-dimensional feature vectors by k-means clustering. 
Then the statistical textons distribution histogram of each texture class can represent 
this class. For example, if there are C texture categories with D samples per class, and 
each class has K textons, then the textons number of the texton dictionary is C×K. 
And the D training histograms with the dimension of C×K will be seen as the repre-
sentation of this texture class.  

 

 

Fig. 4. Patch based texture classification method framework 

The classifier employed in this paper is also the K-nearest neighbor (KNN). In this 
theory, according to the similarity measure, the category label of the testing sample is 
decided by the majority of k nearest neighbors in training samples belong. In this 
paper, the k is set to be one, and we use the χ2 statistics as the similarity measure. 
Assume Ht and Hr to represent two N-dimensional histograms, then the distance D 
between them can be computed like this: 
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3.2 Feature Extractions 

In this stage, the grey value feature and local orientation feature are extracted in the 
same time. As shown in Fig. 5, for patch 1, after orientation estimation, the local an-
gle α1 and estimation measure R1 are computed from patch 1. Then all local angles 
from the image generate the orientation histogram, from which we can get the total 
angle β on the peak of the histogram. And then we interpolate value on the circle re-
gion of the patch along the total angle β, and arrange the value circle by circle to get  
 

 

Fig. 5. Feature extractions 
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the high dimensional vector. To reduce the computational complexity, the random 
projection is applied to mapping the high dimension patch vector into a low dimen-
sion one. The random projection theory is straightforward: For a vector x = [x1, x2 ,…,   
xN ]

T, choose a random matrix Φ = [φ i , j]M ×N , the random projection is  

 y x= Φ  (5) 

Where N ≥M, and y = [y1, y2 ,…, yM ]
T is the low-dimensional vector. In [2], inspired 

by the theory of compressed sensing, the author presents a texture classification 

method using random projection, where Φ is an independent, zero-mean and unit-

variance Gaussian random matrix. As mentioned in [13], there are three kinds of ran-

dom matrices in compress sensing: Gaussian measurements, Binary measurements, 

Fourier measurements. According to the experiment results, we choose the matrix Φ 

to be an independent random matrix with the symmetric Bernoulli distribution 

( )1/ 1/ 2MiP Mφ = ± = . 

In order to stress the orientation information, after random projection, we combine 
the low dimensional vector with the local angle α1 and estimation measure R1, which are 
used as the final feature vector. (The local angle α1 is normalized between 0 and 1.) 

4 Experimental Results 

To evaluate the effectiveness of the proposed method, we carried out a series of ex-
periments compared with joint_sort and VZ_joint on two benchmark texture datasets: 
Outex database and Columbia-Utrecht Reflection and Texture (CUReT) database. 
Each intensity image is individually normalized to have an average intensity of zero 
and standard deviation. And other experimental setup is the same as in [9]. 

4.1 Experimental Results on Outex Database 

The Outex database contains a large collection of textures with variations to illumina-
tion, rotation and spatial resolution. On this section, two test suites are chosen from 
the sixteen texture classification suites: the Outex_TC_00010 (TC10) test suite and 
the Outex_TC_00012 (TC12) test suite. Both of them contain the same 24 texture 
classes at nine angles (00, 05, 10, 15, 30, 45, 60, 75, and 90) with 20 images per rota-
tion angle. In the TC10 test suite, 24×20 images under Inca illuminant with rotation 
angle 0 are selected as the training samples, and other 24×160 images are selected as 
testing samples. For TC12 test suite, the training samples chosen are the same as that 
in TC10 test suite, and other 24×180+480 images under horizon and tl84 illuminant 
are used for test. Besides, all the training samples in experiments are used to get 40 
textons per class. 
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The experimental results on Outex dataset are listed in table1. The results of 
VZ_joint and Joint_sort method are copied from [9], and the results of CLBC_CLBP 
are copied from [14]. It can be seen that the proposed method has a better perfor-
mance than Joint_sort, and a little lower accuracy than VZ_joint. But the proposed 
method has a comparative time cost with Joint_sort. If we don’t consider the time 
cost, and use the 360°circular interpolation, the classification accuracy on TC10 of 
proposed method can achieve 99.193%. 

Table 1. Experimental result on Outex database 

 Pathc5 Patch7 

 Tc1
0 

Tc12
t 

Tc12
h 

Tc10 Tc12
t 

Tc12
h 

VZ_joint - - - 98.51 97.45 98.35 

CLBC_CLBP 98.
83 

93.59 94.26 98.96 95.37 94.72 

Joint_sort - - - 99.19 94.88 96.82 

Proposed method 98.
33 

92.29 95.67 99.04 97.08 97.50 

4.2 Experimental Results on CUReT Database 

The Columbia-Utrecht (CUReT) database contains images of 61 materials images 
under different viewing and illumination conditions. To compared with other meth-
ods, the same 92 images per classes are selected and a 200×200 central region is 
cropped from each images. Besides, all the images are converted to grey scale. In the 
experiments, L samples per class are chosen as the training samples. The first 23 im-
ages of each class are used for clustering to get 40 textons per class. And other (92-
L)×61 images are selected for test. 

Table 2. Experimental results on CUReT database 

 L 

 46 23 12 6 

VZ_joint[4] 97.51±0.75 94.27±1.63 89.00±2.26 80.22±3.93 
Joint_sort[4] 96.93±0.95 93.00±1.92 86.28±3.11 76.24±4.16 
Proposed 95.43±0.38 90.62±0.56 83.43±0.84 72.88±1.07 

Table2 shows the experiment results on CUReT database. To get the significant 
difference, the experiments are taken over a thousand random splits, and the accuracy 
represents the average classification rates and standard deviation. It is noted that the 
proposed method achieves worse results than others. It may be the effect of random 
projection, as mentioned in [7], the random projection can reduce the computational 
complexity, but also reduce the accuracy of algorithm at the same time. 
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5 Conclusion 

In the proposed method, the local orientation is combined with the local patch based 
method. The local orientation estimated by SVD of the gradient image patch is used 
in two ways, one is for getting the dominant orientation, and the other is gathered into 
the final feature vector. To reduce the computational complexity, random projection is 
applied to mapping the high dimension patch vector into a low dimension one. The 
experiment results show the proposed method has a better performance than joint_sort 
method on Outex database, and has a little worse result in CUReT database. Although 
the random projection can reduce the computational complexity, the classification 
accuracy rate is not satisfactory enough. More experiments should be taken to find 
whether the random projection affects the performance of proposed method on 
CUReT database. 
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Abstract. Because uniform division spatial histogram can not finely divide the 
data in relatively concentrated areas, it can not accurately track human faces. A 
new face tracking method which combines an improved spatial histogram with 
particle filter is proposed. In this method, non-uniform division is proposed. 
Histogram data in relatively concentrated areas can be divided finely, and 
histogram data in relatively sparse areas can be divided roughly. Simultaneously, 
a new re-sampling method is proposed in order to solve the "particle degradation" 
and "particle depletion". If many duplicate particles occur, keep a particle, remove 
other particles. In order to ensure that the total number of particles is N, particles 
must be selected randomly in the vicinity of the particles which have a large 
weight. Experiments show that its tracking performance is very good when target 
color is similar to the scene color and obstructed partly or completely, or under the 
complex non-linear, non-Gaussian situations. 

Keywords: spatial histogram, non-uniform division, particle filter, re-sample, 
face tracking. 

1 Introduction 

Target tracking has been widely applied in video surveillance, motion capture, robot 
localization etc. Face tracking in image sequence has broad application prospect in 
video surveillance, face recognition, human computer interaction, and video retrieval 
etc. At present, there are many face tracking methods [1-4]. But most of the methods are 
affected by different face pose, changed illumination, complicated background. The 
color histogram is a common target modeling method. Its advantage is simple 
calculation, and high performance in real time. It has been applied in target tracking 
combined with particle filter [5, 6]. Characteristic of color distribution is stable and 
insensitive to the change of object posture and deformation of the nonrigid objects, and 
it is invariant to rotation and scale, but it is easy to lose the target when the scene 
contains the object which’s color distribution is similar to the target. To solve this 
problem, reference [7] depicts system state model with a simple random drift model, 
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and it establishes systemic observation probability model defined by the similarity of 
the spatial histogram. Reference [8] proposes a new similarity measure method based on 
spatial histogram. In this method, spatial distribution of pixel corresponding to each 
section in spatial histogram is seen as Gaussian distribution, and its mean and 
covariance matrix are calculated by all the pixel coordinates in this section. After its 
mean and covariance matrix are obtained, similarity of spatial distribution is calculated 
by Jensen-Shannon Divergence (JSD), but similarity of color features is calculated with 
histogram intersection method which has a strong ability to distinguish color features. 
Reference [7] and reference [8] propose the methods which combine spatial histogram 
with particle filter. Particle filter algorithm is a non-parametric Monte Carlo simulation 
method to achieve recursive Bayesian filtering. In these methods, particles, a set of 
random samples with weights, represent the state of the system posterior probability 
density function of the system. The estimation of the posterior density function is 
obtained by these samples. With the increasing of the sample number to the infinity, 
particle filter can achieve the optimal Bayesian estimation, and it is generally equivalent 
to the posterior probability density describing by functions. 

In these above method, spatial histogram combines color information of the target 
and the spatial distribution information. It has a stronger ability to identify targets than 
the traditional color histogram. At present, there are many face tracking methods based 
on similarity of spatial histogram. But color histogram interval is always divided at 
equal interval in these references. For example, it is divided at equal interval in 
reference [1]. In this method, histogram data in relatively concentrated areas can not be 
divided finely. Thus, the target can not be identified accurately. Simultaneously, since 
histogram data in relatively sparse areas is divided finely, it increases calculation time. 
Thus, a new improved method is proposed, which combined non-uniform spatial 
histogram with particle filter. In this method, histogram data in relatively concentrated 
areas can be divided finely, and histogram data in relatively sparse areas can be divided 
roughly. At the same time, a new re-sampling method is utilized. Experiments show that 
this face tracking method which combines improved spatial histogram with particle 
filter is more robust, more accurate, and more efficient. 

2 Similarity Measure Method of a Non-uniform Spatial 
Histogram 

Color feature is the basic feature of the target tracking. It is stable to partial occlusion, 
rotation and change in scale. Color distribution is divided into B level in reference [7]. 
B is the color quantization level and it is quantized uniformly. Quantization interval 

wΔ  is equal to
N

256
. },...,2,1{:)( 2 BRlb m → , which is the quantization 

function, indicates that color values of the pixel which position is ml  is quantized 

and is assigned into appropriate color level. In order to make a classification  
finely, wΔ  will decrease in some sections where probability is greater. It will 
increase in some sections where probability is smaller. Thus, quantization  
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function },...,2,1{:)( 2 BRlb m →  is improved to },...,2,1{:)( 2 BRlb m →′ , 

which is a new proposed method. When it is quantized, the i-th level pixel value  

range is [ 
−

=

Δ
1

1

i

u
uw , 

=

Δ
i

u
uw

1

]. In this formula, )
1

1(
256 u

u p
NN

w −+=Δ .  

If i=1, its range is [ 0 , 1wΔ ]. In above formula, the greater probability  

is, the smaller the range is, and wΔ  is smaller. Moreover, 

256)...(
256256

256 21

1

=+++−+=Δ
=

u
B

u
u ppp

NN
w . This is division of the 

chromic interval. Assuming that a target state is the X, Bu
u
ll pp ,...,2,1}{ ==  is defined 

as ))((||)(||
1

ulb
h

ll
kCp m

M

m

mu
l −′−= 

=
δ , which represents color distribution. 

Among the above formula, l  is target center which is determined by the target state 
X. The M represents the total number of pixels in the target area. The h represents the 
window size of the target area. (.)k  represents the kernel function(Gaussian kernel 

function is selected generally). Constant C  is equal to 
=

−M

m

m

h

ll
K

1

||)(||

1
. 

)( mlb′  is the improved quantization function. Assuming that the i-th sample i
kX  

color distribution of the target state kX  is Bu
up ,...,2,1}{ = , and color distribution of 

reference target is Bu
uq ,...,2,1}{ = , Similarity of candidate target and reference target 

can be represented using Bhattacharyya coefficient. Bhattacharyya coefficient is 

defined as 
=

=
B

u

uuuu qpqp
1

],[ρ . Thus, similarity measure function is defined as 

],[1),( uu qpqpD ρ−= . In the above formula, if ),( qpD  is smaller, the 

distance will be smaller. 
If the similarity measure functions only utilize color information, tracking will fail 

when the target is covered by the object which color is similar to the background. 
Therefore, spatial information of the target color distribution is also utilized. Spatial 
histogram comprises spatial mean and covariance of each bin in histogram. It can 
improve the robustness of the tracking because the spatial information can get more 
information about target.  

Second-order spatial histogram of a image can be represented as: 

>=< bb
b Cpbh ,,)( μ , ),...,2,1( Bb = . Among the above formula, bp  is the 

probability of the pixel falling into the interval b. bμ and bC  are the mean vector 

and covariance matrix of the pixel coordinates in the interval b respectively. The 
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similarity measure of the histogram about candidate target and reference target can be 
represented by the weights of their similarity. It is defined as: 


=

−− ′−′+′−−⋅=′
B

b

bb
bbbb

T
bb qpCCkhh

1

11 )})(()(
2
1

exp{),( μμμμρ As can 

be seen from the above equation, the spatial information is integrated into similarity 
measure function of spatial histogram. Therefore similarity measure function of 
spatial histogram is defined more strictly and reliably than traditional similarity 
measure function based on color histogram. 

3 Particle Filter 

Particle filter is a method for processing posterior probability density )|( tt zxp  and 

observed probability density which distribution is non-Gaussian. Its principal method 
is that the probability distribution is represented by a group of sample set with weight. 

N}1,2,...,n|)w,{(xX nn ==  is sample set, w  is the weight. Assuming tx  is 

the target state variable at time t, tz :1  is the all observed variable at cut-off time t. 

Then, a set of particles with weight N}1,2,...,n|)w,{(xX n
ttt == n

，
=

=
N

n 1

n
t 1w  

are obtained by sampling from the posterior probability density )|( :1 tt zxp . In order 

to solve the problem of "particle degradation" and "particle exhaust" in particle filter 
algorithm, re-sample is done after each tracking [9]. 

Because the weight of each particle is proportional to its own likelihood probability 

)|( n
tt xzp  completely, the ultimate state of the target at time t can be estimated 

using the weighted average of all particles. It is expressed as: 

                       
=

=
N

n

n
t

n
tt xwXE

1

)(                               (1) 

The likelihood probability of particle in target tracking is obtained by calculating 
the similarity distance between the particle and the target model. Assuming that the 

target model is BuCquh uuu ...2,1},,,{)( =′′=′ μ , the spatial histogram of the n-th 

particle is defined as BuCpuh uu
n

u
...2,1},,,{)( == μ . Then the similarity 

between the particle and the target model is defined as: 


=

−− ′−′+′−−•=′
B

u
u

n
uuuuu

T
uu qpCCkhh

1

11 )})(()(
2
1

exp{),( μμμμρ Then the 

Bhattacharyya distance between the particle and the target model is: 

),(1),( hhhhd ′−=′ ρ . The likelihood probability of particle is: 

))2/(exp()|( 22 σdxzp n −∝ . where σ  is the standard variance of the observed 

noise. 
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As can be seen from the above equation, the more similar the particles and the target 
model are, the smaller the distance between the particles and the target model is, and 
vice versa. Therefore, likelihood probability of the particle is very high, which is nearby 
the center of the target, or has little change in the scale, and vice versa. The ultimate 
state of the target is obtained by these particles with weight. Therefore, the measure 
method need to be found, which is very strong to distinguish similarity. By this method, 
the similarity of particle and target model is very high when particle is nearby the center 
of the target, or has little change in the scale. The similarity of particle and target model 
is smaller when particle is away from the center of the target, or has big change in the 
scale. Thus, this method can improve the accuracy and stability of the target tracking. 

The method of face tracking based on particle filter mainly includes particles 
initialization, re-sampling, prediction, observation, target status updating, and so on. 
Assuming the system state vector is X = ( x, y, w, Δx,Δy,Δw), Where x, y indicates 
the center position of the face region, w indicates the width of the face region, Δx, Δy 
indicates the displacement change of face movement, Δw indicates the width change 
of the face region. 

(1) Initialization 
Firstly, 100 particles are selected randomly near the region of the face. Spatial histogram 
of every particle is calculated. Then, Bhattacharyya distance between particle and the 
target of human face is calculated. The weight of each particle is calculated by this 

formula: )
2

exp(
2

1
2

2

πσπσ
d

wt

−= . The tw  is normalized by 


=

= N

n
n

i
i

w

w
w

1

. 

（ ）2 resampling 
After iterating a few times by above formula, the weight of the most of the particles 
becomes too small. Then, this can cause ＂ ＂particle degradation . In order to prevent 
particle degradation caused in dissemination process, particles must be re-sampled. 
Particle with high weight will generate many new particles instead of the particles 
which weight is low. 

Assuming the particle set is },...2,1,,,{ Nncwx n
t

n
t

n
t =  at time t, where n

tc  is 

cumulative probability corresponding to the weight of particles. Namely 
n
t

n
t

n
t wcc += −1 . Then the random numbers 1u  distributed uniformly in [0, 1] is 

generated  

  for j=1:N 

     )1(
1u

u 1
j −+= j

NN
 

    while n
tc>ju  

         n=n+1; 
    end while 

n
t

j
t xx =*  

end for  
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Although this method can solve the particle degradation, however, particles with 
high weights are selected many times so that the obtained sample will contain many 
duplicate particles. This will lead to the loss of particle diversity. This is so-called 
"particle exhaust". If many duplicate particles appear, only one particle is retained, 
and other particles are removed. In order to ensure that the total number of particles is 
N, some particles must be randomly selected in the vicinity of the particles with high 
weights so that it supplements those particle which is removed.   

(3) prediction 
The first order autoregressive equation is applicable to the situation that moving target 
has obvious trend of voluntary movement. The formula is: 

                           kkk BvAxx += −1                               (2) 

Where A, B are a constant matrix, they can be obtained by experiment or 

experience. kx  is state vector of the moving target at time k. v  is normalized noise. 

Bv  represents variance of Gaussian noise, which indicates range of distribution of 
particle when it is applied to the image. In the above formula, the first part of the right 
part is sure. The second part is random.  

(4) Observation 
According to the above predictive method, a new set of particles are obtained after 
undergoing the dissemination of the particle. Then, observed value and the 

normalized weight value n
tw  of the each particle are calculated. 

(5) Face state updating 
The final state of the face can be estimated as:  

                        
=

=
N

n

n
t

n
t

n
t xwxE

1

)(                             (3) 

4 Face Tracking Method Based on Improved Spatial Histogram 
and Particle Filter 

In this paper, face tracking is realized by improved spatial histogram combined with 
particle filter algorithm. Specific procedures of this algorithm are as follows: 

（ ）1 Particle initialization: At initial time (k=0), reference target is selected 

manually in the initial frame. The color distribution Bu
uq ,...,2,1}{ =  of the reference 

target is calculated. Statistical spatial information is obtained. Mean vector and 
covariance matrix of the pixel position falling into each interval are calculated. Then 

sample sets of the initial state N
i

i

N
X 10 }

1
,{ =  are established according to the prior 

distribution )0(Xp .  
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（ ）2 Particle status transfer: At time )0( >kk , According to random drift model 

and state of particle i
kX 1− , state of the particle i

kX  is predicted.  

（ ）3 Particle weight calculation: Particle weight is calculated according to 
),( hhd ′ , and it is normalized:  

                           
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i

i
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i
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i
k WWW
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/                              (4) 

（ ）4 Estimation of the target state: The minimum mean square error estimation of 

the target state at time k is calculated by this formula: 
=

=
N

i

i
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i
kk XWX

1

. 

（ ） ：5 Resampling N samples are re-extracted from the sample set according to the 
sample weight. Specific steps are as follows: 

① Calculating cumulative weight value of the sample collection N
i

i
k

i
k WX 1},{ = : 

i
k

i
k

i
k WCC += −1 .  

② Then random numbers 1u  uniformly distributed in [0,1] is generated 

③ Searching for minimal j from the sample set when i
kj Cu < . And 

make i
k

j
k XX =′ .  

④ Form the new set of particles N
i

i
k

i
k WX 1},{ = = N

i
i

k N
X 1}

1
,{ =′ . 

（ ）6  making 1+= kk , Returning to step (2). 

5 Experimental Analysis 

In this experiment, CPU is Intel® Core™ i5-3470 CPU @3.20GHz 3.20GHz, 
Memory is 4.00 GB. Software is MATLAB 7.11.0(R2010b). Video sequences used in 
experiment are obtained through the video capture system based on TI DM3730 DSP. 

5.1 Improved Histogram 

To illustrate the advantages of similarity measure of non-uniform division histogram, 
at first, uniform histogram and non-uniform histogram are compared in first 
experiment. See Fig.1, 2 and Fig.3. In Fig.1, the interval of the histogram is uniformly 
divided. Each interval is 256/N=32. But each interval which interval of the histogram 
is non-uniformly divided is varied in Fig.2 and Fig.3. The width of the interval from 
N=1 to N=8 is 36.0000, 33.7922, 34.6807, 34.1647, 31.7675, 31.4383, 18.1801, 
35.9765 respectively in Fig.2. The experimental data obtained are shown in Table.1. 
As can be seen from Table 1, where the probability is larger, the interval of the 



264 D. Yang et al. 

 

histogram must be decreased with the method of non-uniform division histogram. 

Such as 5569.07 =p , its width of the interval is 32. After the histogram is non-

uniformly divided, its width of the interval is 18.18, but 0664.07 =p . However, 

most of the data are concentrated in the sixth histogram area. Then 5185.06 =p . 

Due to 5.06 >p , the width of the interval is Re-divided with above method until the 

probability of each interval is less than 0.5. In Table.1, after the width of the interval 

is divided secondly, 4708.07 =p , which is less than 0.5, and its width of the 

interval is 33.87, it is finished. Then non-uniform division histogram is obtained. 

 

Fig. 1. Uniform division         Fig. 2. Non-uniform division       Fig. 3. Non-uniform division  
histogram                      histogram firstly                  histogram secondly 

5.2 Tracking Results 

The model of reference target expected to track is manually selected in frame 110-Th. 
The gray of color distribution of the target is Y. Chroma are Cb and Cr. They are 
divided into eight levels respectively. N is the number of particles. N =100.  
Face tracking is executed in the same video according to the method of uniform 
division spatial histogram and non-uniform division spatial histogram respectively. 
The number of video image sequence is 389. Image resolution is 640 * 360. 
Environment easily causes interference to the target. Color of obstructions is close to 
the target color. Performance of two above methods is very good in the previous 
frame that it is obstructed. In frame 201-Th. Candidate face is obstructed by 
obstructions completely. In two methods, they can all update the template, and 
continue to track object. After frame 214-Th, face can be tracked effectively in both 
methods. However, the error of the both methods is different. See Fig.4. Since non-
uniform division spatial histogram is utilized, the ability to distinguish the histogram 
is stronger, and its error is smaller. In this paper, an error distance between the center 
position of the tracking target and the center position of a real target in each frame is 

2
0

2
0 )()( yyxxe −+−= . 
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Table 1. Comparison of histogram of uniform division and non-uniform division 

Method  1 2 3 4 5 6 7 8 

uniform 

division 

terminal 

point 

31 63 95 127 159 191 223 255 

Width 32 32 32 32 32 32 32 32 

Probability 0 0.069 0.041 0.057 0.132 0.143 0.557 0.001 

non-uniform 

division 

firstly 

terminal 

point 

35 68.79 103.5 137.6 169.4 200.8 219.0 255 

Width 36 33.79 34.68 34.16 31.77 31.44 18.18 35.98 

Probability 0.051 0.046 0.057 0.123 0.139 0.516 0.066 0 

non-uniform 

division 

secondly 

terminal 

point 

33.388 67.93 102.1 134.2 165.7 185.1 219.0 255 

Width 34.384 34.54 34.17 32.06 31.56 19.41 33.87 36.00 

Probability 0.0463 0.049 0.056 0.112 0.131 0.135 0.471 0 

 

Fig. 4. Comparison of the tracking error 
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Fig. 5. Results of particle filter tracking with improved spatial histogram 

In Fig.5, target can be tracked accurately. It is attributed to the algorithm proposed 
in this paper, which consider not only the color characteristics of the target, but also 
spatial information of the characteristics. Its similarity measurement function has a 
higher ability to identify targets than Bhattacharyya coefficient of the traditional color 
histogram. And it combines with the merits of particle filter. So it can track the target 
robustly. 

In these above method, spatial histogram combines color information of the target 
and the spatial distribution information 

6 Conclusions 

Improved spatial histogram includes not only color information of the target, but also 
mean vector and covariance matrix of the pixel position of the each histogram 
interval. It can obtain more characterization than traditional histogram. It utilizes non-
uniform division, and where data are concentrated in the color histogram has finer 
division. Where data are sparse in the color histogram has rough division. It improve 
the tracking performance. Simultaneously, "particle degradation" and "particle 
depletion" problem are solved by new re-sampling methods. Finally, the experiments 
show that it can track the target robustly, and its tracking performance is very good 
when target color is similar to the scene color and obstructed partly or completely, or 
under the complex non-linear, non-Gaussian situations. 
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Abstract. Due to low resolutions of infrared face image, the local feature ex-
traction is more appreciated for infrared face feature extraction. In the current 
LBP (local binary pattern) feature extraction on infrared face recognition, single 
scale is encoded, which consider limited local discriminative information. A 
new infrared face recognition method based on joint encoding of multi-scale 
LBP (JEMLBP) is proposed in this paper. To consider correlation in different 
micro-structures, co-occurrence matrix of multi-scale LBP codes is used to rep-
resent the infrared face. The experimental results show the recognition rates of 
infrared face recognition method based on JEMLBP can reach 91.2% under 
variable ambient temperatures,   outperforms that of the classic method based 
on single scale LBP histogram. 

Keywords: Local Binary Pattern, infrared face recognition, multi-scale, joint 
encoding, co-occurrence matrix. 

1 Introduction 

Compared with the traditional gray and color face imaging, infrared imaging can ac-
quire the intrinsic temperature information of the skin, which is robust to the impacts 
of illumination conditions and disguises [1, 2]. Therefore, infrared face recognition is 
an active research area of face automatic recognition. However, the challenges of 
infrared face recognition mainly come from the external environment temperature, 
low resolution and other factors [3].  

This paper focuses on robust infrared face recognition under variable environmental 
temperatures. Many feature extraction methods are proposed for infrared face recogni-
tion [4]. Most of the developed approaches make use of appearance-based methods, 
such as PCA (Principal Component Analysis), LDA (Linear Discriminant Analysis) and 
ICA (Independent Component Analysis), which project face images into a subspace 
where the recognition is carried out [6]. Other reported infrared face recognition ap-
proaches are based on the use of local-matching: Local Binary Pattern (LBP) [4] and 
Gabor Jet Descriptors (GJD) [3]. Due to low resolutions of infrared face image, the 
local feature extraction is more appreciated for infrared face feature extraction, which 
can be used to get more local discrimination information. LBP histogram representation 
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was applied to infrared face recognition by Li et al [4], which get a better performance 
than statistical methods such as PCA and LDA. LBP-based facial image analysis has 
been one of the most popular and successful applications in recent years [5]. LBP en-
codes the relative intensity magnitude between each pixel and its neighboring pixels, 
which can describe the micro-patterns of the image such as flat areas, spots, lines and 
edges [4, 13]. The main advantage of this approach lies in the robustness of LBP to 
monotonic photometric changes and in its computational simplicity [5]. Since the im-
pact of external environment temperature on infrared face image is almost a monotonic 
transform, the LBP can extract robust features for infrared face recognition under differ-
ent environment situations. In 2011, the method based on single scale local binary  
pattern was applied to infrared face recognition by Xie et al [7], which gets a better 
performance than statistical methods such as PCA and LDA.  

Recently, multi-scale strategy was introduced into texture representation to depict 
richer local structure information in different resolutions [8, 9]. Firstly, single-scale 
LBP histogram features are extracted in each scale separately. Then, the histograms in 
each scale are concatenated into a final representation. Since the multi-scale strategy 
always achieves much better performance than single scale. It is interesting to intro-
duce multi-scale strategy for robust infrared face recognition. However, the classical 
multi-scale strategy each scale is encoded into histograms individually. In fact, the 
correlation of the micro-structures in different scales consists of discriminative infor-
mation. To represent the joint distribution of LBP patterns in different scales, we pro-
pose infrared face recognition based on the joint encoding of multi-scale LBP patterns 
(JEMLBP). Compared to single scale histogram, the multi-scale joint co-occurrence 
strategy can describe stronger local structures in infrared face images under variable 
environment temperatures. 

2 Local Binary Patterns Representation 

Local binary patterns were introduced by Ojala [9] which has a low computational 
complexity and a low sensitivity to monotonic photometric changes. It has been wide-
ly used in biometrics such as face recognition, face detection, facial expression recog-
nition, gender classification, iris recognition and infrared face recognition. In its sim-
plest form, an LBP description of a pixel is created by threshold the values of the 3×3 
neighborhood of the pixel against the central pixel and interpreting the result as a 
binary number. The parameters of the original LBP operator with a radius of 1 pixel 

and 8 sampling points are demonstrated in figure 1. LBP code for center point cg  

can be defined as: 
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Where ( , )c cx y is the coordinate of the central pixel, cg is the gray value of the 

central pixel, ig  is the value of its neighbors, P is the total number of sampling 

points and R is the radius of the neighborhood. As shown in Figure 1, the LBP pat-
terns with different radiuses characterize different size local structures. In other 
words, a radius R stands for a scale. The parameters (P, R) can be (8,1), (8, 2),(16, 2) 
and (8, 3) etc. 

 

Fig. 1. The parameters P and R of LBP  

For the number of sampling points P, The dimension of histogram from LBP codes 

(LBPH) is 2P . To reduce the dimension of the LBPH, “uniform patterns” is reserved 
for representation. An LBP code is defined as uniform if it contains at most two 0-1 or 
1-0 transitions when viewed as a circular bit string. If P equals 8, only 59 of the 256 
possible 8 bit LBPH bins come from uniform patterns histogram.  

 

 

(a) Original Infrared Face 

 
(b) LBP Representation 

Fig. 2. LBP Patterns Image 

Suppose the face image is of size ( M N× ). After identifying the LBP code of 

each pixel ( , )c cx y , by computing the LBP patterns histogram, traditional single 

scale infrared face recognition methods achieve the final features.   
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Where the value r ranges from 0 to 2 1P − .  
The center-symmetric local binary patterns feature (CS-LBP) [10, 15], which is a 

modified version of the LBP texture feature, inherits the desirable properties of both 
texture features and gradient based features. In addition, they are computationally 
cheaper and easier to implement. The basic encoding principle of CS-LBP is shown in 
figure 3. In this paper, we use the CS-LBP to extract micro-structure features in infrared 
face recognition. In this paper, let P equal 8, the dimension number of CS-LBP is 16. 

 

Fig. 3. Basic principle of CS-LBP 

3 Joint Encoding of Multi-scale LBP Representation 

As shown in figure 1, each scale LBP depicts a local micro-structure in its small scale 
region. Therefore, single scale LBP can not represent rich local information with large 
described region. To extract the structure information in different resolutions, multi-
scale strategy is usually used in texture classification task [8, 9]. Multi-scale LBP 
operators are shown in figure 4. 

 

Fig. 4. Multi-scale LBP. R: the radius of sampling circle. P: the total number of sampling points. 

Gray-level Co-occurrence Matrix [11] is firstly proposed to calculate co-
occurrence of pixel values, but it is sensitive to monotonic photometric changes (ex-
ternal environment temperature impact for infrared face images). Fortunately, the 
external environment temperature change of doesn’t change the relative intensity 
magnitude in multi-scale LBP. However, the discriminative power of multi-scale LBP 
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is limited by their simply histograms concatenation [12]. In order to represent the 
joint distribution of LBP patterns in different scales, we propose the joint encoding of 
multi-scale LBP patterns (JEMLBP) by means of co-occurrence matrix. Considering 
two scales s1= (P1, R1) and s2= (P2, R2), CMSLBP (s1, s2) can be defined as follow: 

 ( 1, 2) ( ( 1), ( 2))JEMLBP s s Co LBP s LBP s=  (5) 

Where ( 1)LBP s and ( 2)LBP s  are the LBP patterns on scales s1 and scales s2 

individually,  ( ( 1), ( 2))Co LBP s LBP s  means the co-occurrence statistical opera-

tor. A visual illustration of JEMLBP has been shown in figure 5. In this paper, CS-
LBP instead of LBP is operated to extract the single scale local patterns. So the di-
mension number of JMELBP is 256. 

 

Fig. 5. Spatial co-occurrence matrix of local binary patterns 

4 Infrared Face Recognition Method 

In this section, the detail realization of our infrared face recognition is introduced. The 
main steps in our method are listed as follow: 

Stage one: Infrared face detection and normalization [1]. After normalization, the 
resolution of infrared face images is the same.  

Stage two: The multi-scale CS-LBP with is applied on the normalized infrared face 
image to get multi-scale LBP patterns. 

Stage three: JEMLBP proposed in Section 3 is applied to build the final representa-
tion by partitioning model. 

Last stage: The nearest neighborhood classifier based dissimilarity of final features 
between training datasets and test face is employed to perform the classification task.  

In this paper, we use the traditional metric based on chi-square statistic [13, 14]. 
The dissimilarity of two histograms ( 1, 2)H H  can be gotten by: 

 
( )( )2

1

1( ) 2
( 1, 2)

1( ) 2( )

n

bin

H bin H bin
Sim H H

H bin H bin=

−
=

+  (6) 

Where n is the dimension of co-occurrence histogram representation of multi-scale 
LBP. 
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5 Experimental Results 

The infrared data in this paper were captured by an infrared camera Thermo Vision 
A40 supplied by FLIR Systems Inc [1, 7]. The training database comprises 500 ther-
mal images of 50 individuals which were carefully collected under the similar condi-
tions in November 17, 2006: ambient temperature under air conditioned control with 
temperature around 25.6～ ℃26.3 . The test data comprises 165 thermal images of one 
individual which were collected under ambient temperatures from 24.3 to 28.4 oC. The 
original size for each image is 240×320. After preprocess and normalization, it be-
comes 80×60. Our experiments take Euclidean distance for final classifier. 

 

Fig. 6. Part of infrared face database 

In our experiments, CS-LBP operator is implemented, parameters of two scales are s1 
(8, 1) and s2 (8, 2). The dimension number of histogram extracted by the CMSLBP is 
256. To make full use of the space location information, the partitioning is applied to get 
final features. Five modes of partitioning are used: 1 is non-partitioning, 2 is 2×2, 3 is 
4×2, 4 is 2×4, and 5 is 4×4. The recognition results by using LBP, Multi-scale LBP and 
JEMLBP features with different partitioning modes are demonstrated in figure 7.  

It can be seen from figure 7 that for the recognition performance of the method 
based on JEMLBP outperforms that of the method based on traditional multi-scale 
LBP and traditional LBP. 
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Fig. 7. Recognition results with different partitioning modes 
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To verify the effectiveness of the proposed features extraction method for infrared 
face recognition, the three existing features extraction algorithms used for compari-
sons include traditional LBP histogram [7], traditional multi-scale LBP histogram[8] 
and PCA+LDA [6]. 

Table 1. The best Recognition Rate of Different Methods 

Methods  Recognition Rates 
JEMLBP 91.2% 
LBP histogram 87.4% 
Multi-scale LBP histogram 88.6% 
PCA+LDA 33.6% 

 
The best recognition results are demonstrated in Table 1. It can be seen from the 

Table 1 that co-occurrence matrix of multi-scale LBP can improve the recognition 
performance of traditional LBP histogram. It is also revealed from Table 1, compared 
with traditional multi-scale LBP histogram, our proposed JEMLBP can extract more 
relative information in multi-scale LBP patterns, which contributes to better recogni-
tion performance. Therefore, the multi-scale LBP joint encoding is a simple and ef-
fective feature extraction method for infrared face recognition. 

6 Conclusions 

The conventional LBP-based feature as represented by the LBP histogram still has 
room for performance improvements. Correlation among different scales around the 
center point could enrich the descriptive power and boost the discriminative power of 
the descriptors. In this paper, a simple and effective feature is proposed for infrared 
face recognition. The proposed feature is based on considering joint encoding of mul-
ti-scale LBP patterns. Co-occurrence matrix of two scales LBP patterns could provide 
much more information than their simple concatenation. Our experiments illustrate 
that JEMLBP method is effective in extraction the discrimination information and the 
performace of the proposed infrared face recognition method outperforms the muti-
scale LBP histogram and traditonal LBP histogram. 
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Abstract. With the increase in the number of private cars as well as the non-
professional drivers, the current traffic environment is in urgent need of driving 
assist equipment to timely reminder and to rectify the incorrect driving 
behavior. In order to meet this requirement, this paper proposes an innovative 
algorithm of driving behavior analysis based on AdaBoost with a variety of 
driving operation and traffic information. The proposed driving behavior 
analysis algorithm will mainly monitor driver's driving operation behavior, 
including steering wheel angle, brake force, and throttle position. To increase 
the accuracy of driving behavior analysis, the proposed algorithm also takes 
road conditions into account. The proposed will make use of AdaBoost to create 
a driving behavior classification model in various different road conditions, and 
then could determine whether the current driving behavior belongs to safe 
driving. Experimental results show the correctness of the proposed driving 
behavior analysis algorithm can achieve average 80% accuracy in various 
driving simulations. The proposed algorithm has the potential of applying to 
real-world driver assistance system. 

Keywords: Driving behavior analysis, driver assistance system, AdaBoost. 

1 Introduction 

Due to the continuously increases of the global car ownership, it is unavoidable to 
raise the traffic density and number of non-professional drivers. This also leads to 
frequent traffic accidents which have become the first hazard of modern society [1]. 
Among these traffic accidents, the improper driving behavior habits are an important 
cause of crashes. Therefore the study of driving behavior analysis has become 
extremely useful. 

Thanks to the modern vehicle manufacturing technology, the un-safety factors of 
the vehicle itself caused traffic accidents are smaller and smaller proportion. 
However, the driver personal factors have become the main reason for causing a 
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traffic accident [2]. Toyota's Masahiro Miyaji, Jiangsu University’s Liang Jun [3][4], 
and other scholars have counted and analyzed the specific reasons of traffic accidents. 
Fig. 1 shows their research results. From Fig. 1, it is observable that the individual 
factor account for the accidents are more than 90%. In addition to the driver and 
pedestrian essential training and education, it also needs to monitor and predict 
driving behavior of the drivers to prevent the traffic accidents and increase the traffic 
safety. 

 

Fig. 1. Distribution of Traffic Accidents Statistics 

To meet the requirement mentioned above, it is demanded to analyze driving 
behavior based on the driver operation and environment. Then it could assess whether 
the vehicle is in a safe state or not. If necessary, the vehicle system should make the 
appropriate tips to ensure that the car in a safe condition. Therefore, there are 
important theoretical significance and application value on the research of driving 
behavior analysis based on driving operation information and the traffic situation. 
This paper will try to use the AdaBoost algorithm to complete driving behavior 
analysis. 

The remaining sections are organized as follows. Section 2 brief introduces the 
AdaBoost theorem. The detail of the proposed driving behavior analysis algorithm is 
presented in Section 3. Section 4 shows experimental results and analysis. Finally, 
Section 5 concludes this paper. 

2 AdaBoost Basic Principle  

AdaBoost is a classical classification machine learning algorithm. The basic principle 
of AdaBoost algorithm is to use a large number of weak classifiers combined together 
by a certain method, form a strong classifier which has a strong ability of 
classification [5][6][7]. Strong classifier generated as follows:  

Assuming given a two-classification training data set: 

 ( ) ( ) ( )1 1 2 2{ , , , , , , }N NT x y x y x y=   (1) 
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where each sample composed by the instance and flags. Instance n
ix R∈ Χ ∈ , flags 

{ 1, 1}iy Y∈ = − + , X is the instance space, Y is flags set. AdaBoost use the follow 
algorithm to generate the strong classifier. 

Algorithm .  
Input: training data set ( ) ( ) ( )1 1 2 2{ , , , , , , }N NT x y x y x y=  , where n

ix R∈ Χ ∈ , 
{ 1, 1}iy Y∈ = − + ; weak learn algorithm; 

Output: Strong classifier G(x). 
(1) Initialization of the weight value distribution of the training data 

 1 11 1 1( , , , , )i ND w w w=   , 1

1
iw

N
= , 1,2, ,i N=   (2) 

(2) 1,2, ,m M=  (m is the times of train.) 
(a) Using training data set has the weight distribution Dm to learn, get the 

basic classification 

 ( ) : { 1, 1}mG x X → − +  (3) 

(b) The classification error rate of Gm(x) is calculated on the training data 
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(c) Calculation the coefficient of Gm(x), the logarithm is the natural logarithm 
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(d) Update the weight value distribution of the training data 

 1,1 1, 1,( , , , , )m m m i m ND w w w+ + +=    (6) 
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where, Zm is Normalization factor make the Dm become a probability 
Distributions. 
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(3) Build a linear combination of basic classifiers 
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    The final classification is 
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3 Driving Behavior Analysis System  

The proposed driving behavior analysis system consists of driving operation 
acquisition module, data preprocessing module, the driving operation information 
fusion module, and AdaBoost classification and recognition modules.  

Driving behavior analysis data will be divided into training set and test set. 
Preprocessing and feature extraction are simultaneously applied to both sets. 
Classification makes the test samples into the driving model based on AdaBoost 
algorithm to classify and determine the test sample category. The number of rightly or 
wrongly classified samples divided by the number of the test set samples is the 
classification correct rate or error rate.  

The following example will use the driving data obtained from urban traffic road to 
illustrate the system processes. The processes for mountains and highway situations 
are similar. In the data acquisition module, at first, a good driving data and bad 
driving data should be collected as training set. Then collecting another data set 
includes good driving behavior data and bad driving behavior data as a test set using 
the same method. After data preprocess step, each time slice samples can be regarded 
as the rate of change the driving operation. This paper uses the training set to establish 
the driving classification model in the city as a judge model by the AdaBoost theory, 
and then the proposed system could use the test set to judgment the accuracy of the 
model. Finally, judge the merits of driving behavior. Fig. 2 shows the flowchart of the 
entire proposed system. 

 

Fig. 2. The flowchart of the proposed driving behavior analysis system 
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4 Experimental Results and Analysis  

4.1 Experimental Equipment 

In this study, driving operation data are simulated through the YOYO driving training 
machine, produced by Guangzhou Great Gold East Network Technology Co. Driving 
operation data are read through the USB interface and combined with the simulation 
environment (city, mountains, and highway) to analysis the driving behavior. Fig. 3 
shows the data collection equipment and driving simulated environment system. 

 

Fig. 3. Driving training machine  

4.2 Data Collection 

In the PC terminal, we used the data collection program (Bus Hound 6.01) real-time 
recording the driving operation data when driver driving simulation. Each record 
driving time is about 5-15 minutes and driving environments are selected from the 
city, highway, and mountainous road. Each of driving environment corresponds to 
simulate two driving data set, i.e., good driving behavior and bad driving behavior, 
respectively, for training set and testing set. The training set is used to establish 
driving model of city, highway, and mountainous road, respectively by AdaBoost. 
The test set is used to test validity about the above driving model established by 
AdaBoost. The method of collecting driving data is described as follows: 

(1) Urban roads good driving record: maintain speed below 35 km/h, try to reduce 
the use of brake, deceleration in advance, try to keep a straight line driving, cornering 
speeds below 15 km/h, acceleration and braking are operated slowly. Bad driving 
record: Keep the car at speed driving state, quick step on and quick release the 
accelerator brake, remain uncertain direction and curve driving. 
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(2) Highway good driving record: maintain speed between 80 km/h and 100 km/h, 
keep the car is going along a straight line with almost no brake operation. No big 
turning in high-speed. Bad driving record: speed is too high and instability, curve 
driving, quick step on and quick release the accelerator brake, often braking. 

(3) Mountain road good driving record: maintain speed below 40 km/h, turning 
speed below 20 km/h. Remained constant speed. Braking slowly and downshift in 
downhill. Bad driving record: speed is too high and instability, quick step on and 
quick release the accelerator brake, curve driving. 

Finally, one can obtain the following 12 groups data with two sets. 

4.3 Data Preprocessing 

The data record format is shown in Fig. 4. 

 

Fig. 4. Schematic of collection data text  

(1) Extract data packet from the "data" column of the Fig. 4. The packet is 
converted from hex to decimal. These data include steering, brakes, and accelerator 
information. The first column is the steering wheel angle information, expressed by 
the number from 0 to 255. The second column is the turn left and turn right 
information: Digital 1 represents the first circle turn to the left; 0 represents the 
second circle turn to the left; 2 represents the first circle turn to the right; 3 represents 
the second circle turn to the right. In order to facilitate the data analysis, the steering 
angle information will be converted into a continuous angle data from -510 to 510, 
negative numbers indicate turn left, positive number indicate turn right, Where each 
number represents 1.4118 degree angle. The third column is the brake and throttle 
Information, according the same method as changes of steering angle information, the 
throttle data is converted from -128 to 0, and the brake data is converted from 0 to 
128. 
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(2) In the data record, the "Phase" column data indicates the data packet input or 
output state, "IN" represents the driving operation from driver training machine input 
information, "OUT, CTL" represents the pc control information output, we only need 
to extract the information that driver training machine input which the "IN" 
correspond to data packet from the "data" column. 

(3) The time information processing, the "Cmd.Phase.Ofs (rep)" column represents 
the time series, where figures in brackets indicate the time of the operation remain 
unchanged. We will restore the driving operation information of each time slice and 
finally composite the driving operation record of the continuous time slice. The 
driving operation data of each time slice is a sample, including Attribute 1: steering 
wheel angle; Attribute 2: Brake throttle Information; and sample label, 1 represents a 
good driving, -1 represents a bad driving.  

According to the above preprocessing methods, we get a series of graph about city, 
highway, or mountain road driving record data. Fig. 5 shows the city good driving 
record steering wheel data graph.  

 

 

Fig. 5. The city good driving record data of steering wheel  

4.4 Experiment 

Feature Extraction 
In this paper, the feature of every simple is choose the steering wheel angle change 
rate, the accelerator pedal change rate and the brake pedal change rate. The proposed 
system will combine these different traffic conditions to establish the driving model.  

Experiment Result 
In this paper, the experiments will use the Matlab tools box, called 
GML_AdaBoost_Matlab_Toolbox_0.3, to complete the driving modeling and test 
simulation. Table 1 shows the result of driving behavior analysis based on the 
AdaBoost algorithm.  
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Table 1. AdaBoost -based information fusion (steering wheel, brake throttle, road conditions) 
driving behavior analysis 

 Good driving 

behavior correct 

rate 

bad driving 

behavior correct 

rate 

Comprehensive 

assessment 

City road 95.95% 62.19% 79.07% 

Highway road 93.69% 72.1% 82.90% 

Mountain road 97.95% 45.69% 71.82% 

4.5 Experimental Analysis 

From the simulation results given in Table 1, one can clearly see where the testing 
process in the modeling. AdaBoost comprehensive test accuracy rate can reach 80%, 
where the good driving behavior recognition rate is relatively higher, while the 
identification of bad driving behavior is lower, that mainly caused by the following 
points: Since in this test we used the test and training data set which composed with 
multiple time-slice sample set include the steering wheel angle gradient and brake 
throttle gradient to establish the driving model in different road. The driving behavior 
analysis system will judge the each of the time slice sample in real time. While there 
are so many good driving behavior sample in the bad driving data set, such as 
Uniform motion in a straight, slow start and so on. That is the reason why the 
identification of bad driving behavior is lower. 

5 Conclusion 

With the real-time driving behavior analysis becomes more and more required, this 
paper utilizes a number of critical driving operation data (brakes, throttle, steering 
wheel angle and road conditions) to comprehensive analysis the driving behavior. 
This paper shown driving behavior analysis model based on AdaBoost can effectively 
achieve the correct judgment on driving behavior analysis and timely corrective 
driver's driving improperly. 
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Abstract. In this paper, we are going to introduce PRINCE2 ,which is the 
advanced international projects management methodology, to build a model of 
projects management and control based on PRINCE2 & CMMI for enterprise 
group that has already been implementing CMMI in order both to manage and 
control the feasibility analysis, business justification, process monitor, resources 
management, appraisal of IT projects and ensure IT projects are necessary, 
feasible, economical, controllable, investment effective as well. 

Keywords: PRINCE2, CMMI, Project Management & Control, Process 
Control. 

1 Introduction  

With the rapid development of information technology, many enterprise groups are 
integrating information technology and core business with management improvement 
in recent years. They are vigorously promoting the construction of information   
infrastructure construction. Therefore the actual input expenses of information 
technology and the number of IT projects are increasing rapidly. Accordingly, how to 
implement effective management and control on the numerous IT projects to make 
sure that each project can meet the initial expectation is a problem faced by many 
enterprise groups. 

The introduction of IT project management international standard is the way that 
many enterprise groups are now adopting. For example, an enterprise establishes 
separately information technology management functions (The Information 
technology Functions) and professional IT service center (It Services Department) in 
the organizational structure of their headquarters.                           

It Service Department got the CMMI3 certificate in 2009. By putting CMMI 
standard into use, it can implement effective management on resources, quality, cost 
and schedule of IT projects. 

But the project management, based on the CMMI’s norm, is paying attention to 
manage a single project regularly and systematically and ensuring the whole project 
successfully through each link’s management. Therefore this design is considering to 
the project manager. But what the information technology department confronted is a 
number of programs. Their core work is to control the programs and focus on the 
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business case, scientific decision, process monitoring, resource management and 
project evaluation and so on. Only through the effective control and based on the 
project management to set up an effective group level of programs control system, 
can we ensure the IT item’s scientific decision, to be correspond to the plan of group 
information technology, to increase the efficiency of project’s implement, to decrease 
their project cost and ensure the investment benefits as well as to realize using 
information technology to support the development of enterprise. 

This passage is through to study the managerial method of PRINCE2’s item, to 
elaborate how to combine PRINCE2 with CMMI’s norm, to establish an IT project 
management model which is suitable for a large enterprise groups and to implement 
the application. 

2 The Circumstance of Application of CMMI 

The capability maturity model provides a standard of norm and managerial 
requirement which not only can ensure the quality of products, but also can reduce the 
period of exploitation and improve their working efficiency. According to the 
CMMI’s normative managerial requirement, the IT service department has 
accomplished to formulate and release 20 item’s management procedure.  At the 
same time, they ask for all the IT items must be carried out the projects in accordance 
with relevant standard of procedure in instituation. CMMI focuses on the importance 
of managing the process of the project’s implement which is in order to play the 
important role of helping the project’s manager to improve their managerial ability in 
a single project’s lay. 

3 PRINCE2 Project Management Methodology 

PRINCE is short for Project IN Controlled Environment, which is paying attention to 
how to manage the projects in a logical and organized way in controlled environment 
and ensuring the project can be available to carry out within the controlled 
environment. 

PRINCE2 is structured project management method which is adopting a method 
based on the process to control the projects. The process not only define management 
activities which is in the process of projects needed, but also describe the parts which 
the activity is included. 

PRINCE2’s management process consists of 8 special parts, covers almost all the 
project control and managerial activities from the beginning of the projects to the end 
of the projects. Including SU, DP, IP, CS, SB, MP, CP, PL the process of guidance 
and plan cover the whole activity. At the same time, the process of PRINCE2’s 
management is based on 8 parts, including business case, organization, plan, control, 
risk management, quality, configuration management and changed control. 
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Fig. 1. PRINCE2 processes and components 

Hence based on the frame of PRINCE2, and to combine the group of enterprise’s 
actual condition, we have drowned up the process of PRINNCE2 and the 
corresponding content’s relationships in a group of enterprise. 

 
    components

processes

Business

Case
Organisation Planning Controls

Management

of Risk

Quality In A

Project

Environment

Configuratio

n Management

Change

Control

SU √ √ √ √

IP √ √ √ √ √

CS √ √ √ √ √

MP √ √ √ √

SB √ √ √ √ √

CP √ √ √

PL √ √ √

DP √ √ √ √  

4 PRINCE2 & CMMI ‘s Projects of Group Control Model 

4.1 The Comparison of PRINCE2 & CMMI 

According to relevant standard of overlay analysis from 5 COBIT enterprise’s 
management frame, as shown in the figure 2, on the life of the product span, CMMI 
only focuses on the project life cycle while the PRINCE2 cover more widely, 
including the former decision and later evaluation. 

And the two parts is just what the information technology department concerned. 
Likewise CMMI is more careful and deeper than PRINCE to structure and implement 
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the project in project management and this is also the IT department (particularly the 
project manager) is concerned. Hence how to use both projects better and accelerate 
their fusions are becoming a problem which need the IT project group of controls of 
enterprise to considerate and deal with. 

 

 

Fig. 2. Product Life Cycle 

The information technology function sector and project guide give an analysis to 
project group of control level in one enterprise group(as shown in figure 3), the 
former at “Project Board” level which is in charge of group control job; IT service 
sector at “Project manager” level which is responsible for specific project 
management work. 

 

Fig. 3. Project management structure 
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In the process model of PRINCE2, “guiding project” level is realized by project 
guiding and five sub procedures, it will be throughout the whole project process from 
the beginning early stage of the project to continue to the end of the project post-
evaluation(as shown in figure 4). 

 

Fig. 4. Directing a Project 

DP1: Authorising Initiation: This procedure happens after the project preparation is 
done. The Information-based Functional Department, by consulting and analyzing the 
results that were attained in the preparation, will decide whether the project should be 
included in the plan or specific budget should be set aside. If it is passed, then come to 
the procedure of Start Project. 

DP2 Authorising a Project: After starting the project, the Information-based 
Functional Department will organize experts to assess its business case, the matching 
rate between the project and the company’s strategies and plans, scheme and cost, 
risks and benefits, etc. They will decide whether to approve and initiate the project. If 
it is passed, then come to the procedure of Stage Control.         

DP3 Authorising a Stage or Exception Plan: This procedure is introduced in when 
considerable changes (exceptive events) take place in any milestone of the 
construction or the scheme of the project. The Information-based Functional 
Department reviews the current situation and risk of the project, its matching rate to 
the scheme, resource demand and result target of the forthcoming stage, business 
case, prospective benefits, etc. , and decisions on whether to enter the next stage will 
be made on the basis of the conclusion. If the expectation exceeds the tolerant  
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deviation which was given in the authorization, the Information-based Functional 
Department will consider and decide whether it should be reported to the higher 
authorities. With the approval of the higher authorities, the previous plan will be 
replaced by an exceptive plan. If the project doesn’t deserve to be continued 
according to the decision, then the project manager should be informed to stop it and 
works off arrears orderly.       

DP4 Giving and hoc direction: This procedure goes through the construction of the 
project. When the project is going on well as planned, the project manager can apply 
to the Information-based Functional Department for direction and coordination on the 
clarification of the program, the consideration of outer influence factors, resource 
allocation, inner conflicts and the alternation of project organization. When the 
project shows obvious deviation or a considerable change (an exceptive event) 
happens, the Information-based Functional Department should intervene actively, 
organizing reviews and giving a clear direction. 

DP5 Confirming Project Closure: This procedure happens when all the project 
close-out has been properly done. The project manager submits the result of the 
project as well as the acceptance material for the Information-based Functional 
Department to organize appropriate party to check the project before acceptance and 
then decide the following schemes and finish the sum-up report.  

By analyzing the correspondence between the procedures and contents, the class 
that the Information-based Functional Department belongs to and the related sub-
procedures of the Project Direction, we can see what the Information-based 
Functional Department does in the management and control of the project groups 
coincides with the process of the Project Preparation in PRINCE2, covering and 
proceeding through the whole project construction circle, from Project Preparation, 
Starting Project, Stage Control to Boundary and Close-out Supervise. 

4.2 IT Service Department and Project Management 

In the project construction circle, PRINCE2 also has clear and specific requirements 
and directions. Considering IT Service Department has passed through the recognition 
of CMMI3, lain down project management program which satisfies CMMI, and 
carried out direction. These several years’ operation has proved it is practical and 
effective. The requirements and directions of PRINCE2 on the project management 
can be an equivalent to the procedures of present CMMI management. 
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4.3 IT Project Control Model 

Through the study of the analysis of PRINCE2 process, we combine with the 
characteristics of the information technology department in an enterprise group which 
is responsible for the guidance and control project, and the characteristics of the IT 
services department which is responsible for the project construction and 
management, considering the situation of the established CMMI specification, the IT 
project group control model is studied and established based on PRINCE2 and 
CMMI. 
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Fig. 5. IT project group control model is studied and established based on PRINCE2 and 
CMMI 

4.4 Controlled Start 

The users give projects. The project manager will research the feasibility and then 
make a feasibility report. After that the report will be sent to the information 
departments for review. 

Combining the information technology planning and annual work plan of the 
enterprise, the information departments will examine and verify the feasibility reports, 
confirm the annual IT project plan and budget. 

Through the budget audit, the construction scheme of the project and technical 
specification will be made, and then the information departments will organize to 
review 

The information departments organize experts to the group level special review of 
the project. After the special review, the project comes up to the project approval and 
the examination. 

The project manager can make an application to the information departments to 
guide and coordinate, to inspect the project and give specific suggestions for 
improvement when he works on the clarification of the project, the allocation of 
resources or when he meets internal conflict and project organization changes. 
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4.5 Controlled Process 

According to the requirements of the enterprise IT project management, the project 
manager manages the construction of the project according to the plan and stages. 

According to the plan, the project manager makes the stages of review of the 
process and results of each stage of project activities. 

In the course of construction of the project, the project manager needs to report to 
the information departments in every important milepost stage or plan changes 
(exceptions).The information departments evaluate the status of the project and make 
decision including approving exception plans to the next stage, notifying the project 
manager to terminate the project or report to the project leadership team. 

The project manager can make an application to the information departments to 
guide and coordinate when he works on the allocation of resources or when he meets 
internal conflict and project organization changes. The information departments 
organize to inspect the project and give specific suggestions for improvement when 
there is an exception or a serious deviation. 

4.6 Controlled Ending 

The project manager completes project acceptance stage activities in accordance with 
the requirements of project management, submits the results and materials of 
acceptance to the information department 

Information departments organize the relative parties to check up the project 
completion and acceptance, to determine follow-up action list, to complete the 
summary report, to arrange the evaluation for the investment value and benefit of the 
project. 

The project manager can make an application to the information departments to 
guide and coordinate if problems happen in the course of the project acceptance. Or 
the information departments organize to inspect the project and give specific 
suggestions for improvement when there is an exception or a serious deviation. 

4.7 Preliminary Application Model 

To make project stakeholders clearly understand the project control requirements of the 
information technology department in the model, IT project construction process and 
management requirements of an enterprise group are established. 

For timely tracking and understanding all the group IT projects of the enterprise, 
based on the control model, the information function department establishes an IT 
project planning and budget tracking system in an enterprise group, project evaluation 
system and project processes (see figure 6). Each project manager feedbacks the 
progress of IT projects of the above system, and realizes IT online examination and 
approval and control of the project in the enterprise. 
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Fig. 6. IT project construction process and management requirements of an enterprise group 

Meanwhile, when there is a special exception in the IT projects, for example, a 
serious progress deviation occurs in the intelligent project of a building (more than two 
months behind schedule), the function department of the information technology, in 
accordance with the requirements of DP4 process, organizes project leading group 
meetings and carries out the specific improvement action, making sure the current 
project is gradually catch up with the original schedule. 

To better apply the project control model, and help implement enterprise group real-
time monitor and manage the project group, the function department of the information 
technology plans the next step in implementing the requirements of the control mode, 
and meanwhile develops project control performance indicators, and establishes a 
system for real-time monitoring indicators, IT projects can ensure the enterprise group 
is in a controlled environment construction and completed smoothly. 
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5 Conclusion 

By establishing the model of IT project group control based on PRINCE2 and CMMI, 
the information functions don’t have to focus on the concrete construction process of 
each project. What we have to do is to concentrate on the control of project group and 
the management by exception on specific items. Theoretically, in this way, we can 
complete a series of controllable, visible and well-managed activities and hence 
achieve the desired aims under the guidance of information intelligence department. 

After the practical application of this model as well as part of the control system, 
we have achieved the preliminary track and control of IT project throughout the 
annual process. 

The information intelligence functions has strengthened the audit efforts of 2013 
IT Project Business Case, the yearly budget of IT project decreased about 20% year-
on-year. 

In the link of project authorization (DP2) ,in the first half of 2013, IT projects 
experienced 33 assessments, and the one-time pass rate is 85%, and the coverage of 
the project was as wide as 100%. 

During the process or in the link of exception plan (DP3) and special guide (DP4), 
we enhanced the check and guidance of the annual key projects, such as intelligence 
construction of buildings, management and decision support system as well as the 
consolidated financial statements. We also organized more than ten meetings on 
different management levels and solved a number of major issues over the 
construction process of IT project. . 

In the confirmation part of the project closeout, the evaluation of ERP construction 
project (ERP system Status Diagnostic Evaluation) is completed, which is the key 
project of “Eleventh Five-Year Plan” of group information technology.   

It is noted that the group control model needs constant improvement and 
optimization according to the practical application effect, and thereby realize 
ultimately the Process, indexation, systematization and real-time transformation of IT 
group project. 
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Abstract. Now-a-day, it is necessary to modify image size for fitting different 
display devices. This process is called image retargeting. If users hide a secret 
image into a host image. The hiding data may loss after the retargeting process. 
This paper proposed a data hiding method which the secret image will not loss 
after the image has been retargeted. Based on the fault-tolerance property of 
secret image sharing scheme, many shares are generated from a secret image. 
The shares are embedded in many locations of the host image. This means the 
hiding data may not delete after the image has been retargeted. The result is 
suitable for the video copyright protection between different devices.  An 
experiment is also presented.   

Keywords: Data hiding, image retargeting, secret sharing. 

1 Introduction 

Recently, there are many products are invented to show videos and images. The 
products include television, smart phone, tablet, and computer. The resolutions of 
these devices are different. Because cost consideration, there is only one version in 
the produce step every movie. It is necessary to resize the video for many display 
devices. Furthermore, it is very important to protect the producer’s copy right. There 
are many approaches to protect the copy right. For example, digital signature, 
watermarking, data hiding...etc.al. However, the hiding data may disappear after 
image processing. This paper studies a method to overcome this problem especially 
focus on cropping type image retargeting. 

The rest of this paper is organized as follows: the background knowledge is show 
in Section 2; the method is proposed in Section 3; Experimental results are shown in 
Section 4. Finally, the discussion is represented in Section 5. 

2 Background Knowledge 

Before describe the method, it is necessary to explain some basic knowledge. The 
basic knowledge include secret image sharing, image retargeting and data hiding. The 
detail is show as below: 
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2.1 Secret Image Sharing 

Secret sharing was first introduced by Shamir [1]. It is a reliable method for the 
protection of cryptographic key with many good properties. It is a perfect threshold 
scheme, with the size of each share not exceeding the size of the secret and the 
security does not rely on unproven mathematical assumptions. It is presented below as 
mention in Ref [2]:  

 

 

Fig. 1. The Shamir (t-w)-threshold scheme in Zp 

In 2002, Thien and Lin extend the scheme to image [3], named “Secret Image 
Sharing”. They change the values of aj into a corresponding pixel value of a secret 
image. In an (r, n) image sharing system [1][4][5], n shares {L1, L2,..., Ln} are created 
for a given  image, e.g., Lena. The image can be revealed when all n shares are 
received, while less than n shares reveal nothing about the image. Sharing is a safety 
process that is valuable in a company where no employee/investor alone should be 
trusted. Significantly, the original image can be discarded after the sharing; moreover, 
each of the n shares is 1/n of the size of the given image. Therefore, the sharing 
process does not waste storage space.  

2.2 Image Retargeting 

In the decade, many researchers discuss the method of video resizing. The methods 
include image cropping style [6-9], seam carving [10-14], wrapping [15-17] and 
hybrid approaches [15-17]. The cropping method reserved the most important region 
directly. Avidn and Shamir [10] proposed a method to find out the seams first, 
remove the unimportant region, reserved significant regions. Many researchers 
extended the study. For example, Mansfield, etc. al[8], Rubinstein and Shamir[12], 

Initialization Phase 
1. D choose w distinct, non-zero elements of 

Zp, denoted xi, wi ≤≤1 (this is where we 
require p≥w+1). For wi ≤≤1 , D gives the 
value xi to Pi. The values xi are public. 

Share Distribution 
2. Suppose D wants to share a key K∈Zp.D 

secretly chooses (indepently at random) t-1 
elements of Zp, a1,…at-1. 

3. For wi ≤≤1  ,D computes yi=a(xi), where 


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=
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j
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4. For wi ≤≤1 ,D gives the share yi to Pi 
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Grundmann, etc. al[13] proposed some suggestions to improve the quality and 
eliminated errors. On the other hand Wan[16] and Li[17] discuss the deformation 
effect after an image has been retargeted. Rubinstein [18] combined cropping and 
zooming method to achieve resizing. Sun, etc. al[19] proposed cyclic seam caving 
algorithm for the same purpose. Dong, etc. al [20] discussed the relationship between 
reservation region and whole result. Pritch [21] study the deformation and cropping 
relationship by shift-map method, the paper get better image quality. Ding [22] 
designed specific filter and get better image quality after the image has been 
retargeted. 

2.3 Data Hiding 

In general, there are three types of data hiding: vector quantization、 error expansion 
and reversible displacement. The advantages of vector quantization type hiding 
method are compress and information hiding. However it’s capacity is less than most 
other methods and with low image quality. The Error expansion type data hiding 
method has high storage capacity but the image quality is much lower. The 
complexity of reversible displacement type data hiding method is small and the 
quality of image is high. However, the hiding rate is smaller than other methods.  

3 Proposed Method 

The goal of this paper is design a data hiding method which the secret image will not 
disappear after the image has been retargeted. The symbol is show as Table 1.There 
are two phases in the method: (a) hiding phase (b) recovery phase. 

In hiding phase, as shown in Fig.2, there are two steps: 
 

Step 1:  encode secret image into shares. 
Using the (n,r) secret sharing scheme as shown in section 2.1.  
For example, if the size of Host image is a gray scale image which the 

size is 512 by 512 pixels, the size of secret is a binnary image which the 
size is 64 by 64. The sharing scheme is (2621441,4096) sharing. 

 
Step 2: hide the shares and pivots (the sharing parametric) into the host image. 

Here, the pivot means the location in the host image which store the 
relative coefficient of secret sharing scheme. 

The hiding method is shown as below: 
If the least two significant bits of pixel value of host image is l1 and l2.    

The hiding value of secret image is 1 if l1 is equal to l2, otherwise the value 
is 0 and it is the nearest number compare with original value. Before hide 
the secret image, the method hide the coefficient of secret sharing scheme 
in the left top most skin color pixel. Because the method never remove 
skin color pixel. Users can decode the shares. After hide the decode 
coefficients, scan the whole host image to hide share data pixel by pixel. 
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Fig. 2. The proposed hiding method 

In recovery phase, there are three steps: 
 
  Step 1: retrieve the sharing coefficient from pivot. 

Step 2: retrieve shares from stego image. 
  The value of shares is equal to si(x,y) 

si(x,y)=P(x,y)(l1) xor P(x,y)(l2)                                        (1) 

  Step 3: recovery secret image. 
   Recover secret image by inverse matrix. 

Table 1. Font sizes of headings. Table captions should always be positioned above the tables.  

Symbolic description 

H Host image 
S Secret image 
si The ith share 
p(x,y) The pixel value in location (x,y)
  

 
For example, assume that the size of host image is 512-by-512 pixels. The depth of 

host image is 8 bits. The size of secret image is 64-by-64 pixels. It is a binary image. 
In the first step, scan the secret image pixel by pixel. Splitting the pixels into 8 bits 
non-overlapped sectors. Combine every sector into an integer which the value range is 

Host image 

Secret image 

Secret shares

Host image 

Sharing scheme 

Pivot point finding

Stego image 



 A Data Hiding Method for Image Retargeting 305 

 

from 0 to 255. Let the numbers are p0, p1, p2,…., p511 In the second step, design a 
polynomial  

 
f(x)=p0+p1x+p2x

2+….+p511x
511                                        (2) 

 
In the third step, plug in x from 1 to 4096, there will be 4096 numbers, notice, all 

operator are in GF(28). 
In the fourth step, split the 4096 number into 32768 bits by scanning the bit plane. 
In the fifth step, replace the two least significant bits of host by equation (1). 

4 Experimental Results 

In this section, an experiment has been tested. There are three steps to test the 
proposed method. First at all, a secret image has been hided into a host image by the 
proposed method. Secondly, the stego image has been retargeted. In the third step, 
retrieve the secret image. Finally, compare the original secret image and the recovery 
secret image. Check the different between stego image and host image. 

The test retargeting method is a cropping method. There are three steps: (a) find the 
most important part of image. In this testing case, the important part is the location of 
human. (b) cut the original image to fit the scale of display device. In this testing case 
is remove the background without people. The experimental result is shown in Fig.3. 
In this case, the secret image is the same as recovery image. After a series of 
experiments, The PSNR between host image and stego image is more than 35 dB. 

 

 
(a) 

Fig. 3. The experimental result, (a) is the original image (b) is the secret image (c) is the stego 
image (d) is the image after retargeting (e) is the recovery image 
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(b) 

 
(c) 

  
(d)                      (e) 

Fig. 3. (continued) 
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5 Conclusion and Remark 

Image retargeting is a very important image processing method today. There are many 
display devices which the sizes are different. To make user enjoy the multimedia, 
image retargeting is necessary. However, it is difficult to preserve the hiding data 
after it has been retargeted. This paper proposed a data hiding method to overcome 
the problem by cropping type retargeting method. In the future, maybe use another 
hiding method  
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Abstract. A method of filling 3D model using generated solid textures is 
proposed. Using 3D texture synthesis, a 2D exemplar texture is synthesized to be 
a solid texture. The synthesized solid texture can be the stuffed material of 3D 
Solid model or the solid material of surficial mesh. The proposed method designs 
two algorithms to cutting the model. After cutting, we will repair the cross 
section. It makes the surface model look like the solid model. And it is real time 
display when cutting. Because, we can preview the 3D model and it internal cross 
section before printing, the application can also be combined with 3D printing. 

Keywords: texture synthesis, solid texture, models cutting, 3D printer. 

1 Introduction 

Recently, texture synthesis is a popular technique for 2D or 3D texture pasting. The 
most classical procedural texturing method is the noise function proposed by Perlin[1]. 
This kind of method does not require any texture; however, it generate 2D or 3D image 
by only computation. The method is most used for simulating nature textures, for 
example, the ripple of water, a blaze of fire, or rocks. The drawback of this kind of 
method is too complicated for common users.  

The examplar-base texture synthesis method reduces the procedures for users. It 
adopts a texture with highly replication for synthesizing an image. The exemplar-base 
texture synthesis method can be categorized into two cases. The one case is based on 
vertex modification [2-4]. For each vertex, the basic idea is to find the most similar 
blocks from the neighboring blocks of x-y, y-z, and z-x plane, respectively, and then 
replace the middle vertex with the color of the vertex. Because the method is executed 
vertex-by-vertex, it is time-consuming.  The time complexity is O(Ns×Ne×n), where Ns 
and  Ne be the numbers of input vertices and output vertices, respectively, and n be the 
numbers of vertices in three neighboring planes. The other case is based on block 
modification. In 2013, Du et.al [5] proposed a method that stacks distinct particles to 
produce 3D solid texture. First, a mask image is generated by using segmenting, region 
growing to apply on an input 2D texture. Then, use the input 2D texture and the 
generated mask image to find the x-y, y-z, z-x cross sections of the particle. Later, the 
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shape and the color of the particle can be obtained by interpolation. Based on the cross 
section of the input texture and the related location between cross sections, a complete 
solid texture is generated. Finally, adjust the location and the size of each particle to be 
optimized.   

Takeayama et. al [6] proposed a method called “Lapped Solid Texture” in 2008. 
The method adopts solid texture as the input. Because the input solid textures are with 
different characteristics in inner and outer parts, it cannot use 3D texture mapping for 
filling the mesh. The method needs to customize some solid textures for the input. 
Another topic of [6] is model cutting. User can draw any line on the model and then cut 
the model to see inner structure.  

The remainders of this paper are organized as follows: The proposed method is 
stated in Section 2. The experiment results are shown in Section 3, and a conclusion is 
summarized finally in Section 4. 

2 The Proposed Method 

The proposed 3D model filling method using generated solid texture is categorized into 
two stages: (1) solid texture synthesizing, and (2) model cutting. In the stage of solid 
texture synthesizing, a 2D texture is synthesized to be a 3D texture with similar 
structure. In the stage of model cutting, users can immediately see the filled texture of 
inner structure of the model.  

2.1 Solid Texture Synthesizing 

In this subsection, the proposed solid texture synthesizing method can be divided into 
two main phases: searching and optimizing. Finally, the histogram mapping proposed 
by Kopf et.al [2] is used for resembling the color distribution with the original image.  

In the searching phase, for each vertex of output solid texture, the most similar 
vertex in the input texture will be found by the following rule. For each vertex of output 
solid texture, there are three target planes perpendicular to each other. For the 
neighboring block of the vertex on the target plane, the rule is to search the vertex with 
most similar neighboring block in the input texture. First, a global energy function is 
defined as follows. 

 

r

Vv zyxi vNu uivuiv
i
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(1) 

where s and e represent the output solid texture and input texture image, respectively, 
V represents the set of vertices, x, y, z represent the neighboring blocks of X, Y, Z 
planes, respectively, Ni(v) represents the vertices of neighboring block, and sv,i,u 
represents the neighboring vertex of plane i of the sv in the solid texture.  

In the optimizing phase, the more suitable color will be computed by using the 
mapping between the vertex of neighboring block and the color information of input 
texture. Formula (1) is rewritten as follows. 
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where |||| ,,,,,, uivuivuiv es −=ω  is the weight of each vertex corresponds to medium 
vertex sv. To compute the suitable sv, the following local energy function can be 
adopted.  
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In the histogram mapping phase, an algorithm is designed for solving the color 
unbalance problem. Firstly, the histogram is divided into 16 bins. For each bin, the 
color range is 16. In this phase, the histogram is used for changing the weight by the 
following formula. 
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where Hs and He represent the histograms of input and output textures, respectively, 

H(b) represents the amount of b color bin, and )( ,, viueb  represents the interval that 

viue ,,  belongs to.  

2.2 Model Cutting 

In this subsection, it includes the cutting method of the cut-plane. First, the cut-plane 
equations are shown as follows.  
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The equation (5)-(7) are plane equations for easily processing the problems of rotation 
and displacement. After obtaining cut-planes, to find the cells that intersect between the 
model and the plane equation, the equations (5)-(7) should be rewritten as follows. 

 ),(),,( 001 xxmyyzyxf −−−=  (8) 

 ),(),,( 002 zzmxxzyxf −−−=  
(9) 

 ),(),,( 003 yymzzzyxf −−−=  
 (10) 
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The results ௞݂(ݒ௜ଵ), ௞݂(ݒ௜ଶ), ௞݂(ݒ௜ଷ) can be categorized into three cases as formula 
(11). 
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The first case corresponds to the block with dark blue color; the second case 
corresponds to the light blue color; the third case corresponds to the red color. The 
example is shown as Figure 1. 

      

(a)                                (b) 

Fig. 1. The graph of model cutting (a) The cut plane with green color, the cutting part with light 
blue color, the dark blue part without change, and the red part of several triangles. (b) The 
intersection parts. 

3 Experimental Results 

The experiment of the proposed method is stated in this section. The input image is 
with size 128×128, shown as Figure 2, and the output solid texture is with size 128×
128×128, shown as Figure 3. 

        

      (a)                         (b) 

Fig. 2. The input texture adopted in this paper 
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      (c)                         (d) 

Fig. 2. (continued) 

   
(a) (b) 

   
(c)                  (d) 

Fig. 3. The output solid texture 
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Another experiment is model cutting. The solid texture is shown as Figure 3(a). 
In Figure 3(a), the red part is selected by user and the green part is to abandon. Figure 
3(b) is the back of Figure 3(a). Figure 3(c) and (d) are the front and the back of the 
solid texture of ear cut, respectively. 

 
 

    
   (a)                              (b)  

    

                  (c)                             (d) 

To test the speed of cutting, the adopted model are Zebra(20,157, 40,310)、
Buddha(15,138, 30,272), Bunny1(5,114, 10,220), and Bunny2(34,817, 69,630). The 
two numbers are “numbers of vertices” and “numbers of cells”.  The results are 
shown in Table 1. From Table 1, it is clear to see that the cutting time is directly 
proportional to the number of the cells. Overall, that is not time-consuming. 
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Table 1. The executing time of cutting 

              Zebra model             Buddha model  

The number of 

cells through 

the cut plane 

time(ms) 

The number of 

cells through the

cut plane 

time(ms) 

78 0.6 38 0.4 

138 0.7 140 0.6 

397 0.9 358 0.7 

662 1.2 392 0.8 

798 1.7 527 0.9 

1064 2 714 1.1 

1147 2.3   

              bunny1 model            bunny2 model 

The number of 

cells through the 

cut plane 

time(ms) 

The number of 

cells through 

the cut plane

time(ms) 

65 0.2 333 1.4 

112 0.3 405 1.7 

236 0.4 576 1.8 

339 0.6 681 2.3 

  814 2.4 

4 Conclusions 

In this paper, we propose a method for mapping 2D texture to 3D solid mesh model. 
The proposed method uses the inner color information of synthesis solid texture to 
quickly fill the cut texture of the model. The proposed cutting algorithm uses plane 
equation to define cut plane. The advantage of this method is with the efficient 
processing time. When the mesh is very huge, the processing time of once cutting can 
be under one second and the seam looks nature. Therefore, the proposed method is 
very suitable for real time 3D rendering.  
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Abstract. Carpal tunnel syndrome (CTS) is commonly occurred in occupations 
using vibrating manual tools or handling tasks with highly repetitive and 
forceful manual exertion. Recently, the ultrasonography has been used to 
evaluate CTS by monitoring median nerve movements. In order to facilitate the 
automatic extraction of shape characteristics for the median nerve, this paper 
designed a procedure that used greedy active contour detection model (GACD) 
to detect the edge of median nerve in ultrasound image. We selected a ROI to 
be an initial of virtual contour for median nerve in original ultrasound image. 
That can enhance the sensitivity of proposed GACD model to detect the contour 
of median nerve. In the experiment, the results show that the performance of the 
method is feasible and accurate.  

Keywords: ultrasound, carpal tunnel syndrome (CTS), median nerve, greedy, 
active contour. 

1 Introduction 

Carpal tunnel syndrome (CTS) is a clinical disorder caused by compression of the 
median nerve at the wrist, which is commonly occurred in occupations using vibrating 
manual tools or handling tasks with highly repetitive and forceful manual exertion. 
The diagnosis of carpal tunnel syndrome (CTS) can rely on a combination of 
characteristic symptoms and electrophysiologic abnormalities. Nevertheless, an 
electrodiagnostic study remains an expensive and time-consuming procedure not 
readily accessible to many physicians who are encountering the disease. 

In recent years, ultrasound imaging plays an important role in the diagnosis of 
CTS, because of its wide availability, lower cost, non-invasiveness, and shorter 
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examination time [1]. Ultrasound has been shown to have a sensitivity as high as 94% 
and a specificity as high as 98% in the diagnosis of CTS, and can provide structural 
abnormalities and diagnostic reference in imaging [2-4], to make up for the lack of 
nerve electrical inspection. Many scholars have been trying to establish the ultrasound 
diagnostic criteria for the diagnosis of carpal tunnel syndrome and its use, including 
the measurement of median nerve cross-sectional area, flattening ratio, swelling ratio 
and palmar bowing of the flexor retinaculum, etc [5]. Dlley et al. used the cross-
correlation between the images based on the wrists, elbows, shoulders and neck 
stretches, to measure the sliding elastic characteristics of the median nerve [6]. On the 
other hand, Yoshii et al. estimated the cross-sectional area of the median nerve, block 
aspect ratio, circularity, block perimeter and other characteristics, and then judge the 
differences and effectiveness of these features [7]. 

In order to facilitate the automatic extraction of shape characteristics for the 
median nerve, this paper presents a greedy active contour detection procedure, named 
GACD, to detect the contour of median nerve on strain sonographic images. We first 
chose a ROI to be an initial of virtual contour about median nerve in ultrasound 
image. This pre-processing can enhance the sensitivity of region contour, and assist to 
detect the contour of median nerve by proposed GACD model. In the experiment, the 
results show that the performance of the method is feasible and accurate. 

2 The Proposed Contour Detection Model 

In this section, we designed a procedure that used greedy active contour detection 
model (GACD) to detect the edge of median nerve in ultrasound image. The 
ultrasound image may have to do pre-processing to reduce noise and enhance contrast 
of the target region that region we called the region of interest (ROI). We used ROI to 
be an initial of virtual contour about median nerve in ultrasound image. The pre-
processing can enhance the sensitivity of GACD to detect the contour of median 
nerve. Through the mechanism of convergence, we can obtain the contour of median 
nerve, the system framework such as Fig. 1. The purpose of system framework is able 
to make GACD obtain the contour of median nerve in ultrasound image. Because of 
ultrasound image had high noise and low contrast that were difficult to obtain the 
complete region of median nerve, so we used the GACD that always can segment the 
closed contour in ROI. 

2.1 Data Acquisition 

In this paper, there were 12 testing data which were supported by Department of 
Physical Medicine and Rehabilitation, Taipei Tzu Chi Hospital, Buddhist Tzu Chi 
Medical Foundation, Taipei, Taiwan. In each case, there were 220 continuous 
imaging slices and the scanning time was 20 seconds per case. The size of each 
imaging slice is 352 × 434 pixels. During the scanning procedure, six wrist motions, 
which include rest, straight, hook, fist, tabletop, and straight fist, must be completed 
by each patient within the time, as shown in Fig. 2. Then, the median nerve will be 
tightened and relaxed by the six wrist motions at different time points, and displayed 
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in the continuous imaging slices. After the data acquisition, the contour of median 
nerve can be obtained by the proposed curve matching algorithm from the continuous 
imaging slices. 

 

 Initial ROI 

 Median Filter 

 Histogram Equalization 

 Binarization 

 Elasticity 

 Curvature 

 Gradient 

Input Image 

Pre-processing 

Greedy Active Contour Detection 

Convergence of greedy algorithm 

Output Image with Contour 
 

Fig. 1. The system framework of median nerve detection 

 

Fig. 2. The first five wrist motions are straight, hook, fist, tabletop, and straight fist. The final 
one, straight fist, is a motion simply for taking a rest break. 

2.2 Image Pre-processing 

Region of interest is called ROI that is a rectangle region. At the beginning in the 
procedure of our purpose, we used ROI to select the median nerve that was initial 
contour. The initial contour can help us to use GACD for contour segmentation. In 
GACD algorithm, we should have control points that are initial contour to assist 
GACD algorithm shown as Fig. 3. After determining ROI, ROI should have some 
pre-processing that could help the GACD algorithm be more accurate. First, because 
of the ultrasound images had high noise, so we used median filter to remove the 
pepper/salt noise in the ROI. Next, the ultrasound images always have low contrast 
that used histogram equalization to assist low contrast problem. Histogram 
equalization can enhance the contrast that means the ambiguous of ROI can be a high 
contrast image. Finally, we can accord the purpose which requires the ROI process to  
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a binary image, so the gradient of ROI can be more easily to calculate. In this section, 
we introduce the main purpose of pre-processing that defines the process in the ROI 
to initial control points and some image processing. 

 

 

Fig. 3. The initial contour of ROI 

2.3 Greedy Active Contour Detection 

The proposed contour detection method, GACD, could be divided into three parts: 
elasticity (Ela), curvature (Cur), Gradient (Gra) [8]. These three criteria can assist to 
the GACD algorithm. The contour detection will be able to define the target contour 
that formula as following [8]: 

)(arg GraCurElaMINGACD ++=  (1)

where Ela is to decide the distance between control points that direct the movement of 
ROI. Cur is able to regulate the degree of bending. Gra means the gradient of image 
that can find out the most likely contour points as GACD. We used three criteria to 
decide ROI contour shrink iteration. The formula is searching at each control points 
around the mask (3*3). We choose the argument of minimum GACD be the control 
points of next iteration, then after several times iteration of GACD that contour will 
shrink on median nerve that is main purpose. In other words, the control points moved 
with mask (3*3) in each iteration to decide the movement such as Fig. 4. After each 
iteration, we examine the control points which will be too close, the two closed 
control points were removed and created the new control point at the center point 
between the two closed control point; If the distance of control point is too far from 
the adjacent control points, we will add the center point between the two neighbor 
adjacent control points that can reduce the program to repeat the calculate of control 
points. 

   

 ip  

   
 

Fig. 4. The movement of control point 

Elasticity is used adjacent control points to decide elasticity, calculated as 
following: 
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where d  is the average distance of each two control points. Ela is use the distance 
between control points to decide the best location of movement choice [9]. In other 
words, The Ela can make the distance between each control point to be average. 

Curvature is used adjacent control points to regulate the degree of bending, 
calculated as following: 

2

11 )()( iiii ppppCur −+−= −+  (4)

where Cur is used both of the target control point and two neighbor control points to 
decide the bending condition. Fig. 5 is a schematic of curvature. We want the bend limit 
as well as smooth boundary, so the value of Cur required smaller that is the best [10]. 

 

1+ip

ip

1−ip

 

Fig. 5. A schematic of curvature 

Gradient is used the edge detection of image processing that called the method of 
differential. We used the differential method to find the maximum of gradient that can 
be contour evidence, calculated as following: 

22 )),()1,(()),(),1((),( yxIyxIyxIyxIyxg −++−+=  (5)

And normalized the gradient such as: 

)min()max(

)()max(

gg

pgg
Gra i

−
−=  (6)

where Gra is the normalized of gradient, max(g) is the maximum gradient in ROI, 
min(g) is the maximum gradient in ROI. Through the normalization, when the value 
of Gra is become small that means the control points is the contour. 

2.4 Convergence of Greedy Algorithm 

Finally, GACD algorithm required a stop condition. When the algorithm achieves 
convergence, then the edge detection was able to stop the iteration. The main purpose 
of procedure is to detect median nerve in ultrasound image. Median nerve is a closed 
curve and a similar internal texture. When the contour does not change in any 
iteration that means GACD is find out the median nerve contour shown in Fig. 6. 
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Fig. 6. The convergence of GACD 

3 Experiment Result 

In the experiments result, we have tested 12 median nerve cases in ultrasound image, 
and there are more than 220 images in each case. We proposed a procedure that could 
detect the contour of median nerve shown in Fig. 7. We prepared the initial control 
points on ROI that can move the control points where the control points become a 
median nerve contour. According to Ela, Cur, Gra, the movement of control points 
could change to convergence in GACD procedure. After the GACD procedure, the 
result was shown in Fig. 8 where red contour is median nerve contour. The results 
show that GACD procedure do image segmentation of median nerve that contour was 
purely. 

False 

Elasticity Curvature Gradient 

Control Point Decision used 3*3 mask 

Control Point Move to Minimum GACD Location 

Median Nerve Contour 

Initial ROI Control Points 

True 

Moved

 

Fig. 7. The detail of GACD procedure 
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Fig. 8. The results of median nerve contour by proposed GACD procedure 

4 Discussion and Conclusion 

This paper presents a greedy active contour detection procedure, named GACD, to 
detect the contour of median nerve on strain sonographic images. We first chose a 
ROI to be an initial of virtual contour about median nerve in original image. This pre-
processing can enhance the sensitivity of region contour, and assist to detect the 
contour of median nerve by proposed GACD model. The experimental results also 
show that the performance of the method is feasible and accurate. 

However, there are limitations in the proposed GACD model. The computation of 
contours is still sensitive to the reference contour. The faulty contour in the reference 
image may lead to erroneous segmentation result. Therefore, we will improve the 
method of reference image selection by incorporating with more features in the future. 
Furthermore, we also need a more robust scheme to correct such erroneous 
propagation to improve the performance of contour tracking, and provide valuable 
structural information for the diagnosis of CTS. 
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Abstract. A method of decomposition into sub-concept lattices with the same 
attributes set is proposed. Based on the decomposition function, it is proved that 
when all the nodes of the concept lattice are arranged in ascending order of the 
extent base, the node of the sub-concept lattice is generated and its intent is equal 
to the intent of the node decomposed if the extent of the first decomposition; at 
the same time, the Hasse diagram of the sub-lattices is generated according to the 
route number of the node generated, then the method is described. Finally, the 
effectiveness of the developed method is illustrated by an example. 

Keywords: concept lattice, sub-concept lattices, Hasse diagram, extent, intent, 
decomposition function.  

1 Introduction 

Concept lattice[1] and formal concept analysis is put forward in 1982 by Professor 
Wille of Germany. Since the concept lattice constructed by the formal context does not 
artificially reduce the complexity and contains all the details of the data,  it is an 
effective knowledge representation and knowledge discovery tool，and more and 
more attention has been paid to its inherent advantage. In recent years, concept lattice 
has made considerable progress in software engineering, knowledge discovery, 
information retrieval and many other fields[2-6]. 

In real life, sometimes dealing with the data of huge quantity and complex 
relationships need cost a lot of manpower, material resources, time, etc., and 
sometimes, just selecting the data of interest is okay. Therefore, if the concept lattice 
generated by the data background is decomposed into several sublattices, dealt  
with separately, it easy to solve data analysis and rule extraction in case of huge data, 
save manpower and material resources and improve processing efficiency. The 
decomposition of concept lattice can be applied to data mining, software engineering, 
software re-structure and other fields[7,8]. However, up to now, domestic and  
foreign scholars have not fully studied it. In this paper, based on the decomposition 
function, one method of decomposition into sublattices with the same attributes set is 
discussed, this method not only eliminates the redundant nodes and reduces the number 
of comparisons, but also greatly improve the decomposition efficiency of concept 
lattice. 
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2 Preliminary 

Definition 1 [7]. One formal context ( )RDOK ,,=  is a triple, O is an object set, 

D is an attribute set, DOR ×⊆ is binary relation between O and D . For 

A O⊆ , B D⊆ ,the mapping is defined as 

{ | , ( , ) }A m D g A g m R′ = ∈ ∀ ∈ ∈
；  

{ | , ( , ) }B g O m D g m R′ = ∈ ∀ ∈ ∈ . 

If ABBA ′=′= , , ( ),A B  is called one node, and A is the extent of the node ( 

marked as extent( C )), B is the intent(marked as intent( C )).  
 

Definition 2 [7]. If ( )1 1 1,C A B= and ( )2 2 2,C A B= is two nodes and 

1 2A A⊇ ( 1 2B B⇔ ⊆ ), 2C is called the child node of 1C , 1C is the father node of 

2C ,which is denoted as 
1 2C C≥ . If there is no node 3C which satisfies 

1 3 2C C C≥ ≥ , 2C is called the direct child node of 1C , 1C is the direct father node 

of 2C . According to this sequence, the set composed is called the concept lattice of 

K and denoted as ( ), ,L O D R . 

 
For example, corresponding to the formal context 1 in Table 1, the Hasse  

diagram of the concept lattice is shown in Figure 1, where the digital expresses  
objects, the letter expresses attribute, “1" denotes  relationship between the two, “0” 
denotes no.          

Table 1. Formal context 1  

 a   b   c   d   e  

1 1 0 1 1 0 

2 1 1 0 1 0 

3 0 1 1 0 0 

4 0 1 1 0 1 

5 1 0 1 1 1 
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Fig. 1. Hasse diagram of the formal context 1 

Theorem 1 [7]. For the concept lattices ( )1L K  and ( )2L K , 

where ( ), ,K O D R=
, 

( )1 1 1, ,K O D R= , ( )2 2 2, ,K O D R= , OOO =∪ 21 , 

φ=∩ 21 OO , then ( )L K  can be mapped to sublattice ( )1L K and ( )2L K  

through the function ϕ  :  

( )( ) ( )( ) ( ) ( )( )1 1 2 2 2 2, , , ,A B A O A O A O A O A O A Oφ ′ ′ ′= ∩ ∩ ∩ ∩ ∩ ∩ 
 

，

                                                                 
(1)

 
 

3 The Decomposition Method of Concept Lattice      

3.1 Basic Definitions and Theorems 

Definition 3. For the concept lattices ( )1L K and ( )2L K , the function ϕ  above is 

called decomposition function of concept lattice L K（ ）.   
 

Theorem 2. For ( ) ( )1 2= ,C C Cφ ， ( )C L K∈ ， ( ) , 1,2i iC L K i∈ = , if the 

extent of the nodes generated by all child nodes of the node C  is not equal to the 

extent( iC )( ( )i 1 2= or ), then intent ( )iC =intent ( )C . 

 

Proof. Let C = ( )A B， ，by Equation (1), 

( )( ),A Bφ = ( ) ( )( )1 2 2, ,A A A A′ ′， ,
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it is clear that ( ) ( )1 2A A O A O= ∩ ∪ ∩ ＝ 1 2A A∪ ， , 1,2iB A i′⊆ = . If 

BA ≠′1 ， that is, 1AB ′⊆ ， according to the overlay of context [7], 

( )1,A A′ and ( )2 2,A A′  will generate one node the intent of which is greater than B , 

Suppose that the node is 0C ＝ ( )0 0,A B ，then ( )0C L K∈ and 0C is the child node 

of C，therefore 0A A⊂
 
and 1 1 0 1 1 1 1A A O A O A O A= ∩ ⊇ ∩ ⊇ ∩ = hold, so it 

follows that 0 1A O∩ ＝ 1A，that is, decomposition of 0C  generates a node of which 

extent is 1A , which contradicts the known condition， thus 1A B′ = , that is, 

intent ( )1C B= . 

In the same way，if the extent of the nodes decomposed by all child nodes of the 

node C  is lesser than extent( 2C ),we can also conclude that intent ( )2C B= . 

 
Theorem 3. All the nodes of the concept lattice are arranged in ascending order of the 
extent base, one concept lattice is decomposed into sub-concept lattices with the same 

attributes sets. If the extent of the node 1C  generated from the decomposition of the 

node C  already exists, then the node 1C  can be ignored in the process of  the 

decomposition of C . 
 
Proof. Since all the nodes of the concept lattice are arranged in ascending order of the 

extent base, if the extent of the node 1C  generated from the decomposition of the node 

C  already exists, which is denoted as A , then the extent A must be generated from 

the decomposition of the child node of the node C  (let the node 0C   ) or the child 

node (let C′ )of  both 0C and  C .Taking Theorem 2 into account, we can deduce 

that A′ =intent ( )0C  or A′ =intent( C′ ), that is, the node generated in sublattice is 

( )( )0A C，i nt ent  or ( )( )A C′，i nt ent instead of ( )( )A C，i nt ent . 

Therefore, the node 1C  can be ignored in the process of the decomposition of the 

node C . The proof is complete.  

 

Theorem 4. One concept lattice is decomposed into sub-concept lattices with the same 
attributes sets if its nodes are arranged in ascending order of the extent base, then  
the child nodes of one node of sublattices are absolutely generated before its father 
nodes. 
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Proof. For any node ( ) ( )1 1 1,C A B L K= ∈ and ( ) ( )1 11 12,C C Cφ = , 

where ( )11 1C L K∈ ， ( )12 2C L K∈ ，let 21C  is any child node of 11C ，in the 

following, we will prove that 21C is generated before 11C .  

If 21C  is generated by the child node of 1C  , it is easy to see that 21C  is 

generated before 11C ; if 21C  is generated by another node 2C  which is marked as 

( )2 2,A B  and is not child node of 1C , by definition 3, extent ( )21C = 2 1A O∩ , and 

on the one hand extent ( )21C ⊂  extent ( )11C = 1 1A O∩ , then 

extent ( )21C =extent ( )11C ∩ extent ( )21C = ( ) ( )1211 OAOA ∩∩∩ =

121 OAA ∩∩ ;on the other hand ( ) ( )( )1 2 1 2 1 2, ,C C A A A A
′∧ = ∩ ∩

 
( ( )1 2,C C∧ is the child node of both 1C  and 2C ), we can get 

( )( ) ( )( )1 2 1 1 2 1 1 2 2 1 2 2, ,A A O A A O A A O A A O
′ ′ ∩ ∩ ∩ ∩ ∩ ∩ ∩ ∩ 

 
， , therefore 

21C  can be generated from ( )21 ,CC∧  and it is already generated before 11C .This 

completes the proof. 
There are two major problems during constructing concept lattice: generating nodes 

and edge generation. If one concept lattice is decomposed into sub-concept lattices with 
the same attributes sets, just its nodes are arranged in ascending order of the extent 
base, and it is follows from theorem 2 and 3 that the node of the sublattice is generated 
and its intent is equal to the intent of the node decomposed if the extent of the 
decomposition appears for the first time; otherwise it is ignored, this will solve the 
problem of generating nodes in sub-concept lattice; by theorem 4, child nodes of 
sublattices are absolutely generated before its father nodes, if the nodes in sublattice are 
numbered according to the generation sequence, then the route numbers are generated 
from whether the direct father-son relationship, finally the edges are connected by the 
route, so the Hasse diagram of the sub-lattices can be easily obtained. 

3.2 Algorithm Description 

In this section, we present the algorithm of one concept lattice ( )L K  which is 

decomposed into sublattices with the same attributes sets, where ( )L K m= . Its 

steps are as follows: 

①  Arrange and number all the nodes of L K（ ） in ascending order of the extent, and 

let the variable 1=i ； 
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②  Let ( )iL K ϕ= , ( ) ( ){ }tKL i ,φ=′ ， ( ) { }φ=′′iKL ， 1,0 == jt ； 

③  Remove a node ( )jj BA ,  of ( )KL ,and mark j iA O∩  as ext ( ),j iA O ,if 

there exists one node of which extent is ext ( )ij OA , , let 1+= jj , keep the 

step;  

④ Otherwise let 1+= tt , ( ) ( )jij BOABA ,, ∩= , store the node in ( )iKL  

and ( )( )tBA ,,  in ( )iKL ′ ;  

⑤  Find all direct child nodes of ( )( )tBA ,,  in ( )iKL ′ , add number ( )t  after any 

one route of each direct child node as the route to that node. Store the nodes with 

route in ( )iKL ′′ . If mj = , let 1+= ii , turn to the step ②; Otherwise 

let 1+= jj , turn to the step ③; 

⑥  Until 2=i , take out all elements of ( )iKL ′′  respectively, connect edges 

according to the path, the Hasse diagram of the sub-lattices can be obtained, and 
all nodes of sub-lattices in ( )iKL   

4 Example 

Decompose the concept lattice corresponding to context 1 into two sub-concept lattices 

with the same attribute set, where { }3,2,11 =O ,  { }5,42 =O . The imagines of the 

nodes in the decomposition function ϕ  are as follows, where the nodes underlined are 

the ones of sublattices which extent appears for the first time.  

( ) ( ) ( )( ), , ,abcde abcde abcdeφ ϕ ϕ ϕ= ， ， 

    ( ) ( )( ) ( )( )1 1 2 25, {5} , {5} {5} {5}acde O O O Oϕ  ′ ′= ∩ ∩ ∩ ∩ 
 

， ，  

= ( ) ( )( )5,acdeφ，abcde ， ， 

( ) ( )( ) ( )( )1 1 2 24, {4} {4} {4} {4}bce O O O Oϕ  ′ ′= ∩ ∩ ∩ ∩ 
 

， ， ，  

( ) ( )( ), abcdeφ= ，4，bce ， 

( ) ( ) ( )( )2, 2, , ,abd abd abcdeϕ φ= ，

( ) ( )( ) ( )( )1 1 2 215, {15} {15} , {15} {15}acd O O O Oϕ  ′ ′= ∩ ∩ ∩ ∩ 
 

， ，  
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= ( ) ( )( )1 5,acde，acd， ，where {5} {acd}′ ≠ , 

( ) ( ) ( )( ), 45abcde ceφ φ=45，ce ， ， ,  

( ) ( ) ( )( )34, 4,bc bceφ = 3，bc， , 

( ) ( ) ( )( )34, 4,b bceφ =2 23，b， ,  

( ) ( ) ( )( )125, 12, 5,ad ad acdeφ = ， ,   

( ) ( ) ( )( )345, 13, 45,c c ceφ =1 ， , , 

( ) ( ) ( )( )12345, 123, 45,ceφ ϕ ϕ= ， . 

The decomposition process can be illustrated by Table 2. 

Table 2. Decomposition process 

Node 

( )BA,  

ext

( OA ∩
Node 
generated

No. Direct 
child 
node 

route Node with route 

( ),abcdeϕ φ  ( ,abcdeϕ ① -- ① ( abcd,φ ,{①})  

( )5,acde  φ  no     

( )4,bce  φ  no     

( )abd,2  { }2  ( )abd,2 ② ① ①② ( ,,2 abd {①②}) 

( )acd,15  { }1  ( )acd,1  ③ ① ①③ ( acd,1 ,{①③}) 

( )45,ce  φ  no     

( )bc,34  { }3  ( )bc,3  ④ ① ①④ ( bc,3 ,{①④}) 

( )b,234  { }23  ( )23,b  ⑤ ②,④ ①②⑤, 
①④⑤ 

（ b,23 ，{①②⑤

，①④⑤}）  

( )ad,125  { }12  ( )ad,12 ⑥ ②, ③  ①②⑥, 
①③⑥ 

（ ad,12 ,{①②

⑥, ①③⑥}) 

( )c,1345  { }13  ( )13,c  ⑦ ③,④ ①③⑦, 
①④⑦ 

（ c,13 ，{①③⑦

，①④⑦}）  

( )φ,12345  { }123  ( )φ,123  ⑧ ⑤,⑥,⑦ ①②⑤⑧, 
①②⑥⑧, 
①③⑦⑧,  

（ φ,123 ，{①②

⑤⑧,①②⑥⑧，

①③⑦⑧}）  
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At the same time, the decomposed nodes in ( )L K  correspond to the generated 

nodes with route in sublattice )( 2KL  as follows: ( ),abcdeϕ  → 

( , abcdeϕ ,{①}); ( )5,acde → 5,acde（ ，{①②}); ( )4,bce → 4,bce（ ，{①③});

2,abd（ ） , ( )15,acd →no ; ( )45,ce →( 45,ce ,{①②④, ①③④}. 

In this paper, based on the decomposition function, one method of decomposition 
into sublattices with the same attributes set is proposed. If all nodes of one concept 
lattice are arranged in ascending order of the extent base, then child nodes in 
sub-concept lattices are absolutely generated before their father nodes; only compared 
with the extent of the direct child nodes in sublattices, if the extent decomposed appears 
for the first time, the node is generated, otherwise is not generated, the comparison with 
the extent of all nodes generated before is unnecessary. This will not only eliminate the 
redundant nodes and reduces the number of comparisons, but also greatly improve the 
decomposition efficiency of concept lattice. In literature [7], there will be a lot of 
redundancy during the decomposition, which will greatly increase the complexity of 
the problem itself; in Literature [8], the decomposition algorithm proposed contains 
only an object or attribute, when the objects and attributes of interest are more, the 
decomposition of efficiency may be greatly reduced. 

5 Conclusion 

The problem of decomposition of concept lattice is discussed in this paper. A new 
method is proposed that concept lattice is decomposed into sub-concept lattices with 
the same attributes sets. An example indicates our method is efficient and feasible. For 
rule extraction after decomposing and improving the decomposition efficiency will be 
further study. 
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Abstract. Lack of strategic information planning and implementation assess-
ment methods, especially the effect and the completion rate for enterprise in-
formation planning, this paper puts forward an evaluation method called EIP 
(Planning and Implementation Evaluation) model based on PDCA Cycle, it car-
ries out in planning, doing, checking and action. This paper also proposes a 
Comprehensive Evaluation Indicators (CEI) formula which can compute the 
completion rate in line with the information planning target. As preliminary re-
sults show the evaluation method can enhance the accuracy of the implementa-
tion planning as scheduled, and also play an important role in guiding the enter-
prise information implementation.  

Keywords: Strategic Information Planning, PDCA Cycle, Comprehensive 
Evaluation Indicators. 

1 Introduction 

Nowadays the importance of strategic system planning is accepted by many large 
enterprise groups which have published the Twelfth Five-Year Strategic Information 
Plans. However, there are many problems in the information construction process, 
which has a big gap between the actual implementation and system planning, and 
there is a noticeable lack of refinement feasible implementation plan, and lack of 
regular reports for information planning evaluation which reports the effect and the 
completion rates of information implementation. 

2 The Current Evaluation Method 

There are some domestic and foreign researches in information systems strategic 
planning and evaluation. Albert proposed a second-order factor model (SISP) Evalua-
tion model based on the conventional measurement methods and modern information 
technology statistics, it proved that the evaluation model has a strong operability [1]. 
Barry established a comprehensive information system organizational performance 
assessment framework which used the existing IS assessment theory, and combined 
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with measurement concepts from other disciplines [2]. Bhanu proposed a model of 
information systems planning that can match the success of information systems [3]. 
Jerry proposed an information system performance evaluation methods based on In-
formation Systems Functional Scorecard [4]. Xiao studied the comprehensive evalua-
tion Indicators system and evaluation method of distribution network planning [5]. Ye 
also proposed assessment indicators for the construction of information system life 
cycle [6].  

Throughout the above information planning and evaluation methods, they are some 
theoretical reference values for information planning and implementation, however, 
these methods cannot be scientifically assessed the effects of information technology 
planning, and could not reasonably assess the completion of the planning objectives, 
they need to carry out further study in operational aspects of information planning and 
implementation evaluation. Therefore, with years of research in information planning 
and evaluation methodology, we propose one enterprise groups evaluation method 
called EIP model based on PDCA Cycle. 

3 Introduction of EIP Model  

PDCA (Plan–Do–Check–Act) cycle is the process of quality management experts 
from the United States Deming, which is a quality plan development and organiza-
tional implementation [7]. It is not only used in business for the control and continu-
ous improvement of processes and products, but also applied in all progressive man-
agement. 
 

Plan

Do

Check

Action

Introduction of EIP (Planning and Implementation Evaluation) model

Information 
System 

Planning
(Old)

Information 
System 

Planning
(New)

 

Fig. 1. The Introduction of EIP Model  
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The basic idea of EIP evaluation model is the same with PDCA cycle, information 
planning and implementation of evaluation is actually a PDCA quality improvement 
closed-loop process. The EIP model is inputted from the Five-Year Plan of large  
enterprise group, which includes Information Plan (PLAN), Implementation of IT 
Plan (DO), the Check of IT plan (CHECK), the Action of IT plan (ACTION ) four 
stages. 
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Fig. 2. The Detail Introduction of EIP Model  

3.1 Annual Information Plan (PLAN)  

The annual information plan undertakes the Twelfth Five-Year Strategic Information 
Plans of enterprise group, and it appoints clearly each responsibility units and their 
annual information performance. From the content point of view, the information plan 
tasks include information strategy goals, information strategic tasks, information stra-
tegic measures, information human and financial resources, information performance 
evaluation indicators etc. 

Information strategic goals can be broken down a lot of information strategic 
tasks and information strategic measures, the information strategic tasks focuses on 
the specific task or project-specific information, while the information strategic 
measures refers to the specific management method to achieve information goals. 
Information strategic goals cannot be performed to achieve the goal itself, but it can  
 
 



338 W. Chen et al. 

 

be implemented through information strategic tasks or information strategic 
measures. Therefore, information strategic tasks or information strategic measures is 
important and an indispensable component of information strategic planning 
framework. 

3.2 Implementation of Information Strategic Plan 

In information implementation phase, we build our tracking system of information 
strategic planning, so as to monitor the implementation progress of information tasks 
and measures, and take review meeting to control the key milestones of them. 

3.3 Checking of Information Strategic Plan  

In the regular inspection and evaluation stage, we calculate the overall completion of 
information planning in real-time statistics, which includes information goals comple-
tion rate, information tasks completion rate and information measures completion 
rate. 

Information goals completion rate is the actual percentage of completion infor-
mation planning various sub-goals and combined score according to some weight 
percentage. Information tasks completion rate is the quantity ratio of information 
strategic tasks completed on schedule. Information measures completion rate is the 
ratio of the number of information major measures completed on schedule. 

3.4 Corrective Action of Information Strategic Plan  

When there are some milestones delayed or quality problems during the examination 
of information plan progress, we analyze the reason and take corrective action 
through putting more manpower and financial resources, submitting the senior deci-
sion-making meeting, strengthening the coordination of information, stopping infor-
mation implementation and other means, so that the information plan can achieve as 
scheduled. 

4 Comprehensive Evaluation Indicators  

In order to assess the differences between information planning goals and the actual 
goals, we need to calculate the completion rate of information strategic planning 
goals. Studies have been shown that there is no mature information planning calcula-
tion method, we propose an information planning CEI Indicators (Comprehensive 
Evaluation Indicators) formula as followings: 

CEI(i)＝SGC(i)*W1+STC(i)*W2+SIC(i)*W3+KIC(i)*W4 (1)

The above formula is explained below for each parameter. 
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• SGC(i) refers to the Strategic Goal Completion Rate of enterprise group in the i 
year of the Twelfth Five-Year Strategic Information Plans, if the information stra-
tegic objectives completed ahead of schedule, the SGC can be considered 100%, 
here we can set its weight W1 = 15%; 

• STC(i) refers to the Strategic Task Completion Rate of enterprise group in the i 
year, it mainly to assess the number ratio of strategic tasks completed on schedule,  
here we can set its weight W2 = 50%; 

• SIC(i) refers to the Strategic Measures Completion Rate, it mainly to assess the 
number ratio of strategic measures completed on schedule,  here we can set its 
weight W3 = 15%; 

• KIC(i) refers to the Key Indicators Completion Rate of enterprise group in the i 
year, it includes information strategic goals, information strategic tasks, infor-
mation strategic measures etc., here we can set its weight W4 = 20%; 

 

 

Fig. 3. Comprehensive Evaluation Indicators 

5 Experimental Results  

In accordance with the CEI evaluation formula, we have calculated the implementa-
tion completion rate of an enterprise information planning from the year of 2011 to 
2013,  which we consider its completion rate of strategic goals， strategic 
task， ，strategic measures, and key indicators, therefore we predict the CEI in the year 
of 2014 and 2015, which can test the progress in the implementation of information 
technology planning, the annual planning goals is 95 in the year of 2015, the CEI 
predict value is 97.55, it shows that the strategic planning goals can be completed on 
schedule in the year 2015. 
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Table 1. The Comprehensive Evaluation Indicators  

Weight 2011 2012 2013 2014 2015

Target Value 75 80 85 90 95

Actual Value 72.25 73.55 81.85 89.25 97.55

Strategic Goal

Completion rate
15% 65 69 84 86 99

Strategic Task

Completion  Rate 50% 70 73 83 90 98

Strategic Initiatives

Completion Rate
15% 70 74 73 89 94

Key Indicators Completion

Rate
20% 85 78 84 90 98

72.25 73.55 81.85 89.25 97.55CEI Value
 

 

 
Fig. 4. The Experimental Results of Comprehensive Evaluation Indicators 
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6 Summary  

The EIP evaluation method is constantly improving in concepts and methods, and it is 
used in a large enterprise group strategic planning projects. As preliminary results 
show the evaluation method can enhance the accuracy of the implementation direction 
planning as scheduled, and also play an important role in guiding the enterprise 
group’s implementation.   
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Abstract. This paper proposes a new way of looking into Web page ranking 
systems by using some concepts of queuing theory in operations research and 
stochastic water storage theory in hydrology. Since both theories queuing and 
stochastic water storage are rich in technology as well as application aspects, 
the new look in this paper may lead to new directions in Web page ranking sys-
tems and related research areas. In doing so, first this paper draws some analo-
gies between a Web page ranking system and theory of queues. Then it shows 
how a Web page ranking system can be tackled to reduce current obstacles by 
using queuing theory techniques. In the second, a Web page ranking system is 
modeled as a framework of stochastic water storage theory to derive a list of 
Web page rankings. Third and finally, the outcome results of rankings obtained 
by using the proposed two theories queuing theory and stochastic water storage 
are compared and analyzed analytically as well as experimentally. The experi-
mental results show the proposed new look is promising for establishing a new 
research area which can improve the current situations and difficulties  
occurred in search engines and their ranking systems in particular and some 
problems in World Wide Web as a whole. 

1 Introduction  

It has been a little over one and half decades after the two most popular web page 
ranking systems Google’s Page Rank [1] and Kleinberg’s Hyperlink-Induced Topic 
Search (HITS; also known as hubs and authorities) [2] appeared in science literature. 
Both algorithms are based on hyperlink analysis on Web page graphs. In particular, 
the key idea is to consider hyperlinks from a source page to sink pages as an influen-
tial factor on ranking sink pages. Based on this concept a lot of excellent research 
woks by various researchers have been proposed to improve the existing web page 
ranking systems [3-6]. But different methods have utilized different concepts to ana-
lyze Web link graphs [7-8]. For example Google`s Page Rank model assumes that the 
hyperlinks between the Web pages can be approximated as the transition probabilities 
of a Markov Chain of lag 1[9]. On the other hand HITS algorithm observes a Web 
graph as bipartite forms [2, 10]. Even more some researchers have introduced com-
munity ranking systems by using social network platforms based on popularity, relia-
bility and relevancy measures [11-12]. Thus, it is learnt that various approaches have 
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been appeared to measure the Web Graph by using different aspects of measures such 
as relevancy, reliability and popularity concepts. The success of Google has made the 
role of Page Rank significance as a metric measure for Web pages. This has also led 
to a variety of modifications and improvisations of the basic PageRank metric. These 
have either focused on changing the underlying model or on reducing the computation 
cost. 

On the other hand the rise of giant social networks such as Facebook, Twitter and 
YouTube and so on has influenced on the ways how users are seeking information. In 
this aspect, some researchers have introduced a concept of social community ranks 
and combined them with contents of web pages to form an integrated ranking system 
[13-14]. But they have said that even though their approach is new, it is only at infant 
stage so that it remains more research has to be done in this direction. However, the 
original Page Rank algorithm is quite popular and has led many excellent research 
works, the authors of this paper feel that it is worthwhile to look into to the Page Rank 
algorithm from new perspectives. Therefore this paper explores a new look into the 
original Page Rank algorithm from the perspectives of queuing theory and Dam theo-
ry which had been introduced by P.A P Moran [15] later extended by J. Gani [16] and 
R. M. Phatarfod [17]. 

2 Briefly about Web Page Ranking System 

As a theoretical foundation it is worthwhile to realize that an overall ranking of a web 
page for a given query can be incorporated by a probability distribution [18-19]. To 
begin with, the probability of a document d is relevant for a given query q, Pr.(d|q)  is 
expressed by using Bayes’ theorem as  

 Pr.(d|q) =Pr.(d).Pr.(q|d) / Pr.(q). (1) 

From web page ranking perspective views, since the term Pr.(q) does not depend 
on the document d, the term Pr(q|d) becomes one of the central roles for the infor-
mation search engines to evaluate the importance of a web page in the web graph. 
Also this simple formula had led to the most popular web page ranking system, Page 
Rank algorithm and variety of other ranking systems for information search systems.  

As a starting point, the simplest version of Page Rank, so called standard Page 
Rank which had made Google success is defined as the stationary distribution of a 
random walk in the web graph. Specifically, PR(i) denotes the value of web page i for 
i= 1,2,…,N with N as the total number of pages in the web graph. Pr.(j|i)= pij  is the 
probability that the walker  jumps from page i to page j and Wj  is the set of pages that 
points to page j for j=1,2,…,N and W denotes the set all pages. Then the fundamental 
equation for PR(i) can be described as shown in (2). 

 PR(j) =(1- α) ∑ ௜∈ௐ௝݌ ijPR(i)  + α ∑ ܴܲ(݅)௜∈ௐ /ܰ. (2) 

Traditionally the value of α is chosen as 0.15, and it appears that this value pro-
vides reasonable ranking for the web pages. 
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In order to write the equation (2) in matrix form, first organize a matrix H=[hij] 
where hij =(1- α) pij +  α/N for i∈Wj  and hij =  α/N for i∉Wj.. Again, an identity ma-
trix I is defined as a diagonal matrix whose diagonal elements are all ones and the 
remaining elements are all zero. 

Then the equation (2) can be written as  

 π = G π ,  .(3) 

where π = [PR(1), PR(2),…..PR(N)] T is a column vector and G= [H+ α I].  
The matrix G= [H+ α I] is known as Google matrix. This matrix is stochastic (each 

row sums to 1), irreducible (all pages are connected due to the teleportation jump), a 
periodic (Gii >0), and primitive (Gk > 0), which implies that a unique positive π exists 
and power method guarantees to converge to this vector. Given some initial distribu-
tion π (0), e.g; π (0) = e, the power method is defined as an iteration procedure:π(k) = 
G π(k−1) , k ≥ 1. 

Note that the limiting distribution does not depend on the initial distribution π(0). 
In the framework of stochastic processes one can view the Page Rank of a random 
web page at time t as random variable Rt. Then PR(j) for j= 1,2,….,3 can be interpret-
ed as the probability of Rt =j. Then the equation (2) becomes a stochastic equation 
which has been occurred in queues, dams and branching process theories. 

One of the objectives of this paper is that it provides better understanding on what 
the terms Pr.(d), Pr.(q|d) might in equation(1) and the terms PR(j) for j=1,2,…,N look 
like, and how they related to theory of queues and theory of water storage for opening 
up a new research in web search engine frameworks. To achieve this goal, the im-
portance of a web page will be defined for a search engine based on convex combina-
tion of rankings according to different criteria, such as relevancy, reliability and popu-
larity of the pages in the web graph. 

In particular the remaining part of this paper is organized as follows. In section 3, 
the analogies between Web Page Rank formulation, queueing theory concepts and 
theory of water storage systems are presented. Then a new look at Web Page Rank 
System is introduced and the quantities of interests are derived in section 4. Some 
simulation works are shown in section 5 followed by concluding remarks in section 6. 

3 Analogies between Web Page Rank, Queueing Theory and 
Water Storage Systems 

In the analysis of many queueing systems or water storage systems (dams) the follow-
ing Random Walk type of recurrence relationship is fundamental and plays an im-
portant role. 

 Wt+1= max [Wt  +1-Xt , 0], for t= 1,2,3,…   .  …(4) 

There are a variety of ways to interpret and make assumptions for the processes {Wt} 
and {Xt }. For example in theory of queues, Xt represents the arrival patterns process for  
new customers coming into a queue along with other processes such as service time 
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distribution and service mechanism. On the other hand, from the dam theory aspect, the 
random variable Xt  is the amount of water inflows into a dam during a time interval (t, 
t+1) for t=0,1,2,……. . Keeping these concepts in mind, the random variable Xt shall be 
considered as the amount of incremental ranks added to a random web page due to in-
degrees. In all cases, Wt will be the number of customers who are waiting for service 
including the one being served. while it will represent the depletion from the maximum 
level, say K-1 where K is the capacity of a finite dam. In terms of web rank, K can be 
considered as the total number web pages N in the graph and Wt will represent the level 
of page ranks at time t. It is this analogy to be exploited in analyzing Web Page Ranking 
Systems. Since the queueing and dam theory have a variety of analytical results for Wt 

by taking independent and dependent structure of input process into account, a new way 
of formulating Web Page Ranking will be explored and examined in this paper. The 
overview of proposed system is described in Fig 1. 

 

Fig. 1. Overview of Proposed System 

3.1 Analysis of Web Page Ranking System in the Frameworks of Queues and 
Dams 

In this subsection a new Web Page Ranking System is analyzed by using the tech-
niques developed in queue and dam theories. For this concern, two cases will be  
considered by introducing concepts of both independent type and Markov type in- 
decrees. 

A. Independent Type In-Degree Case 
In this case, { Xt } forms a sequence of independent and identically distributed random 
variables in queues and dams while it will represent rank increments due to in-degrees 
pointing the page considered. It is also assumed that the probability generating func-
tion the random variable Xt is g(s) = Σ Prob(Xt =j) sj sum over all j.  

Generally speaking, a problem of interest to hydrologists, queue controllers and 
web search engines optimizers is finding the limiting distribution of the process {Wt}.  
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Let Pr (Wt =j )= πj  when t tends to ∞.  In queues and dams, when μ = g′(0) > 0 
the limiting distribution  πj  is given by  

 πj= (1-θ) θj ,   (5) 

where θ is the smallest positive root of  g(s) =s. 
This leads to the results  

 πj ≅ (1-θ) θK-1-j / 1-θK   for j=0,….,K-1. (6) 

The probability in (6) is generally used to estimate the size of a dam for reliability 
factor P as shown in (7). 

 K≅ 1+ (log P)/ log θ.  (7) 

By using the analogy between Dams and Page Rank, the Page Rank of a random 
page can be approximated as  

 PR(j) ≅ (1-θ) θN-1-j / 1-θN , for j=0,…..,N-1,  (8) 

where the number of pages in the web graph is estimated for reliability factor P as  

 N ≅ (1-θ) θN-1-j / 1-θN  .  (9) 

B. Markov Type In-Degree Case 
In queueing theory framework, it has been shown that the queue length process em-
bedded in a general arrival process such as moving average [20] and Gamma Markov 
[21] has a modified geometric distribution similar to those described in (6) and (7). 

Let the sequence {Xt } a Markov chain with transition probability qij  for  i, j 
0,1,2,….,N-1. Let Zij= siqij and [Zn

ij] = [Zij ]
n. Then it can be proved that λ(s) = lim 

(Zn
jj)

1/n  when n tends ∞ exists and independent  of j. By assuming that 0 < θ < 1 is a 
solution of λ(s) = s, the limiting distribution of {Wt}.  

Moreover for the case of special type of Markov Chain such that  

 ∑qij  s
j   = B(s) [A(s)]i   ,  (10) 

where B(s)+[1+ a(1-ρ)–a(1-ρ) s]-1  and A(s) = 
[ (ଵା௔)(ଵିఘ)ି(௔ (ଵିఘ)ିఘ)௦]ଵା௔( ଵିఘ)ି௔(ଵିఘ)௦  

0<ρ<1 , is the correlation coefficient of lag 1 and a is the mean value of {Xt }. 
Pakes And Phatarfod [22] had proved that the limiting distribution of {Wt } is as 
shown in equation (11). 

 π0 = lim௧ → Pr (ܹݐ = 0) = 1 − ଵା௤ଵା௔ , (11) 

 πj = lim௧ → Pr (ܹݐ = ݆) = 
ଵି௤ଶଵା௔   qj-1    for j≥ 1.  (12) 

With q= (2ρ)-1[-a(1-ρ) + ( {a( 1- ρ2 ) }2  +4ρ)1/2 ) ]. By using equations (11) and 
(12), the page rank distribution is given by 

 

 PR(0) = [a-q]/[(1+a)-(1+q) qN-1], 

 PR(j) = (1-q2 ) q N-j-1/ [(1+a)-(1+q) qN-1] for j= 1,2,….,N-1. 
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4 Some Simulated Results 

In this section some simulated results for the distribution of web page rank is ana-
lyzed. The relationship between the correlation of the web pages and the number pag-
es within a dataset is also discussed by using numerical methods. Although most of 
existing page rank algorithms are subjects of iterations demanding the rate of conver-
gence, the proposed methods needs only one time computation. So it is not necessary 
to worry about the convergence problems. The proposed method has taken care of 
convergence concepts implicitly. This merits to reducing the computation time for 
calculating Web Page Ranks. The rank distribution induced using queuing and dam 
theory concept also can measure the correlation between PageRank and the In-
Degree. In this aspect, it is shown that how much one can vary the values of the num-
ber of in-degree and the maximum correlation one can use is presented. In Table 1, 
for small value of number of pages, the results of page rank distribution is presented 
for large correlation value and small size of in-degree. In Table 2, the results of rank 
distribution for minimum allowable correlation and the maximum size of in-degree 
are shown. In similar way, for large value of number pages within the dataset, the 
effects of correlation and in-degree are presented in Table. These results are also 
shown in graph forms in Fig 2. Again, through the varying the parameters correlation, 
in-degrees and the number of pages it is observed that the correlation coefficient value 
is range from 0.7 to 0.98 for large value of N, the total number of pages within the 
datasets. For small N, the correlation cannot exceed 0.85 but in-degree is the same as 
in the case of large value of N. 

Table 1. Distribution of Ranks for Small N=10 

No Pages Rank  
for 
ρ=0.85, 
a=7 

Rank  
for 
ρ=0.85, 
a=6 

Rank 
for 
ρ=0.85,
a =5 

Rank 
for 
ρ=0.85,
a =4 

Rank 
for 
ρ=0.85,
a =3 

Rank 
for 
ρ=0.85,
a =2 

Rank  
for 
ρ=0.75, 
a =7 

Rank 
for 
ρ=0.65, 
a =7 

1 π0 0.905665 0.848207 0.796386 0.742748 0.681991 0.616825 0.634724 0.823814 

2 π1 0.008768 0.012517 0.015546 0.01933 0.025397 0.035363 0.034334 0.018587 

3 π2 0.027446 0.027446 0.027446 0.027446 0.027446 0.027446 0.027446 0.027446 

4 π3 0.009557 0.014411 0.018517 0.023186 0.029659 0.038673 0.037228 0.01907 

5 π4 0.009978 0.015462 0.02021 0.025393 0.032051 0.040442 0.038765 0.019316 

6 π5 0.010417 0.01659 0.022057 0.027811 0.034636 0.042292 0.040366 0.019565 

7 π6 0.010876 0.017801 0.024073 0.030458 0.037429 0.044227 0.042032 0.019818 

8 π7 0.011355 0.0191 0.026273 0.033358 0.040448 0.046251 0.043768 0.020074 

9 π8 0.011855 0.020493 0.028675 0.036533 0.04371 0.048367 0.045575 0.020333 
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Table 2. Rank Distribution for Large N 

No Pages Rank  
for 
ρ=0.98, 
a =8 

Rank  
for 
ρ=0.98, 
a =7 

Rank 
for 
ρ=0.98,
a =6 

Rank 
for 
ρ=0.98,
a =5 

Rank 
for 
ρ=0.98,
a =4 

Rank 
for 
ρ=0.98,
a =3 

Rank  
for 
ρ=0.98, 
a =2 

Rank  
for 
ρ=0.7, 

a =2 
1 π0 0.784292 0.756428 0.720546 0.672638 0.605487 0.504661 0.336483 0.34293 

2 π1 0.012647 0.012525 0.012247 0.011729 0.010824 0.009235 0.006269 0.018917 

3 π2 0.011906 0.011881 0.011710 0.011309 0.010527 0.009062 0.006210 0.018372 

4 π3 0.011208 0.011270 0.011197 0.010904 0.010238 0.008893 0.006151 0.017844 

5 π4 0.010550 0.010691 0.010706 0.010513 0.009957 0.008728 0.006093 0.017330 

6 π5 0.009932 0.010141 0.010237 0.010136 0.009684 0.008565 0.006035 0.016831 

7 π6 0.009350 0.009619 0.009788 0.009773 0.009418 0.008405 0.005978 0.016346 

8 π7 0.008801 0.009125 0.009359 0.009423 0.00916 0.008249 0.005922 0.015876 

9 π8 0.008285 0.008656 0.008949 0.009085 0.008909 0.008095 0.005866 0.015419 

10 π9 0.007800 0.008210 0.008557 0.008760 0.008664 0.007944 0.005810 0.014975 

 

 

Fig. 2. For small N=10, ρ=0.85 and In-degree=7 
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5 Conclusions 

A new look into Google’s Page Rank algorithm has been proposed in this paper. The 
use of queue concepts and dam theory results makes the proposed method promising. 
Although an empirical evaluation was done using synthetically generated data, the 
results show that the proposed method provides a variety of result rankings. In future, 
focus will be made on performing evaluations using real world data. 
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Abstract. To guarantee the effective communications under earthquake and 
enhance the utility of communication system in nuclear power plants, it is 
proposed to do seismic qualification test for all telecommunication system in 
nuclear power plant. In this paper, a principle include object, scope method and 
setup of the qualification is provided. It is found that if telecommunication 
equipments pass such qualification test, the availability of communication 
system and the safe operation of nuclear power plant can be guaranteed when 
earthquake occur. 

Keywords: Nuclear power plant, seismic qualification, earthquake, 
telecommunication system. 

1 Introduction  

Safety is the most important prerequisite for nuclear power plant. After the 
Fukushima Nuclear Power Plant disaster, the effects of earthquake to nuclear safety 
get more and more attention. And in the design of nuclear power plant, the earthquake 
has to be taken into account. 

The telecommunication system is not nuclear safety relevant system, but 
telecommunication equipments distributes everywhere in nuclear power plant, so they 
maybe nearby a nuclear safety relevant equipment and may affect the nuclear safety 
relevant equipment. So there is also seismic requirement for the telecommunication 
system. There is not function request during and after the earthquake, but there is 
integrity request. We must ensure the structural integrity of the telecommunication 
equipments during and after exposure to the dynamic effect of seismic load, there 
shall be no collapse, missile, falling off of the structure and so on. 

To verify the structural integrity during certain seismic load, there are two 
methods: calculating method or testing method. Because the telecommunication 
equipments have very complex structure and material, there will be bigger deviation 
in modeling and the calculating. In this paper, a testing method is discussed and 
demonstrated to be available in verifying the structural integrity during certain 
seismic load. 

In this paper, we deeply analyzed the principle to choose test specimens, the test 
method and the acceptance criteria and all the principles to do the seismic 
qualification. 
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Through the seismic qualification, the structural integrity under certain earthquake 
load can be guaranteed, and avoid the destroying to the nuclear safety. 

2 Test Specimen 

Telecommunication system in nuclear plant includes the Public Address System, 
Siren Alarm System, Intercom System, Telephone System, Direct Phone System, 
Secure Telephone System, Clock System, premises distribution system and CCTV 
System. All of them must be qualified. 
All the equipments can be classified into two kinds: 

(1) Central unit in communication room and their supporting equipment;  
(2) Connection boxes and terminals of all sub-systems  

For the two types of equipments, there shall be different specimen choosing principle. 

2.1 Central Unit 

For the communication central cabinet, there will be hundreds of combination for 
different usage of central unit, it’s impossible to test every combination of theses 
equipments and cabinet. So we have to choose a most severe configuration cabinet to 
do the test, and the test result can be appropriated for all cabinet. How to choose a 
most severe configuration cabinet? Here are the principles: 

In the test, all substitutes of components will be installed from the top of the 
cabinet except the UPS and batteries, Batteries and UPS will always installed in the 
bottom of the cabinet. Batteries and UPS have the biggest density. 

All substitutes of components will be installed in the cabinet following these 
specifications: 

(1) Batteries and UPS will always be installed in the bottom of the cabinet. 
(2) Equipment will be installed from the top to the bottom of the cabinet. 
(3) The components with bigger density will be installed upon the components 

with smaller density. 

All real cabinet on site is designed following these specifications: 

(1) Batteries and UPS will always be installed in the bottom of the cabinet 
(2) Equipment will be installed from the bottom to the top of the cabinet. 
(3) The components wit bigger density will be installed under components with 

small density. 

If follow these specifications, the gravity center of the real cabinet on site will be 
lower than the tested one, so the tested cabinet is the most severe configuration. The 
specimen cabinet is the worst case covering all kind of cabinets actually installed on 
site. The test result is appropriate for cabinet which is equipment installed on site. 
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2.2 Junction Box 

The junction box is composed of box and the equipments inside of the box. There are 
several types of box, some are made of polycarbonate and some are made of cold 
rolled steel. The equipments inside of the box are airlock, terminal block or wiring 
module. Due to HAF J0053, we should select the harshest equipment to test, so for 
each size of box, we select the one who have heaviest equipments in to test. And the 
result of test is appropriate for connection boxes which use the same box. Base frame 
of the connection boxes is not used during the test. 

2.3 Terminal Equipment 

For the terminal equipments (loudspeaker, siren alarm, intercom station, operation 
console, telephone, camera, computer and wireless access point), typical specimens 
shall be chosen for the test, here is the principle of choosing specimens: 

(1) For different terminal equipment, all shall be tested to verify their stability 
during the seismic 

(2) For similar equipments which are the same brand, if they have similar 
structure and similar installing method. The heavier equipments should be 
chosen for the test, and the result of test is also appropriate for the lighter 
ones. 

(3) The installing method of the test specimens during the test should the same 
as the installing method on site except the anchor bolts. If an anchor bolt is 
used on site, a same size and same rigidity ordinary bolt can simulate the 
anchor bolt during the test. 

3 Test Method 

The specimens will be mounted on the table in a manner that simulates the intended 
service mounting. The mounting method of the specimen to the support or mounting 
steel plate will be the same as that recommended for actual service and will use the 
recommended bolt size, type torque. 

Multi-frequency method is used in the seismic qualification test. Artificial time 
history shall be inputted along three orthogonal axes of the specimen to fulfill five 
OBE and one SSE seismic tests. OBE and SSE seismic simulation tests are carried out 
by controlling the acceleration of the seismic table as the control signal. 

3.1 Condition Inspection before Test 

Before the test, all status of the specimens should be checked and recorded. There 
shall not be any loose. All components shall be installed exactly. 
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3.2 Dynamic Characteristics Detect Test 

According to section 6.2.8 of IEC 60980-1989, apply the sinusoidal excitation with 
frequency sweep along each orthogonal axis of the specimens respectively. The 
sinusoidal excitation amplitude is 0.2g, frequency range is 1Hz to 55Hz and the sweep 
speed is 1 octave/minute. 

PARAMETER TABLE  

Excitation direction X/Y/Z 

Excitation type Sine sweep 

Sweep rate 1oct/min 

Acceleration 0.2g 

Frequency range 1Hz to 55Hz 

Duration time 120s 

 
Fourier transfer function is used to calculate resonance frequency, which the time 

history of the control point is the input parameter and the time history of top of the 
specimens are the response parameters. 

3.3 Load of Seismic Qualification Test 

Artificial time history is generated based on the RRS (Required Response Spectrum) 
of corresponding Nuclear Power Plant. Duration of the time history is 30 seconds. 
The tests using three-axis method are controlled with a digital control using the 
simulated time-histories. The simulated time-histories must produce TRS (Target 
Response Spectrum) to envelop the RRS. The time history is used to excite the 
specimens during the test. 

The analysis of the TRS and PSD of the control point time history after the test is 
to validate program realization. The TRS must equal or more than the RRS at all 
points above 3.5Hz. The TPSD must equal or more than the 80% RPSD at all points 
above 3.5Hz. 

*the start frequency 3.5 Hz is accord to the section 6.2.9 of [4]. 
*the RPSD and TPSD are computed based on RRS and time history. 

3.4 OBE Seismic Qualification Test 

According to section 6.2.9 of IEC 60980-1989, five time history OBE (Operational 
Basis Earthquake) level tests shall be carried out along three orthogonal axes of the 
specimen. The duration of each OBE test is 30 seconds. 

The acceleration signal shall be recorded during the test. The structural integrity of 
the specimen shall be inspected during and after each test. 
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3.5 SSE Seismic Qualification Test 

After five OBE seismic simulation tests, one SSE (Safe Shutdown Earthquake) test 
shall be applied along three orthogonal axes of the specimen. The duration of SSE test 
is 30 seconds too. 

Between OBE and SSE test, the minimal interval between each operation is 3 
minute. 

OBE test is half of SSE. 
The acceleration signal shall be recorded and the structural integrity of the 

specimen shall be inspected during the test. 

3.6 Condition Inspection after Test 

The structural integrity of the specimens shall be inspected again, in order to ensure 
the specimen be in good condition after test. 

4 Acceptance Criteria 

The telecommunication system is not a nuclear safety related system, so there is not 
function request during and after the earthquake, but there is integrity request. So we 
have to check the integrity of tested specimens, the acceptance criteria is as follow: 

(1) There shall be no collapse of the tanks, and the bolts shall be no 
disconnection.  

(2) There shall be no falling off of other specimens, and the bolts shall be no 
drop. 

5 Conclusion 

A method of seismic qualification for telecommunication system in EPR nuclear 
power plant is studied in this paper. The method specify the principle of test 
specimens choosing; provide the method of load calculation during seismic 
qualification test, specify all the test steps clearly, and specify the acceptance criteria. 
After all, the paper specifies every aspect of the seismic qualification. 

Through the seismic test, the integrity of telecommunication system during and 
after the earthquake can be proved, and the safety of nuclear power plant can be 
guaranteed. 

Acknowledgment. The authors would like to thank anonymous reviewers for their 
constructive comments, which improved quality of the paper. 
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Abstract. The cloud computing is one of the most popular issues in
recent years. Many service providers have provided the cloud solution
using virtualization such as Amazon EC2. We are facing the new threats
in the virtual environment. Since the virtual network is different to the
traditional environment, we have to face with new threats that do not
exist in the traditional network environment. In this paper, we provide a
solution Virtual Network Guard System (VNGS) to solve the problems in
virtual network that we face in the virtual environment. We modify the
network interface controller in the virtual environment to limit the guest
operation system access rights. We also provide a centralize management
server to deploy filtering processes and collect the alert information. Fi-
nally, we evaluate the performance of our system with normal network
interface controllers, and the results shows that the performance is ac-
ceptable.

Keywords: Cloud Security, Packet Filter, Virtual Network Security
System.

1 Introduction

Nowadays, the virtualization technology is used to reduce the number of physical
machines in enterprises and make our life easier and more efficient. However,
the security issue is an important challenge when an IT manager considers to
distribute virtualization. We are facing new threats in virtual environments and
some attacks have targeted on the virtual environment [7].

Since the virtual network environment is different to physical network envi-
ronments, a virtual environment can make some network attack strategies be
triggered easily or have some new threats. However, seldom researches have fo-
cused on the security of the virtual machines. Some of them are limited by the
special hardware or architecture [9,5]. Few of them discuss the network security
of virtual environments.

In many existing network attack strategies, using a raw socket to create fake
network packets is the core technology for an attacker to launch a network attack,
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such as ARP spoofing. The ARP spoofing attack sends packets with fake MAC
addresses. This can make all the machines which are located in the same local
area network (LAN) believe that the attacker is another machine. In normal
network environments, it is hard for an attack to infiltrate into the same LAN
with targets. Nevertheless, virtualization can make the attacker and targets both
be in the same LAN, and the attacker can launch the malicious attacks to other
targets.

In this paper, we propose a solution called Virtual Network Guard System
(VNGS) to solve the security problems in virtual network environments. Our
goal is to provide a solution that an administrator can easily limit the net-
work access rights for each VMs in the cloud environment. By modifying virtual
network interface controller to filter illegal network packets such as fake MAC
addresses and IP addresses, the cloud administrators can implement an easy fil-
tering process to control virtual network interface. In this way, our solution can
reduce complexity of managing virtual machines in the cloud. Finally, we also
evaluate the performance of our architecture.

2 Background

In this section, we review some researches which are pertinent to the problem of
the network security in cloud computing environments.

2.1 Enhance Security of VMM

Terra [3] is a virtual machine-based platform, and provides a new architecture
of virtual machine based on the special hardware device. This system uses a
tamper-resistant hardware platform to equip with trusted virtual machine mon-
itor (TVMM). It provides a simple and flexible programming model that allows
application designers to build secure applications in the same way they would
on a dedicated closed platform. However, this solution is limited by special hard-
ware devices and the VMM has to be redesigned. The paper [4] provides a VM
introspection based architecture for instruction detection called VMI. VMI is
a virtual machine monitor embedded with IDS. It not only focus on protect-
ing network, but also provides the guest OS. The VMI is modified by VMware
Workstation for Linux.

2.2 Enhance Network Environment

To protect the network in the cloud computing environments, it is a good way
to split the network as many virtual local area network(VLAN). In physical
network environments, it requires some advanced network device to support
this function. Open vSwitch [8] is a network switch sepcifically built for virtual
environments. By spliting the VLAN, we can build several isolated LANs. It can
prevent attackers sniff the virtual network to steal data from other gesut OS.
However, the performance of open vSwitch still can be improved.
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Table 1. The comparison between those solutions and our system

Name Advantage Disadvantage

TVMM hardware protect and high perfor-
mance

require special hardware support

VMI enhance VMM security and load
customized plug-in

low performance

OpenvSwitch isolate virtual network environ-
ments

low performance

VNGS load customized filter and high per-
formance

packets filtering only

2.3 Comparison

To compare the advantage between those solutions and our system. Table 1
shows the comparison. TVMM provides high performance and hardware guar-
antee, but it requires a special hardware device. For an administrator in a data
center, it is hard to embed TVMM hardware to all the devices in the data center.
VMI provides a redesigned VMM architecture embeds IDS functionality. VMI
can monitor the behavior of guest OS and load customized detection plug-in.
However, the performance is not good and it requires redesign VMM. Open-
vSwitch is a virtual network switch which emulates the behavior of physical
network switch. It can isolate the virtual network just like a physical network
switch does. But the software emulating causes low performance. In our VNGS,
it provides a administrator to load a customized filtering process to filter network
packets. We only modify the source code of virtual NIC and the performance
analysis in 5 shows that VNGS does not increase many overhead.

3 Attack Model

Now, we describe an attack scenario based on virtual network environments with
QEMU virtual machine. In physical network environments, the conditions of the
ARP spoofing attacks are not easy to reach since the attacker and target host
have to be connected under the same local network. For some special targets, it
is hard for the attacker to infiltrate into the same LAN. For example, a target
host is under a private local area network or attacker and target host are in
different countries. If they are not in the same LAN, the ARP packets can not
be diverted to target host. If the ARP packets can not be diverted to target
host, the attack can not work successfully.

Nevertheless, if there are no any advanced configurations, all guest OSes are
allocated in the same local network as default. In a data center, there can be a lot
of host machines which operate a virtual machine monitor. Each host can operate
more than one guest OSes. If an attacker can occupy one of these guest OSes,
the attacker may obtain enough information to launch ARP spoofing attack. Not
only ARP spoofing attack but other network attacks are achieved easily when
attackers and victims are in the same local network.
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To model the attack in virtual network environment, we make some assump-
tions as follow:

– Attackers have the ability to occupy the guest OSes and send modified in-
structions to the host.

– Virtual machine monitor does not have software vulnerabilities.
– All guest OSes are located in the same local network.

Based on these assumptions, attackers can launch network attacks by spoofing
the header of network packets.

4 Design Architecture

4.1 Architecture

Now, we present our design of the VNGS (Virtual Network Guard System).
VNGS provides a lightweight packet filter built in virtual network interface. It
can prevent malicious packets which is sent by attackers. Another feature is a
centralized control center to deploy filtering program and monitor the virtual
network interface on each host devicees. The entire VNGS is composed of two
components as follow:

– Virtual Network Interface Filtering Controller
– Centralized Command and Control Center

Firstly, Virtual network interface filtering controller is a software emulating
network interface control. It is used to collect raw network packets and run filter-
ing process in virtual network interface control. If the filtering process intercepts
the malicious packets, it will block the packets and inform the Center Command
and Controller Center. Secondly, Centralized Command and Control Center is
a management server with web interface. The administrators can use this server
to monitor network environments in the data center, and the filtering process
will send alert messages to control center when the attack is happened.

Virtual Network Interface Filtering Controller. The virtual machine mon-
itors (i.e., QEMU, VirtualBox, etc.) usually equip software emulating network
interface controller. We modify the control flow of the virtual network inter-
face to add filtering mechanisms. Our design is based on the architecture of
NE2000 network card emulator and Virtio network device. Fig 1 illustrates the
architecture of NE2000 network card. Based on this method, Virtual Network
Interface Filtering Controller is a modified software emulating network inter-
face controller. We extract raw packets inside the network interface. Since the
network interface is a hardware device in normal computer, the device driver
processes the network packets as a number of instructions. The network device
driver handles communication between hardware and software. In this case, the
network interface receives instructions from network driver.
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Fig. 1. Architecture of NE2000 network card

Fig 2 is the architecture of Virtual Network Interface Filtering Controller. In
our design, we extract the packets from data transmit step and pass it to filter-
ing process component. Filtering process is a program deployed for Centralized
Command and Control Center. The input data of this process is raw packet and
the output is a command to control network interface. Finally, network interface
writes the packets to remote DMA according the result of filtering process.

Centralized Command and Control Center. Another component in our
system is a centralized server which provides management console for administra-
tors with web interface. It is a stand-alone server located in cloud environment.
There are two main features of this server, collects malicious alert from virtual
network interface and deploys filtering process to virtual network interface. Fig
3 illustrates the architecture of Centralized Command and Control Center.

The filtering process in the Virtual Network Interface Filtering Control will
send messages back to Centralized Command and Control Center when it inter-
cepts malicious packets. The communication between the host and server can be
encrypted, so that the attackers can not monitor or counterfeit messages. The
administrators can browse malicious logs by the web interface. Another feature
is to filtering process deployment. In our design, the filtering process could be
injected at run-time. After uploading a filtering process, the Deploy System will
deliver the program to all virtual machines in the cloud environment.

4.2 Filtering Scheme

Now, we introduce a basic scheme to filter malicious ARP massages as an exam-
ple. Based on the speciality of virtual environment, we can filter the packets in
hardware level. Generally, the filtering mechanisms are usually implemented as a
device driver in modern operating system such as Windows Filtering Platform[2].
However, the situation is different to the cloud environment. There are several
reasons as follows. Firstly, each virtual machines in data center can be installed
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Fig. 2. Architecture of Virtual Network Interface Filtering Controller

with different operating systems. If the filtering mechanism is built in guest OS,
we have to customize the driver in each operating systems. This needs higher
costs and is inefficient. Secondly, even if we have installed modified guest OS, the
attackers can bypass this mechanism. According to our assumptions, attackers
have the ability to occupy the guest OSes and send modified instructions to the
host. For these reasons, we build the filtering mechanisms in hardware level.

To protect each nodes in data center without ARP spoofing attack. We use a
simple scheme to protect the local network. The first step of ARP spoofing attack
is to fake ARP reply message. By faking reply message, the attack can poison
ARP table of the switch. However, the MAC address of each network interface is
hard coded on the device. In cloud environments, virtual machine monitor will
configure the MAC when the network device is booted. It can not be changed
during the device is used. According to this speciality, we inspect each network
packets through the virtual network interface. If the source MAC address of the
packet does not match with the MAC address hard coded on network interface,
the filter process will drop this packet and inform administrator. Fig 4 show the
flow chart of the filtering process our implementation.
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Fig. 3. Architecture of Centralized Command and Control Center

5 Performance Analysis

In our experiments, we execute the Centralized Command and Control Center
on a Linux server with 2.0 GHz AMD 64 X2 Dual Core Processor. The virtual
machine monitor is executed on another Linux server with 2.8 GHz Intel Xeon
Processor. We used some experiments to test the capability of our system for
surviving under ARP spoofing attack and provide the experimental results to
illustrate the performance of our proposed system.

To evaluate the performance of virtual network, we measured our system on an
physical machine hosting two VMs. We used an Intel Xeon W3530 2.8GHz with
8MB of L2 cache and 4 GB of main memory for our experiments. The host and
guest OSes were running with Linux kernel 3.0.0-12. We set the main memory
of the guest OSes to 256 MB. There were two kinds of network device model
NE2000 and Virtio we used in our experiments. Both of them were modified to
conform with our system. We loaded the filtering process used to defend ARP
spoofing attacks. It dropped the packets which source MAC address did not
match with the MAC address registered at network device, and filtered all the
ARP reply packets which was not sent from correct host. The follows was the
detail configurations:

– NE2000. A full virtualization virtual network device emulator often used
in QEMU virtual machine. The maximum transfer rate of this device is 10
Megabits per second.

– Virtio. A paravirtualization virtual network device. By installing a special
device driver to guest OS. It provides guest OSes direct access VMM without
emulating physical network device. The maximum transfer rate of Vritio
device is 1000 Megabits per second.
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Fig. 4. Flow chart of our filtering process

In our experiments, we used latency and throughput to evaluate the per-
formance. We measured round-trip latency by sending ICMP packets with 800
bytes packet size. The throughput was measured by using iperf [1] tool. Iperf was
developed by NLANR/DAST as a modern alternative for measuring maximum
TCP and UDP bandwidth performance. We measured the maximum TCP and
UDP throughput of both NE2000 and Virtio network device models. The iperf
was configured to send as fast as possible over 60 seconds with packet size 1500
Bytes (a standard MTU).

Round-trip Latency. We compared the latency and throughput of VNGS and
normal QEMU network device here. The latencies were the average of 10 mea-
surements which were shown in Fig 5. In the results of our experiments, the
latency of both NE2000 and Virtio NIC increased overhead no more than 10%.
We can see the overhead of our system did not increase too many costs. However,
it might be due to our defend scheme did not focus on input packets. Therefore,
the results appeared the performance of NE2000 is less than Virtio. VMM has
to cost more time to handle network packets with full virtualization device.

Maximum Throughput. The Fig 6a and Fig 6b showed the maximum through-
put of sending TCP and UDP packets. The results show NE2000 NIC decreased
the throughput less than 3%. In our experiments, we turned off the Nagle’s
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Fig. 5. Latency of the NE2000 and Virtio network device model

(a) Throughput of NE2000 (b) Throughput of Virtio

Fig. 6. VNGS performance test

algorithm [6] when the TCP packets were sent. The results showed that the
throughput of NE2000 was almost no effect compared with normal QEMU net-
work device. We considered that the VMM wastes lots of computing resource
to emulate physical mechanism. Hence the overhead of filtering process was not
significant.

On the other hand, the throughput of virtio device reduced almost 10%. The
packets sending process had to suspend until it passed the filtering process. The
Virtio device is different from full virtualization device such like NE2000, it does
not need to emulate hardware circuit. The packets are moved from guest OS
driver to the memory in VMM. There is why that the performance of virtio was
better than NE2000 in our experiments.

6 Conclusion

In this paper, we provide and implement a system which is named VNGS against
network security problem in cloud computing environments. With this system,
administrators can use a centralize management server to monitor each VM
in cloud computing environments. The filtering process build in virtual NIC
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can protect the local network without suffering from spoofed packets. We also
provide a simple scheme against ARP spoofing attack. In our research, there are
some ways to split the local network as many of VLANs. However, these schemes
rely on some special hardware devices or the performance is inefficient. In our
experiments, the results show that the overhead of our system is low, and the
performance is acceptable compared to the other works.

Acknowledgment. This work was supported in part by the National Science
Council, Taiwan, under Contracts NSC 100-2628-E-007-018-MY3 and NSC 103-
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Abstract. With thedevelopment of network technology, database-driven
web applications (apps) provide flexible, convenient, available, and vari-
ous services for users. User can send requests to these web apps by using
browser over the Internet to get services such as e-commerce services, en-
tertainments, and financial services. Though web environments have sev-
eral advantages, various security threats havebeen described.Among these
threats, SQL injection attack (SQLIA) is one of the most serious threats.
SQLIA is a code injection attack that exploits secure vulnerabilities con-
sisting in source codes to attack databases. SQLIA allows attackers to
bypass authentication, access private information, modify data, and even
destroy databases. Since many sensitive and confidential data stored in
database must be kept private and secure, a mechanism to detect SQLIAs
for web environments is necessary. In this paper, we define a framework
named DSD (Dynamic SQLIAs Detection) to counter SQLIAs in web en-
vironments. Then, a concrete detection mechanism based on DSD is pro-
posed to detect SQLIAs by using parse tree. The experimental results are
demonstrated that ourmechanism has higher accuracy, lower false positive
rate, and false negative rate.

Keywords: SQL injection attacks, parse tree, detection, web
environments.

1 Introduction

With the development of network technology, web app can be accessed by using
browser over the Internet. Database-driven web apps can supply more flexible,
convenient, available, and various services for users and they have become the
most important business model for companies in various fields. Especially, user
can send requests to these web apps for getting services such as e-commerce
services, entertainments, and financial services. In the past, some secure mech-
anisms for the Internet and database [6,11,17,23,24,28,29] had been published.
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Though web environments have several advantages, various security threats
have been described. Among these threats, SQL injection attack (SQLIA) is
one of the most serious threats for web apps [7,8,9,12]. An SQLIA which is an
attacker inserts new SQL keywords or operators into an SQL query. With the
altered query, an attacker can bypass authentication, obtain privacy information
of users, modify or even destroy database.

Up to now, various methods to address SQLIAs for web applications have been
proposed. Static analysis methods [4,10,21,25] attempt to prevent SQLIAs by
finding all vulnerabilities before applications are deployed. These methods have
no run time overhead. However, they analyze the source code of applications. It
means that this kind of methods have two constraints. First, these methods are
very host-language-specific; therefore, they cannot detect all kinds of SQLIAs.
Second, these methods require to access source codes.

The mechanism Sania [20] detects SQLIAs in web applications during the
development and debugging phases. The concepts of Sania are to capture an
SQL query and generate an attack based on the syntax of potentially vulnerable
spots in the captured SQL query. Then Sania can determine whether this query
contains SQLIA flaws by comparing the parse trees of the intended SQL query.

Static and dynamic analysis mechanisms [13,14,22] have two phases, static
analysis phase and dynamic analysis phase. It compares generated queries with
normally expected queries. In the static phase, it analyzes a web applications
source code to build models of legitimate queries. In the dynamic phase, queries
are intercepted at run time and checked for conformity to the expected queries.
Queries that do not match are rejected. Since this method requires to access
source codes, it has restrictions when the source codes cannot be achieved. More-
over, the performance of this method depends on the quality of models built in
static analysis phase.

Taint tracking mechanisms [2,3,5,16,26] attempt to solve the problem of
SQLIAs by tracking user input and verifying that the input does not mod-
ify queries. However, this kind of method normally has additional requirements.
The research [3,5]need to rewrite source codes to provide SQLIA detection. Other
methods [2,16] require extra libraries to implement their design.

Several researchers [18,19,27] utilize machine learning technologies to de-
tect SQLIAs. A detection method based on machine learning normally has two
phases, learning phase and classification phase. In the learning phase, it utilizes
a training set to build detection models. In classification phase, it judges if the
query is an SQLIA with the models. The quality of training set will influence
the performance of these methods.

Although several countermeasures of SQLIAs for web apps have been discussed,
it still exist some drawbacks such as rewriting source codes of applications. In this
paper, we first define a framework named DSD (Dynamic SQLIAs detection) to
counter SQLIAs in web environments. Based on DSD, we propose an SQLIAs de-
tecting mechanism by using parse tree. The main advantage of proposed mecha-
nism is that it doesnt require to access the apps source code. Besides, DSD can be
directly and easily embedded to existing web environments. Experimental
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results are demonstrated that our mechanism has higher accuracy rate, lower false
positive rate, and lower false negative rate when detecting SQLIAs.

The rest of this paper is organized as follows. A framework DSD and a concrete
detection mechanism are proposed in Section 2. In Section 3, we demonstrate
the experimental results and conclusions are drawn in Section 4.

2 The Proposed Mechanism

In this section, we first define a framework named DSD (Dynamic SQLIAs de-
tection) to counter SQLIAs in web environments. Based on this framework, we
propose an SQLIAs detection mechanism. Notations used in this section are
listed in the following:

– Gr(·) : A function used for getting run-time stack, Gr(·) : q → Gr(q), where
Gr(q), where q is a query.

– Gt(·) : A function used for getting parse tree, Gt(·) : q → Gt(q).
– Hc : A one-way hash function, Hc : {0, 1}∗ → {0, 1}k.
– Hid : A one-way hash function, Hid : {0, 1}∗ → {0, 1, . . . , n− 1}, where n is

an integer and depends on the number of slots in repository.
– Ct : A compressed parse tree, Ct = Hc(Gt(q)).
– Cr : A compressed run-time stack, Cr = Hc(Gr(q)).

2.1 DSD

The DSD consists of five units: Collector1, Collector2, Repository1, Repository2,
and SQLIAs Agent and is depicted in Fig. 3.

Fig. 1. The proposed framework DSD

DSD deployed between app server S and database is responsible to detect
SQLIAs for a web app. The rough detecting process in DSD is described as
followings.
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1. User sends an HTTP request to a web application (app) within the server
S. Then, the app dynamically generates a query q for this request. In this
moment, Collector1 captures HTTP request and sends it to SQLIAs Agent.

2. S sends q to DSD. Collector2 captures some information which contains q
and its run-time stack. Then, SQLIAs Agent interacts with Repository1 and
Repository2 to verify q whether it is an SQLIA or not. If q is identified as an
SQLIA, the agent will discard it. Otherwise, the agent will sent the query to
the database.

3. The database executes q and sends back the result to the app.
4. The app generates a response to the user according to the result.

Note that Repository1 and Repository2 are two repositories. The structure
of two repositories is depicted in Fig. 4. It contains a hash function Hid and
an array A, where Hid is used to map a key key to the Hid(key)

th slot of A.
There are two operations called insertion and retrieve in the two repositories.
In Repository1, the insertion operation inserts 1 into Hid(address)

th slot of A,
i.e. key = address and value = 1, and the retrieve operation gets 1 from the
Hid(address)

th slot of A. In Repository2, the insertion operation inserts Ct into
Hid(Ct||Cr)

th slot of A, i.e. key = (Ct||Cr) and value = Ct, and the retrieve
operation gets Ct from the Hid(Ct||Cr)

th slot of A.

Fig. 2. The structure of repository

2.2 An Concrete SQLIAs Detection Mechanism

Based on DSD, we propose an SQLIAs detection mechanism. Our mechanism
consists of two phases, classification and detection phases. When a user sends
an HTTP request to an app, the classification phase is involved to identify the
request whether it is first time access or non-first time access. After that, the
detection phase provides SQLIA detection for this app in the above two cases.

ClassificationPhase.When a user sends an HTTP request to an app, Collector1
captures and sends this request to SQLIAsAgent. Then, the app generates a query
q corresponding to the request and sends q to Collector2. It computes the corre-
sponding run-time stackGr(q) of q and then sends q (original query) andGr(q) to
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SQLIAs Agent. Upon receiving the information from Collector1 and Collector2,
SQLIAs Agent obtains corresponding address and parameters from the request.
Meanwhile, the agent parses the query q into a parse tree Gt(q) and compresses it
into a compressed parse tree Ct = Hc(Gt(q)). Then, SQLIAs Agent computes an
index value index = Hid(address) and then retrieves A[index] in Repository1. If
the result equals to 1, the agent identifies the request as non-first time access and
then invokes the non-first time access (NFTA) algorithm in the detection phase.
Otherwise, the agent identifies the request as first time access and then invokes the
first time access (FTA) algorithm in the detection phase. The detailed procedures
of the classification phase are listed as follows.

1. Get address and parameters from an HTTP request. Note that address and
parameters can be obtained in servlet program.

2. Get run-time stack Gr(q) for query q. Note that the run-time stack can be
implemented using high level languages such as Java.

3. Get parse tree Gt(q) for query q. A parse tree can be implemented with open
source tools.

4. Compute Ct ← Hc(Gt(q)).
5. Compute an index value index, where index ← Hid(address).
6. Retrieve value ← A[index] in Repository1.
7. Compare value with 1. If value equals to 1, the NFTA algorithm is invoked.

Otherwise, the FTA algorithm is invoked.

Detection Phase. In this phase, there are two cases which are the first time
access and the non-first time access. The detail descriptions of the two cases are
proposed as follows.

[First Time Access]
When an HTTP request is identified as first time access, SQLIAs agent inserts
1 into Hid(address)

th slot of A in Repository1. Meanwhile, the agent replaces
all parameters of the query q with valid string such as ”valid value” and obtains
a transformed query q′. Note that q′ is abstract valid and cannot be led to
SQLIA. Then, SQLIAs agent parses the new query q′ into a parse tree Gt(q

′)
and compresses it into a compressed parse tree C′

t = Hc(Gt(q
′)). The agent

compares the two compressed parse trees Ct with C′
t. If the both trees are equal,

it means that the original query q is valid. In other words, the HTTP request
is not an SQLIA. The original query is sent to the database. In this moment,
SQLIAs agent compresses the run-time stack Gr(q) of q and inserts the parse
tree Ct into Hid(Ct||Cr)

th slot of A in Repository2. Otherwise, SQLIAs agent
identifies q as SQLIAs and records it. The details procedures of FTA algorithm
are listed as follows.

1. Insert 1 into slot A[Hid(address)] in the Repository1.
2. Get query q′ by removing parameters from q.
3. Get parse tree Gt(q

′) for query q′.
4. Compute C′

t ← Hc(Gt(q
′)).

5. Compare with Ct with C′
t.
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6. If Ct ⊕ C′
t equals to 0

(a) q is a valid query.
(b) Compute Cr ← Hc(Gr(q)).
(c) Compute an index value index, where index ← Hid(Ct||Cr).
(d) Insert Ct into slot A[index] in Repository2.

7. Otherwise, q is identified as an SQLIA.

[Non-first Time Access]
When an HTTP request is identified as non-first time access, SQLIAs agent
compresses the run-time stack Gr(q) for original query q, ie. Cr = Hc(Gr(q)).
Then, the agent retrieves old record C′

t in Repository2 and compares the two
compressed parse trees C′

t with Ct. If the both trees are equal, it means that the
original query q is valid. In other words, the HTTP request is not an SQLIA.
The original query is sent to the database. Otherwise, SQLIAs agent executes
the procedures 2 to 7 of the FTA algorithm. The details procedures of NFTA
algorithm are listed as follows.

1. Compute Cr ← Hc(Gr(q)).
2. Compute an index value index, where index ← Hid(Ct||Cr).
3. Retrieve C′

t ← A[index] in Repository2.
4. Compare Ct with C′

t.
5. If Ct ⊕ C′

t equals to 0, q is a valid query.
6. Otherwise

(a) Get query q′ by removing parameters from q.
(b) Get parse tree Gt(q

′) for query q′.
(c) Compute C′

t ← Hc(Gt(q
′)).

(d) Compare with Ct with C′
t.

(e) If Ct ⊕ C′
t equals to 0

i. q is a valid query.
ii. Compute an index value index, where index ← Hid(Ct||Cr).
iii. Insert Ct into slot A[index] in Repository2.

(f) Otherwise, q is identified as an SQLIA.

3 Experimental Results

In this section, we propose the experimental results for our mechanism. The
experiments run on two standard PCs, PCA and PCB. Both PCA and PCB

have same hardware, where the processor is Intel(R) Core(TM) i5-2400M with
3.10 GHz, the RAM is 8GB, the hard disk is 500 GB, and the operating system
is Windows 7. They are in the same local area network and can access each
other. The architecture of experimental environment is shown in Fig. 5. PCB

is used to simulate user (client) who can send accesses to related applications.
We deploy one Tomcat 6 as web server and application server and MySQL 5.5
as database into PCA. Then, the test application is deployed in the application
server and all components of DSD are deployed in PCB.
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Fig. 3. Experimental environments

To demonstrate the precision and validity of our mechanism, we select four
types of typical applications as test applications which are vulnerable to SQLIAs.
The test applications consist of Employee Directory, Bookstore, Classifieds, and
Portal [1]. Then, we choose test accesses from AMNESIA testbed suite [13,15]
which is a static and dynamic analysis method to detect SQLIAs [14,15]. This
suit contains a broad range of potential SQLIAs and legitimate accesses. How-
ever, it also contains some invalid accesses which cannot be accessed to database
in our experimental environments. Hence, we need to remove these invalid ac-
cesses from this suit. After pre-processing the test applications, we have removed
those invalid accesses and then obtain a test set which has 14674 test access
including 13443 SQLIAs and 1231 legitimate accesses. The test set in our exper-
iment is shown in Table 1.

Table 1. Test set

Types of applications Legitimate Accesses SQLIAs Total

Employee Directory 124 3577 3701

Bookstore 124 3143 3267

Classifieds 348 3635 3983

Portal 635 3088 3723

Total 1231 13443 14674

Then, we demonstrate the detecting accuracy rate of our mechanism in Table
2. Obviously, the accuracy of our mechanism is over 99.9% for each type of
typical application.

Finally, we show the false positive rate and the false negative rate of our
mechanism in Tables 3 and 4. Obviously, the false positive rate of the proposed
mechanism is less than 2% for each type of applications. The reason that false
positives happened is that some queries cannot be parsed by DSD.
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Table 2. The detecting accuracy of our mechanism

Types of applications Total Faults Accuracy Rate

Employee Directory 3701 2 99.95%

Bookstore 3267 2 99.94%

Classifieds 3983 3 99.92%

Portal 3723 3 99.92%

Table 3. The false positive rate of our mechanism

Types of applications Legitimate Accesses False Positive False Positive Rate

Employee Directory 122 2 1.64%

Bookstore 122 2 1.64%

Classifieds 348 3 0.86%

Portal 635 3 0.47%

Table 4. The false negative rate of our mechanism

Types of applications SQLIAs Successful Detections False Negative Rate

Employee Directory 3577 3577 0%

Bookstore 3143 3143 0%

Classifieds 3635 3635 0%

Portal 3088 3088 0%

4 Conclusion

In this paper, we have proposed a framework DSD to counter SQLIAs for web
environments. Based on this framework, a concrete detection mechanism has
proposed to detect SQLIAs by using parse tree. Our mechanism does not require
any access to source codes of apps. It means that DSD can be applied to existing
web applications directly. Experimental results show that our mechanism has
high accuracy rate, low false positive rate, and low time consumption. Hence, it
is an efficient SQLIAs detection mechanism for web environments. In the future,
we will compare our mechanism with previously proposed mechanisms.

Acknowledgments. This work is supported by Shenzhen Peacock Project of
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Abstract. With the development of computer vision, there has been an 
increasing need to develop objective quality measurement techniques that can 
predict image quality automatically. In this paper, we present a complex No-
reference image quality assessment (NR IQA) algorithm, which mainly consists 
of two steps. The first step uses Gabor filters to obtain the feature images with 
different frequencies and orientations, so as to extract the energy and entropy 
features of each sub-image. The second step uses the Linear least squares to 
obtain the parameters for IQA. We conduct experiments in LIVE IQA Database 
to verify our method. The experimental results show that the proposed method 
is much more competitive than other state of the art Full-reference (FR) or NR 
algorithms. 

Keywords: Gabor Filter, Least Squares, Image Quality, Energy, Entropy. 

1 Introduction 

For the rapid and massive dissemination of the digital images and videos it is essential 
to provide a required level of customer satisfaction [1, 2]. Since a large quantity of 
images are of low quality, it is important to evaluate image quality automatically. IQA 
can be applied in many fields. For example, they can be used to optimize algorithms 
and parameter settings for image processing systems. They can also be embedded into 
video monitoring systems to evaluate image quality. The most widely used objective 
image quality metrics are Peak Signal-to-Nose Ratio (PSNR) [3] and blind image 
quality indices (BIQI) [4]. However, they are not in accord with perceived quality 
measurement. 

In the literature [5-8] , the majority of proposed IQA methods require a reference 
image with high quality image. In this paper, we propose a new framework that can 
easily assess the quality of distorted images without any reference image. Generally, 
designing objective NR quality measurement algorithms is a very crucial issue. This 
is mainly due to the limited understanding of the human visual system (HVS) for us. 
Although only a few methods have been proposed in the literatures [9-11] for 
objective NR IQA, this topic has attracted a great deal of attention recently.  
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Moorthy et al. [12] proposed an Distortion Identification-based Image Verity and 
Integrity Evaluation (DIIVINE) method that assesses the quality of a distorted image 
without a reference image. This approach assumes that natural scenes possess certain 
statistical properties which are altered in the presence of distortion. Liu et al. [13] 
studied the efficacy of utilizing the curvelet transform to learn a NR IQA model. In 
this paper, a set of statistical features are extracted from the image through the 
curvelet representation. The extracted features include the coordinates of the maxima 
of the log-histograms of the curvelet coefficients values, and the energy distributions 
of both orientation and scale in the curvelet domain. Although above mentioned 
algorithms deliver prominent performances, there still remains huge space for 
performance improvement in the creation of NR IQA models. In our paper, we devote 
to design an effective and efficient IQA model based on the orientation and the 
frequency distribution of an image. Experimental results show that a set of energy and 
entropy features extracted in the spatial domain are highly relevant to natural image 
quality. 

The rest of the paper is organized as follows. In Section2, we describe the detailed 
of feature extraction from images, and introduce a method to obtain the optimal 
parameters. We evaluate the performance of the proposed algorithm in Section3 and 
conclude the paper in Section 4. 

2 The Proposed Method 

We present the flow chart of the proposed no-reference IQA method in the figure 1. 
The proposed IQA method mainly consists of two steps. The first step uses Gabor 
filters to obtain the feature images in different frequencies and orientations, then, 
extracts the energy and entropy features of each sub-image. The second step uses the 
Linear least squares to obtain the parameters for IQA. 

 
Fig. 1. Flow chart of our method 

2.1 The First Step: Gabor Feature Extraction 

As we all know that, frequency and orientation representations of Gabor filters are in 
accord with the human visual perceptions. Gabor filters have been found to be 
particularly appropriate for texture representation and discrimination [14]. In our 
paper, we use a set of Gabor filters with different frequencies and orientations to 
extract useful features from a test image to obtain the quality scores.  
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First, we transform the color image into grayscale image according to the following 
function: 

  * 0.299  * 0.587  * 0.114 Gray R G B= + +             (1)  

Then we use Gabor filters to obtain the filtered images. Gabor filters are of various 
types through tuning of the parameters in terms of frequency and orientation. By 
varying these parameters, a filter is able to pass any elliptical region of spatial 
frequencies. The Gabor function g(x, y) is as follows: 

( )
2 2

2 2
x y x y

1 1 x y
g x, y exp 2πjWx

2πσ σ 2 σ σ

    
= − + +            

  
          (2) 

x x cosθ ysinθ= +
                      (3) 

y x sin θ ysinθ= − +
                     (4) 

where σx and σy are the scaling parameters of the filter and determine the effective 

size of neighborhood of pixel. ( )θ 0,π  means the orientation of the Gabor filters. W 

is the radial frequency of the sinusoid. The Fourier transform of the Gabor function  
in (2) is given by 
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              (5) 

where σu = 1/2πσx, σv  = 1/2πσy.The Fourier domain representation in (5) specifies the 
amount by which the filter modifies each frequency component of the input image. 

In our paper, we use four different orientations and two different frequencies to 
obtain the filtered images. Figure 2 shows the Gabor filters image with different 
parameters setting in frequency domain and orientation. According to the filtered 
image, we can compute the energy and entropy of the filtered image as follows: 

energy：
1 1
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0 0
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i j
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entropy：
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= −                  (7) 

where 2( , ) ( , ) /p i j f i j Nδ = , and we can know that i and j mean the pixel value 

and neighbourhood value respectively; f( i, j) is the frequency at location (i, j) and N 
is the scales of the image respectively. Then, we can compute the feature vector p


 

that has 16 elements, p


 =(e1, e2, e3, e4, e5, e6, e7, e8, n1, n2, n3, n4, n5, n6, n7, 

n8), where e1,,,,, e7 stand for the values of the energy features and n1,,,,, n7 stand for 
the values of the entropy features of the 8 filter images, respectively. 
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(a) The original image                (b) The blur image 

 
 (c) the Gabor filter image of (a)         (d) the Gabor filter image of (b) 

Fig. 2. The result of Gabor filter in four orientations of 0,45,90,135, combined with 0.3 frequency 

2.2 The Second Step: Parameter Training  

According to the last section, we can obtain the feature vector p


 of the test image. In 

this section, we mainly talk about how to obtain the weight vector q


 =(x1, x2, x3, 

x4, x5, x6, x7, x8, y1, y2, y3, y4, y5, y6, y7, y8) (where x1,,,,, x8 stand for the 
weights of the energy features and y1,,,,, y8 stand for the weights of the entropy 
features of 8 filter images, respectively) of this features to constitute a quality 
assessment model. As we all know that Linear least squares regression is by far the 
most widely used modeling method. Not only is linear least squares regression the 
most widely used modeling method, but it has been adapted to a broad range of 
situations that are outside its direct scope. Then, we use linear least squares to 

obtain q


, and the final objective quality prediction can be write as follows: 

 

T
Dmos 1* 1 2* 2 3* 3 4* 4 5* 5 6* 6 7* 7 8* 8

1* 1 2 * 2 3* 3 4* 4 5* 5 6* 6 7* 7 8* 8

P q p         

         

x e x e x e x e x e x e x e x e

y n y n y n y n y n y n y n y n

= = + + + + + + + +
+ + + + + + +

 
  (8) 

Where each explanatory variable in the function is multiplied by an unknown 
parameter, there is at most one unknown parameter with no corresponding 
explanatory variable, and all of the individual terms are summed to produce the final 
function value. 
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We get the associated human differential mean opinion scores (DMOS), which are 

representative of the perceived quality of the image, to train parameter vector q


. The 

compute function can rewrite as follows:  

( )
N

2

Dmos
1

E min P DOMS
n=

= −                      (9) 

where N is the number of training samples. when obtaining the weight vector q


 

according to equation (9),  we can evaluate the PDmos of test sample rely on q


. 

3 Experiments 

We tested our method on the popular Live IQA database[15], which consists of 29 
reference images and 779 distorted images. It also give DMOS which are 
representative of the perceived quality of the image. In our paper, we conducted 
experiments on JPEG and JPEG2000 compression Images to verify our method.  

We iteratively divided the LIVE database into training sample and test sample. 
Using the training sets to train the regression models which are required in algorithm 
parameters. Then we run the algorithm on the test sets to evaluate its performance. 
We split the training and the test sets according to the following rules: (1) the training 
and test sets were absolutely separated by content; (2) we randomly selected the 
training and tests from the LIVE IQA database 10 times and evaluated the 
performance on each test set. The average performance over 10 times were used as 
the final performance evaluation. The performance evaluation indices include the 
Spear-man's Rank Ordered Correlation Coefficient (SROCC) and the linear 
correlation coefficient (LCC) between the predicted objective quality scores(PDmos) 
and the given DMOS.  

3.1 Correlation of Each Feature Vector with Human Perception 

In order to validate the effectiveness of each feature vector, we utilize different 
features to conduct the performance evaluation on JPEG and JPEG2000 compression 
Images. Tables 1–3 show the median experimental results on our model over 10 
iterations of random 80–20% train-test splits using different feature vector. 

Table 1. Energy feature 

 SROCC LCC 
JPEG 0.8549 0.8590 
JPEG2000 0.8092 0.7949 
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Table 2. Entropy feature 

 SROCC LCC 
JPEG 0.8723 0.8630 
JPEG2000 0.8298 0.8373 

Table 3. Combine energy and entropy feature 

 SROCC LCC 
JPEG 0.9495 0.9435 
JPEG2000 0.9237 0.9304 

3.2 Performance Comparison with Other IQA Models 

We also compared the performance of our method with PSNR (which is a FR 
approach) and three other NR approaches ( BIQI [4], DIIVINE [12], CurveletQA[13] 
). In order to conduct a fair comparison, for the FR approach, we excluded all 
reference images from the LIVE database and used only the distorted images for 
testing. Since the performances of other three NR methods have been given in [13], 
we don't need to verify these performance again. Our algorithms' performance 
evaluations were obtained also by 80% training – 20% testing over 10 times.  

Table 4. SROCC on the LIVE IQA database 

 JPEG JPEG2000 
PSNR 0.8515 0.8837 
BIQI[4] 0.8414 0.7603 
DIIVINE[12] 0.8921 0.9352 
CurveletQA[13] 0.9117 0.9376 
Our method 0.9495 0.9237 

Table 5. LCC on the LIVE IQA database 

 JPEG JPEG2000 
PSNR 0.8515 0.8837 
BIQI[4] 0.8414 0.7603 
DIIVINE[12] 0.9097 0.9409 
CurveletQA[13] 0.9281 0.9465 
Our method 0.9435 0.9304 

 



 No-Reference Image Quality Assessment in Spatial Domain 387 

 

It can be concluded from the experimental results (Table 4-5) that our method 
correlates well with the human subjective opinions of image quality, which shows that 
the proposed method is statistically superior to the most popular IQA approaches such 
as PSNR, BIQI, CurveletQA , and DIIVINE in JPEG database. Although our method 
is inferior to the top-performing CurveletQA, and DIIVINE in JPEG2000 database, its 
performance is almost the same as these methods. 

4 Conclusion 

The proposed two-step no-reference IQA method has the following noticeable merits: 
first, we use Gabor filters to get the feature sub-image, and extract the energy and 
entropy feature vector from the sub-image. In our experiment, we found that 
frequency and orientation representations of Gabor filters are similar to those of the 
human visual system, and they have been found to be particularly appropriate for 
texture representation and discrimination. Second, we use Linear least squares to train 
the test parameters for assessment. Practically speaking, linear least squares 
regression makes good use of the data. Promising results can be obtained with 
relatively small data sets. Third, the proposed method can efficiently and precisely 
predict the quality of test image. The experimental results show that the proposed 
method performs very well on the LIVE IQA databases comparing with other 
methods. 
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Abstract. Nowadays chipped based sensors and RFID tags are widely employed in 
Internet of Things; however, for those devices, effective and flexible security 
mechanisms lack. In this paper we study the security requirement and propose an 
adaptive security framework for sensors in Internet of things, which provides 
dynamic confidentiality, authenticity and integrity in the networks with relative 
suitable overhead by context aware computing, decision making and dynamic 
enforcement of policies. We employ Markov Decision Process to make the 
decisions of security actions and adopt aspect-oriented programming technique to 
enforce the security policies dynamically in the working networks. We made 
simulations of our framework, and the performance is encouraging.  

Keywords: Adaptive security, Markov Decision Process, Aspect-Oriented 
Programming. 

1 Introduction 

The Internet of Things (IoT), a highly heterogeneous network with various kinds of 
objects, has been a very hot area in academic and industrial world. IoT mainly 
includes three types of communication ways, human-to-human, thing-to-thing and 
human-to-thing. Since people become more and more familiar with IoT, security 
problems remain challenging it. Many IoT devices(such as sensors, RFID tags) may 
have limited resource and low power, while, higher secure measures always come 
with more resources and energy consumption since they cost a lot of computation and 
communication. In other words, security measures and power saving often stand in 
the opposite side with each other. On one hand, IoT designer are willing to employ 
high secure measures to increase their security, on the other hand, they hope those 
measures cost as less as possible in IOT.    

Therefore, it is desirable to achieve security and low cost at the same time for 
sensors in IOT. Traditional security measures of sensor networks are mainly targeting 
on selecting or propose low power security algorithms or protocols. While, in our 
previous study, we found that traditional security mechanisms lack flexibility, 
                                                           
* Corresponding author. 



390 E.K. Wang et al. 

 

security measures for IoT should be more adaptive to current context. Therefore, in 
this paper we propose an adaptive security framework for IoT, which is called 
MDPAS. It mainly provides dynamic secure measures by context aware computing, 
decision making and dynamic enforcement of policies. In this paper, we explain how 
MDPAS can adaptively adjust the security policies to meet the various security 
requirement of complicated environment. Moreover, we have made simulation and 
the performance is invigorating. 

The paper is organized as follows:  section 1 is the introduction to introduce the 
background of trust issues in IOT; section 2 is the relative works about the trust 
models; in section 3 we introduce a security model for the security threats in IOT; in 
section 4 we propose the adaptive framework for sensors in IoT; in Section 5 we 
made the simulation and analysis; the final conclusion is in section 5. 

2 Related Work 

Adaptive security mechanism is that the security actions can be self-decided and self-
executed in the dynamic systems. It mainly includes three parts, context awareness, 
security action decision making and policies enforcement. Context awareness and 
inference is relative mature field[1-5], however, currently most of context awareness 
computing is for the sufficient resources computing environment, while, for many IoT 
devices with low computation and communication resources, the support of context 
awareness computing is limited.  

Besides, on the problems of security actions decision making and dynamic 
enforcement, Preda [6] proposed how to deploy the access control polices according 
to current situation in the limited resources devices, but it mainly solves the related 
problems of access control. Mardziel [7] proposed an enforcement way of security 
policies based on knowledge, but it mainly identify the different level of security 
policies according to limited knowledge and it needs the active interaction of users. 
Aloulou [8] employs formal method to define the security polices for mobile agent 
systems and propose a dynamic enforcement way,  Rafailidis [9] proposed a reference 
monitor inlining approach that treat input injection vulnerabilities as a crosscutting 
concern. But it is mainly for web application.   

Currently, adaptive security mechanism is employed in many resources sufficient 
systems, however, for limited resources devices in IoT, adaptive security mechanisms 
lack. Therefore, we propose an adaptive security framework for IoT to make IoT devices 
can dynamically decide the security actions and make enforcement according to situations. 

3 Cyber Physical Adaptive Security Framework for IoT 

IoT is a heterogeneity and complex system, and it may have various security 
requirements. However, if we enforce complete security measures to satisfy all the 
requirements, it is a great burden for IoT devices especially for limited resources 
devices. Therefore, as we observation, we propose an adaptive security framework for 
IoT that can adapt security measures to current context.    
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Fig. 1. Adaptive security framework for IoT 

As Figure 1 shows, it is an adaptive security framework for IoT which incorporates 
various security measurements such as authentication, encryption, key agreement 
protocol, access control in sensing, networking, and computing processes. 
Commonly, IoT connects physical things and cyber world. The process flow can be 
divided into physical process, cyber process and computing process.  Therefore, 
security mechanism for IoT devices can be dynamically adapting to context by the 
assistance of context coupling at each key process. We call this kind of security 
mechanism adaptive security framework. It mainly includes context aware computing, 
decision making process and dynamic enforcement.  

3.1 Context Aware Computing 

In our framework, we mainly tackle security-relevant context which consists of the set 
of contextual attributes that can be used to characterize the situation of an entity, 
whose value affects the choice of the most appropriate measures or the configuration 
of the network to protect information from unauthorized access, use, disclosure, 
disruption, modification or destruction, and based on it, we provide confidentiality, 
integrity and availability. When attacks occur, the attack model and the adversary 
types can also be one of the contextual attributes. The values of security-relevant 
contextual attributes affect the choice of the most appropriate controls because they 
impact the likelihood of certain threats to confidentiality, integrity, and availability 
being realized. Therefore, based on their values, the most appropriate controls and 
configuration of those controls can be employed to mitigate those threats. 

We use Ci represent one context, then a multiple context set MS includes k types of 
context information which can be inference to a final context obj_cs for security 
policies (we design a context inference engine to make context aggregation and 
inference): 

MS={C1,C2,…….,Ck}-->obj_cs   (1)

3.2 Dynamic Markov Decision Process  

Selecting security actions based on current context is a typical decision making 
process, so we adopt Markov Decision Process to solve the problem since it is one of 
the best decision process for random dynamic network. We can look at each security 
action as a state; the decision of each action is to select one of the best security 
actions. Then after n piece of decisions are made sequentially, the accumulate energy 
cost are expected to be low.    



392 E.K. Wang et al. 

 

In each step, the decision making depends on the current situation, and with 
sequential decisions are made, the whole security policies is the optimal. Since the 
decision making steps are not infinite, so we adopt finite Markov decision process to 
solve it. The basic idea is: we use maximum of decision metric in the whole process 
as the goal of the decisions to build a Finite Markov Decision Process model, in order 
to find out the set of best security actions from candidates. 

T Phases Markov Decision Process (as shown in Following Tetrad, Equation 2):  

ij{ E; D(i)| i E; P ( )| i, j E, D(i); r( i,a )| i E, D( i ) }α α α∈ ∈ ∈ ∈ ∈  (2)

They are states space, decision set, state transit probability and valued reward. 
They includes that Set of States E, Set of Decisions DT(i), Probability of States 

Transit ijP ( )α , Expected Reward r( i, )α , Policyθ ;  

The Accumulation computation *
tu (i) :  

1 1 2
S

* *
t d D t t t t t

j S

u (i) max {r (i,d (i)) p ( j | i,d (i))u ( j )} j T ,T ,...,t∈ +
∈

= + = − −    (3)

Then we can find out the policies set 1 2 T( d ( i ),d ( i ),....,d (i))π = ，that is the 

final path result of decision. 

3.3 Implementation Method of Dynamic Enforcement 

After the policies of secure actions are decided, the actions should be integrated into 
real-time network system to realize the adaptive security measures. Thus the dynamic 
enforcement is required, as shown in figure 2, it has an objective that dynamically 
integrate security actions into main programs. When the method is called, firstly it 
adjudges if the method need security control, if yes,  execute the decision making for 
deciding security policies and integrate them into programs. As our previous work, 
we adopt Aspect-Oriented Programming(AOP) [10]method to realize the dynamic 
enforcement of security policies.  

Method Call in 
Main Program

Integrate Security Actions Objectives

Method Call
If the method 
need security 

control

Decision 
making for 

security policies
Execute Program

N

Y

 

Fig. 2. Common dynamic enforcement 



 MDPAS: Markov Decision Process Based Adaptive Security for Sensors 393 

 

Currently, AOP has support multiple language, such as Java, C, C++，most 
importantly，some researchers have implemented AOP for sensors [11]，that 
provides us the feasible enforcement tools. AOP has dynamic injection mechanism 
which is mainly replace the original method by dynamic agent rewriting father class 
and intercepting messages to hacking program. 

In AOP, there are some notations need to be explained. [Aspect], is represented the 
special objects modeled by cross-cutting concerns, which is different from the direct 
concerns of the other network program logics; [Pointcut], is to identify where the 
Aspect is be executed; [Advise], the action details in Aspect ; [Jointpoint], is the 
execution points which is corresponding to pointcut.   

 

Fig. 3. Flow of aspect programming 

The process of the integration has typical three steps, as shown in figure 3: 

(1)  Aspects decomposition: analyze the security requirement to propose the aspect 
concern points(as called pointcut). That means locating the interception points 
of target program which are waiting for security actions being intercepted.   

(2)  Concerns realization: realize the concerns (as called advises). The concerns 
mean the details of aspects in which the security actions are included.  

(3)  Aspects integration: dynamic inject aspects into network programs at the 
pointcut location. Thus the original programs are transferred into aspects 
involved programs. After this step, the objective program is generated. The 
security policies are embedded inside the network programs.    

In it, we need to set up the corresponding interceptor which is a major way to 
interrupt the program and dynamic weave the policies into program. In our scheme, the 
interceptor mainly includes three types, Before, After, Around, which represent when to 
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execute the security actions on the pointcuts.  “Before” means the security measures 
should be enforced before the pointcut execution, “After” means the opposite way, 
“Around” means enforce the action before or after the pointcut execution.  

3.4 Security Policies Categorization 

In order to help judgment, we need to classify the security measures firstly. In this 
paper, we mainly classify security measures into three levels, level 1, level 2 and  
level 3. The level is higher, the security measures are stronger. 

Table 1. Security Measures classification 

Security Level Effectiveness  Security Measures(some examples)

Level 1 Basic security protection

 

1. Optional encryption (or simple encryption algorithms 

such as RC5) 

2. Basic authentication (simple authentication protocols 

such as HMAC) 

3. No Integrity 

Level 2 Medium security protection 1.Common encryption ( such as TEA- Tiny Encryption 

Algorithm) 

2.Common authentication protocol(RSA 1024) 

3. Integrity checking (ECDSA 160) 

Level 3 Strong security protection 1. Strong encryption(such as RC6)

2. Strong authentication protocols(RSA 2048) 

3. Strong integrity checking(ECDSA 224) 

4 Simulation and Analysis 

 Adaptation Simulation 
To evaluate the efficiency of MDPAS, we simulated it for 100 nodes generated in 
MATLAB. The parameters are set as shown in table 2. The deployment of nodes is 
random as shown in figure 4. Among the nodes, there are some compromised nodes 
which are supposed to launch the Sybil attacks[12] to the network.   

Table 2. Paremeters 

Configuration Value 
Total Area  100m × 100m 

Number of nodes  100 

Initial Energy  0.5J 

Data rate  300 kbps  

Transmission Range  10m  

Packet size  48 bytes  
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Fig. 4. Radom deployment of sensor nodes in an area of 100m× 100m 

We set different scenarios by the Sybil attacks, different percentage of 
compromised nodes means the security environment is different. In our simulation, 
we run 1200 rounds of hop to hop routing processes. As shown in figure 5, routing 
with the adaptive security can have much more alive nodes lasting in the networks 
than without adaptive security.   

 

 

Fig. 5. Comparison of alive nodes   

In order to test adaptive security ability, we set different security scenarios. We run 
the test again for 1200 times. From 0 to 400 rounds, we set zero percentage of 
compromised nodes, at round 400, compromised nodes rate is set to be 20%, at round 
800, the compromised nodes rate is set to be 50%. According to our adaptive scheme 
MDPAS, it can dynamically adjust the security policies to meet the current 
environment requirements.  
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Fig. 6. Comparison of total energy residual   

From the simulation result, as shown in figure 6, we can observe that from 0 to 400 
rounds, the adaptive security loss less energy than non adaptive security since non 
adaptive security mechanism adopt the highest security policies from initial time to 
the end, while in the initial time, adaptive security mechanism just use lightest 
security measures; after 400 rounds, since the security scenario changes, the policies 
will be also changed to fit the current situation, then the security level is enhanced and 
energy consumption increases, so as after 800 rounds.   

From the simulation result, we can conclude that the proposed adaptive security 
framework is effective. 
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5 Conclusion 

In this paper we propose an adaptive security framework for sensors in IoT, which 
provides dynamic confidentiality, authenticity and integrity in the networks with 
relative suitable overhead by context aware computing, decision making and dynamic 
enforcement of policies. We employ Markov Decision Process to make the decisions 
of security actions and adopt aspect-oriented programming technique to enforce the 
security policies dynamically in the working networks. We made simulation and the 
performance is encouraging.  
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Accurate Recommendation Based on Opinion Mining 
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Abstract. Current recommender systems are mainly based on customers’ 
personal information and online behavior. We find that those systems lack 
efficiency and accuracy. At the same time, we observe the large amount of 
review data with exponential growth. Based on this observation, we propose a 
recommender system based on opinion mining. With text mining method we 
extract the opinion related information from the massive reviews. We analyse 
the linguistic information and design a two-layer selection algorithm to find the 
most suitable products for customers. The experiment shows our method has 
great accuracy, fleasibility, and reliablity. 

Keywords: e-business, opinion mining, recommender system.  

1 Introduction 

The Internet Era brings convenient information service, promotes the rapid 
development of E-commerce, and also has a profound impact on people’s way of life. 
Both information acquisition and shopping consumption have generally turned to the 
online. China has the largest online market in the world, but consumers are always 
limited by cognitive ability and the immature information search behavior confronted 
with the complicated online market. As one of the most appropriate ways, accurate 
recommendation can help customers to quickly find the products they need. Opinion 
mining has great potential to be used in personal recommender system to significantly 
improve: i) accuracy by analyzing individual review data, and ii) reliability by 
considering numerous opinions of customers. However, designing a recommender 
system based on opinion mining is quite difficult, which should: 

• Correctly recognize the sentiment expression in complicated Chinese text, extract 
feature words, adjectives and adverbs, and match them up. 

• Accurately calculate quantified sentiment strength of semantic features, and output 
a normalized numerical value in certain dimensions. 

• Appropriately recommend products according to customers’ review information. 
• Obtain good generalization ability, high computational efficiency. 

To the best of our knowledge, no prior system can satisfy all these goals 
simultaneously. 

                                                           
* Corresponding author.   



400 X. Li, H. Wang, and X. Yan 

 

In this paper, we propose a new recommender system based on opinion mining. 
Firstly we establish a customer comments feature library and extract the semantic 
features by exploring the linguistic information. Next, we put up with a new method 
on fine-grained sentiment analysis to summarize opinion mining and statistics. 
Finally, indicators are generated and products to be recommended are selected by 
two-layer selection. The experimental results show that our system efficiently 
improves the accuracy and practicability of recommendation. 

2 Related Works 

The current recommender system of E-commerce shopping websites in China mainly 
relies on the purchase history, which can be divided into three categories [1]: 

1* Collaborative filtering [2]. It explores the adjacent customers first and 
recommends what they love to the target customer. It dose not consider the product 
attributes which are pivotal in the system. 

2* Content-based Recommendation [3,4]. It extracts the product features and 
generates feature vectors. Then it views customer shopping history and recommends 
similar product they had bought based on distances between feature vectors. It dose 
not consider customers’ attitude towards the product, which limits the accuracy of 
recommendation. 

3* Knowledge-based Recommendation [5]. It requires customers propose the 
demand first and the whole process is strongly interactive. Obviously, it can’t obtain 
new customers initiatively and it’s time consuming. 

To solve the problems, more and more scholars began to research in E-commerce 
recommender system from various perspectives. Some of them are from the 
perspective of the users’ opinion mining. Such a system based on opinion mining can 
be divided into three parts: Sentiment expression recognition, sentiment analysis and 
recommendation algorithm. 

The process of sentiment expression recognition is based on Chinese Natural 
Language Processing (NLP) tools which can achieve word segmentation, POS 
tagging, named entity recognition and anaphora resolution. To extract sentiment 
expressions, key words related a certain theme have to be identified. Although there 
are many methods that focus on Chinese key words extraction, almost none of them 
consider the character of topic relativity. Jianlin Zhang and Qianli Shen [6] apply 
Dunning’s [7] possibility algorithm to identified credit related key words, but the 
process is too complicated and time-consuming. Wenhua Wang and Yanhui Zhu try 
to extract the product attribute words and opinion words with machine learning 
method. 

Sentiment analysis aims at recognizing words, sentences or document’s 
sentimental polarity. Benefiting from the development and maturity of the technology 
in natural language processing and machine learning, it becomes possible to widely 
employ sentiment analysis on Chinese texts. Existing studies on sentiment analysis 
are mainly focusing on the task of determining word-level and sentence-level. Yanlan 
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Zhu and Jing Min use the semantic similarity between two words in HowNet library 
to distinguish sentence polarity [8]. Zhenyu Wang and Zeheng Wu combine point 
mutual information with semantic similarity to improve performance [9]. Hongwei 
Wang and Lijuan Zheng apply machine learning to get the sentimental contribution 
degree of sentence [10]. These methods rely on the accuracy of library, but there is no 
library directed to E-commerce. 

The studies on recommendation algorithm are mainly focus on the three methods 
mentioned above. 

3 Methodology 

Our system mainly covers two parts—reviews data reproducing and recommendation 
algorithm. With the use of Fudannlp, a famous open source tool in the field of 
Chinese language processing, we apply SVM to extract attribute words and their 
opinion words (Sec.3.1). Then we calculate the sentimental strength of sentiment 
expressions (Sec.3.2). After that, we select products through two layers (Sec.3.3). 
More specific process is shown in the flow chart as follow: 

 

Fig. 1. The flowchart of the recommender system 
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3.1 Key Words Extraction 

For every product attribute, the key words include attribute word, related opinion 
words, negative adverbs, and degree adverbs. The attribute word should be one of the 
features of the product. Recently, the accuracy and recall of attribute words extraction 
are relatively low [6]. To improve the performance, we refine the process and divide 
it into several steps: 

Candidate Words Selection: Although Chinese sentences are complex and diverse, 
they show some statistic characteristics when limited to product reviews. We 
randomly crawled 4,000 customer reviews from Jingdong which is one of the chief 
online shopping malls in China. After text data preprocesses including Chinese word 
segment, POS tagging, and dependency parsing, we count 90% of attribute words are 
noun and 75% of them act as the subjects of the sentences. This is highly in 
accordance with the Chinese daily way of speaking. Therefore, we mainly extract the 
words with the POS tagging “noun” and parsing feature “subject” as candidate 
attribute words. 

Product Attribute Words Extraction: Based on candidate attribute words, we go 
further more to choose to credit indicator related words as attribute words by 
matching the product attribute words set. More details, we establish word sets W1… 
Wn, and each of them contains the common used words of one aspect of product.  To 
prune the candidate attribute words, we calculate every candidate’s semantic distance 
with every element w in W1… Wn using the method based on HowNet and normalize 
it as Equation (1), whose values are between 0 and 1. 

1
( ( , ) 1)

2( , )
( , )

d S w s
Sem w s

S w s d

− +
=
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                                 (1) 

Where S (w, s) is the space distance of Space Vector Model between w and s,  
d is a controllable parameter, and s is a candidate attribute word. 

{1, 2, , },  . . ( , )if i L n s t Sem s Wi t∃ ∈ ≥ , where t is a threshold, then s is a chosen 

attribute word. 

Opinion Words, Degree Adverbs, and Negative Adverbs Identifying: for every 
product attribute word, we identified its opinion words, negative adverbs, and degree 
adverbs with SVM. With one versus rest, one of the most widely used methods of 
SVM multi-classifier, we classify the words excluding the attribute words in one 
piece of review to opinion words, negative adverbs, degree adverbs and other words. 
For the convenience of description, we noted one attribute word’s opinion words, 
degree adverbs, and negative adverbs as its related words. Furthermore, to facilitate 
classification, we quantify the relationship between one attribute word and its related 
words. Under the comprehensive analysis of the grammar features, the orders and the 
distances between attribute words and their related words, we make feature selection 
rules as follow: 
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1* Part of speech of the related words. According to the 39 kinds of outputs of 
POS Tagging with FudanNLP-1.6.1, we number the different outputs from 1 to 39. 

2* Dependency parsing’s result of the related words. There are 22 kinds of 
syntactic relationships of Dependency Parsing in FudanNLP-1.6.1, we number them 
from 1 to 22. E.g. we label the Subject to 1. 

3* the distance between an attribute word and its related word. We calculate the 
number of characters excluding spaces between the attribute words and their related 
words. 

4* the order of an attribute word and its related word. If the attribute word is 
preceded with its related word, we label this dimension of feature as 1, else 0. 

5* is there a punctuation. We will label the feature as 0, if there is no punctuation 
between the attribute word and its related word. Else, if there is a period, label 1; if 
there is a comma, label 2; if there is a apace, label 3; else, label 4. 

6* is there another attribute word. If there is another attribute word between the 
attribute word and its related word, we label this feature as 1, else as 0. 

7* is there an opinion word. If the attribute word has opinion words, the dimension 
of feature will be labeled as 1; else, labeled as 0. 

8* is there a degree adverb. If the attribute word has degree adverbs, the dimension 
of feature will be labeled as 1; else, labeled as 0. 

9* is there a negative adverb. If the attribute word has negative adverbs, the 
dimension of feature will be labeled as 1; else, labeled as 0. 

Training Classifiers. We choose the reviews from www.jd.com as training set after 
manually annotating. Specifically, we manually extract the product attribute words 
and identified their related words firstly, after that we will get the set of evaluation 
unit G ={(k1,d1,p1,o1), …,(kn,dn,pn,on)} for every piece of review, where n is the 
number of attribute words in the review, ki, di, pi, oi represent attribute words, degree 
adverb, negative adverb, and opinion word.. Then we quantify the relation features 
between attribute the attribute word and its related words. For example, there is an 
evaluation unit (k,d,p,o)=(布料, 非常, 不, 好) extracted from the review—这件衣服
的布料非常不好，which means the fabric of this dress is very bad. The manual 
annotation is as follow: 

Table 1. Manual annotation 

Match or not Attribute word Related words feature 
1 

k 
d 2 4 0 1 0 0 0 0 0 

1 p 3 5 4 1 0 0 0 1 0 
1 o 3 6 6 1 0 0 0 1 1 

3.2 Sentiment Analysis 

We analyze every opinion word’s semantic orientation with the method of word’s 
similarity computing based on Chinese Thesaurus -Tongyici Cilin, which not only 
contains one word’s synonyms, but also a certain number of its similar words. This 
dictionary is compiled in 1983, and has not been updated from then on. At the same 
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time, the Tongyici Cilin extension keeps the original edition’s three layer 
classification system, and adds two layers to be further sub-classes. With the final five 
layers classification, the words in the dictionary shows the good hierarchical 
relationships, which can be expressed as shown below, L1 means the first layer and 
the remains are in the same way. 

 

Fig. 2. Hierarchical relationships in Tongyici Cilin extension 

Now the first layer will be C, the second will be b, the third will be 02 the fourth 
will be A, and the fifth will be 01. We definite S (w1, w2) as the similarity between 
w1 and w2 and its value belong to 0 to 1. The bigger the value is, the higher the 
similarity is. Let n represents the number of the layers, and the k is the distance of the 
two branches. The value of S (w1, w2) can be discussed in the following 
circumstances: 

If w1 and w2 are not in the same search tree:  

S (w1, w2) = f    

If w1 and w2 are both in the 2nd layer of a same search tree: 
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Parameter a, b, c, d, e, f will be determined from the experimental result. One word 
may have several code, we choose the biggest value of the similarity. For example, 
the codes of word “骄傲（pride）” are “Da13A01” and “Ee34D01”. And the codes 
of the word “仔细（careful）” are “Ee26A01” and “Ee28A01”. There will 4 values 
of the similarity between the two words, there are 0.1, 0.1, 0.483920, and 0.51007, but 
we final choose the biggest one 0.51007. What is more, we get the similarity between 
word “美丽（beautiful）” and other words in Tab.2: 

Table 2. The similarity between word “美丽（beautiful）” and other words 

Word Similarity 
漂亮(beautiful) 1.000000 
丑陋(ugly) 0.161666 
可爱(cute) 0.582177 
灿烂(splendid) 0.478922 

 

For one evaluation unit (k, d, p, o)，we get the sentiment of the opinion word o 
according to Formula (2) as follow: 
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Where wpi and wnj separately are basic words of positive and negative word set, n 
and m separately are the number of basic words of positive and negative word set.  
Wn is the weight of the negative adverb, and Wd is of the degree adverb. If there is no 
negative adverb n, Wn is equal to 1. Else Wn can be obtained by Formula (3): 

max( ( , ))n i
i m

W S wn n
≤

=                               (3) 

Where wni is the word of negative adverb set, and m is the number of the words in 
the set.  

If there is no degree adverb n, Wd is equal to 1. Else Wd can be obtained by Formula 
(4): 

1.1max( ( , ))d
i m

W S wdi d
≤

=                          (4) 

Where wdi is the word of highest degree adverb set, and n is the number of the 
number of the words in the set. In fact, degree word can be classified to three types — 
high, intermediate, and low. We mainly build the highest degree adverb set, with 
which degree adverb d is compared. . 

Since the value of nw , dw  and ( 1, 2)S w w are belong to [0, 1], the value of the 

sentimental orientation of opinion words should range from -1 to +1, and the bigger 
the value is, the stronger the sentimental orientation is and the higher the score of the 
indicator corresponding to the attribute word is.  
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3.3 Recommendation Algorithm 

So far we have obtained the subjective feedback from customers. Next, we propose a 
two layers matching algorithm. We establish an indicator system as the upper layer 
with clustering method. Then in the sublayer, for every single review we select 
attributes with high customer scores as feature attributes. After that, we search for 
products through these two layers according to customers’ opinion. 

3.3.1 Attributes Clustering 
Customer review scores can reflect the quality of products, but the amount of attribute 
words is huge and dimensionality reduction should be done. In order to simplify the 
search complexity, similar attributes should be combined into an indicator and the 
number of indicators should be appropriate. We use K-means clustering method to 
obtain indicators from attribute words. We try 1 to 25 as K value which represents the 
number of class centers. It shows that when K=12, the classes have best performance 
on the within class scatter and the between class scatter.  

So we select one word that summarizes the class as the indicator and set the 
indicator system with 12 indicators which are shown below. 

Indicators: Quality, Performance, Function, Price, Advertising authenticity, Online service, After-sale, 

Logistics service, Transaction security, Transaction convenience, Transaction frequency, Transaction 

value. 
Every review can be quantized as a vector with 12 dimensions: ( )1 2 12= ,R r r r . 

And every product can be quantized as: ( )1 2 12= ,R r r r , where R  is the mean of 

all reviews of the product. 

3.3.2 Attributes Selection 
As a product to be recommended, we select its advantageous attributes as feature 
attributes and use them to represent the product. Feature attributes should be satisfied 
with following conditions: 

1* High customer score. The scores of feature attributes should be higher than a 
threshold 

sσ  which can be set manually. 

2* Enough review rate. There should be enough customers in favour of it when 
setting a feature attributes. Attributes with review rate under 

rσ are not in the area of 

concern. 

For every product, we establish a set of attributes { }1 2, nA a a a=  which can be 

summarized as an indicator set { }1 2, (n 12)nI i i i= ≤ . 

3.3.3 Product Matching 
We assume that customers express what they care about by comments. When a 
customer writes a review which contains several attributes { }1 2, nA a a a′ ′ ′ ′=  in 
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certain indicators { }1 2, (n 12)nI i i i′ ′ ′ ′= ≤ .  We first search for the same kinds of 

products with the same indicator set, which means I I ′= . After that we search for 
products with A A′ ⊆  in the candidate products. The more details the customer 
review contains, the more accurate the recommendation will be. 

3.4 Experimental Analysis 

Text Mining Performance Test. In the text mining, if the related word is matched, 
we label 1 as matching information, if not, label 0. Then we get rid of the text 
information and set the matching information and quantified feature characters as 
input to train the classifiers. We randomly choose 70% of the manually annotated 
data, around 700 pieces of reviews, as training set, the remains as testing set. To 
evaluate the performance of the classifier, we use the test data and calculate the 
accuracy, recall, and F1-means, and the result is shown in Tab. 3. 

Table 3. Evaluation-unit extracting result 

Precision Recall F1-means 
85.05% 80.47% 82.69% 

 
It is obvious that text mining performance is improved significantly. 

Recommendation Performance Test. Due to the particularity of the system 
mechanism, it is difficult to directly test its performance. We assume that when 
customers review with sale slips, they are satisfied with the product. We randomly 
select 100 reviews with slips and compared their products and products our system 
recommended, the result is shown in Tab.4. 

Table 4. Evaluation-unit extracting result 

Same brand 
Other brands with 

close scores 
Other brands with far 

different scores 
34% 61% 5% 

 
It shows that 95% of customers get effective recommendation. 

4 Conclusions and Future Work 

We present an efficient but surprisingly simple e-business recommender model based 
on opinion mining. Text mining performance is improved significantly and the 
refined data provides a good foundation of other related researches. We design every 
detail with actual mechanism and in the whole process of modeling, we maintain a 
good objectivity.  
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Limitations. The theme related key words’ extracting depends on word sets, which 
affects the portability of the model. The recommendation algorithm may be combined 
with existing algorithms to improve the performance one step further. 

Future Works. Deep learning combined by POS and parsing character can be used in 
theme related words extracting to improve its efficiency.  
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Abstract. The modern computer and network system, is composed of tens of 
thousands of components. Any faults in components can affect reliability of the 
whole system. In the process of running, elements will gradually age and failure 
rate gradually increase. However, the rate at which these elements age is not 
synchronous. Thus, in which cases should the elements be upgraded or replaced 
and in which cases should the elements whose performance is still relatively 
good be retained, are hard job to handle. In this paper, the author attempts to 
make an extreme analysis on the reliability of parallel system with N element 
obeying exponential distribution to improve the system update.  

Keywords: reliability, parallel system, deletion, exponential distribution, 
system update.  

1 Introduction 

1.1 Reliability Introduction 

Reliability theory was a newly emerged interdisciplinary subject in 1960s and 
analyzes the probalility of random events which characterize the specified function of 
product. It is established on the basis of probability theory, which is an area of study 
focused on machine maintenance[1].With the development of reliability theory, it 
gradually needs much frontier knowledge and tools in mathematics, while reliability 
mathematics has laid a food foundation for it. In practical reliability problems, the 
mathematics used can be divided into two categories: probability model and statistical 
model. Probability model infers the reliability indices of system on the basis of 
system structure and life distribution of components; while statistical model evaluates 
and tests the life of components or system on the basis of observed data. In the paper, 
statistical model is applied. Currently, the main researches focus on the reliability 
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indices of system and optimal detecting time which is determined by reliability 
indices to avoid the occurrence of faults and reduce the losses caused by faults, such 
as literature[2],[3],[4]. In this paper, the author attempts to make an extreme analysis 
on the reliability of parallel system with N element obeying exponential distribution 
to improve the system update.  

1.2 The Definition of the Main Indicators of Reliability 

(1) Reliability 
The definition of reliability R(t) [5]: it is the probability that product completes the 
required function under the specified conditions and within the prescribed time. 

If the life distribution of product is ( )F t , 0t > , the reliability 

( ) ( ) 1 ( )R t P T t F t= ≥ = − .This is a function of time(t), so it can be called as 

reliability function. To the components obeying exponential distribution λ , its 

reliability is , 0te tλ− ≥ .  

(2) Failure rate 
Failure rate ( )tλ : It is the probalility of occuring failure in the unit of time after 

product has worked a period of time(t). According to reliability theory, 
( )

( )
1 ( )

f t
t

F t
λ =

−
, when 0t > , the failure rate of exponential distribution is  

constant λ . 

(3) System parameter specification 
A : represents normal working events of system. 

iA : represents normal working events of the element i. 

iλ : represents failure rate of the element i. 

( )sR t : represents system reliability,that is, ( ) sP A R= .  

( )iR t : represents reliability of the element i, that is, ( )i iP A R= . 

Parallel system: It is a system consisting of n components. As long as one of these 
elements works, the system can work.; only when all the units fail, the system would 
fail. The logical block diagram of parallel system with n element as follows(figure 1). 

According to the property of probability, the normal working probability of system 

1

( ) ( )
n

i
i

P A P A
=

=   is as follows: 

1 1

( ) 1 (1 ( )) 1 (1 )i

n n
t

s i
i i

R t R t e λ−

= =

= − − = − −∏ ∏             (1) 
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Fig. 1. The logical block diagram of parallel system 

2 Model Analysis 

2.1 Peformance Constraint 

According to the definition of parallel system reliability, when the overall reliability 
of N elements is fixed, the model is as follows: 

1

1

min ( ) 1 (1 )

. . , 0

i

n
t

s
i

n

i i
i

R t e

s t c

λ

λ λ

−

=

=

= − −

= >

∏


                  (2) 

C  is the sum of failure rate.  
This model is equivalent to the following one: 

1

1

m a x   ( (1 ) )

. . , 0
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n
t
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n

i i
i

e

s t c

λ

λ λ

−

=

=

−

= >

∏


                  (3) 

If multivariable differential calculus and lagrangian multiplier are adopted here, the 
process of caculating conditional extremum will be complex. Thus, the author 
attempts to adopt Cauchy inequation here and conclude as follows: 

1 1

1

(1 )
(1 ) 1

i i

i

n nn n
t t

n
t i i

i

e e
e

n n

λ λ

λ

− −

− = =

=

   −   
   − ≤ = −
   
   
   

 
∏        (4) 
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Using the Cauchy inequation once again, the following can be concluded:   

1

1

1 1 1
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nn
t n nc tn

ti nn

i

e
e e

n

λ

λ

−

−−=

=

 
     
 − ≤ − = −         
 


∏ (5) 

The two inequalities above can be turned into equal, but this is only true 

when 1 2 n

c

n
λ λ λ= = = . Thus, when failure rate of all components are 

equal, the reliability of system would reach minimum value. In other words, when the 
sum of failure rate is certain, the reliability of selecting products with the same quality 
cannot be better than the reliability of choosing a relatively poor one from a good 
parallel product. 

  

Fig. 2. the envelope curve of the lowest reliability In practice, in the case that n elements in 

parallel are all from the parent which is obeying parameter λ  , the abrasion and depreciation 
of components is growing over time, so the failure rate is in an increasing trend, thus c is 
increasing. Now assuming c is the linear function of t, the envelope curve of the lowest 
reliability in accordance with the time can be concluded as follows(figure 2):  

In practice, in the case that n elements in parallel are all from the parent which is 
obeying parameter λ  , the abrasion and depreciation of components is growing over 
time, so the failure rate is in an increasing trend, thus c is increasing. Now assuming c 
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is the linear function of t, the envelope curve of the lowest reliability in accordance 
with the time can be concluded as follows (figure 2):  

2

m in ( ) 1 (1 ) , 0 , 0
a t b t

nnR t e a b
+−

= − − < >         (6) 

Wherein a represents wear rate, b is saturation mode when it is never used. 

  

Fig. 3. System reliability and envelope curve  

In the process of running, the curves of system reliability are always above the 
envelope curve, just as what imply in the following chart(figure 3). When the system 
components are operating and the failure rate reaches the minimum acceptable limits, 
according to the actual situation, if the curve of failure rate is above the envelope 
curve, then all the components of the system have to be replaced; if the curve of 
failure rate is still relatively distant from the envelope curve, then the components 
with the highest failure rate are needed to replace according to the economy principle. 
In reality,the system reliability and envelope curve can be getted by collecting data 
which is used for statistic to approching. 

2.2 Relations between Cost and Failture Rate 

Now the paper introduces the cost constraint,first we define the function of failture 

rate and corresponding costs, ,denoted as ( )gλ μ= ,thereinto μ  is expense, λ  
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is still failture rate. Here we learn the definition margin of microeconomics, define the 
concept of marginal reliability[6]. Marginal reliability: the mount of decreasing 
failure rate arouse by increasing one unit of cost. 

In actual, designers can choose relatively low failure rate product when he add 

budget, so 
' ( ) 0g u < . But with the increasing of cost, the amount of reducing 

failure rate is decreasing, thus there is 
' ' ( ) 0g u > . Next we denote the inverse 

function of ( )gλ μ=  as ( )u f λ= , since ( )gλ μ=  and ( )u f λ=  

are mutually inverse function, so 
'

'

1
( )

( )
g u

f λ
= . According to the 

characteristics of the marginal failure rate, we can get '
'

1
( ) 0

( )f λ
< , that is 

'' ( ) 0f λ > .Lastly, we define failure rate flexibility as the changing ratio of the failure rate 

divide changing ratio of cost, denote as E λ .Its mathematical expression as following: 

=

du
duuE

d u dλ
λ

λ λ
λ

=                      (7) 

Failure rate flexibility can be divided into the following three types:  

  

Fig. 4. Failure rate flexibility  



 Reliability Analysis on Parallel System with N Element 415 

 

(1) Lack of flexibility: 1Eλ > , for sophisticated originals,it requires a lot of R & 

D funding, therefore, the changing of failure rate ratio will cause large changing in the 
ratio of cost.  

(2) Full of flexibility: 1Eλ < ,for those who focus more on appearance innovation 

of product, its failure rate is full of flexibility because appearance innovaion need less 
cost. 

(3) Unit flexibility: =1Eλ , for mature products and under full competition of 

market ,the majority of products are such cases. 
the relation of three types of Failure rate flexibility shown in frigure(4). 

2.3 Costs and Constraint 

By definition of parallel system reliability,under the peformance and costs constraints, 
the model of n  Element Obeying Exponential Distribution as below: 
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


                  (7) 

c  represents the peformance constraint of the system, and u  represents economic 

costs constraints of the system. Depending on the feature of ( )f λ , firstly we 

consider the case of the failure rate flexible which is unit costs,based on formula (7): 

= 1

d u
d uuE

d u dλ
λ

λ λ
λ

= = , learn by microeconomics,it represents the function 

of 
1

u
λ

= .The model is replaced by the following: 
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Firstly we analyse feasible solution space, according to the Cauchy-Schwarz 
inequality: 

2 2

1 1 1

1 1
( )*( ) ( ( * ))

n n n

i i
ii i i i

nλ λ
λ λ= = =

≥ =                 (9) 

Thus we have: 

                 

2n
u

c
≥                           (10) 

            

2n n c
u

c u n
≥  ≤                        (11) 

The inequalities above can be turned into equal, but this is only true 

when 1 2 n

c

n
λ λ λ= = = , formula(11) is a prerequisite for the existence of 

a feasible solution, also can be seen from the formula, in order to ensure the system 

have at least lowest peformance, the least costs is 
2n

u
c

= ,if 
2n

u
c

< ,the costs is 

insufficient to support the current system of minimum peformance. Having a feasible 
region of u-c relationship as shown in figure 5: and known by Cauchy inequality, 
when 1 2 nλ λ λ= = , system reliability reaches a minimum, so whether is 

this solution feasible?When 1 2 =nλ λ λ λ= = ,the minimal reliability of 

the system is the function of λ  and t : 

( )min ( ) 1- 1
ntR e λλ −= −                    (12) 

the minimal reliability of the system is decreasing function of λ ,and known by the 
inequality constraints: 
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Fig. 5. Feasible solution space 

,
n n c

u n c
u n

λ λ
λ

≤ ≤  ≤ ≤                        (13) 

λ  can get to the maximum of 
c

n
, therefore (3) can be reduced to the formula: 

  min 1- 1

nc
t

nR e
− 

= − 
 

                            (14) 

The result is the same as only have peformance constraint. 

3 Conclussion 

On the condition that the sum of failure rate of system components is fixed, this paper 
attempts to make an extreme analysis on the reliability of parallel system with N 
element according to the cauchy inequality, and put foward an meaningful conclusion 
and related theory as a guidance. When the failure rate of all components are equal, 
the system reliability can reach the minimum value,also under the peformance and 
costs constraints,the result is same as only peformance constranit,but it have least 
costs to support its feasible solution space which can’t become empty set. Therefore, 
in practice, it is better to choose a relatively poor one from a good parallel product 
than select products with the same quality, because the reliability of the former is 
better than that of the latter. In the process of running, according to the actual 
situation of system, if the curve of failure rate is above the envelope curve, then all 
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the components of the system have to be replaced; if the curve of failure rate is still 
relatively distant from the envelope curve, then the components with the highest 
failure rate are needed to replace according to the economy principle. 
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Abstract. In the process of rapid development of large enterprises, some 
independent and closed business requirements arise，such as the core design, 
production data, security monitoring and so on.These businesses are required 
for carrying on the private network seprarated from the enterprise office 
network, but it can not be completely isolated because it exists business 
integration needs and economic demands such as saving investment, simple 
operation, so it brings a contradiction between the private network construction 
and cost control. In this paper, combining with the firewall technology and the 
optimization network framework, we give the basic ideas and implementation 
solutions to this contradiction. 

Keywords: Private Network, Integration requirements, Logic isolation, 
Firewall, ACL, Two layer design.  

1 Introduction 

In the process of rapid development of large enterprises, some independent and closed 
business requirements arise, such as the core design, production data, security 
monitoring and so on. These businesses are required for carrying on the private 
network separated from the enterprise office network, but it cannot be completely 
isolated because it exists business integration needs and economic demands such as 
saving investment, simple operation. So it brings a contradiction between the private 
network construction and cost control. In this paper, combining with the firewall 
technology and the optimization network framework, we will research a construction 
scheme of the private network which satisfies business requirements, security 
requirements, and cost saving. Refering to this thesis, network administrators can 
deploy safety and economy private network more easily. 

2 Example for Private Network 

Taking the typical cases of a network equipment manufacturersthe--core design 
private network of a large enterprise as example, We will analyze the secure 
interconnection scheme. The core design data belongs to the intellectual property 
rights of the enterprise, with high security and confidentiality, and needs to transfer in 
the private network. The core private network design is built like the figure 1. 
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Fig. 1. Example for private network 

In the aspect of network architecture, the aggregation switches are in hot standby 
situation, the access switch and aggregation switch are connected with redundant link, 
aggregation switch and the management network are isolated logically through the 
firewall. Mobile office users use VPN to access to design network through the 
Internet export connected with the firewall Branch company users access to design 
network through the digital line connected with the aggregation switch. 

In the aspect of server deployment, several core design service servers such as 
design server, image server, test server, database server, the storage server as well as 
some security servers for access authentication, anti-virus, system upgrades and VPN 
access are deployed in the internal network. 

In the aspect of safety control, the data between private network and office network 
are isolated through the firewall policy, at the same time, firewall opens design 
network equipment monitoring service port. Network workstations install antivirus 
software and copy protection software, also enable access authentication to prevent 
illegal access from unauthorized computer. Finally, IDS is deployed to monitor 
internal data flow. 
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3 General Scheme Design 

According to the core design private network of a large enterprise, we can refine the 
general design method of Private Network secure interconnection scheme in large-
scaled enterprises, including network architecture, system deployment, security 
control etc... 

3.1 Design Points 

First, recommend the network architecture apply two layers with access and core 
because of its small-scale, dual link redundancy design of the key equipment, a new 
and independent network segment to facilitate the implementation of special network 
security strategy, and the spanning tree protocol to prevent the two layer network loop 
enabled in the private Network. 

Second, following the international general standards, the brand and model of 
private network equipment uses advanced and mature technology, to ensure the 
network with compatibility, high stability, easy scalability, and manageability. 

Third, according to the information security requirements, security system of 
private network includes: network boundary firewall to separate office information, 
network intrusion detection system to monitor the internal network attack behavior, 
terminal security access, antivirus and anti-data copying system; remote computer 
through Internet with VPN or Citrix system to access the private network, remote 
branches access with digital line. 

Fourth, internal servers of private network in the intranet server zone, the internal 
servers which interact information with external deployed in DMZ District, internal 
computers access to office network servers through the firewall security policy. 

Fifth, large enterprise generally has a centralized network monitoring platform in 
office network; private network equipment should be included in the same platform 
for monitoring, to avoid repeated construction of network monitoring platform. 

3.2 Detailed Solutions 

Network architecture---Private network is an extension of the enterprise office 
network, as the bearer of a special platform for enterprise business; it has high 
independence and security. The private network is logically isolated from external 
network through firewall, and makes up internal construction according to the actual 
business needs as the figure 2.The architecture description of figure 2:  
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Fig. 2. General scheme for private network 

(1)The key equipment such as perimeter firewalls and core switches have hot 
standby deployment, with dual-link interconnection. 

(2)Access switches and internal business servers connect directly with the core 
switches. 

(3)Remote branches connect directly with the core switches if they are needed. 
(4)Personal office PC with access need to private networks via the Internet with 

VPN or Citrix system. 
(5)If it exsits external unit access requirements, visited business servers are 

deployed in the DMZ area of the private network, and accessed through the firewall. 
(6)The private network with a high security level should be deployed IDS devices 

in the core switches. 
(7)All network equipment and terminals use static IP addresses, and the IP address 

must be independent of office network. 
(8)Security Policy---By default, Firewalls discard the all packet from source IP 

addresses to destination IP address, you need to set security policies for individual 
permitted office network servers through the firewall , including domain controller 
servers, network management servers, patch upgrade servers, viruses upgrade servers, 
other servers for business demand and so on. 
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3.3 Simplified Scheme 

If a private network has no external or remote access needs, we can use the datacenter 
firewall and Access Control List to achieve isolation with office network and special 
network, the private network shares local area network core switch, server firewall, 
server core switches and IDS equipment of the office network, such as the specific 
architecture of figure 3. 

 

Fig. 3. Simplified scheme for private network 

The security policy is set as follows: 
(1) Conduct ACL strategy in the LAN access gateway to isolate office network user 

segment（X.0.0.0/8）from private network user segment (X.X.0.0/16)，like this: 
 

acl number 3000 
rule 0 deny tcp source X.0.0.0 0.255.255.255 destination X.X.0.0 0.0.255.255  
rule 5 permit tcp source X.X.0.0 0.0.255.255 destination X.X.0.0 0.0.255.255  
 

(2) Conduct ACL strategy on the firewall to isolate office network server from 
private network user, to interconnect the office network user and office network server, 
to interconnect the private network user and private network server; 

(3) Conduct policies on the server gateway to isolate the office network server and 
private network server; 
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(4) In order to facilitate the implement strategy plan, we need private network 
segment, general office network segment is set to X.0.0.0/8, private network segment 
can be set to X.X.0.0/16, after the security policy is set, the data flow will be as shown 
the figure 4: office network users cannot access private network business system, 
private network users cannot access the office network business system, office network 
business system and private business system cannot mutually visit, office network user 
and private network users cannot mutually visit. (green arrows indicate the data flow, 
the red arrows represent data block) 

 

Fig. 4. The data flow of  Simplified scheme 

(5) Through the safety authentication and data encryption for network service 
system, the plaintext information of private network cannot flow into the office 
network, which solves the private business data security issues in common terminals. 

Through the above strategy to achieve the control effect of office network and 
private network segment data isolation,at the same time, simplified private network 
saves the purchase of core switches, firewall, IDS, computer terminal investment, and 
only needs to purchase the access switch and the special business server special 
network, which greatly reduces the investment in infrastructure, and avoids the waste 
of resources. 

3.4 Related Technology 

(1) Firewall technology--Firewall is a kind of isolation control technique, through 
scanning all internal network and external network flow via the firewall, to carry out 
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data stream transmission or discard in accordance with security strategy matching 
rules. After the Firewall is deployed, external network will not be able to access the 
internal network server, but some servers has the access needs for external, in order to 
solve this problem, the firewall has been set up a buffer zone between non safety 
system and safety system, in this area, some servers open to the external network can 
be placed, this buffer zone is called DMZ. Firewall forbids the external network area 
access the inner area directly, but DMZ can communicate with the external network 
area, also can communicate with the internal network area with the limit of the safety 
rules. 

(2) Intrusion detection system--Intrusion detection system (IDS) is a kind of 
network security devices which can monitor network transmission in real time, sound 
an alarm once detect the suspicious transmission or take active response measures. 
According to a certain security policy, IDS monitors the network and system 
operation conditions, tries to find the attack attempts, aggression or attack results, to 
ensure that the confidentiality, integrity and availability of the network system 
resources. Different from firewall, IDS is a listening device, not across any link, and 
works without network traffic flows through. 

(3) Virtual private network--Virtual private network (VPN) is a kind of remote 
access technology to solve the problems that how the field trip user safely access 
intranet server. Field staff in local connects to the VPN server via the Internet, and 
then through the VPN server into the enterprise intranet. In order to ensure data 
security, data communication between VPN server and client are encrypted. With data 
encryption, you may consider data transmits safely in a private data link, which are 
like a private network, but VPN actually uses the internet common link. 

4 Conclusion 

In this paper, using the firewall technology and the optimization network framework, 
we design the private network secure interconnection scheme in large-scaled 
enterprises. The benefits and advantages of the private network model are both 
meeting the special businesses, and avoiding the waste of investment.It provides a 
reference scheme for the network construction of large enterprises. 
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