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Preface

In 1975, the mortality rate for all cancers in the United States was 199 deaths 
per 100,000 people in the population [1]. The most recent statistics available 
(2006–2010) indicate that the current mortality rate is 176.4 deaths per 100,000 
people [2], which represents a modest 11 % reduction in the past 35 years. It has 
been estimated that approximately 90 % of cancer deaths arise from the metastatic 
spread of primary tumors [3]. Thus, any future improvement in the overall cancer 
mortality rate will depend upon a more thorough understanding of the properties 
that enable the metastatic process.

Cancers are diverse and complex tissues. Conceptually, it is proposed that 
cancers possess shared hallmarks [4], but it may be more correct to consider can-
cer as an evolving, heterogeneous, and dynamic entity [5] that is responsive to a 
plethora of selective events, both intrinsic to the tumor (e.g., hypoxia) and extrinsic 
(e.g., combination chemotherapy). Within the framework of an evolving tissue, it is 
clear that the extent of heterogeneity may provide selective advantages. Moreover, 
scientists have long known that cancer cells display significant intra-tumoral het-
erogeneity at the genetic level [6], which falls under the umbrella term of genomic 
instability. Therefore, it is reasonable to propose the interplay between tumor het-
erogeneity, which may be enabled by genomic instability, and an enhanced ability to 
withstand the selection pressures applied throughout the metastatic process.

This book connects cancer metastasis with genomic instability in a comprehen-
sive manner through four sections. Section 1 outlines the fundamental mechanisms 
that occur at tissue, cellular and molecular levels and regulate the processes of cancer 
metastasis, genomic stability, and DNA damage response, respectively. Section 2 
discusses the model systems that will enable our better understanding of the meta-
static process and genomic instability through experimentation performed in silico, 
in vitro, and in vivo. Section 3 reviews emerging themes and frameworks for the 
understanding of the contributions of non-tumor cells to the metastatic process (ex., 
tumor microenvironment, mechanotransduction, and immunomodulation). Finally, 
Section 4 discusses new therapeutic approaches designed to overcome the unique 
challenges presented by the heterogeneous and metastatic tumor.

Section 1 takes a reductionist approach to describe the mechanisms responsible 
for the maintenance of tissue and cellular integrity starting with an examination of 
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the tumor tissue, followed by a discussion of processes that prevent instability at 
the genome level, and ending with a discussion of molecular pathways that act at 
the base-pair level to maintain integrity. Drs. Rodenhiser and Chambers (London 
Regional Cancer Clinic, Canada) introduce the metastatic tumor as an evolving tis-
sue that presents many challenges, including diversity and dynamic heterogeneity, 
which must be interrogated in the clinic if novel treatments are to be successful. 
Dr. Connell and colleagues (University of British Columbia, Canada) outline the 
pathways in the normal cell, or the malignant tumor cell, that are responsible for the 
prevention of genomic instability and, when compromised, the promotion of het-
erogeneity. Dr. El-Khamisy and colleagues (University of Sheffield, UK and Helmy 
Institute, Egypt) review the diverse molecular pathways that fall under the umbrella 
term of the DNA damage response, and discuss the intimate relationship between 
loss of function in each of these pathways and cancer predisposition.

More complete knowledge of cancer metastasis, and the complex interplay be-
tween regulators that are found in the cancer cell, the tumor tissue and within the 
organism inflicted with cancer, will be born from studies that encompass in sili-
co, in vitro, and in vivo model systems, each of which are reviewed in Section 2.  
Dr. Costes and colleagues (Lawrence Berkeley National Laboratories, USA) utilize 
3D automated foci detection and computational modeling to understand and track the 
properties and kinetics for repair of DNA double strand breaks. Chapter 4 outlines 
how integration of mathematical models with irradiation data, a highly quantitative 
and reproducible manner to induce DNA damage, enables the synthesis of new 
knowledge in the fields of cancer initiation, detection and progression. In Chap-
ter 5, Dr. Bennewith and colleagues (BC Cancer Agency and Dalhousie University, 
Canada) discuss a variety of animal models and the strengths and considerations 
when using these models to address specific research questions, which span from 
high-throughput analysis of novel compounds to dissection of the relative contribu-
tions of individual gene products during defined stages of cancer metastasis, from 
local invasion to distal entrenchment and expansion.

In 2000, Hanahan and Weinberg outlined six hallmarks of cancer [7]; only one of 
the six original hallmarks of cancer (i.e., they stimulate the growth of blood vessels 
to supply nutrients to the tumor) identified a property that was extrinsic to the tumor 
cell. It is increasing clear, however, that non-tumor cells, in the cancer tissue and 
the patient afflicted with cancer, are critical to cancer progression and metastasis, 
including, but not limited to, the role of tumor-stroma interactions and the tumor 
microenvironment, mechanical cues provided from the environment to the tumor, 
and immunomodulation. Section 3 reviews these emerging themes in the field of 
tumor microenvironment and cancer metastasis. In Chapter 6, Dr. Calvin Roskelley 
(University of British Columbia, Canada) provides an overview of microenviron-
mental control of cancer metastasis while recent advances in the fields of mechano-
transduction in the tumor and immunosurveillance are detailed by Dr. Nelson and 
colleagues (Princeton University, USA) and Dr. Gregor Reid (University of British 
Columbia, Canada) in Chapters 7 and 8, respectively.

Prevention and treatment of metastatic tumor spread may represent the most sig-
nificant challenge of medical oncology. In Chapter 8, Dr. Reid reviews the cross-talk  
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between immune cells and cancer cells; the controlled regulation of these dynamic 
processes through chemical or cell-based therapies may allow for improved im-
munosurveillance of metastatic cells. While tumor heterogeneity enabled through 
genome instability likely provides the tumor advantages against conventional che-
motherapeutic and irradiation treatments, it is hoped that molecular-targeted thera-
pies can turn the table by targeting pathways that are non-essential in normal tissue 
but, due to the loss of parallel pathways, are essential to tumor cells. In Chapter 9, 
Dr. McManus and colleagues (University of Manitoba, Canada) utilize colorectal 
cancer as the framework within which to introduce the concept of synthetic le-
thality and review the recent therapeutic advances gained through the targeting of 
deficient DNA repair pathways. Finally, a significant hurdle to the success of any 
systemic therapy, including those that may eventually be used to combat metastatic 
disease, is the efficient and specific delivery of the therapeutic agent to the target 
cell or tumor. In Chapter 10, Drs. Hauser-Kawaguchi and Luyt (University of West-
ern Ontario, Canada) review the emerging field of nanomedicine and the utility of 
nanoparticles for improved cancer imaging and drug delivery.
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Abstract The effective treatment of metastatic cancer is complicated by both the 
diverse set of dysregulated molecular pathways contributing to cancer progression 
and the challenge of aiming clinical therapies at a seemingly unpredictable moving 
target. From an evolutionary perspective, metastasis can be considered as a pro-
cess during which novel cell populations are generated that can exploit the unique 
tissue environments they encounter at a secondary tissue site and in response to 
treatment. In this review, we explore metastasis as a consequence of evolution on 
the scale of tumor cells within the individual patient. The survivability of any indi-
vidual cancer cell, and as a consequence, the success of any broad-based or targeted 
therapy to treat that patient, may best be understood in terms of selective advantage 
and phenotypic changes resulting from genomic drift among cells from the original 
tumor. These drivers of evolution can generate successful metastatic cells that either 
survive as dormant cells, or thrive as secondary tumors during the time course of 
the disease. The metastatic target is thus dynamic, requiring a dynamic approach 
to treatment. Here we will discuss the growing information about heterogeneity 
and evolution of metastatic cell populations, and how this information impacts on 
treatment strategies that will be needed to combat metastatic disease.
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Introduction

While the past 30 years of the genomics revolution have dramatically advanced 
our knowledge of the molecular mechanisms of cancer, successful treatment of 
metastatic disease has been limited. This is despite the development of landmark 
synthetic approaches such as the Hallmarks of Cancer [1, 2] that have provided 
the conceptual framework within which to integrate the complex characteristics of 
cancer causation and the potential targets for novel treatment strategies. All cancers 
can be linked together mechanistically as involving interconnected pathways that 
can be independently (and simultaneously) activated (or disrupted). Paradoxically, 
the common, acquired molecular variants that are the genesis of these altered hall-
marks also define the uniqueness of cancer phenotypes among tumor types as well 
as among the individuals within whom these cancers develop and thrive.

Notwithstanding these advances in knowledge, and the specific successes made 
in understanding, diagnosing and treating many primary cancers, two critical road-
blocks exist for curing these diseases, in general, and metastatic cancer, in particular. 
The first involves the cellular and genomic complexity and plasticity of heteroge-
neous cancer cell populations that exist as dynamic and unstable entities that evolve 
over time. Second, the timing, rate and sites of these evolutionary processes (within 
the originating tissue or at a distant secondary site) are dependent on the genomic 
makeup of that individual cell and the selective pressures that are placed on it. This 
level of complexity also changes temporally, as cancer cells acquire the ability to 
metastasize, with new selection pressures yielding novel, more unstable subclones 
of metastatic cells that can be selected for by that new environment. Unfortunately, 
the inaccessibility of these dispersed metastatic cells, as either camouflaged mi-
crometastases or dormant cells, makes detection and treatment of micrometastatic 
disease nearly impossible. This lag period between dispersal and detection of rogue 
cancer cells permits the development of heterogeneity to go ahead unnoticed, with 
the genesis of novel clones that differ from the parent tumor and are better suited to 
survival in the face of new microenvironmental stresses. This paradigm of clonal 
evolution in the metastatic context offers both challenges and opportunities to ef-
fectively detect, treat, control and/or cure metastatic disease.

Introduction to Metastasis—The Clinical Problem

Cancer that is detected early, before it has spread, is more readily treated with suc-
cess, when compared to cancer that has already metastasized at the time of diagno-
sis. Metastatic cancer is generally not considered to be curable, although long-term 
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survival with metastatic disease is increasingly feasible. However, even cancer that 
is detected “early” can subsequently recur. Once it has metastasized, it is then more 
difficult to treat with success. Thus, for example, many patients with early breast 
cancer are treated first with local therapies (surgery, radiation), in some cases fol-
lowed by often-aggressive adjuvant therapy designed to treat presumed, but clinical-
ly undetected, micrometastatic disease, to attempt to prevent metastatic recurrence. 
The decision to use adjuvant therapy is generally population-based, with groups 
of patients that are believed to be at higher risk for subsequent recurrence being 
more likely to be offered (and benefit from) adjuvant therapy. Recent and ongoing 
efforts at molecular profiling of groups of patients is leading to gene signatures that 
are both associated with poor vs. good outcome (suggesting the degree of potential 
benefit from aggressive initial therapy), as well as signatures that are predictive for 
responses to specific therapies (suggesting which patients should vs. should not be 
treated with specific therapies) (reviews, [3–6]). In spite of this improved ability to 
assess the potential for recurrence, as well as likelihood of response to given thera-
pies, these therapy decisions are imprecise, such that many individual patients who 
likely did not need this treatment may be over-treated, while other patients, with 
“favorable” tumors, are not treated with adjuvant therapy but may subsequently 
relapse. Thus, our understanding of the risk of metastatic recurrence in individual 
patients is inexact and requires information specific to the genotype of the patient’s 
primary tumor as well as the generation of genetic roadmaps laying out the likely 
paths of clonal development that lead to the genesis of novel metastatic cells in their 
relevant environmental contexts.

The logistical steps undertaken in cancer metastasis have been well established 
from extensive data gleaned from experimental studies (reviews, [7, 8]). These 
steps include the acquisition of a locally invasive phenotype, entry into blood or 
lymphatic vessels in the primary tumor, escape into these circulatory systems, sys-
temic delivery to new organs, extravasation from these vasculature channels, and 
re-initiation of growth of the tumor in these new sites. However, many of the steps 
in metastasis likely have occurred prior to our current ability to diagnose cancer 
[9], suggesting that the latter steps of the process (primarily growth in ectopic, 
secondary organs) may be the more appropriate targets for therapeutic intervention 
[10, 11].

Coupled with the challenges of deciding on initial therapy for localized dis-
ease, it is becoming increasingly recognized that some cancers can recur years 
or decades after apparently successful primary therapy, due to the process of tu-
mor dormancy (reviews, [7, 12–14]). Much ongoing work is aimed at clarify-
ing mechanisms that regulate entry into tumor dormancy, as well as cessation of 
dormancy and re-initiation of growth of dormant cancer. However, considerable 
clinical challenges still remain in determining which cancers are likely to enter 
into clinical dormancy, and what factors (inherent to the tumor cells, the host or 
specific organ microenvironments, or modifiable lifestyle factors), can lead to 
release of growth constraints on dormant cancer (reviews, [14–17]). The relation-
ship between cancer dormancy and the evolutionary nature of cancer progres-
sion discussed here remains poorly understood. Dormant cells maintain a degree 
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of normalcy in that they possess a benign phenotype programmed by a molecu-
lar signature that lacks the final genetic aberrations that tip those cells towards 
becoming a novel metastatic cancer. Furthermore, those molecular changes that 
have occurred reflect the constraints of the new environment in which they popu-
late with subsequent changes necessary to permit release from dormancy at that 
secondary site. However, the fact that cancer can be maintained in a function-
ally dormant state, often for many years, suggests that understanding the inherent 
regulatory mechanisms within these dormant cells could offer new therapeutic 
strategies to maintain dormant cancer in a chronic, indolent state, in spite of the 
evolutionary forces that are inherent to cancer.

We have learned a great deal over the past decades about molecular aspects of 
cancer biology. This information has been translated into new medicines targeted to 
the molecular defects that have been identified and these agents have shown signifi-
cant clinical benefit, with some having reducing toxicity compared to earlier thera-
pies (reviews, [8, 18]). Much of this success has come primarily for patients with 
cancer that is localized at the time of diagnosis. Essential to these successes have 
been technologies that inform early diagnosis. Often, these patients may be treated 
aggressively, with the hope of totally eradicating the tumor, first by local therapy 
followed by adjuvant treatment to eliminate presumed but undetected micrometa-
static disease [19]. This approach has led to apparent survival benefits for many 
patients with localized disease. Biologically, it is recognized that some patients may 
be at risk for very late recurrences, and may benefit from long-term therapy. This 
has been shown particularly in hormone responsive breast cancer, where patients 
have been shown to benefit from long-term endocrine therapy, which can have low 
enough toxicities to warrant long-term use, although the toxicities associated with 
treating many patients to benefit a sub-population are still of concern (reviews, [13, 
20, 21]).

In contrast to cancer that is localized to the primary site, metastatic cancer is 
often treated quite differently, with less aggressive, sequential use of therapies pre-
dicted to have some effect, at least transiently, against a given patient’s tumor [22]. 
This strategy is based on the current recognition that cure of metastatic cancer may 
not be possible, while prolongation of survival may be achievable. Indeed, some 
progress has been made in extending life for patients with metastatic disease. For 
lung, breast, prostate and colorectal cancers, for example, progress has been made 
in decreasing cancer-specific mortality overall [23], although improved survival for 
patients with metastatic disease has been only “modest” [24].

In spite of these limited gains, metastatic disease is still regarded as ultimately 
incurable. Such current paradigms of treatment of metastatic disease are not ad-
equate in successfully tackling this disease. In spite of the significant progress 
made in understanding molecular and genetic factors that play a role in many 
different cancer types, we still have major unmet medical needs in treating meta-
static cancer, preventing metastatic recurrence in successfully treated local dis-
ease and delaying metastatic recurrence. These challenges will require new ways 
of thinking about the nature of metastatic disease and new therapeutic strategies 
to counter it.
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Clonal Heterogeneity and Evolution as a Hallmark  
of Cancer and Metastasis

Until recently, the working paradigm of cancer development has been based on the 
idea that cancer can progress linearly, from benign, early cancers, through increas-
ingly aggressive, locally invasive disease, culminating in frank metastatic disease. 
This progression was initially noted at the histological level, which still forms the 
basis of the initial assessment of a tumor and its appropriate therapy. Histological 
progression is increasingly associated with defined molecular changes that func-
tionally underpin clinical progression, following the paradigm set forth for colorec-
tal cancer by Vogelstein and colleagues in the 1990’s [25]. These molecular changes 
are also used clinically to target appropriate therapies to individual patients, when 
such targeted therapies are available. The potential drivers of this progression, as 
outlined in the Hallmarks of Cancer [1, 2], are complex with respect to the cellular 
pathways upon which they impact, but ultimately these genomic changes result in 
the generation of diversity and selection for increasingly aggressive and treatment-
resistant phenotypes.

One significant conceptual advance towards a better understanding of metastasis 
is to consider the inherent nature of metastatic disease as a persistent, evolutionary 
process, possessing the consequences and challenges of successfully treatment of 
disease that is, by its very nature, temporally and spatially dynamic. Such a model 
for clonal evolution of a cancer cell population is modeled in the context of Dar-
winian natural selection, whereby the cancer cells represent somatic cell species 
that adapt to changing environment. This perspective of an evolutionary process 
underpinning cancer development was first put forth nearly 40 years ago. In his 
groundbreaking paper from 1976, Peter Nowell proposed that tumor progression 
results from acquired genetic variability within an original clone of cancer cells, al-
lowing the sequential selection of more aggressive sublines [26]. He proposed that 
carcinogen-induced changes in a normal progenitor cell produce daughter cells with 
growth advantages initiating the process of clonal expansion. In this context, clonal 
expansion within tumors is not necessarily linear, but rather is branched (Fig. 1.1). 
Multiple competing subclones of tumor cells are generated that differ cytogeneti-
cally, genomically and ultimately differ at the transcriptome level. Genetic instabil-
ity in these daughter cells leads to the further generation of clonal variants: some 
of which die, while others establish themselves as subpopulations that are suited 
to their particular microenvironment. The process repeats itself, as new clones are 
generated from the surviving progenitors and are selected for through interactions 
with the host microenvironment. Inherent within this selected, viable cell popula-
tion are cells with silent genetic variants, and permissive epigenetic changes, which 
could be selected for at a later time, when the cells are exposed to a newer, more ad-
vantageous environment. Recently, Nik-Zainal and colleagues have reconstructed 
the genomic evolution of 21 breast cancer genomes and have shown that subclonal 
diversification is prominent, with most mutations being found in just a fraction of 
tumor cells [27]. Every tumor has a dominant subclonal lineage, representing more 



6 D. I. Rodenhiser and A. F. Chambers

than half of the tumor cells, although minimal expansion of these subclones occurs 
until many hundreds to thousands of mutations have accumulated. This invokes 
a model of long-lived, but sparse, lineages of cells passively accumulating muta-
tions until poised for tumor dominance. Expansion of the dominant subclone to a 
detectable tumor mass may therefore represent the final rate-limiting step in breast 
cancer’s development, triggering diagnosis.

Key features of tumor progression, which were noted early on, are heterogene-
ity within, and between tumors, and the evolution of this heterogeneity over time. 
Initially, it was considered that a population of cancer cells could include stable phe-
notypes that would endow some cells with increased ability to metastasize relative 
to other cells [28]. However, work in the 1980’s introduced the idea of ‘dynamic 
heterogeneity’, i.e. the idea that variations within a cancer population might them-
selves be unstable [29–33]. By applying Luria-Delbruck fluctuation analysis tech-
niques to expanding populations of cancer cell lines, these studies instead suggested 
that a key feature of highly aggressive cancer cell populations was a high degree of 
phenotypic ‘plasticity’, when compared to less aggressive populations. This plas-

Fig. 1.1  Model of clonal evolution. Cancer cell clones arise and are selected through interac-
tions between the cell’s genotype/ phenotype and the environmental pressures impacting on those 
cells. These selection pressures may be diverse, changing the microenvironment around the cells, 
altering gene expression, involving agents that damage DNA (generating genomic instability) and 
may include the chemotherapies that eliminate some cells while letting other clonal populations to 
expand. Cell colors infer to populations of cells with distinct genomic characteristics. ‘X’ indicates 
dead cells. Grey boxes ( Niches) indicate individual environmental conditions within which clones 
can survive, including as metastatic cells. Some clones (in yellow) may be able to fit and evolve in 
multiple niches. (Figure based on Nowell [26])
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ticity would endow cancer cells with the adaptability that would favor survival and 
proliferation in new microenvironments, such as found in ectopic, metastatic sites. 
Highly ‘successful’, aggressive cancer cell populations thus may have an increased 
capacity to generate transient variants that are able to survive and form metastatic 
colonies. This ‘plasticity’ is a population-based phenomenon, giving rise perhaps 
stochastically to individual cells, at any moment in time (and position in the body), 
that are able to thrive as metastasis-initiating cells. Recently, Meacham and Morri-
son have discussed the idea of tumor cell plasticity in the context of the cancer stem 
cell concept, supporting the idea that plasticity of cancer cell populations could 
support progression to more aggressive states [34].

One might ask why cancer occurs at all, given the cellular surveillance and repair 
pathways tasked with maintaining genomic and cellular integrity. In their review 
on clonal evolution in cancer, Greaves and Maley have posited that cells in tissue 
ecosystem habitats have evolved over millennia to ensure multicellular function 
of the collective cells comprising the individual while restraining clonal expan-
sion of renegade cells [35]. Thus, a fine balance is struck such that mechanisms 
of self-renewal, proliferation and growth are regulated within limits that permit 
their survival, particularly in response to environmental change or damage, without 
‘excess’ leeway in these responses that could tip survival in favor of genetically 
damaged, rogue cells that can proliferate uncontrollably and put the multicellular 
organism at risk. As a consequence, extensive and interconnected cellular pathways 
regulate the cell cycle, proliferation, DNA repair, senescence and differentiation of 
cells, in an effort to maintain the functionality of the multicellular cell collective, 
while weeding out any rogue cells that begin to deviate from their appropriate pro-
gramming. Clinically benign cancer cells that do come into existence have gained 
and maintained (epi) genetic changes providing a selective growth advantage for 
those individual cells so that they may eventually expand into multiple clones that 
co-populate the primary tumor site. It is the exposure to cues from a permissive mi-
croenvironment acting on these variant cells within that population that eventually 
leads to the expansion of a cancer cell clone that is ‘successful’ in that context of 
that novel environment.

The challenges of treating metastatic disease are due in good measure to this 
heterogeneity described above. Recent evidence has suggested that such intratu-
moral heterogeneity occurs both in the primary tumor and within the metastases 
themselves, hindering personalized-medicine strategies that depend on results from 
single tumor-biopsy samples. The literature provides evidence of clonal heteroge-
neity, genomic diversity and in some cases, the emergence of treatment-resistant 
subclones within primary tumors and metastases. For example, tumor specimens 
analyzed from patients with high-grade serous ovarian cancer (HGSC), exhibited 
widespread intratumoral variation in mutation, copy number and gene expression 
profiles, with key driver alterations in genes present in only a subset of samples 
[36]. Furthermore, reconstruction of evolutionary histories indicated that diversity 
may arise at early stages of tumorigenesis. Similarly, primary triple-negative breast 
cancers (TNBCs) have been shown to exhibit a wide and continuous spectrum of 
genomic evolution. While certain somatic mutations (TP53, PIK3CA and PTEN) 
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seem to be clonally dominant compared to other genes, in some tumors their clonal 
frequencies are incompatible with founder status [37]. This same group showed that 
single nucleotide mutational heterogeneity occurred in ER (a)-positive metastatic 
lobular breast cancer, with multiple mutations identified in metastases that were 
not identified in the DNA from the primary tumor of the same patient, which arose 
9 years earlier [38]. In addition, Yachida and colleagues have shown that clonal het-
erogeneity contributes to pancreatic cancer progression, in that distant metastases 
arose from clones that were genetically distinct from the parental clones, yet these 
metastatic subclones were also present within the primary carcinoma [39]. This 
suggests that from the mixture of unique but related subclones within a tumor, some 
clones can preferentially expand and seed future metastatic populations.

In their study on primary and metastatic renal cell carcinomas, Gerlinger and 
colleagues integrated data from several genomic platforms to show branched evo-
lutionary tumor growth across multiple regions with primary tumors and associ-
ated with their metastases [40]. Mutational intratumor heterogeneity was seen for 
multiple tumor-suppressor genes, with several genes (SETD2, PTEN, and KDM5C) 
undergoing multiple distinct and spatially separated inactivating mutations with-
in a single tumor. These genomic changes suggested that convergent phenotypic 
evolution had occurred. Furthermore, a phylogenetic tree could be generated that 
revealed that metastatic tumors were derived from one of two subclone branches 
within one sector of the primary tumor, while the other branch diversified into other 
primary tumor regions. The observation that mutations shared with metastatic sites 
were detected at higher frequencies than were mutations shared with other primary-
tumor regions, has implications for diagnosis and treatment, in that single tumor-
biopsy samples likely underestimate the tumor genomics landscape.

Translating Heterogeneity into the Clinic: Tracking  
and Attacking a Moving Target

Significant gains in knowledge have been made regarding the molecular causes of 
cancer and in identifying potential targets to attack that are clinically relevant to 
finding a cure [1, 2]. Yet, as previously described, any overall successes have been 
muted by the fundamental nature of cancer as a highly mutable set of diseases that 
are complex intra-tumorally, within a patient (and among patients) and temporally, 
as tumors evolve and as metastases develop. Furthermore, patients can differential-
ly respond to treatments (based on their cancer genotypes), and likely will experi-
ence reoccurrence as new cancer cell subclones repopulate tissue niches abandoned 
by clones that have succumbed to therapies, or find new previously un-hospitable 
niches. How then, to outsmart an adversary that constantly camouflages itself and 
changes when detected?

One strategy is to gather as much information as possible about the tumor prior 
to treatment. To date, most treatments have failed with respect to long term survival 
because in many cases the diagnostic criteria have been simplistic (unimodal; i.e. 
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ER status, HER2 status, recorded as ‘positive’ or ‘negative’, etc.) thereby failing 
to accurately characterize a tumor, its inherent heterogeneity and/or its subtypes 
and somatic driver mutations. Confounding the situation, treatment decisions in the 
metastatic setting are often based on features that were noted in the primary tumor, 
although there is a growing recognition of the importance of biopsy and character-
izing of metastases, when feasible (e.g., [41, 42]). To this end, attempts to define 
cancer subgroups and their molecular drivers have recently been published, which 
in many cases involve generating integrated views of the genome and transcrip-
tome from representative numbers of patients [43–46]. For example, Yachida and 
colleagues showed in pancreatic cancer that the number of intragenic mutations in 
KRAS, CDKN2A and TP53 and immunolabeled for CDKN2A, TP53 and SMAD4 
protein products in each carcinoma were correlated to clinicopathologic feature 
[39]. Carcinomas with only one to two driver alterations were enriched for those 
patients with the longest survival [39]. As well, Curtis and colleagues undertook 
an integrated analysis of copy number and gene expression in 2000 primary breast 
tumors and provided a novel molecular stratification of the breast cancer population 
[47]. These ten integrative subgroups overlapped somewhat with existing PAM50 
subgroups and also had distinct clinical outcomes, particular in the context of long 
term survival. However, their ten subgroups still maintained certain degrees of het-
erogeneity within their tumor classification.

The keys to these studies have been the use and integration of multiple, high 
resolution platforms that include but are not limited to exome sequencing, genomic 
deep sequencing, copy number analysis and gene expression analyses [43]. Fur-
thermore, there is the necessity to undertake multi-regional analysis to identify spa-
tially distinct tumor regions [40]. Correlating spatially and temporally separated 
tumor specimens within and across patient samples can map tumor diversity within 
patients, define causative driver mutations, expose potential evolutionary trajec-
tories prior to treatment and better inform personalized therapies in those patients 
throughout the treatment course [36]. As well, the use and integration of newer 
technologies to map epigenetic changes at the microRNA and DNA methylation 
levels will further inform therapeutic choices [48, 49].

Ultimately, two scenarios for success are possible. First, the full weight of these 
technologies may identify essential driver mutations that may be critical to the sur-
vival of the cancer and, once therapeutically targeted, could lead to clinical success 
with the obliteration of that disease (possessing that unique genomic signature) in 
that individual. More likely, however, is that such a driver mutation may not be es-
sential to cells in all cancer clones, leaving the possibility of relapse after aggressive 
treatment due to expansion of a new cancer from the remaining clonal populations 
in the primary tumor or from until-now dormant metastases (Fig. 1.2). Hence, when 
necessary, the concept of ‘cure’ must include developing strategies to turn cancer 
into a chronic disease. This will necessitate several steps. First, early diagnosis is 
necessary, since by definition this suggests that clonal heterogeneity is less exten-
sive and the emergence of metastatic cells has been minimized. In addition, early 
diagnosis should be augmented by manipulating the patient’s environment by mini-
mizing environmental exposures (i.e. UV, ionizing radiation, carcinogen exposure) 
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that may contribute to genomic instability and further drive clonal evolution in pre-
existing dormant or residual cancer cells, post-treatment. Second, continual surveil-
lance is essential. Promising new methods involving the isolation of circulating 
tumor cells can provide a real-time liquid biopsy that allows assessment of genetic 
drift, molecular characterization and identification of actionable genomic targets, 
within the total population of cancer cells present in the body [50]. In addition, the 
presence of cell-free tumor-specific DNA in the peripheral blood from patients with 
metastatic disease can also be used to identify alterations in tumor burden and to 
monitor therapy response [51].

To conclude, our research efforts to date have led to great strides being made 
in acquiring mechanistic knowledge related to cancer biology, the synthesis of 
critical conceptual paradigms such as the cancer hallmarks, and the application of 
new genomic technologies that can be applied to the growing field of personalized 
medicine. The role of clonal heterogeneity in cancer offers a conceptual framework 
within which to consider cancer as an ever-evolving entity requiring integrative ap-
proaches that map cancer evolution both spatially and temporally. In some cases, 

Fig. 1.2  Clinical relevance of clonal heterogeneity and tumor progression. Here the branching 
evolution model of cancer cells is overlaid with a clinical context. This model implies that at 
different times during the course of their disease, patients have different cancers at the genomic 
level that must be targeted appropriately. Cancer cell clones expand from a progenitor ( Steps 1, 
2), eventually becoming detectable clinically ( Step 3), and are assessed and treated on the basis 
of characteristics related to the major clone in the tumor at that point in time. Tumor response to 
treatment may suggest treatment success, however surviving cells ( Step 4) may eventually expand 
until cancer relapse is confirmed. The new, genomically unique tumors require different treatment 
strategies ( Step 5; different colored lightning bolt). This process may repeat itself ( Steps 6, 7, 8) 
as new cancer clones arise
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these integrative approaches may identity novel pathways and hallmarks for which 
off-the-shelf agents do not exist, opening new treatment paradigms for investigation 
and drug development. Ironically, the present challenges we experience in under-
standing clonal heterogeneity as a mechanism underpinning metastatic progression 
may ultimately offer the best opportunities for long term successes in treating can-
cer patients. Translation of this knowledge into the clinic continues, but as is the 
case in learning any new language, we are still developing our vocabulary.
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Abstract Genome stability is tightly regulated through the cell cycle. Aberrations 
in genome structure and sequence are a hallmark of malignancy and these changes 
can allow abnormal cells to escape the regulatory mechanisms that would otherwise 
direct these cells into apoptosis or senescence. When genome instability occurs, 
it can happen as large or small structural changes in the genome, changes in gene 
expression, or even changes at the epigenetic level. There are many environmental 
factors that can induce DNA damage and strain the machinery that is responsible 
for maintaining genome stability. In some cases, such as UV light or chemical car-
cinogens, it is possible to avoid these factors and thus reduce the risk of cancer. But, 
in other instances, hereditary mutations impair the function of genes and their prod-
ucts, which normally protect the stability of the genome. While genomic instability 
offers selective advantages to the tumor, the tumor-specific loss of these pathways 
may provide therapeutic opportunities, which could be personalized through knowl-
edge of the specific types of genomic instability that characterize an individual’s 
tumor.

Keywords Genomic instability · Epigenome stability · DNA damage

Abbreviations

BER Base excision repair
BFB Break fusion break
CDK Cyclin dependent kinase
CGH Comparative genomic hybridization
CIN Chromosome instability
CpG C-phosphate-G
CRC Colorectal cancer
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DDR DNA damage response
DNA Deoxynucleic acid
DSB Double strand break
EMT Epithelial to mesenchymal transition
HDR Homology directed repair
LOH Loss of heterozygosity
MET Mesenchymal to epithelial transition
MIN or MSI, Microsatellite instability
MMR Mismatch repair
mtDNA Mitochondrial DNA
NER Nucleotide excision repair
NHEJ Non-homologous end joining
NIN Nucleotide instability
PCR Polymerase chain reaction
SAC Spindle assembly checkpoint
UV Ultraviolet

Introduction

Cancer is a genetic disease. Tumor cells contain multiple mutations, ranging from 
single nucleotide changes to large-scale structural and numerical alterations of 
chromosomes. Collectively, these mutations are referred to as genome instability, 
which may be predisposed through inherited, germ-line mutations, as in the case of 
p53, BRCA1 and BRCA2, or acquired as somatic mutations throughout an individ-
ual’s lifetime. Among the currently known cancer causing genes, 82 are associated 
with germ-line mutations, 474 are associated with somatic mutations and 513 are 
associated with chromosomal alterations [1]. These mutations promote cell growth, 
inhibit cell death and are propagated through accelerated cell division. Moreover, 
specific genetic alterations among cancer cells can give rise to sub-populations of 
cells with growth advantages, as in the case of a metastatic cancer cell or a cancer 
stem cell. These aggressive cells often arise during later stages of tumorigenesis, 
and their genome may significantly differ from the initial tumor population. How-
ever, regardless of how or when these genetic mutations are acquired, alteration 
of critical genes can change a once-normal cell into a cancerous cell that divides 
uncontrollably, and additional genomic changes may allow them to gain further 
growth advantages and eventually spread throughout the body. Thus, the molecular 
process behind tumorigenesis can be viewed as the accumulation and evolution of 
genomic alterations.

During the life cycle of a normal cell, genome maintenance is tightly regulated 
to prevent neoplastic transformation or tumorigenesis. There are various caretaker 
processes throughout the cell cycle that strategically minimize genome instability, 
including high-fidelity DNA replication, accurate chromosome segregation and cell 
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cycle checkpoints. In addition, other mechanisms, such as DNA damage response 
(DDR) pathways, telomere stability and epigenome maintenance, prevent non-mu-
tational genetic changes. Defects in these gene products and processes will compro-
mise their ability to monitor genomic alterations and execute the appropriate dam-
age responses, which include repair, induction of senescence or apoptosis. In most 
cases, alteration of a particular gene product is not sufficient for transformation but 
may fast-track a subset of pre-cancer cells to acquire additional genomic changes 
that allow them to gain further growth advantages. Accumulation rates and the types 
of genomic alterations may vary in distinct subsets of cancer cells, contributing to 
the heterogeneity observed in cancer.

The notion of genomic instability as a hallmark of malignancy has intrigued 
cancer biologists for over a century, from Theodore Boveri’s hypothesis that high-
lighted chromosomal aberrations as the cause of cancer [2, 3], to the discovery of 
the “Philadelphia chromosome” that leads to the activation of the Abl gene [4] and 
then the identification of the first familial breast cancer susceptibility gene, BRCA1 
[5, 6]. High-resolution arrays, such as comparative genomic hybridization (CGH) 
and whole-genome sequencing, have identified recurrent alterations as well as ge-
nomic heterogeneity within clinically similar cancers. For example, genomic and 
epigenomic profiling allows for more precise classification of breast cancer sub-
types, as well as the prediction of subtype-specific therapeutic targets [7].

However, despite our technological advances, we are still baffled by questions 
posited following Boveri’s observation of genetic imbalances in sea-urchin eggs, 
such as: (1) how and when does genome instability occur?; (2) how many mutations 
does it take to cause cancer?; (3) is genome instability the driver for tumorigenesis, 
or simply a passenger of disease progression?; (4) what role does genome instability 
play in cancer evolution and metastasis?; and (5) how do we take advantage of this 
shared trait of all cancer cells to uncover new paradigms for prevention, diagnosis 
and responsive therapy?

Genomic Instability in Cancer

Genomic instability is a characteristic of all cancers and encompasses a variety of 
genetic alterations ranging from single nucleotide differences to large-scale changes 
at the chromosomal levels [8]. Genomic instability can be divided into three catego-
ries based on the degree and type of genetic alteration.

a. Nucleotide Instability (NIN)

Nucleotide instability includes base substitutions, deletions and insertions of one or 
a few nucleotides. These alterations result when errors occur during DNA replica-
tion or when the repair machinery malfunctions, such as nucleotide excision repair 
(NER) and base excision repair (BER) [8]. These alterations can cause dramatic 
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changes to gene structure and expression. For example, missense mutation in the 
K-ras gene occur in over 80 % of primary exocrine pancreatic tumors and their cor-
responding metastases [9]. NIN may also arise in mitochondrial DNA (mtDNA), 
and instability of mtDNA occurs in a variety of human cancers, including colorectal 
(CRC), gastric and lung [10].

b. Microsatellite Instability (MIN or MSI)

Microsatellites are short, two to six base-pair simple, or tandem, sequence repeats 
of DNA located throughout the genome. MIN occurs when the DNA mismatch 
repair (MMR) system is impaired, which results in the expansion, contraction, de-
letion and random insertion of microsatellites [11]. The MMR system identifies 
and binds to the mismatch, and excises the erroneous nucleotide and repairs the 
mismatch. MIN has been documented in a variety of cancers, including gastric, 
ovarian, lung, endometrial, and CRC [12–17]. To date, five MIN markers have been 
recommended by the National Cancer Institute for disease screening in patients sus-
ceptible to Lynch syndrome. MIN occurs in approximately 15 % of all CRC, which 
include both hereditary and sporadic forms of CRC, and are associated with a better 
prognosis than non-MSI tumors [18].

c. Chromosomal Instability (CIN)

CIN is the most prevalent form of genomic instability, observed in over 90 % of 
all malignancies, and is detected throughout the entire neoplastic transformation 
process, from premalignant lesions to metastatic lesions [19]. For example, chromo-
some 10 is often lost in glioblastomas, resulting in the inactivation of the tumor-sup-
pressor gene, PTEN [20]. CIN refers to alterations of segments of chromosomes, or 
whole chromosomes, in terms of their structure or number, including amplifications, 
deletions, translocations, insertions, inversions, loss of heterozygosity (LOH) and 
homozygous deletions [8]. Change in chromosome numbers is a condition known 
as aneuploidy, while chromosome translocation involves the fusion of different 
chromosomes, or of two distant segments on the same chromosome, resulting in a 
chimeric chromosome [8]. Finally, the ploidy of the entire genome may deviate from 
the standard 2N complement of chromosomes and give rise to polyploid cells. CIN 
in tumor cells alters the expression of thousands of genes, which may help to explain 
why CIN tumors have a poorer prognosis than either MIN or NIN tumors [21].

Telomere Maintenance in Cancer

Telomeres are unique G-rich repetitive sequences (TTAGGG) located at the ends 
of the eukaryotic chromosomes [22, 23]. Telomeres protect the ends of the chromo-
somes and preserve their integrity [24]. As telomeres will gradually shorten with 
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each round of cell division due to chromosome end-processing, telomere mainte-
nance is necessary for continuous cell division and the addition of telomeric repeats 
must be catalyzed by telomerase reverse transcriptase (hTERT) [25]. In most so-
matic cells, insufficient telomerase activity will lead to telomere shortening and the 
induction of cellular senescence [26]. Thus, telomerase inhibition may be a promis-
ing target in cancer therapy [27–29].

Inhibition of telomerase activity in a variety of cancer cell lines resulted in accel-
erated telomere shortening, cell death and differentiation [27–29]. However, due to 
mutations in the tumor suppressor p53, cancer cells frequently bypass senescence, 
and continue to divide, which promotes genome instability due to chromosome fu-
sions [24]. Telomere shortening will signal the DDR pathway [30, 31], which may 
promote CIN, tumor initiation and progression [32, 33]. As an example, telomerase 
knockout ( mTR−/−) mice significantly increase the incidence of spontaneous tumor 
formation (4-6 fold compared to the wild-type population) due to telomere short-
ening [34]. These mTR−/−tumors have 3–18 fold more chromosome fusions and 
a two-fold increase in aneuploidy compared to mTR+/+ tumors [34]. Conversely, 
telomerase activity also promotes tumorigenesis [35]. Thus, telomere-associated 
tumorigenic processes are stage specific; telomere shortening is critical to the ac-
cumulation of genetic mutations needed for cancer initiation while, in later stages, 
telomerase activity promotes cell proliferation necessary for cancer expansion and 
metastasis.

Epigenome Instability in Cancer

Epigenetics is defined as all heritable changes that may modify gene expression 
without affecting the primary DNA sequence, such as DNA methylation and chro-
matin remodeling. DNA methylation and histone modification are the most well 
understood epigenetic processes, and preservation of these epigenetic markers dur-
ing cell division is vital for gene regulation. In cancer, epimutations may result in 
dysregulation of critical genes either independently, or in conjunction with deleteri-
ous genetic mutations. Moreover, these epimutations are inherited through clonal 
expansion, which can promote cancer initiation and progression [36, 37]. Although 
it is unclear whether these epigenetic alterations are causative or a consequence 
of tumorigenesis, it is certain that epigenome instability is a prominent feature in 
cancer.

a. DNA Methylation in Cancer

DNA methylation is a covalent modification where a methyl group is added to the 
carbon-5 position of cytosine nucleotides followed by a guanine (CpG) via a group 
of DNA methyltransferase (DNMT) enzymes [38]. DNA methylation can result in 
gene silencing, and occurs primarily at CpG islands within heterochromatin [38]. 
An individual cell’s DNA methylation pattern is important for its ability to establish 
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tissue-specific gene expression or maintain pluripotency. Global DNA hypomethyl-
ation and site-specific hypermethylation are two key epimutations that occur in can-
cer [36]. DNA hypomethylation can lead to aberrant overexpression of oncogenes, 
such as R-Ras in gastric cancer, S-100 in colon cancer [39] and IGF2 in Wilms’ 
tumor [40]. Hypomethylation of retrotransposons and specific repeat sequences can 
also result in genomic instability by promoting chromosome rearrangements [41, 
42]. Global hypomethylation in many cancers, such as in the breast, brain and cer-
vix, is positively correlated with increased grades of malignancy [43]. On the other 
hand, hypermethylation contributes to tumorigenesis by silencing the transcription 
of tumor suppressor genes, such as Rb, BRCA1 and p16 [36], which may act as a 
second hit as described by Knudson’s hypothesis [44].

b. Histone Modification in Cancer

At the chromatin level, modifications of the four core histones, H2A, H2B, H3 
and H4, regulate gene expression. These histone modifications include acetylation, 
deacetylation, methylation, phosphorylation and ubiquitination [45]. For example, 
methylation of histone H3 lysine 9 (H3K9), H3K27, H4K20, and H3 arginine 2 
(R2) are indicative of heterochromatin formation and transcriptional repression, 
while acetylation of H3 and H4 promote euchromatin formation and gene transcrip-
tion [45].

The global loss of H4K16ac and H4K20me3 has been recognized as a hall-
mark of almost all human cancers [46], while other changes in histone modifica-
tion are used as prognostic markers [47–51]. These epigenetic marks are catalyzed 
by various histone-modifying enzymes, such as lysine methyltransferases, arginine 
methyltransferases, serine-threonine kinases, histone deacetylases and acetyltrans-
ferases [45]. Aberrant expression of these enzymes results in changes in histone 
modification, which can dysregulate subsequent DNA repair, gene transcription 
and growth-promotion. For example, histone deacetylase 1 (HDAC1) is reduced in 
gastric cancer, while reduced HDAC5 and HDAC10 associate with poor prognosis 
in lung cancer [52]. Changes in histone modification patterns can also lead to an 
overall change in the chromatin structure, which increases the risk of translocation 
of random transposons and chromosome breakage during mitosis.

c. Nucleosome Remodeling in Cancer

Nucleosomes are the basic unit for DNA packaging, and the architecture of these 
nucleosomes determines chromatin structure and the accessibility of regulatory 
DNA sequences to transcription factors [53]. Nucleosome remodeling includes 
the repositioning of the nucleosome, as well as changes in the content of histone 
proteins within the nucleosome [53]. In a cancer epigenome, the sliding of pre-
existing nucleosomes and incorporation of new nucleosomes, determines chromatin 
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accessibility and gene expression [53]. For example, in hereditary nonpolyposis 
colon cancer, three de novo nucleosomes are present within the promoter CpG island 
of the MLH1 gene, which is a homolog of the E. coli DNA mismatch repair gene 
[54]. Moreover, substitution of the canonical histone proteins with non-canonical 
histone proteins within the nucleosome can also influence nucleosome occupancy 
and gene expression [53, 54].

Crosstalk Between Genomic and Epigenomic Instability

Despite the differences between DNA mutations and epimutations in cancer, their 
effects on gene regulation are ultimately the same. Indeed, these two processes 
work symbiotically and synergistically with genetic mutations in epigenetic regula-
tors resulting in epimutations, and vice versa. For example, hypermethylation of 
key tumor suppressor genes, such as Rb, PTEN, BRCA1 and MLH1, is a common 
phenomenon observed in cancers [54, 55]. On the other hand, genetic mutations of 
key epigenetic modifiers, such as different DNMTs, histone modification proteins 
and chromatin remodeling proteins, can also impair epigenome stability [56]. Both 
genomic instability and epigenomic instability are phenomena observed in almost 
all cancers at every stage of cancer evolution [56, 57]. The crosstalk between these 
two phenomena adds complexity to cancer biology but also offers potential novel 
therapeutic targets [58, 59].

Mechanisms for Genome and Epigenome Stability

For a normal cell, the end goal of cell division is to accurately duplicate its genome 
and distribute its genetic material evenly between the two daughter cells. To main-
tain genome integrity during proliferation, four major mechanisms are in place: (1) 
high-fidelity DNA replication during S-phase; (2) accurate chromosome segrega-
tion during mitosis; (3) sporadic DDR throughout the cell cycle; and (4) quality 
control checkpoints regulating cell cycle progression (Fig. 2.1).

a. Error-Free DNA Replication

The duplication of the genome during S-phase is under tight regulation to ensure 
copy number and temporal (once per cell cycle) control, known as replication li-
censing [60, 61]. Replication licensing is highly conserved throughout evolution 
and is regulated by cyclin dependent kinases (CDKs). Replication is initiated with 
the assembly of a pre-replication complex assembled at the replication origin. Un-
timely initiation can cause re-replication and aneuploidy, and low replication-initi-
ation density can lead to unfinished replication of the whole genome [62]. During 
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the extension phase of DNA replication, replication forks often pause and restart 
to ensure replication completion. Failure to restart these replication forks will 
result in double-strand breaks, single-strand DNA breaks and hyper-recombination, 
which all need to be resolved by the DDR pathway before mitotic entry to maintain 
genome stability [62]. Replication on the lagging strand occurs through the produc-
tion of multiple short Okazaki fragments, these fragments need to be ligated to 
maintain the structure of the lagging strand [63]. Moreover, there is an RNA primer 
and a short DNA segment at the 5’ end of each Okazaki fragment, which all needs to 
be removed prior to ligation of the Okazaki fragment [63]. Failure to remove these 
elements affects Okazaki fragment maturation, and can result in genomic alterations 
[63]. El-Khamisy and colleagues (Chapter 3) provide an in-depth discussion of the 
molecular control of DDR pathways.

b. Bipolar Spindle Assembly and Accurate Chromosome 
Segregation During Mitosis

After error-free DNA replication during S-phase, genome stability requires accurate 
chromosome segregation during mitosis. Chromosome segregation is a multi-step 
process, which requires faithful centrosome duplication, assembly of a bipolar 
mitotic spindle, proper attachment between the chromosomes and the mitotic 
spindle, and completion of cytokinesis. Dysregulation of any of these processes 
may result in aneuploidy.

Error-free DNA replica�on
- Replica�on licensing
- High-fidelity replica�on enzymes
- Mismatch repair system
- Telomere maintenance
- Epigenome preserva�on
- Centrosome duplica�on

- Intra-S checkpoint

Accurate chromosome segrega�on
- Centrosome separa�on
- Bipolar mito�c spindle assembly
- Bipolar chromosome a�achment
- Maintenance of chromosome structure
- Comple�on of cytokinesis

- Spindle assembly checkpoint
Mito�c entry prepara�on
- Centrosome matura�on

- G2/M checkpoint

Genome ploidy assessment

- Post-mito�c checkpoint

G1

G2

S
M

G0

Tetraploid cell with supernumerary centrosome
- Apoptosis or senescence

Precise DNA damage repair
throughout cell cycle

Fig. 2.1  Mechanisms to prevent genome instability throughout the cell cycle. The cell employs 
many mechanisms through the cell cycle to prevent genome instability. The important processes 
that occur during each phase of the cell cycle are highlighted in black while cell cycle checkpoints 
are highlighted in red
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The centrosome is the primary microtubule organizing center in the eukaryotic 
cell and is composed of a pair of centrioles surrounded by a cloud of proteins that 
promote microtubule nucleation and cilia formation [64, 65]. During mitosis, the 
centrosome directs mitotic spindle formation at the poles, which contributes to 
faithful chromosome segregation and cleavage furrow formation [65, 66]. Since the 
mitotic spindle is a bipolar structure, the centrosome must be duplicated only once 
during every cell cycle and in a semi-conservative manner. Thus, centrosome dupli-
cation occurs simultaneously with DNA replication during S-phase, and is tightly 
regulated.

Centrosome amplification, the presence of more than two centrosomes, is a com-
mon characteristic of almost all cancers, which frequently accompanies aberrant 
chromosome numbers [67]. The presence of supernumerary centrosomes during 
mitosis is problematic as it can cause multipolar mitoses, chromosome missegre-
gation, cytokinesis failure and subsequent chromosome imbalances that promote 
tumorigenesis [67]. Due to dysregulation of various tumor suppressors and onco-
genes, supernumerary centrosomes can arise from centrosome overduplication, de 
novo assembly, or previous mitotic failure [64, 67–70]. Centrosome duplication 
errors result from multiple daughter centrioles forming around a single mother cen-
triole, or multiple rounds of centrosome duplication and paired centriole duplication 
[64, 67–70]. Extra centrosomes can also be made from de novo assembly, where an 
acentriolar centrosome is made without a pre-existing centriolar centrosome as the 
template [71–73]. Various mitotic catastrophes can also result in supernumerary 
centrosomes. For example, loss of mitotic spindle integrity due to inadequate cross-
linking by microtubule-associated proteins can cause a centrosome to split with 
each individual centriole capable of functioning as a spindle pole, or the formation 
of an acentriolar spindle pole [74–79]; aborted cytokinesis, mitotic slippage and 
DNA damage are additional mechanisms for cancer cells to obtain extra centro-
somes [80].

The presence of supernumerary centrosomes may not be good news even for 
cancer cells, as catastrophic aneuploidy can result in nonviable daughter cells [81]. 
However, cancer cells have developed mechanisms that overcome this fate by clus-
tering multiple centrosomes [70, 81–84]. These mechanisms can dampen high level 
aneuploidy and extreme CIN to avoid programmed cell death [85, 86]. Given that 
centrosome clustering may be advantageous for the survival of cancer cells, this 
process may be an attractive and specific therapeutic target [83, 84, 87].

The mitotic spindle, a microtubule-based bipolar structure, is the cellular ma-
chinery responsible for the distribution of genetic material between the progeny 
cells. The mitotic spindle will capture the chromosomes at the kinetochores, align 
them along the cell’s equator, and then pull them towards each spindle pole. Mi-
totic spindle integrity is a vital tumor suppressor pathway that requires microtubule 
crosslinking and motor protein movements to establish spindle length, position and 
orientation [88–92]. Bipolar chromosome attachment generates tension across the 
sister kinetochores, and this signals for chromatid separation and mitotic progres-
sion. Erroneous attachments engage the spindle assembly checkpoint (SAC), which 
prevents the onset of anaphase until the errors are corrected. However, if the SAC 



H. Chen et al.24

fails to sense the misattached chromosome, the misattached/unattached chromatid 
will lag behind, which could mean the loss or gain of whole or part of a chromo-
some in the daughter cells [93, 94].

Cytokinesis partitions the cytoplasm of the mother cell between the two daugh-
ter cells concurrent with nuclear membrane formation. The process of cytokinesis 
includes the specification of the cleavage plane, ingression of the cleavage furrow, 
and abscission of the midbody, which are all heavily dependent on microtubule 
and actin networks. Cytokinesis failure may occur when mitotic spindle elongation 
and positioning are perturbed, thus disrupting delivery of activation signals to the 
cortex for cleavage plane formation [95]. Aborted cytokinesis will result in a cell 
with double the genetic material (tetraploid) and double the number of centrosomes. 
This tetraploid state is considered an intermediate for the aneuploid state frequently 
observed in cancer cells [96], and the fate of these tetraploid cells heavily depends 
on p53 [97–100].

Telomere-associated genome instability occurs when inappropriate DNA repair 
(i.e. non-homologous end joining (NHEJ) and homology directed repair (HDR)) 
takes place at dysfunctional telomeres. Inappropriate NHEJ produces dicentric 
chromosomes [30, 31], which are highly unstable with a tendency to break during 
mitosis [30, 31]. Repair of these new breaks can propagate new dicentric chromo-
some formation [30, 31]. This process is called the breakage-fusion-bridge (BFB) 
cycle, which can continue over multiple cell divisions and generate complex chro-
mosomal rearrangements [101, 102]. This BFB cycle generally has three outcomes: 
(1) LOH due to breakage sites or asymmetric segregation of chromosomes after 
breakage; (2) gene amplification due to breakage sites; and (3) unbalanced trans-
locations [30]. During HDR, inversions, deletions and translocations are generated 
when recombination occurs at a highly homologous stretch of telomeric DNA either 
on the same chromosome or between two different chromosomes [30]. Activation 
of the HDR pathway increases the formation of anaphase bridges, which must be 
resolved to prevent cytokinesis failure and aneuploid progenies [103]. El-Khamisy 
and colleagues (Chap. 3) provide an in-depth discussion of the molecular control of 
NHEJ and HDR pathways.

c. Cell Cycle Checkpoints

Cell cycle checkpoints are the cell’s quality control mechanisms that coordinate the 
progression of the cell cycle and delay entry into the next stage in the presence of 
genome damage. Under circumstances where the detected genome damage is not 
fixed, these checkpoints will trigger senescence, mitotic catastrophe or apoptosis to 
eliminate high-risk cells. The G1/S (and post-mitotic) and G2/M checkpoints can 
recognize DNA lesions and abnormal chromosome structures, whereas the spindle 
assembly checkpoint is an intra-mitosis surveillance mechanism that monitors the 
interaction between chromosomes and the mitotic spindle.

The post-mitotic checkpoint monitors the state of the genome after the previous 
round of the cell cycle, and delays replication in the presence of damaged DNA. 
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This checkpoint is heavily dependent on p53, which is the most commonly mutated 
gene in cancer [104]. Cytokinesis failure during the previous round of cell divi-
sion will result in tetraploid progeny with supernumerary centrosomes, a so-called 
“double-value cell” [3]. Tetraploid intermediates may play an important role 
in tumorigenesis [96, 105–109], and precede aneuploidy cells in a premalignant 
condition called Barrett’s oesophagus [106]. Tetraploid cells isolated from p53−/− 
mouse mammary epithelial cells form tumours in nude mice [100].

p53 is a phosphoprotein found at low levels in normal cells. Upon DNA damage, 
p53 is stabilized and protein turnover is inhibited through phosphorylation by ATM 
(Ataxia telangiectasia mutated) and Chk1 (checkpoint kinase-1) [110–113]. The 
key transcriptional target of p53 is the cdk inhibitor, p21Waf1 [111]. p21Waf1 binds to 
the cyclin E/cdk2 complex to inactivate the kinase, which prevents the initiation of 
DNA synthesis and blocks G1-S progression [114]. Prolonged G1 arrest by p53 can 
result in cellular apoptosis or senescence [115, 116]. When p53 is compromised, 
tetraploid cells continue to proliferate leading to increasingly error prone divisions 
and aneuploid progeny [96].

The G2/M checkpoint senses DSBs and facilitates their repair by preventing 
mitotic entry. The checkpoint inhibits the mitosis-promoting complex, cyclin B1/
cdc2 kinase, through inhibitory phosphorylation of cdc2 kinase [117–119]. If the 
G2/M arrest fails, the damaged chromosome will enter mitosis and may initiate a 
BFB cycle that can generate complex chromosomal rearrangements [101, 102]. Al-
ternatively, the acentromeric fragment of the broken chromosome may be degraded, 
while the centromeric fragment may be repaired through the addition of a telomere 
region [120].

The spindle assembly checkpoint is a unique surveillance mechanism that does not 
sense DNA damage, but rather serves as a preventative measure against genome in-
stability. During mitosis, sister chromatids are kept together by the cohesion complex, 
which is degraded at the metaphase-anaphase transition in an ubiquitin-dependent 
manner by the anaphase promoting complex/cyclosome. Correct bipolar attachment 
of chromosomes generates tension across the sister chromatids at the centromeres 
[121, 122]; the assembly checkpoint generates a wait signal in the absence of tension 
due to erroneous attachment, such as syntelic (both sister chromatids are attached to 
the same pole), monotelic (only one sister chromatid is attached) and/or absence of 
any attachments from either sister chromatid [123]. Upon assembly checkpoint acti-
vation, the mitotic checkpoint complex is loaded onto the kinetochores of the misat-
tached chromosome, which inhibits the anaphase promoting complex/cyclosome and 
allows the cell to fix the erroneous attachment [121, 123].

The assembly checkpoint involves extensive kinase signaling pathways to sense 
misattachments, delay chromosome segregation and correct attachment errors. For 
example, Aurora kinase B detects chromosome misattachments [124, 125], but Au-
rora kinase A can override the checkpoint and enable cells to enter anaphase despite 
misattached chromosomes [126, 127]. In order for all 23 pairs of chromosomes to 
establish bipolar attachment during metaphase, a delicate balance is needed be-
tween stabilization of the correct kinetochore-microtubule attachment and turnover 
of misattachments by dynamic spindle microtubules. Polo-like kinase 1 decreases 
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kinetochore–microtubule dynamics to stabilize initial attachments during prometa-
phase, and removal of Polo-like kinase 1 from kinetochores during metaphase is 
necessary to maintain microtubules dynamics [128]. Finally, the checkpoint kinase 
BUBR1 inhibits the anaphase promoting complex/cyclosome through interactions 
with the mitotic checkpoint complex and the motor protein CENPE, which is re-
quired for microtubule attachment at the kinetochores [129, 130].

Mosaic variegated aneuploidy (MVA; OMIM: 257300) is a rare, hereditary con-
dition due to biallelic mutations in BUBR1 and characterized by mosaic aneuploidy 
that leads to developmental defects and predisposition to cancer [131–136]. Both 
frameshift and missense mutations in the gene encoding BUBR1 have been identi-
fied in MVA families [135, 136], which result in truncated transcripts and reduced 
protein abundance [137]. Reduction in BUBR1 levels affect chromosome attach-
ment and assembly checkpoint stringency, which leads to premature chromatid 
separation. As a result, individuals with MVA have a high incidence of childhood 
cancers, such as Wilms’ tumour, rhabdomyosarcoma and leukemia. The severity 
of the disease phenotype in MVA patients reinforces the notion that the assembly 
checkpoint is crucial for the prevention of genomic abnormalities and cancer.

Prevention, Detection, and Prognosis of Genome Instability

Preventing DNA damage and genome instability can reduce the risk of developing 
cancer. Although there is no one way to prevent genomic damage, measures can be 
taken to reduce one’s exposure to non-inherited sources and limit one’s cancer risk.

a. Non-Inherited Sources

Many environmental factors, such as exposure to carcinogens, viruses, and diet, 
may lead to genome instability and eventually cancer. In the following section, we 
will discuss some of these environmental factors, how they lead to genome instabil-
ity, and some methods that reduce exposure to these risk factors.

People are exposed to radiation daily, particularly in the form of solar radiation 
(ultraviolet (UV) light). UV-A light causes indirect DNA damage by producing free 
radicals and reactive oxygen species that go on to damage DNA, while UV-B light 
directly damages DNA by causing the formation of pyrimidine dimers [138]. DNA 
damage from UV light is a causative factor for melanoma and other skin cancers 
[139]. Fortunately, it is easy to take steps, like using a sunscreen that protects against 
both UV-A and UV-B light, which can cut the risk of melanoma in half [140].

Chemical carcinogens are found in the environment and can arise from many 
different sources. Some chemical carcinogens, like air pollution, cannot be com-
pletely avoided and, in these cases, it is important to limit exposure as much as pos-
sible. Other chemical carcinogens, like cigarette smoke, can be completely avoided. 
Cigarette smoke contains more than 20 carcinogenic chemicals [141] and smoking 



2 The Generation, Detection, and Prevention of Genomic Instability … 27

causes at least 80 % of lung cancers and 20–30 % of pancreatic cancers [142, 143]. 
Benzene, a carcinogen in cigarette smoke, is linked to leukemia and other blood-
related cancers [144] and is known to cause genome instability by inducing DNA 
strand breaks and other chromosome damage [145].

Human papillomavirus (HPV) can induce cancer of the cervix, vulva, vagina, 
penis, oropharynx, and anus. HPV can be passed on to children during birth and has 
been implicated in cases of sporadic retinoblastoma in children [146]. HPV causes 
cancer through expression of virus proteins or oncoproteins that promote oncogen-
esis. In HPV, the E6 and E7 oncoproteins cause aberrant proliferation [147–149], 
leading to centrosome duplication and eventual genome instability. Ectopic expres-
sion of E6 and E7 leads to structural and numerical chromosomal abnormalities, 
respectively [150–152]; similar abnormalities, such as enlarged nuclei, multinucle-
ate cells, and tripolar mitotic spindles, are observed in clinical samples of cervical 
lesions. Vaccines that protect against several HPV strains, including HPV-16 and 
HPV-18 [148, 153], have been developed and their use may significantly reduce the 
prevalence of HPV-induced cancers.

Diet impacts DDR pathways as certain nutrients act as necessary cofactors. A 
dietary lack of folate, for example, can lead to the misincorporation of uracil into 
the genome rather than thymidine [154], which induces chromosome strand breaks 
and/or impairs excision repair. A reduced dietary intake, or low tissue/plasma levels, 
of Vitamin B6 associates with a higher risk of developing cancer while Vitamin 
B12 (folic acid) deficiency is linked to DNA damage, such as chromosome breaks, 
micronuclei formation, and DNA hypomethylation [155]. Additionally, low dietary 
intake of calcium, folate, nicotinic acid, vitamin E, retinol, and β-carotene and high 
intake of panthothenic acid, biotin, and riboflavin have been associated with in-
creased genomic instability [156]. With respect to β-carotene, sufficient intake in 
one’s diet correlated to a lower risk of MSI-H types of colon cancer [157]. Together, 
these data highlight the importance of a well-balanced diet in the maintenance of 
genome integrity.

b. Diagnosis of Genome Instability

The type and level of genomic instability may offer opportunities to personalize 
therapies, which will be discussed in greater detail in Chaps. 9 and 10. Methods to 
quantify genomic instability, including the structure of the chromosomes, genomic 
sequences, and/or gene expression, each have intrinsic advantages and disadvan-
tages. In the following sections, and in Table 2.1, we outline some of the common 
methods used to identify genome instability. Chapter 4 will discuss in more detail 
some new methods for measuring and modeling DNA damage.

b.i. Diagnosing Large Scale Aberrations

Karyotyping images and arrays all chromosomes to measure aneuploidy, chromo-
some breaks, translocations, and inversions [158, 159]. Different types of staining  
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Technique Isolate entire 
chromosomes 
and determine 
ploidy with dyes

Label cells with 
DNA dye and 
fluorescence 
determines 
ploidy

Hybridize non- 
tumor and tumor 
samples. Identify 
balanced or un-
balanced signal

Label cells with 
probes that bind 
chromosomes

Aberrations 
detected

Aneuploidy, 
inversions, chro-
mosome breaks, 
translocations

Changes in 
ploidy

Changes in copy 
number

Changes in 
ploidy

Advantages High sensitiv-
ity for mosaic 
cultures can 
detect balanced 
aberrations

Better resolution Very accurate for 
ploidy

Disadvantages Low resolution Not automated 
cell sectioning 
and overlap

Detection of 
mutations is 
limited
Low sensitiv-
ity in mosaic 
cultures

Limited to 
ploidy

Small aberrations
ISSR-PCR AP-PCR SNP Array Genome 

sequencing
Technique Amplify micro-

satellite regions. 
Compare 
PCR products 
between tumor 
and non-tumor 
samples

DNA amplified 
using random 
primers. Foot-
print is compared 
between tumor 
and non-tumor

DNA fragments 
labelled, hybrid-
ized to an array 
with known 
SNPs

Isolate genomic 
DNA and 
sequence

Aberrations 
detected

MIN, amplifica-
tions, deletions, 
translocations, 
insertions

Amplifica-
tions, deletions, 
insertions 
translocations

LOH, copy num-
ber changes

All mutations

Advantages Uses small 
amounts of 
sample. No prior 
sequence knowl-
edge required

Detects copy 
neutral events

Multiple muta-
tions at one time

Disadvantages Exact region dif-
ficult to identify

Reproducibility Low sensitiv-
ity in mosaic 
cultures

Cost

Table 2.1  Methods of determining genomic instability
Large aberrations

Karyotype FISH Array-CGH Flow cytometry
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Expression analysis
Technique mRNA is labelled and hybridized to an array. Fluorescence is compared 

between tumor and non-tumor samples
Aberrations 
detected

Mutations that cause changes in gene expression, including epigenetic 
changes

Advantages Can easily identify involved genes. Certain profiles have been linked to 
particular prognoses

can be used to identify different characteristics of the chromatin. For example, 
Giemsa stain binds to heterochromatin and the banding patterns will indicate in-
sertions, deletions, and other abnormalities. Spectral karyotyping, a type of flu-
orescence in situ hybridization, employs multiple fluorescent probes to uniquely 
identify chromosome pairs and determine changes in ploidy and rearrangements. 
Array-CGH also detects changes in copy number, such as insertions, deletions, and 
amplifications [160, 161] by hybridizing fluorescently-labeled DNA isolated from 
cancer cells to fluorescently-labeled DNA isolated from non-cancer cell. This meth-
od has better resolution than karyotyping or fluorescence in situ hybridization, but 
it cannot detect mutations, such as inversions and translocations that do not change 
the copy number.

b. ii. Diagnosing Small Scale Aberrations

There are several polymerase chain reaction (PCR)-based assays that identify genomic 
instability. Inter-simple sequence repeat PCR (ISSR-PCR) uses primers that have re-
gions homologous to dinucleotide repeats to amplify microsatellite regions of DNA 
[162–166]. By comparing the gains and losses in amplified DNA bands between tu-
mor and normal tissues, regions of genome instability can be identified. The advan-
tage of this method is that it can detect smaller alterations however it may be diffi-
cult to find, or sequence, the altered DNA region. Arbitrarily primed PCR (AP-PCR) 
uses primers composed of random sequences and low stringency conditions to create 
genome footprints for normal and tumor tissues, which allows detection sequence 
changes, insertions, deletions, and amplifications [167]. This technique uses small 
amounts of DNA, and allows one to reamplify, clone, and/or sequence the resulting 
bands which aids in the identification of abnormal tumor sequences [168], however 
specificity and reproducibility can be challenges. Single nucleotide polymorphism 
(SNP) arrays can detect LOH and copy number changes [169, 170]. Although simi-
lar to array-CGH, SNP arrays have an advantage in that they can detect copy-neutral 
events. Due to their high resolution (i.e. over 1.8 million markers that span the 
entire genome), SNP arrays enabled discoveries such as a reduced level of genome 
instability in hereditary as compared to sporadic cases of retinoblastoma, which 

Table 2.1 (continued) 
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contrasted with a popular model for hereditary retinoblastoma [171]. However, 
SNP arrays may not be sufficient to identify mutations in mosaic cultures. Whole 
genome sequencing will identify point mutations [172–174], but its high cost pre-
cludes it broad clinical application at this time.

Genome instability can also be determined by gene expression analyses. Several 
different profiles can identify cancer cells and some of these profiles are also pre-
dictive of prognosis. Habermann et al. [175] identified a 12-gene expression signa-
ture that distinguished between breast cancers with high or low genomic instability 
[175]. This signature can also predict prognosis in other cancer types [176]. A CIN 
measure, using either the top 25 or top 70 genes (CIN25 and CIN70 signatures re-
spectively), correlated gene expression to the “total functional aneuploidy” in data 
sets from many different tumor types [177].

c. Genomic Instability and Cancer Prognosis

Genome instability is typically correlated with a poor prognosis [175–177]. Higher 
CIN is indicative of a poor prognosis in early invasive luminal HER2-negative and 
node negative breast cancer. Moreover, the 3q8pq20 subtype of oral cancer is prone 
to chromosome abnormalities and a higher rate of metastasis than non-3q8pq20 
patients. However, genome instability is not always correlated with a poor progno-
sis. In sporadic colorectal cancer, patients with microsatellite instable cancers have 
better prognosis. Moreover, some cancers appear to have a threshold where genome 
instability no longer indicates a poor prognosis. In some ER-negative breast can-
cers, the CIN MCD4 cohort had better survival than patients that were classified 
in the intermediate and lower MCD cohorts [178]. This improved outcome was 
also seen in MCD4 patients that were treated with adjuvant chemotherapy. Thus, 
genomic instability may empower tumor heterogeneity but it may also negatively 
impact biological fitness.

Genetic Changes and Cancer Evolution

Carcinomas undergo a series of morphological changes to promote local invasion 
and distant migration. In preparation for local dissemination, tumor cells may un-
dergo an adaption known as the “epithelial-mesenchymal transition” (EMT), which 
allows these epithelial cells to invade nearby blood and lymphatic vessels and 
migrate to distant sites [179-181]. Activation of the EMT program in tumor cells 
requires changes to the genome and/or epigenome, which promotes the turnover 
of adherens junctions, the expression of extracellular matrix degrading enzymes, 
and increased cell motility among other changes. Once these metastatic cells have 
reached their potential secondary colonization sites, they must pass through a rever-
sal process called the “mesenchymal-epithelial transition” (MET). In theory, tumor 
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cells undergoing reversible EMT and MET programs suggests the new tumor colo-
ny should be identical to the cells in the primary tumor. However, multiple studies 
have identified genetic and epigenetic heterogeneity in metastatic cells, suggesting 
that not all tumor cells are capable of initiating metastasis or able to revert back to 
their previous epithelial stage during MET [182–184].

The process of neoplastic progression is an evolutionary process, similar to that 
observed during speciation, where heritable genetic variations can promote the 
survival of tumor cells through clonal expansion [185–187]. Mutations and epi-
mutations that favor increased proliferation and resistance to apoptosis are highly 
favorable during clonal expansion of neoplastic cells. For example, amplification 
of Aurora kinase A can override the assembly checkpoint to prevent mitotic arrest 
and promote chromosome aberrations [126]. The tumor microenvironment changes 
as the disease progresses; dense population growth and over-consumption of local 
resources add selective pressures for dispersal and metastasis. In most solid tumors, 
the center of the tumor mass is often necrotic, hypoxic and densely populated [188, 
189]. Metastatic cells, however, leave the primary tumor site and colonize second-
ary sites, which require certain fitness advantages. An aneuploid genome, and the 
heterogeneity it engenders, has been shown to promote metastatic properties [190]. 
On the other hand, tumor cells at the primary site may be selected for their ability 
to cope with the stressful local environment through metabolic reprogramming. For 
example, hypoxic cancer cells uses glucose as fuel and produce lactate as a waste 
product, which serves as fuel for their oxygenated neighboring cells [191–193]. 
This intratumor symbiosis enables tumor cell cooperation that promotes tumor 
growth. Lastly, cancer therapies apply artificial selection pressures over the tumor 
cell population. Thus, the mosaic genome and epigenome in cancer cells may seem 
chaotic, but, in its chaos, may in fact coordinate disease progression.
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Abstract Cells are continually challenged by DNA assaults from endogenous and 
exogenous sources. Without appropriate repair, DNA damage can cause genome 
instability and the development of various diseases such as cancer, Immunodefi-
ciency, neurological abnormalities, and premature aging. To maintain genome 
integrity, cells have evolved highly conserved defense mechanisms, collectively 
known as the DNA damage response (DDR), to identify the lesions, signal their 
presence, and activate the appropriate DNA repair pathway. In this chapter, we will 
discuss the recent advances in DDR, cancers with heritable defect in DNA repair, 
and secondary cancers developed following treatment with chemotherapeutic drugs 
that damage the DNA. We will focus on four major repair pathways with particular 
attention to the exploitation of recent knowledge to improve cancer therapy.

Keywords Double-strand breaks · Single-strand breaks · Reactive oxygen species ·  
Synthetic lethality · Homologous recombination · Non-homologous end joining · 
Mismatch repair · DNA end processing · Fanconi Anemia

Abbreviations

5′ dRP 5′ deoxyribose phosphate
8-oxodG 7,8 dihydro-8-oxo-2′-deoxyguanosine
8-oxoGua 8-oxo-7,8-dihydroguanine
9-1-1 Rad9-Rad1-Hus1
AML Acute myeloid leukemia
A-NHEJ Alternative NHEJ
APE-1: Apurinic endonuclease
aCGH Array comparative genomic hybridization
B-CLL B-cell chronic lymphocytic leukemia
BER Base excision repair
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BIR Break-induced replication
BMF Bone marrow failure
C-NHEJ Classical NHEJ
CRC Colorectal cancer
DDR DNA damage response
dHJ Double Holliday junction
DSB Double strand break
DSBR DSB repair
dsDNA Double-stranded DNA
EC Endometrial cancer
EDM Exonuclease domain mutations
FA Fanconi anemia
FapyA 4,6 diamino-5-formamidopyrimidine
FapyG 2,6-diamino-4-hydroxy-5-formamidopyrimidine
FEN-1 Flap endonuclease-1
hESC Human embryonic stem cell
HSC Hematopoietic stem cell
HR Homologous recombination
ICLs Interstrand crosslinks
IDLs Insertion-deletion loops
iPSC Induced pluripotent stem cells
IR Ionizing radiation
LS Lynch syndrome
MGMT Methylguanine methyltransferase
MIN or MSI Microsatellite instability
MMR Mismatch repair
MPG N-methylpurine DNA glycosylase
NEIL1 Endonuclease VIII-like 1
NHEJ Non-Homologous end joining
OGG1 8-oxoguanine glycosylase
PAR Poly ADP-ribose
PARG Poly(ADP-ribose) glycohydrolase
PARP poly (ADP-ribose) polymerase
PNK polynucleotide kinase
PUA α, β-unsaturated aldehyde
ROS Reactive oxygen species
RPA Replication protein A
SCE Sister chromatid exchange
SL Synthetic lethality
SSA Single-strand annealing
SSB Single strand break
SSBR SSB repair
SSDA Synthesis-dependent strand annealing
ssDNA Single-stranded DNA
t-AML Therapy-related AML
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TLS Translesion synthesis
t-MDS Therapy-related myelodysplastic syndrome
t-MDS/MPN Therapy-related myelodysplastic/myeloproliferative neoplasms
t-MN Therapy-related myeloid neoplasms
UAF1 USP1-associated protein
USP1 Ubiquitin-specific peptidase 1
UV Ultraviolet
VUS Variants of uncertain significance

Introduction

Damage to the DNA poses a threat to the survival of the organisms and the faithful 
transmission of genetic information to offspring. Genome integrity is continually 
challenged by both endogenous and exogenous factors that can lead to genomic 
instability. Endogenous DNA damage can arise from attacks by reactive oxygen 
species (ROS), which are normal cell metabolic byproducts. Additionally, misin-
corporation of dNTPs during replication and base deamination, depurination, and 
modification contribute to endogenous DNA breakage. Exogenous DNA damage, 
on the other hand, can arise from ionizing radiation (IR), ultraviolet (UV) light, and 
chemical exposure to genotoxic material like industrial chemicals [85, 35]. Addi-
tionally, conventional cancer chemotherapeutic agents work by inducing extensive 
DNA damage and, in turn, cell death. Because these agents do not target cancer 
cells exclusively, mutations may also be propagated to normal cells leading to the 
development of secondary cancers [31]. The most common forms of DNA dam-
ages are single base lesions and DNA single-strand breaks (SSBs), and the ones 
with the most deleterious effects are interstrand crosslinks (ICLs) and DNA double-
strand breaks (DSBs) [131, 35]. To avoid such deleterious outcomes, cells have 
evolved defense mechanisms, collectively known as the DNA damage response 
(DDR) to identify lesions, signal their presence, and activate the appropriate DNA 
repair mechanisms that will work on fixing the damage with little to no loss. Dis-
tinct DNA lesions are repaired by different DNA repair pathways such as mismatch 
repair (MMR), SSB repair (SSBR), DSB repair (DSBR), and Fanconi anemia (FA) 
pathway. While each of these pathways process a particular set of lesions, there is 
also considerable overlap between the pathways [73, 138].

Cells defective in any of the DNA repair pathways generally demonstrate high 
sensitivity towards DNA damaging agents and this could be viewed as two sides of 
the same coin: one negative side, which is the predisposition to diseases like cancer, 
and the other positive side, which is portrayed in harnessing this knowledge for tar-
geted therapy. In this chapter, we shall discuss the recent advances in selected DNA 
repair pathways, with particular attention to cancers with heritable defect in DNA 
repair and secondary cancers developed following treatment with chemotherapeutic 
drugs.
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Mismatch Repair

The MMR pathway is a bidirectional excision-resynthesis system that corrects mis-
matches generated during DNA replication or homologous recombination (HR). 
MMR increase the fidelity of DNA replication by 1000-fold [112, 184]. Mismatches 
fall into two groups: base-base mispairs resulting from incorrect nucleotide inser-
tion by DNA polymerases and insertion-deletion loops (IDLs) resulting from slip-
page of DNA polymerase at simple sequence repeats (microsatellite) [116, 126].

a.i.-Prokaryotic Mismatch Repair MMR is well conserved from bacteria to mam-
mals. The primary bacterial proteins involved in MMR are designated MutS, MutL, 
and MutH. MutS recognizes mismatchs as homodimers. MutL (also called molecu-
lar matchmaker) facilitates the interaction between DNA-MutS-MutL and MutH 
[150, 194]. MutH cleaves GATC sequences selectively in the nascent strand, which 
remains transiently unmethylated because deoxyadenine methylase lags behind the 
replication fork [121]. The nicked strand is cleaved by one of four single-strand 
exonucleases (the 5′ → 3′ exonucleases ExoI and ExoX or the 3′ → 5′ exonucleases 
RecJ and ExoVII) [24]. The single-strand gap is bound by single strand-DNA bind-
ing protein (SSB). DNA polymerase III then completes the gap, and DNA ligase 
seals the nick [88].

a.ii.-Eukaryotic Mismatch Repair MMR in eukaryotes retains many of the key 
features of the E. coli MMR pathway. The MutS equivalents in humans (MSH) 
exist in two heterodimeric forms: MutSα (MSH2 and MSH6) that identifies base-
base mismatches and small loops, and MutSβ (MSH2 and MSH3) that identifies 
larger loops, with some overlap in substrate specificity between the two MutS com-
plexes [127]. Recently, MutSα has been shown to have strong bias for insertion 
loops repair, while MutSβ has an even stronger bias for deletion loops repair [195]. 
Human cells express more MSH6 than MSH3, leading to a MutSα: MutSβ ratio of 
10:1 [51, 147]. Despite their redundant activities, both complexes are required for 
MMR, and defective or abnormal expression of MSH6 or MSH3 leads to spontane-
ous mutation (mutator phenotype) [51, 52, 79, 148].

Heterodimeric MutS complex (MSH2/6 or MSH2/3) recognizes the substrate, 
likely by recognizing increased flexibility at the site of the mismatch [95]. MutS 
complex then recruits MutL. MutL equivalents in humans exist in three het-
erodimeric forms: MutLα (MLH1–PMS2), MutLβ (MLH1–MLH3), and MutLγ 
(MLH1–PMS1). MutLα is the major MutL homolog that participates in MMR and 
has endonuclease activity [30]. MutLα binds several MMR proteins and modu-
lates their activity in a mismatch-dependent manner [116, 126]. EXO1, the only 
eukaryotic exonuclease implicated in MMR to date, has an obligate 5′→3′ polarity, 
which seems inconsistent with the bidirectional MMR, but close analysis revealed 
that MutLα harbors cryptic endonuclease activity. PMS2 introduces a nick in the 
daughter strand 5′ or 3′ of the mismatch, and this nick serves as an entry point for 
the EXO1 that carries out the excision step [100, 101]. Consistently, MLH1–PMS2 
is required for 3′ excision but not 5′ excision [41, 185, 255]. Replication protein A 
(RPA) protects the MMR excision intermediate from nuclease degradation, and the 
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excised DNA strand is resynthesized by Polδ [116, 126]. The basic human MMR 
system includes MutSα or MutSβ, MutLα, EXOI, PCNA, RFC (loads PCNA onto 
DNA), RPA, Polδ, and DNA ligase I [41, 255]. The 5′ to 3′ mismatch-directed 
strand excision requires only MutSα, EXOI, and RPA, whereas substrates with a 3' 
nick also require MutLα, PCNA, and RFC [56].

MMR in eukaryotic cells has to deal with the nucleosome to reach the mismatch. 
Previous reports have demonstrated that DNA mismatches within tightly associated 
nucleosomes, in contrast to naked DNA, are poor MMR substrates [125, 202], so 
there must be a signal that allows for a timely recruitment of MMR onto the nucleo-
some. Li et al. [124] have made a breakthrough by demonstrating that an epigenetic 
histone mark, H3K36me3, during G1- and early S-phase recruits the MutSα onto the 
chromatin before replication, independent of the presence of mismatch. Cells that 
lack STD2 (H3K36 trimethyltransferase) display microsatellite instability (MSI) 
and spontaneous mutation frequencies, characteristic of MMR-deficient cells.

a.iii.-Strand Discrimination Eukaryotic cells do not use methylation for strand dis-
crimination, alternatively a nick in DNA can signal for strand-specific eukaryotic 
MMR in vitro. The first biochemical studies carried out with extracts of human or 
Drosophila melanogaster cells showed that covalently closed circular DNA sub-
strates with a single mismatch were refractory to MMR, but a nick in either strand 
situated up to 1 kb away from the mismatch was necessary and sufficient to activate 
the MMR process [86, 223]. Discontinuous lagging strand synthesis of Okazaki 
fragments (aproximately 200 bp long in eukaryotes) introduces a high number of 5' 
DNA ends that discriminate the nascent lagging strand [25]. On the other hand, the 
leading strand is replicated in a continuous manner. This raises the question of how 
the MMR directs the nascent leading strand.

The answer to this question appears to lie in an interaction between MutLα and 
PCNA. RFC loads PCNA at 3′ primer termini (boundaries between double- and sin-
gle-stranded DNA) with the same side facing the DNA terminus [154]. Mismatch 
made by DNA polymerase is detected by MutSα or MutSβ, which slides along the 
DNA, interacts with PCNA, and displaces the polymerase. The loading of MutLα 
generates a protein complex that travels towards the mismatch where MutLα can 
introduce nicks in the leading strand, which are used as loading sites for EXO1. 
Since only one strand of DNA has the correct orientation (5′ → 3′ or 3′ → 5′) for 
hydrolysis, the enzyme will cleave only a single strand [182, 183]. According to this 
model, on the leading strand, the MutLα/PCNA complex needs to travel from the 3′ 
terminus to the mismatch which could be hundreds of nucleotides away [202], so 
it was suggested that MMR is less efficient on the leading strand compared to the 
lagging strand, where strand discontinuities are available [169].

Recently, an additional mechanism was proposed for the nascent leading strand 
discrimination. During replication, more than one million ribonucleotides are 
introduced into the mouse genome [84, 193]. A similar situation occurs in Sac-
charomyces cerevisiae, where Polε (the leading strand polymerase) incorporates 
about four times more ribonucleotides than Polδ (the lagging strand polymerase) 
into the nascent DNA [140, 170, 171]. Recent reports have shown that RNase H2-
dependent processing of the ribonucleotides incorporated by Polε acts as a signal 
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that can direct MMR to the nascent leading strand. Inhibition of RNase H2 has 
no effect on the lagging strand because of the high number of nicks introduced 
by Okazaki fragments. This mechanism has limited contribution to MMR fidelity 
because it requires that the mispair and the ribonucleotide are within 1 kb of each 
other [72, 139].

b. Mismatch Repair Deficiency, Microsatellite Instability, and Lynch Syndrome Mic-
rosatellites are short repetitive DNA sequences 1–6 [60]. Because of their repetitive 
sequence structure, microsatellites exhibit a particularly high mutation rate. During 
replication, DNA polymerases often fail to correctly duplicate the microsatellite 
repeats due to slippage, which results in IDLs [183]. This phenomenon is known as 
MSI and it is recognized as length changes in the microsatellites. The MSI status is 
determined using a panel of five microsatellites (BAT25, BAT26, D2S123, D5S346, 
and D17S250) [155].

In 1993, MSI was detected in about 10–15 % of sporadic colorectal carcinomas 
as well as in > 90 % of Lynch syndrome (LS) patients, also referred to as hereditary 
nonpolyposis colorectal cancer (CRC) [183]. The finding that MMR deficiency in 
Saccharomyces cerevisiae induced MSI led to the suggestion that cancers with MSI 
might also have defects in MMR [97]. LS is a prevalent autosomal dominant he-
reditary cancer syndrome caused by heterozygous mutations in one of the MMR 
genes MSH2, MSH6, MLH1, or PMS2 [191]. The mutations in MMR genes that 
lead to truncation or deletion can be securely classified as pathogenic, but in a sig-
nificant fraction of individuals suspected to develop LS, subtle alterations in MMR 
genes are identified such as missense mutations or mutations in splice sites. These 
types of mutation are called variants of uncertain significance (VUS) [191]. The 
pathogenesis of many of these VUS is not clear due to the absence of data on the 
consequences of these mutations on gene function. Many functional analysis assays 
have been developed in vitro and in vivo to identify the pathogenicity of VUS [50, 
191]. Recently, using yeast as a model system, it has been demonstrated that more 
than half of the deleterious missense mutation in MSH2 result in lower levels of the 
protein due to ubiquitin-mediated proteasomal degradation (the primary ubiquitin 
ligase being san1). Increasing the expression of the unstable variants, deletion of 
san1, or the of proteasomal inhibitor restores MMR function [9].

MSI is known to occur due to defects in MMR genes, such as germline mutation 
in MSH2 or MLH1 in most LS cases and epigenetic silencing of MLH1 in most spo-
radic cases [19, 82, 118, 232]. Nevertheless, many colorectal and several other MSI-
positive cancers do not have genetic or epigenetic defects in MMR genes. Recently, 
Li et al. [124] have shown that depletion of SETD2 impairs MutSα chromatin bind-
ing, leads to MSI, and increases the mutation rates. Intriguingly, they have found 
a renal cell carcinoma and a Burkitt’s lymphoma cell line, both without defects in 
MMR genes but MSI positive, to be mutated in SETD2. This report provides an 
explanation for the discrepancy between the genotypes and phenotypes of such can-
cers. In addition, recent studies support the idea that defects in MMR pathway could 
be independent from defects in MMR genes. POLE and POLD1 are related B fam-
ily polymerases, and they represent the main catalytic and proofreading subunits of 
the Polε and Polδ enzyme complexes [187, 168]. POLE and POLD1 contain a 3′–5′ 
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exonuclease (proofreading) domain which recognizes and excises the mispair and 
in turn increases replication fidelity by approximately 100-fold. Recent reports have 
shown that POLE and POLD1 exonuclease domain mutations (EDMs) increase the 
susceptibility to CRC and, in the latter case, to endometrial cancer (EC). In addi-
tion, somatic POLE EDMs have been reported in sporadic CRCs and ECs [34, 177].

Microsatellites have been identified within the coding sequences of a number 
of genes [54, 55]. The DNA polymerase slippage within these coding sequences 
can induce frameshift mutations. In case of CRC genomes, cancer-associated genes 
frequently affected by MSI (e.g., TGFBR2, ACVR2A, and BAX) have been inves-
tigated [99, 146, 189]. Recently, Kim et al. [108] have provided a comprehensive 
analysis of the prevalence and functional consequence of MSI in CRC and EC. 
Using exome and whole genome sequencing, they have shown that recurrent MSI 
events in coding sequences have (1) elevated frameshift-to-inframe ratios, so they 
hypothesized that the genes inactivated by recurrent MSI may have tumor suppres-
sor roles, and the high frame shift (nonneutral) could provide selection advantage 
on coding sequence (2) lower transcript levels than wild-type alleles, which may be 
due to RNA surveillance pathway that eliminates mRNA containing a premature 
stop codon, and (3) tumor type specificity.

Mismatch Repair, Monofunctional Alkylating Agent,  
and Therapy-Related Myeloid Neoplasms

Conventional chemotherapeutic agents used in clinics operate by inducing DNA 
damage in cancer cells. Unfortunately, normal cells are also targeted by these 
chemotherapeutic agents, which induce mutations and, in turn, the development 
of secondary cancers in normal cells. The most prevalent forms are therapy-relat-
ed myeloid neoplasms (t-MN) account for about 10–20 % of myeloid neoplasms 
and can be subdivided into therapy-related myelodysplastic syndrome (t-MDS), 
therapy-related acute myeloid leukemia (t-AML), and therapy-related myelodys-
plastic/myeloproliferative neoplasms (t-MDS/MPN) [218]. Based on the type of 
chemotherapeutic agents, two main subtypes of t-MN with different characteristic 
have been identified. The first subtype of t-MN is related to exposure to alkylating 
agents, and it is characterized by a long latency period of 3–10 years, a preceding 
myelodysplasia, and loss of all or parts of chromosomes 5 or 7 or both. The second 
subtype of t-MN is related to exposure to topoisomerase II poisons and is character-
ized by a short latency period of 1–3 years, often without a preceding myelodys-
plasia, and balanced chromosomal rearrangements involving MLL at 11q23 and 
t(15,17)(PML-RARA) [74, 178, 181].

Alkylating agents are divided into monofunctional (e.g., temozolomide, da-
carbazine, and methylnitronitrosoguanidine (MNNG)) or bifunctional alkylating 
agents, such as nitrogen mustards (chlorambucil and cyclophosphamide), and chlo-
roethylating agents (e.g., nimustine (ACNU), lomustine (CCNU), and carmustine 
(BCNU)) [113]. Base excision repair (BER) can repair the majority of the alkylated 
DNA adducts induced by monofunctional alkylators except for O6meG, which is 
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largely responsible for the cytotoxicity of this class of chemotherapeutic agents. 
Methylguanine methyltransferase (MGMT) can directly repair the O6meG by 
covalent attachment of the methyl group from the O6meG to a cysteine residue 
on MGMT, leading to irreversible inactivation of MGMT [71, 145, 162]. During 
replication, DNA polymerases frequently mispair O6meG with thymine, which, in 
turn, activates the MMR [213]. Interestingly, rather than repairing O6meG, MMR 
induces DNA damage signaling, cell cycle arrest, and apoptosis [83, 98, 158]. This 
means that the cytotoxicity of monofunctional alkylating agents requires a profi-
cient MMR. Indeed, cells proficient in MMR and deficient in MGMT show high 
sensitivity to monofunctional alkylating agent, while cells deficient in MMR and 
MGMT are resistant to cell death and have increased mutation rates [18, 45, 204]. 
The mutator phenotype that characterizes MMR-deficient cells may accelerate 
t-MN development. Consistently, t-AML, which arises after exposure to alkylating 
agents, displays MSI [31].

The mechanism by which MMR mediates the cytotoxicity of monofunctional al-
kylating agents is not fully understood. Two models have been proposed, the “futile 
cycle” and “direct signaling” models. The “futile cycle” model suggests that since 
the MMR machinery can only target the newly synthesized DNA strand containing 
the mismatched thymine, the O6meG will never be removed and another thymine 
opposite to O6meG will be inserted in the following replication. The repeated exci-
sion and regeneration of O6meG:T mispairs will induce cytotoxic DNA DSBs. In 
this model, the ATR is indirectly activated after DNA damage [158, 250]. The “di-
rect signaling” model suggests that MMR proteins binding to a O6meG:T mispair 
acts as scaffold for direct recruitment and activation of ATR DNA damage signaling 
pathway. This model has been supported by separation of function mutations in 
mice containing mutations in Msh2 and Msh6 ATPase domains, which are essential 
for MMR activation but not for MMR-dependent DNA damage-induced apoptosis. 
These mice showed that MMR activity can be inhibited without affecting MMR-
induced DDR [130, 249, 252]. Interestingly, many studies have shown that RPA is 
not essential for MMR-dependent ATR activation [134, 175]. In contrast to “the 
direct signaling” model, a recent study showed that O6meG induced ATM and ATR 
activation, and inhibition of ATM and ATR sensitized the cells to monofunctional 
alkylating agent [58].

Single-Strand Break Repair

SSBs arise either through insult from the direct action of ROS or topoisomerases or 
indirectly as a result of an intermediate step in the BER pathway [29] where BER 
enzymes injure the sugar backbone in the process of removing the damaged base 
[28, 66]. Oxidations, deaminations, and alkylations occur at a very high rate of 
about 30,000 damages per cell per day.

a.i-Recognition The first step in SSBR is the detection of the break. The main pro-
tein involved in this step is poly (ADP-ribose) polymerase (PARP). PARP is rapidly 
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recruited to the DNA strand break and consequently activated [28]. PARylation, or 
the polymerization of ADP-ribose, of target proteins is thought to modulate their 
recruitment, stabilization, or activity at SSB sites [138]. However, the residence 
time of PARP at the site of break is very short because as soon as PARP is auto-
ribosylated the charge repulsion allows for its dissociation [138]. PARP is then 
returned to its original conformation and is free to be recruited on a different break 
via the degradation of poly ADP-ribose (PAR) by poly(ADP-ribose) glycohydrolase 
(PARG) [230]. One significant protein in BER, which is thought to be recruited by 
PARP1, is the scaffold protein XRCC1 [59, 149]. XRCC1 and PARP1 together aid 
repair by forming complexes with other BER proteins to promote recruitment/reten-
tion of repair factors and chromatin modification [152].

a.ii.-Base Excision and End Processing BER works through the excision of 
the incorrect/damaged base through cleavage of the N-glycosidic bond by DNA 
glycosylases [152]. Different types of lesions are recognized by different gylco-
sylases. For example, 8-oxoguanine glycosylase (OGG1) works on 8-oxoGua and 
2,6-diamino-4-hydroxy-5-formamidopyrimidine (FapyG) lesions, while Endonu-
clease VIII-like 1 (NEIL1) has higher selectivity towards FapyG and 4,6 diamino-
5-formamidopyrimidine (FapyA) [152]. When removing the damaged base, BER 
enzymes incise oxidatively damaged DNA to create an SSB. This step is achieved 
using apurinic endonuclease-1 (APE-1) or bifunctional DNA glycosylases that are 
capable of both base removal and apurinic site incision. This step leaves behind not 
only an abasic site but also unconventional termini; these need to be processed and 
restored to the proper 3′-hydroxyl and 5′-phosphate before the repair via short-patch 
or long-patch BER proceeds. Next, DNA ends are processed, which is considered 
the most miscellaneous step of SSBR, where a number of enzymes are involved 
including polynucleotide kinase (PNK), APE-1, DNA polymerase, and flap endo-
nuclease-1 (FEN-1) [28]. An abasic site formed as a result of a monofunctional 
glycosylase will be recognized and cleaved by APE-1, leaving behind 3′ OH and 
5′ deoxyribose phosphate (5′dRP) termini [234]. Polβ possesses lyase activity, 
removing the 5′dRP at the nick [151]. However, if the glycosylase is bifunctional, 
its lyase activity cleaves the sugar-phosphate backbone leaving behind either an 
α, β-unsaturated aldehyde (PUA) or a phosphate group at the 3′ end. APE1 then 
removes the PUA creating a 3′ hydroxyl substrate for Polβ, while PNK, stimulated 
by XRCC1, removes the phosphate group at the 3′ end [234]. Both indirect and 
direct SSBs can be repaired by either of the BER pathways, short- or long-patch. 
The significant feature that distinguishes the two pathways from each other is the 
size of the repair patch—single nucleotide for short patch [49] and 2-12 nucleotides 
for long patch [68].

a.iii.-Gap Filling and Ligation Following restoration of conventional DNA ter-
mini, a single nucleotide or more is inserted by polymerases. In vitro studies sug-
gest that the major polymerase involved in gap filling of short-patch repair is Polβ, 
while Polβ and Polδ/Polε are employed in long-patch repair [67, 186]. Whether 
Polβ requirement in vivo is due to its lyase or gap filing activity or both is not clear 
[215]. DNA ligases are now ready to seal the remaining nick. Long-patch ligation 
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is primarily mediated by Lig1, while short patch is mediated by the Lig3a-XRCC1 
complex [28].

Single-Strand Break Repair and Cancer

When a single component of the SSBR is inhibited, repair is compromised. When 
this happens, mutagenic lesions may accumulate causing risk of cancer develop-
ment. Cancer is one of the diseases that are closely related to oxidative stress caused 
by ROS. The result of the oxidation of the highly susceptible guanine base is 7,8 
dihydro-8-oxo-2′-deoxyguanosine (8-oxodG). During DNA replication, this modi-
fied base favors pairing with adenine instead of cytosine; further DNA replication 
will then allow adenine to bond with thymine [206]. This leads to mutagenesis via 
the dreadful GC—TA transversion. Other modified bases as well as other mutations 
also occur; however, 8-OxoGua and GC—TA transversion are both better studied 
and occur more frequently. If not fixed, this transversion mutation may deactivate 
a tumor suppressor gene (e.g. p53) or activate an oncoprotein (e.g. RAS), leading 
to tumorigenesis [42]. If this SSB is not immediately recognized and properly re-
paired, it can and will develop into the more deleterious DSB when replication takes 
place. Sakumi et al. [201] showed that OGG1-knockout mice were predisposed to 
lung cancer. Another study showed the increased risk of uterine myomas transfor-
mation into malignant cells is related to the levels of 8-oxoGua [65].

The aim of studying the different pathways of repair is not only to recognize the 
factors that increase risk of disease development but also to target these pathways 
for therapy. The study by Trivedi et al. [227] showed that both elevated N-meth-
ylpurine DNA glycosylase (MPG) expression and siRNA-mediated loss of Polβ 
in human breast cancer cells increases the sensitivity towards temozolomide. An 
increased accumulation of 5′dRP caused by the overexpression of MPG and loss of 
the lyase Polβ (mentioned earlier) is suggested to be the cause of this sensitization 
[227]. Following the induction of alkylating damage, PARP hyperactivation, as a 
result of Polβ deficiency, will lead to BER failure due to the consequent NAD+ and 
ATP depletion [221]. Because the process of PARylation requires NAD+ as sub-
strate, NAD+ biosynthesis inhibition could be used to sensitize cancer cells towards 
chemotherapy. Dual inhibition of BER and NAD+ biosynthesis was more effective 
in sensitizing temozolomide-resistant glioblastoma cells rather than targeting BER 
alone [75]. Further, PARG, which is responsible for PAR removal, could be a good 
target for sensitization; however, PARG inhibition is still not well characterized as 
a target for cancer therapy. Inhibitors of APE1 are divided into two classes: indirect 
inhibitors, like methoxyamine, which irreversibly bind to the AP site on the DNA 
and direct inhibitors, like lucanthone, which inhibits APE1 endonuclease activity 
[1, 44]. In preclinical studies, methoxyamine was found to potentiate the cytotoxic 
effects of temozolomide and pemetrexed [1, 44].

Emerging studies on the use of BER gene expression as sensitive predictors 
of cancer prognosis have become popular. Upregulation of APE1 is a feature of 
several malignancies with higher levels indicative of more aggressive tumors. The 
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expression level of APE1 could also be an indicator of therapeutic response [1]. 
Higher levels of APE1 may overcome damage caused by IR or chemotherapy [1]; 
therefore, combination therapy that targets BER candidates for a better therapeutic 
outcome may be useful. For example, depletion of APE1 along with the TDP1, a 
protein involved in the repair of stalled topoisomerase I, amplifies the sensitivity to 
MMS treatment [6]. Germline and tumour-specific polymorphisms in BER genes 
are related to the risk of cancer development [44], making these polymorphisms 
useful as predictive biomarkers in cancer. A number of meta-analyses and case-
control studies have emerged, uncovering such polymorphisms associated with in-
creased risk of cancer development. For example, polymorphism OGG1 S326C has 
been associated with an increased risk of CRC [159].

Double-Strand Break Repair

There are two distinct pathways that contribute to the repair of DSBs: HR and non-
homologous end joining (NHEJ).

a. Homologous Recombination Repair of the DSBs where the DNA strand goes on 
a search for homologous sequences to synthesize the new DNA sequence is termed 
HR, which is believed to be an error-free process. There are four main models for 
HR including break-induced replication (BIR), synthesis-dependent strand anneal-
ing (SDSA), single-strand annealing (SSA), and double Holliday junction (dHJ). 
The latter is only seen in meiosis and will not be discussed here. When a nick is 
recognized, endonucleases resect or chew off the 5′ ends of both strands exposing 
the 3′ ends to create 3′ overhangs. This is followed by the binding and assembly 
of recombination proteins to form a presynaptic filament. The 3′ overhangs go on 
a search for similar or homologous sequences to copy and synthesize new DNA 
sequences. Once the homologous sequence is found, DNA synthesis is initiated by 
the invasion of the single strand into the double strand homologous DNA, usually a 
sister chromatid. After successful DNA synthesis is completed, separation, ligation, 
and removal of extra nucleotides bring this process to an end.

The MRN complex, which is composed of MRE11, RAD50, and NBS1, is em-
ployed early on in the process of HR. This complex works at the site of break to 
create the 3′ overhangs and to facilitate DDR signaling [93, 220, 253]. The single-
strand DNA formed is then approached by RPA; together they form a recombino-
genic intermediate. Both the MRN complex and RPA call on signaling proteins 
ATM and ATR, members of phosphatidylinositol 3-kinase-related kinases (PIKKs), 
which, through a series of phosphorylation cascades involving the cell-cycle check-
point kinases CHK1 and CHK2, arrest the cell cycle to allow DNA repair to take 
place [119, 120]. Next, RAD51 displaces RPA on the single-stranded DNA (ssD-
NA) [103] and forms the nucleoprotein presynaptic filament in a process mediated 
by BRCA2 and PALB2 (also known as FANC). RAD51 is essential in the steps of 
homology searching and double-stranded DNA (dsDNA) invasion [216]; therefore, 
RAD51 foci are surrogate markers for HR.



M. E. Ashour et al.50

a.i.-Break-Induced Replication When replication starts, single-strand lesions, 
which are very frequent as discussed earlier, may cause stalling of the replication 
fork. This, in turn, transforms the single-strand nick to the more serious DSB. The 
one-ended DSBR involved here is often called BIR—a part of the HR pathway. 
Previously, the BIR pathway was thought to be a semiconservative method where it 
copies short DNA stretches and would stop once the Holliday junction is resolved 
and replication would carry on normally. Contrary to the early model, once BIR is 
initiated, it continues to copy hundreds of kilobases—all the way to the telomere—
through what is known as bubble migration [200]. This means that the very accurate 
S-phase replication process will be replaced by the erroneous BIR. It has been sug-
gested that this error is due to the recruitment of low fidelity Translesion synthesis 
(TLS) DNA polymerases resulting in BIR-induced mutagenesis [47].

a.ii.-Synthesis-Dependent Strand Annealing Gene conversion by SDSA is a process 
where the newly synthesized sequence appears only in the repaired DNA, while no 
exchange in the flanking regions occurs, and thus, SDSA naturally leads to conser-
vative repair [144]. This happens as the resolvases cut in a manner that produces 
noncrossover products giving rise to a different heteroduplex DNA configuration 
than that of the dHJ model associated with meiosis [144].

a.iii.-Single-Strand Annealing Another pathway that repairs two-ended DSBs is 
SSA, which takes place when the DSB occurs between two repeat sequences. The 
resection of the dsDNA exposes the two repeat sequences, and thus, homology 
is found within each other. Subsequently, annealing directly commences and the 
removal of the extra DNA sequences takes place leaving behind a DNA sequence 
that has lost a significant portion of its nucleotides (one of the repeat sequences and 
the nucleotides between the repeat sequences) [81], possibly giving rise to loss of 
heterozygosity.

Homologous Recombination and Cancer

Ongoing research aims to study inhibitory molecules that target different steps in 
the HR process; some of these inhibitory molecules made it to clinical and pre-
clinical trials. For example, an inhibitor of ATR, NU6027, has been uncovered and 
found to reduce Rad51 foci and to boost cisplatin’s cytotoxicity [180]. Similarly, 
two more ATR inhibitors have been studied; one is VE821, which was shown to 
promote sensitization to chemo- and radiotherapy in pancreatic cancer [64], and 
the second one is ETP46464. A PI3K inhibitor NVPBEZ235 has been identified 
as a potent ATM and ATR inhibitor [225] and is being tested in clinical trials as a 
chemo- and radiosensitizer [94]. Downstream of ATR, AZD7762, an inhibitor of 
CHK1, has been found to decrease the formation of Rad51 foci and decrease gene 
conversion. BRCA1 has been newly identified as a phosphorylation target of CDK1 
and through this phosphorylation event, Rad51 foci are formed and gene conversion 
occurs. Therefore, inhibition of CDK1 using RO3306 or AG24322 is considered a 
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possible therapeutic target [32]. It is important to note that while the inhibition of 
kinases is considered a promising therapeutic target for cancer therapy, there are 
still several problems that need to be addressed. Because kinases do not act only 
on a single substrate, inhibition of these kinases will result in inhibition of several 
other pathways. Further, these inhibitors are nonselective, and so using them will 
definitely inhibit other kinases leading to off-target effects.

Cells that are defective in NBS1 show reduction in sister chromatid exchange 
(SCE). Moreover, knockdown of NBS1 sensitizes PARP-inhibited cells [153]. This 
is because PARP is an essential enzyme in SSBR as mentioned earlier, and its inhi-
bition would elevate the level of SSBs and increase the likelihood of the formation 
of lethal DSBs. Mirin, an MRN complex inhibitor, works by blocking the exo-
nuclease activity of MRE11 [53]. Inhibitors of RAD51, such as B02 [89] and RI-1 
[21] have also been identified. Inhibitors of EGFR [127, 238] and tyrosine kinase 
BCR-Abl [33, 211] have been shown to inhibit the nuclear localization of Rad51 
and BRCA1, which are key components of HR.

Cells do not normally rely on one pathway and parallel pathways allow for re-
pair to proceed if one fails [94]. Interestingly, cancer cells tend to be deficient in 
one or more parallel repair pathways [80], a feature that is very crucial and can be 
exploited for therapy. Many therapies targeting cancer, either chemotherapy or ra-
diotherapy, rely on creating DSBs to cause cell death, but also cause cytotoxicity in 
normal cells. Thus, understanding the extent of functional redundancy is crucial to 
optimize cancer therapy, which led to the birth of the concept of synthetic lethality 
(SL). SL is defined as the lethal synergistic effect that comes from blocking two dif-
ferent pathways that, if blocked separately, do not lead to death. SL in HR-mutant 
cells was first identified when PARP inhibitors were shown to sensitize BRCA-de-
fective cells [20, 61]. The identification of defective HR could provide a foundation 
to stratify patients for PARP inhbitor treatment [94]. Subsequent studies showed 
the sensitizing effect of PARP inhibitors on cells defective in different HR genes. It 
was revealed that a deficiency in RAD51, RAD54, DSS1, RPA1, NBS1, signaling 
proteins ATR and ATM, CHK1, CHK2, FANCD2, FANCA, or FANCC sensitized 
the cell to PARP inhibition [153]. Many exceptions and challenges remain. For 
example, deficiency in RAD52 did not induce sensitivity to PARP inhibition, which 
was attributed to the fact that RAD52 is more involved in the SSA pathway rather 
than gene conversion, which is the main repair pathway involved in PARP inhibited 
DSBs [153]. SL will be covered in more detail in Chap. 9.

Since RAD51 is a key component of HR, it is currently being established as the 
mainstay marker for HR [163]. RAD51 foci are used in clinical trials to test the re-
sponse of primary breast cancer cells to neoadjuvant chemotherapy. A study showed 
that patients that exhibited low RAD51 score, suggestive of defective HR, were 
likely to respond well to anthracycline-based chemotherapy [76]. Another study 
tested a BRCA1 and BRCA2 array comparative genomic hybridization (aCGH) 
classifier, the level of BRCA1 promoter methylation, BRCA1 mRNA expression, 
and EMSY amplification, collectively assessing BRCA dysfunction. The results 
showed that a BRCA2-like aCGH profile is a powerful predictor of chemotherapy 
response in ER-positive breast cancers [133]. However, BRCA1 abnormalities were 



M. E. Ashour et al.52

not predictive of better response in triple negative tumors [133]. Loss of heterozy-
gosity can be used as a marker for defective HR genes through the generation of a 
DNA-based HR deficiency score and thus can be used to predict the sensitivity of 
tumors to PARP inhibitors [2].

Non-Homologous End Joining

During G0, G1, and early S phase of the cell cycle, NHEJ is regarded as the main 
mechanism for DNA repair and is responsible for nearly 85 % of DSB repair pro-
cesses during these phases [129]. HR was considered the only repair mechanism 
that is error-free and also the cell’s first choice for repair. When HR is not possible, 
due to either lack of sister chromatid or defective HR genes, cells turn to the erro-
neous NHEJ pathway. However, recent studies suggest that it is NHEJ that is first 
called into action, and only when NHEJ is unsuccessful does HR take charge to 
proceed with an error-free repair [23]. It is now considered that NHEJ is, in fact, a 
complex process that is not, in the slightest, secondary to HR [80].

NHEJ utilizes microhomology (typically 1-4 nucleotides) on the two ends of 
the DSB to repair the break in a simple ligation process. This is known as classi-
cal NHEJ (C-NHEJ). However, sometimes the already exposed overhangs are not 
compatible with each other, and so, simple ligation is not an option. This is where 
alternative NHEJ (A-NHEJ) takes place. A-NHEJ makes use of what is known as 
end processing, resection and polymerization, to create compatible overhangs (typi-
cally 6-8 nucleotides) for ligation. A-NHEJ is therefore considered a mutagenic 
process as it leads to deletions and/or additions of DNA sequences. The C-NHEJ 
pathway consists of synapsis, then end-processing, and finally ligation [239]. Syn-
apsis is important in NHEJ as it keeps the two ends in close proximity or in align-
ment with each other. Synapsis is thought to rely on the ring shape of the Ku het-
erodimer, which consists of Ku70 and Ku86. Moreover, DNA-PKcs –in addition 
to the binding ability of the nucleosome itself-is suggested to play a similar role in 
synapsis [129]. Next, Ku’s binding to the broken DNA end facilitates the binding 
of DNA-PKcs. This binding activates the DNA-PKcs’s kinase function, which is 
rather important for the phosphorylation of Artemis, a nuclease used in end re-
section, and DNA-PKcs’ autophosphorylation allows for its dissociation from the 
DNA. Autophosphorylation defects of the DNA-PKcs do not allow the subsequent 
steps of NHEJ to take place [240]. This may then redirect the cell towards HR in-
stead of NHEJ. As with resection, gap filling using Polµ creates compatible ends 
for ligation. Finally, XRCC4 mediates the interaction of the DNA ends with LigIV.

In the absence of the Ku heterodimer, A-NHEJ takes over the repair process. The 
characteristic feature for A-NHEJ is its repair through microhomology. However, 
this microhomology between the DNA ends is created at the expense of DNA se-
quences that are deleted in the process. The exonucleases responsible for this are 
thought to be CtIP and Mre11 [23]. Once end resection to uncover microhomology 
is complete, LIGIII or, to a lesser extent, LIGI seals the two ends.
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Non-Homologous End Joining and Cancer

Translocations, whether caused by C-NHEJ or A-NHEJ, are considered a hallmark 
of cancer. Most translocations do not actually lead to fusion genes of a neomorphic 
nature that drive the cell into a hyperproliferative state, and so most of the transloca-
tions do not contribute to tumorigenesis. However, increased frequency of translo-
cations in a tumor is considered an indicator of bad prognosis [23]. Because of the 
yet poorly understood A-NHEJ mechanism, it is unclear how much microhomology 
is utilized by the classic and alternative mechanisms to allow us to differentiate 
between them. Not only this, inconsistent results have been published suggesting 
that C-NHEJ is, in fact, responsible for most translocations that occur. In other 
words, science is still lacking solid evidence as to which pathway is responsible for 
these translocations, partially due to the poor understanding of the mechanisms in 
question.

As with HR, NHEJ repair pathway can be exploited for cancer therapy. Inhibitors 
that target different proteins known to be involved in NHEJ are under investigation. 
This inhibition is thought to redirect the cell towards more faithful pathways, such 
as HR. Inhibitors of DNA-PKcs are studied as part of combination therapy with 
chemotherapeutic agents [233]. NU7026 and NU7441, inhibitors of DNA-PKcs, 
enhanced the sensitivity of poor prognosis B-cell chronic lymphocytic leukemia 
(B-CLL) to topoisomerase II poisons [243]. In another study, NU7026 rendered 
pancreatic ductal adenocarcinoma cells not only sensitive to IR but also triggered 
apoptosis via the expression of cleaved caspase-3 [128]. Similarly, knockdown of 
NHEJ genes using shRNAs targeting Ku70 and Ku80 in 8988T cells boosted the 
cells’ sensitivity to IR [128]. Known PI3Ks inhibitors LY294002 and Wortmannin 
also enhanced the cytotoxicity of DSB-forming agents; the former enhances the cy-
totoxicity to IR [199] and the latter to both etoposide and IR [16]. Further, in 2012, 
SCR7, an inhibitor of LIGIV, was discovered and shown to inhibit NHEJ by inter-
fering with the ligase’s DNA binding ability and so activating apoptotic pathways. 
In addition, the same study showed that SCR7 suppressed tumor progression in vivo 
[214]. As a form of SL, DNA-PK inhibitors could also be used in combination with 
chemotherapy in ATM-mutant tumours [138]. In fact, in the SL approach targeting 
HR (e.g. BRCA-2 deficient cells) through PARP inhibitors, resistance might occur. 
This resistance is attributed to deletions occurring in BRCA genes that could be 
mediated by A-NHEJ repair [57]. Interestingly, this resistance could be restored 
through NHEJ inhibition, a process called synthetic viability [17].

Moreover, the inhibition of DNA-PKcs in BRCA-deficient cells has been proven 
to decrease genome instability [179]. In a recent study, it was shown that knock-
down of LIGIII, the ligase used for the error-prone A-NHEJ, sensitized KRAS-
mutated leukemic cells to chemotherapy [77].

Selective inhibition of NHEJ factors in BRCA-deficient cells could be useful to 
treat cancer; however, total inhibition of NHEJ pathway will subject cells to mas-
sive DSB accumulation, which will ultimately lead to cancer progression. NHEJ 
could favor global genomic integrity at the price of some deletions that could go 
unnoticed due to their location at sequences with no known coding function [48].
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Fanconi Anemia: A Cancer Predisposition Syndrome

Clinical Aspect of Fanconi Anemia

FA is a rare recessive disorder characterized by developmental abnormalities, bone 
marrow failure (BMF), and an increased cancer risk.

a. Developmental Abnormalities More than two thirds of FA patients have a broad 
spectrum of congenital abnormalities such as short stature, radial ray abnormalities, 
microcephaly, microphthalmia, and genital malformations [224]. The congenital 
malformations could be due to inappropriate increase in the p53-dependent 
apoptosis because of the inability of the FA-deficient cells to repair DNA damage 
during embryogenesis [135].

b. Bone Marrow Failure Anaemia as a consequence of BMF is usually the first 
life-threatening symptom with which individuals with FA present. During the first 
decade of life, most FA patients develop BMF, ranging from mild to severe [27, 
117]. The fact that all blood lineages eventually become deficient strongly implies 
hematopoietic stem cell (HSC) dysfunction. Knockdown of FANCA and FANCD2 
in human embryonic stem cells (hESC) results in reduced numbers of HSC and 
progenitor cells, suggesting an important role for the FA pathway during embryonic 
hematopoiesis [229]. Murine Fancc-/- mice show reduced numbers of fetal liver 
HSC and progenitor cell pool with decline in serial repopulating capacity [102].

The role of FA pathway in stem cell function was recently revealed by dis-
covering that FA-deficient fibroblasts are refractory to reprogramming, (induced 
pluripotent stem cells (iPSC)). The reprogramming barrier of FA fibroblasts could 
be bypassed by either genetic complementation or reprogramming under hypoxic 
conditions [192, 164]. Recently, Yung et al. [254] have reported derivation of iPSC 
lines from a FANCC-deficient patient under normoxic conditions, but at much re-
duced efficiency. The FANCC-deficient patient-specific iPSC lines and FANCC-
deficient hESC result in reduced number of clonogenic hematopoietic progenitors 
due to increased apoptosis in culture.

c. Cancer Predisposition FA patients bear a significant predisposition to develop 
cancer. Patients exhibit high risk of hematopoietic malignancies, including myelo-
dysplastic syndrome and acute leukemia. Acute lymphoblastic leukemia is occa-
sionally reported, but AML is the most common. Patients with FA have 800-fold 
higher risk of developing AML than the general population [197, 198]. FA patients 
have a common pattern of specific chromosomal abnormalities, frequent gains of 
the chromosomal regions (1q and 3q), and partial or complete loss of chromosome 
7, which can be used as predictive markers [157]. FA patients also bear a significant 
predisposition to solid tumour formation. By the fourth decade of life, about one-
third of FA patients will develop a solid tumor, but this may be an underestimate 
as many patients do not live long enough to develop a tumor [198]. Of the solid 
tumors diagnosed in FA patients, squamous cell carcinoma of the head and neck 
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and gynecological tract occur at a higher rate. These tumors are also associated with 
human papilloma virus, but the relative contribution of the virus to squamous cell 
carcinoma in FA patients is not clear [196].

FA Pathway

FA is caused by biallelic mutations in any of the 16 genes (FANCA, -B, -C, -D1, 
-D2, -E, -F, -G, -I, -J, -L, -M, -N, -P, -O, or -Q) [15, 104]. FA proteins can be sub-
divided into three groups of proteins: core complex, ID complex, and downstream 
effectors proteins. FA core complex consists of eight proteins (FANCA, -B, -C, -E, 
-F, -G, -L, and -M) and five FA-associated proteins (FAAP20, FAAP24, FAAP100, 
MHF1, and MHF2). Approximately 90 % of FA patients have mutations in the eight 
FA core complex proteins [7, 36, 105, 122, 132, 247, 248]. The FA core complex 
is essential for monoubiquitination of the ID complex (FANCD2 and -I) by the E3 
ubiquitin ligase FANCL. UBE2T functions as the E2 ligase, but it has not been  
associated with FA [46, 142]. Most FA core complex proteins, apart from FANCL 
and FANCM, do not have functional domains and they only act as a scaffold.

Monoubiquitinated ID complex recruits the downstream effector proteins which 
have affinity for the ubiquitin. Four of the downstream FA proteins (FANCD1/
BRCA2, FANCJ/BRIP1, FANCN/PALB2, and FANCO/RAD51C), also known as 
breast and ovarian cancer susceptibility genes, are necessary for HR to re-establish 
collapsed replication forks as a result of DSB formation during ICLs processing [87, 
123, 231, 236, 244]. FANCP/SLX4 interacts with multiple nucleases, and FANCQ/
ERCC4 is a structural endonuclease (discussed below). In addition, ubiquitin-spe-
cific peptidase 1 (USP1) and the USP1-associated protein (UAF1) are necessary 
for the completion of FA pathway by regulating the deubiquitination of ID complex 
[38, 107, 166, 174].

Replication-Dependent Interstrand Crosslink Repair

Despite the genetic and phenotypic heterogeneity of FA, the hallmark of all FA 
patient-derived cells is hypersensitivity to interstrand crosslinking agents such as 
mitomycin C, diepoxybutane, and cisplatin. Exposure of FA cells to interstrand 
crosslinking agents induces high levels of chromosomal aberrations, which are uti-
lized as a diagnostic feature for FA [10, 11]. ICLs are highly toxic because they act 
as an absolute block to both DNA transcription and DNA replication, so they are 
widely used in anticancer therapies. ICLs can be repaired by replication dependent 
and by replication independent pathways [241]. FA pathway is specifically acti-
vated during S-phase, suggesting a role for FA pathway in the repair of ICLs during 
replication [5, 222]. In the following part, we will discuss the steps of ICL repair by 
FA pathway during S-phase.
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a. Recognition Among FA proteins core complex, FANCM is of particular interest 
because it acts as a sensor of damage and mediator of checkpoint signaling [39, 40]. 
FANCM has an evolutionarily conserved helicase domain bearing ATP-dependent 
DNA translocase activity [69, 70, 156]. This ATPase activity is dispensable for core 
complex targeting and ID complex ubiquitination, but it is required for replication 
fork stability and efficient checkpoint response [14, 40, 91]. The ATP-independent 
DNA binding activity of FANCM is important for ID complex ubiquitination and 
for FA core complex recruitment to chromatin [106, 160, 245]. FANCM forms a 
complex with FAAP24 and MHF1/MHF2 with distinct DNA binding specificities; 
the former prefers ssDNA, whereas the latter prefers dsDNA [36, 210, 247].

When a replication fork encounters an ICL, polymerization is arrested. The 
FANCM–FAAP24–MHF1/2 complex recognizes the stalled replication fork and 
recruits the FA core complex, and the translocase activity of FANCM prevents the 
collapse of replication fork [36, 106, 210, 247]. Beside the FANCM–FAAP24–
MHF1/2 complex, the MutS has a redundant role in activating the FA pathway 
and recognizing ICLs by enhancing the recruitment of the FA core complex [90, 
237, 242].

b. Signaling Replication obstacles and stalled forks are signaled by ATR. ATR acti-
vation proceeds in two largely independent steps. First, a stalled DNA replication 
fork generates a stretch of ssDNA covered with RPA, which in turn recruits ATRIP-
ATR. In parallel, the Rad9-Rad1-Hus1 (9-1-1) checkpoint clamp, loaded onto 
DNA by the RAD17-RFC clamp loader, recruits TOPBP1. Interaction of ATRIP-
ATR with the TOPBP1 leads to S-phase checkpoint activation [26, 63]. Recently, 
FANCM was found to be required for the activation of ATR-mediated checkpoint 
signaling, and the translocase activity of FANCM is essential for this role [40, 91, 
141, 203]. FANCM and FAAP24 interact with the checkpoint protein HCLK2, and 
the depletion of FANCM or FAAP24 results in a phenotype similar to cells lacking 
HCLK2, ATR, or CHK1, including a high rate of spontaneous DNA lesion, nuclear 
abnormalities and supernumerary centrosomes, and checkpoint defects in cells sub-
jected to replication stress [40].

As we discussed above, the RPA covered ssDNA is critical for ATR activation, 
but ICL cannot accumulate a sufficient amount of a long stretch of ssDNA because 
the accumulation of the ssDNA requires the uncoupling of DNA polymerase and 
DNA helicase at the stalled replication fork, and both are blocked by the ICL, so 
how ICL induces ATR activation is puzzling. A recent study has answered this ques-
tion by showing that FANCM-FAAP24 complex is required for the recruitment 
of RPA to ICL-stalled replication forks [91]. The activated ATR is essential for 
checkpoint signaling via CHK1 phosphorylation [26, 37, 63], and it is also required 
for the FA pathway activation through FANCI phosphorylation [96, 207]. Recently, 
two distinct ATR signaling subpathways following cellular exposure to interstrand 
crosslinking agents have been proposed. One is dependent on RAD17 and TOPBP1 
in which the important substrate is CHK1. This pathway is also affected by the 
FANCM-FAAP24 complex. The second is dependent on FA core complex where 
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it functions in ATR activation by enhancing chromatin binding of ATRIP, and the 
important substrate of this pathway is FANCI phosphorylation which will then ac-
tivate FANCD2 monoubiqutination [226].

The role of FANCM in cell signaling following exposure to interstrand cross-
linking agents is not completely understood. The FANCM and FAAP24 have 
been implicated in checkpoint signaling in the above studies. However, Wang 
et al. [237] have recently found that FANCM and FAAP24 are not fully epistatic 
in repairing ICLs such that FAAP24 induces ATR-mediated checkpoint activation, 
while FANCM participates in recombination-independent ICL repair by promot-
ing the recruitment of lesion incision activities, which requires FANCM translo-
case activity. In addition, the above reports placed FANCM upstream of ATR, but 
Singh et al. [209] have recently proposed that ATR precedes FANCM, because ATR 
phosphorylates FANCM (S1045) in response to genotoxic stress. This event is es-
sential for the role of FANCM in FA pathway integrity, recruitment of FANCM to 
the DNA damaged site, prevention of premature mitotic entry, and the activation of 
CHK1 and G2/M checkpoints.

Coordination of Other DNA Repair Pathways During 
Interstrand Cross Link Repair

During ICL repair, FA pathway coordinates many repair pathways; excision repair, 
TLS, and HR. The FA pathway is essential for these processes as the nuclease and 
TLS steps depend on FANCD2 and its ubiquitination [111, 137, 190].

a. Nucleolytic Incision Following ICL recognition, it is thought that dual incisions 
are made 5′ and 3′ to the lesion. Many nucleases including FAN1, XPF, MUS81, 
SLX1, and SNM1A have been repoted to be implicated in ICL repair [78, 110, 165, 
212, 217, 235].

a.i. FAN1 Many reports have identified FAN1 to be required for ICL repair [115, 
136, 143, 205, 212]. FAN1 possesses intrinsic 5′-3′ exonuclease activity and endo-
nuclease activity that cleaves nicked and branched structures [212]. FAN1 interacts 
specifically with the monoubiquitinated FANCD2 through its UBZ domain, and 
through this interaction it is recruited to chromatin [115, 136, 143, 205, 212].

Although the above reports support a role for FAN1 in the FA pathway, there is 
also strong evidence against such a role. Although FAN1-depleted cells are sensi-
tive to interstrand crosslinking agents, ICL-dependent DSBs arise in these cells with 
normal frequency but persist longer than in wild type cells. This suggests that FAN1 
may have nuclease functions following the ICL incision step [115, 143]. FAN1-null 
DT40 cells do not have elevated SCE frequencies, a feature of all other FA mutant 
DT40 cells. In addition, FA proteins and FAN1 appear to have nonepistatic func-
tions because DT40 cells deficient in both FAN1 and FANCC or FAN1 and FANCJ, 
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have increased sensitivity to interstrand crosslinking agents compared to cells de-
ficient in only FAN1. This suggests that FAN1 may participate in the processing of 
ICL independent from the classical FA pathway [251]. In support of an independent 
role for FAN1 in ICL repair from FA pathway, a study of four patients carrying a ho-
mozygous 15q13.3 microdeletion (which includes FAN1) showed that the patients 
had no characteristic symptoms of FA [228]. On the other hand, [256] identified 
mutations in FAN1 as a cause of karyomegalic interstitial nephritis, a disorder that 
serves as a model for renal fibrosis. Karyomegalic interstitial nephritis has none of 
the characteristic hallmarks of FA, but cells from patients with karyomegalic inter-
stitial nephritis have significant sensitivity to interstrand crosslinking agents, which 
is complemented with wild-type FAN1.

a.ii. SLX4 SLX4/FANCP is a recently identified FA protein. Cells depleted of 
SLX4 are hypersensitive to interstrand crosslinking agents [43, 165]. Slx4-null 
mice have many key features of FA, including developmental defects, reduced 
fertility, and defect in the hematopoietic compartment [43]. SLX4 contains UBZ 
domain that is required for interaction with monoubiquitylated FANCD2 and for 
recruitment to DNA damage [246]. SLX4 functions as a scaffold for three struc-
ture-specific nucleases: XPF–ERCC1, MUS81–EME1, and SLX1. Genetic stud-
ies indicate that XPF-ERCC1 is the most relevant nuclease for ICL repair [12, 62, 
109, 110, 165, 217]. The SLX4-dependent XPF-ERCC1 activity is critical for ICL 
repair but is dispensable for topoisomerase I poison-induced DNA damage repair. 
Conversely, SLX4-MUS81 is essential for topoisomerase I poison-induced DNA 
damage repair but is less critical for ICL repair. Mutation of SLX4 that inhibits 
interaction with SLX1 leads to partial resistance to interstrand crosslinking agents 
and topoisomerase I poison [110]. Recently, XPF was identified as FA protein 
(FANCQ). Whole exome analysis of unclassified FA individuals revealed biallelic 
germline mutations in XPF encoding gene (ERCC4) [15]. Interestingly, another 
patient with defect in XPF encoding gene was reported to have clinical features 
of three different DNA-repair disorders—Cockayne syndrome, xeroderma pig-
mentosum, and FA [104]. SNM1A may digest the unhooked oligonucleotides to 
create a better substrate for the TLS. SNM1A-depleted cells are sensitive to ICL 
agents [235].

Translesion Synthesis

Following incision of ICL, TLS is required to bypass the lesion. Since ICL lesion 
involves the two strands of the DNA, both strands cannot be used as the template. 
TLS uses low-fidelity polymerases to bypass the bulky damaged lesions to gener-
ate an intact template for HR-mediated repair. Monoubiquitylated ID complex is 
required for TLS steps during ICL repair [111]. PCNA acts as scaffold to which TLS 
polymerases bind [8]. Cells with defect in the TLS polymerases, Rev1 and Rev3, 
are hypersensitive to ICL agents [172, 173, 208].
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Homologous Recombination

Following TLS, HR uses the produced intact template to repair the DSB generated 
by incision. Cells deficient in HR proteins are sensitive to interstrand crosslinking 
agents [13, 114, 161]. FA pathway is involved in HR activation, and cells lacking 
FA proteins are deficient in activating HR [167, 212]. In DT40 cells, FANCC and 
XRCC2 were shown to be epistatic in ICL repair [172]. However, FANCD2 and 
FANCI do not regulate chromatin loading of the key HR enzyme RAD51 [137].

In addition to promoting HR, many studies proposed that FA proteins actively 
suppress NHEJ. As we discussed above, the cell can repair DSB by HR or NHEJ. 
The choice depends on the cell cycle phase, where the HR works on S-phase and the 
NHEJ works on G1 phase. In addition, HR requires extensive resection to create a 
long 3′ overhang, but NHEJ requires little, if any, resection [92]. The FA pathway is 
thought to have a role in pathway choice by funneling the DSB created by ICL pro-
cessing into HR. Inhibition of NHEJ components in FA-deficient cells suppresses 
hypersensitivity to interstrand crosslinking agents, diminishes chromosome breaks, 
and reverses defective HR [3, 176]. In contrast, deletion of 53BP1 or Ku80 increas-
es the sensitivity of FANCD2-deficient cells to interstrand crosslinking agents than 
FANCD2 deficiency alone [22].

Another Replication-Dependent Pathway for Interstrand 
Crosslink Repair

Recently, a new mechanism for ICL repair during S-phase was revealed. HELQ, 
3′–5′ DNA helicase with strand displacement activity, was found to participate in 
ICL repair independent from FA. HELQ helicase-deficient mice exhibit subfertil-
ity, germcell attrition, ICL sensitivity, and tumour predisposition. HELQ interacts 
directly with the RAD51 paralog complex BCDX2 and functions in parallel to the 
FA pathway to promote efficient HR at damaged replication forks. HELQ may also 
be involved in ATR-mediated CHK1 activation but not in ATR-mediated FANCD2 
monoubiquitination. Thus, HELQ has a critical role in replication-coupled ICL re-
pair, germ cell maintenance, and tumour suppression in mammals [4, 219].

Fanconi Anemia Pathway, Bifunctional Alkylating agent, 
and Therapy-Related Myeloid Neoplasms

ICLs induced by bifunctional alkylating agents result in the formation of DSBs 
which may lead to chromosomal rearrangements and in turn t-MN. Since t-MN 
arises in patients who have already developed one type of cancer, the inherited can-
cer susceptibility mutations may be involved in tumorigenesis [31].
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Abstract The constant damage of DNA in human cells is considered the main 
cause of aging and cancer. In this review, we discuss the most lethal form of DNA 
damage, the DNA double strand break (DSB), and how it relates to cancer. DSB 
sensor proteins in the nucleus detect DNA breaks within minutes following dam-
age. These proteins are now routinely labeled by immunocytochemistry, and access 
to high throughput fluorescence microscopy and robotics open the door to rapid 
measurement of DSB levels in individuals. This method, often referred as the DSB 
foci assay, leads to images showing small bright spots at the site of each damage in 
the nucleus. We first discuss how energy consumption in the cell leads to detectable 
baseline levels of foci per cell measured in peripheral blood lymphocytes. Math-
ematical kinetics are then described to infer both genetic defects in DNA repair and 
environmental factors influencing these levels. We emphasize ionizing radiation, 
which is the principal environmental factor that increases DSB levels. Mathematical 
models associating a mutation probability for each DSB have been used to explain 
the dose dependence of cancer incidence observed after exposure to high doses of 
radiation. The main assumption in these models is that high mutation frequency can 
eventually lead to tumor suppressor gene deletion or oncogene amplification. We 
conclude by suggesting that the growing stream of genetic and phenotypic measure-
ments related to DNA repair and DNA damage will lead to more accurate predictive 
tools for cancer risk and individualized cancer prevention.

Keywords Radiation Induced Foci · DNA double strand breaks · DNA repair 
kinetics · baseline DNA damage · cancer model · cancer risk · multi-stage clonal 
expansion model · cancer detection 
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Abbreviations

ABM Agent-based models
AT Ataxia telangiectasia
DNA Deoxyribonucleic acid
DSB Double strand break
FA Fanconi anemia
LNT Linear-no-threshold hypothesis
IR Ionizing radiation
PBL Peripheral blood lymphocytes
RIF Radiation-induced foci
ROS Reactive oxygen species
SSB Single strand breaks
TSCE Two-stage clonal expansion
XP Xeroderma pigmentosum

Introduction

Our DNA is vulnerable to injury by agents generated from within the cell as well 
as from external sources. Every day, each of the 10 trillion cells in the human body 
receives tens of thousands of DNA lesions that threaten the stability of our genome. 
These lesions include base modifications, DNA adducts, crosslinks, and single-
stranded and double-stranded breaks. The efficiency of the repair of DNA dam-
age is influenced by individual genetics, aging, and metabolism. Mammals have 
developed remarkably complex and in some cases redundant repair machinery to 
maintain genetic integrity for decades.

In this chapter, we will focus our attention on one specific class of DNA dam-
age and how it impacts cancer risk. Namely, the DNA double-strand break (DSB) 
is unique in that both strands of the double helix are severed, thereby disrupting 
genome continuity. Because DSBs result in unconnected DNA termini, DSBs of-
ten lead to loss of genetic information in the forms of deletions, mutations, and/or 
translocations, all of which can be contributing factors to genome instability and the 
development of cancers [1–3].

Sources of DNA DSBs

Endogenous DNA damage can give rise to DSBs through a number of cellular pro-
cesses. One source of DSBs is via reactive oxygen species (ROS), including su-
peroxide, hydroxyl radicals, singlet oxygen, and hydrogen peroxide [4, 5]. ROS 
production is an inevitable byproduct of mitochondrial energy production and these 
molecules can diffuse from the mitochondria to the nuclei and cause DNA damage. 
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ROS can also be generated from exogenous sources like metal ions and phorbol 
esters and other reactive molecules [6]. Regardless of the source, ROS have the 
potential to induce DSBs by directly reacting with DNA to generate DSBs, but more 
often, unrepaired ROS-damage leads to DSBs through a variety of cellular pro-
cesses. Different types of ROS-induced DNA damage can be transmuted into DSBs 
through aberrant processing by DNA repair enzymes, DNA replication machinery, 
and other transactions with damaged DNA [7]. For example, during base-excision 
repair of single chemically damaged base, several intermediates are formed that 
can lead to the formation of DSBs [8]. Likewise, two independent single-stranded 
breaks (SSBs) on opposite strands, but separated by less than 10 base pairs can re-
sult in a DSB. SSBs can also be converted to DSBs when encountered by the DNA 
replication machinery [9]. Additionally, repair of base mismatches in the DNA se-
quence generates SSBs as intermediates, which can result in DSB formation [10]. 
All of these mechanisms, and others, can give rise to DSBs in healthy normal cells 
and pose a significant challenge to genome integrity.

In addition to endogenous DNA damage and repair processes, many organisms 
initiate programmed recombinational events by purposely introducing DSBs in 
specific genomic contexts. An example in single-celled organisms is mating type 
switching in yeast, a programmed recombination initiated by DSBs introduced 
into the genome by the regulated activity of an endonuclease (reviewed in [11]). In 
mammals, DSBs are introduced to initiate V(D)J recombination and class switch re-
combination events in immune cells. These processes give rise to immunoglobulin 
and T-cell receptor immunodiversity and are essential for B and T cell maturation 
[12, 13]. Defects in these processes can lead to severe organismal consequences 
including immunodeficiency and cancer [14–16]. Adding to these specific endog-
enous DSBs, errors in other cellular processes, like DNA replication, incomplete 
dissociation before mitotic segregation and other errors in DNA transactions can 
cause sporadic DSBs in genomes.

Among exogenous agents causing DSBs, ionizing radiation (IR) is the most 
extensively studied and broadly applied in medical procedures (e.g. X-rays). IR 
causes DSBs by direct collision of charged particles, γ-rays or X-rays, with the 
DNA double helix. Secondarily, IR also interacts with water to cause the forma-
tion of a variety of ROS, which contribute significantly to radiation toxicity. For 
example, chromosomal aberrations resulting from radiation induced DSB can be 
reduced by 60 % when OH radicals are being scavenged [17]. Importantly, many, 
if not most, cancer therapies are based on overwhelming the DSB repair capacity 
of cells, and toxicity is inherently biased towards rapidly dividing cells, such as the 
malignancy, immune cells, hair follicles, and cells lining the intestine. The cellular 
toxicity of DSBs has motivated the development of a number of radio-mimetic 
drugs that imitate radiation in that they cause large numbers of DSBs in living cells 
[18]. Radiation, and many chemotherapeutic drugs commonly used for cancer treat-
ments, relies on the same mode of action, namely, causing overwhelming numbers 
of DSBs in cellular DNA. Ironically, cancer treatments based on inducing toxic 
levels of DSBs also cause highly clastogenic DNA lesions that can lead to can-
cer. The complexity of factors giving rise to DSBs, both from within cells and the 
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environment, together with a diverse set of biological pathways involved in DNA 
repair, demand consideration when designing mathematical models of this complex 
and medically relevant phenomena.

DNA Double Strand Breaks Baseline Levels

Before being able to interpret the impact of genotoxic treatment on DNA using 
DNA double strand break assays, one needs to establish baseline levels of DNA 
damage. This limits the kind of assay one can use. Classic DSB assays, such as 
pulse field gel electrophoresis [19] or the neutral comet assay [20], are direct mea-
sures of DNA fragments but they typically require high levels of DNA damage, 
have limited sensitivity for detecting low levels of DSBs, and can be difficult to 
replicate between independent laboratories. The seminal discovery that the histone 
variant H2AX was specifically modified only at sites of DSBs [21] gave rise to 
immunofluorescent techniques and a quantitative surrogate marker for radiation-
induced DSBs in eukaryotic cells [22]. In contrast to the direct measurement of 
fragmented DNA (i.e. comet assays), quantifying phosphorylated H2AX (γH2AX) 
[21] or p53 binding protein 1 (53BP1) localized to DSB sites [23] is relatively 
simple. Importantly, quantification using this method is unambiguous and DSBs 
quantified as sub-nuclear spots, called “foci”, have proven to be more reliable in 
detecting minor DNA repair defects in human cells [24].

Nuclear foci assays have been used extensively in laboratory settings, for quan-
tifying DSBs in humans undergoing radiotherapy [25], and as a biomarker for aging 
and disease (reviewed in [26]). Remarkably, within seconds to minutes following 
IR, repair and checkpoint proteins are localized and/or modified at DSB sites, lead-
ing to the formation of radiation-induced foci (RIF). These rapid DNA damage re-
sponses typically reach a maximum at 0.5–1 h post-IR and diminish as DNA repair 
proceeds [21, 27–32]. The rapid appearance of γH2AX foci in cells after damage 
(seconds) has led to several mechanistic hypotheses to account for the speed and 
discrete localization of foci. A recent study suggests that chromatin structure in-
stantly changes upon disruption of genome continuity, thereby immediately and lo-
cally activating kinases and dictating γH2AX foci size and location [33]. Regardless 
of the mechanism, the majority of studies quantifying DNA double strand breaks 
using the RIF assay have been based on manual scoring [34–39], which has led to 
statistical uncertainty [40], subjective bias, and lack of reproducibility. Recent high 
throughput approaches using true 3D automatic foci detection software [31] has led 
to reproducible RIF results that can be compared across different research labora-
tories [41]. In this latter work, we showed that spontaneous damage is occurring in 
a random manner leading to a number of DSB/cell following a Poisson distribution 
[41], and quantification matches human counts from individuals trained in foci rec-
ognition (illustrated in Fig. 4.1).

Assuming DSB are produced at a constant rate P and foci are resolved at a rate 
k, one can write the following mathematical law:
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(4.1)

Where, C is the average number of DSB at time t in one nucleus and P is the con-
stant rate of DSB being produced in the same cell under physiological conditions. 
Assuming the tissue of interest is at steady state for endogenous damage produc-
tion, C should be constant. Therefore, we can resolve the spontaneous DSB rate at 
steady state:

 (4.2)

To approximate the spontaneous DSB production, let us use the full range of re-
ported values both for k, the repair rate, and C0from the literature. It has been shown 
that repair kinetics can vary, depending on the type of lesion with half-lives as 
fast as ~ 5 min or as slow as 3 h [42, 43]. Studies on Italian children have report-
ed spontaneous foci in peripheral blood lymphocytes (PBL) as low as 0.004 foci/
cell [44]. In contrast, levels as high as 0.5–1 foci/cell in adult healthy donors PBL 
have been reported [45, 46]. This leads to a minimum spontaneous damage rate of 
9.2E−4 DSB/h and a maximum of 5.2 DSB/h. In other words, during a 24 h time 
course, data suggest PBL may have to repair as many as 125 DSB or as few as 0.02. 
This is a large range of variation that should be reduced once the foci assay has been 
standardized across labs, by using validated imaging tools for spot quantification 
and by characterizing the same lymphocyte cell subtype to reduce cell specific bias 
[47]. Preliminary data on PBL, using our standardized approach, suggest 0.5 foci/
cell (data not shown), suggesting the ambient level of DSB is ~ 10–50 DSB/day.
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Fig. 4.1  Standardization and calibration of DSB detection using RIF assay. Images illustrate 
human breast cells exposed to IR and immunostained for 53BP1 as previously described [41]. 
Increasing doses of IR can be used to generate an expected linear number of DSB and can be quan-
tified automatically using state of the art wavelet imaging tools. When comparing to gold standard 
(average human visual inspection done blindly by two individuals), the algorithm performs as 
well. The capacity of quantifying thousands of nuclei within minutes in a reproducible manner, has 
allowed standardization and high throughput quantification of DSB
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Age affects DSB levels, which have been shown to double or triple over a life 
time in healthy subjects [46, 48, 49]. These studies concluded that aging may cause 
accumulation of DSB and/or that repair capacity is reduced with age, with a known 
higher genomic instability for older groups. However, if one looks at healthy older 
individuals (age > 70), no significant increase compared to the youngest age group 
is observed [46], suggesting life style or genetics may be a determining factor for 
this aging process. It is also important to note in this study that telomere shortening 
was ruled out as a mechanism for increase DNA damage, contradicting previous 
studies [50, 51].

Evaluating DSB Repair Kinetics with the RIF Assay

Repair kinetics studies done with RIF use discrete time points in fixed specimens 
after the induction of damage with IR. However, foci formation at a DSB is not 
immediate and seems to occur asynchronously [41]. As such, there is a delay be-
tween DSB production and its detection via the foci assay. Such delay adds an 
important confounding factor when computing repair kinetics and we previously 
offered a mathematical correction for it [41]. We illustrated this issue by irradiating 
live breast cells expressing 53BP1 GFP and showing a cell with total of three RIF 
being produced over a 4-h time course (cumulative counts), but with a maximum of 
only two RIF at any time point (observable counts). In order to interpret RIF kinet-
ics in an unbiased manner, we therefore had to introduce a mathematical formalism 
describing RIF formation as shown below:

 

(4.3)

where C0 and C1 are the average number of DSB and RIF per nucleus at time t, 
respectively and where RIF are formed at rate k1 and they are resolved at rate k2 
and where α is the number of naked DSB/Gy before formation of RIF and D is 
the dose delivered to the cell. In this model, we assume that such chemical pro-
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, is irreversible. C1(t) in equation 4.3 can be used to fit 
the number of RIF at a given time (static measure). However, using time lapse im-
aging one can also measure the total number of RIF that have been produced since 
t = 0 (cumulated measure). This can be described mathematically as:
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 (4.4)

Equation 4.4 is derived simply by setting k2 = 0 and using the same formalism as in 
equation 4.3.

Figure 4.2 illustrates the model.
Another model has also been proposed by Foray et al., where the model associ-

ates a repair probability unique to each DSB [52]:

 
(4.5)

where α and β are the shape and location parameters for the Gamma probability 
distribution function. This approach yields more accurate repair rates and repair 
probabilities for the population of DSBs using Euler’s Gamma function. However, 
this method does not predict the cumulated number of RIF throughout the whole ki-
netic, and can only fit the monotonically decreasing portion of the observable RIFs 
(see our previous review [39]).

From DNA Damage to Cancer

The link between DNA damage repair defects and cancer was first recognized with 
the study of the hereditary cancer-prone disease xeroderma pigmentosum (XP) 
when cells from XP individuals were found to be defective in repairing DNA SSBs 
induced by UV light [53]. Since that seminal discovery, a number of DNA repair 
genes and repair processes have been linked to many forms of cancer, aging, and 
disease (reviewed in part in [14, 54–56] and in Chap. 3). The γH2AX assay has 
been used to successfully identify repair defects in cells from individuals with ge-
netic diseases like ataxia telangiectasia (AT), Nijmegen breakage syndrome [57], 
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Fig. 4.2  RIF kinetics. Static 
counts are the average num-
bers of RIF per cell measured 
at a given time t. Cumulated 
counts are the total number of 
RIF observed since exposure 
to radiation at time 0
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XP [58], Fanconi anemia (FA) [59], and radiation sensitive severe combined immu-
nodeficiency [24] among others. Immunostaining for γH2AX and flow cytometry 
detection was successfully used to identify individuals heterozygous for ataxia tel-
angiectasia mutations [60] where flow cytometry screening and subsequent quan-
tification of γH2AX foci with microscopy was utilized to assess DSB repair pro-
ficiency [61]. Investigation of γH2AX as a marker of inflammation-induced DNA 
damage [62], and as a potential marker of viral infection [63] that potentially sup-
presses DSB repair [64] are also reported. Of particular relevance was the discovery 
of breast cancer susceptibility proteins type 1 and 2 (BRCA1 and BRCA2) which 
are clearly linked to cancer and play essential roles in DNA DSB repair [65]. The 
sizeable body of work linking DNA repair defects to cancer risks effectively estab-
lish the simple paradigm that defective DNA repair leads to genomic instability, 
which in turn can lead to cancer.

In addition to this somewhat oversimplified paradigm, the effects of defective 
DNA repair can manifest as a number of pathologies. While a comprehensive re-
view of all of the links between DNA repair and disease is beyond the scope of this 
chapter, here we point to a few intriguing associations. Neurological disorders are 
linked to DNA repair defective syndromes like AT and XP [66] and the DSB repair 
defective Ligase IV syndrome [67]. In addition, oxidative stress (including oxida-
tive DNA damage) is associated with the neurodegenerative pathologies Alzheim-
er’s and Parkinson’s [68, 69]. Both cancer predisposition and early onset of aging 
pathologies are caused by defects in a highly conserved group of RecQ DNA heli-
cases [70]. Defects in one such helicase, the WRN protein, cause a predisposition 
for a broad spectrum of cancers and an early onset of many aging pathologies. The 
WRN protein interacts with DSB repair proteins [71] and a number of other DNA 
repair pathways [72]. While the precise mechanistic links are still being discovered, 
it is clear that DNA repair defects impact genome stability and cancer predisposi-
tion in addition to a number of other important pathologies.

Epidemiological Study: The A-Bomb Survivors

The most documented argument favoring the correlation between DSB and cancer 
is the epidemiologic data from the Atomic Bomb survivors [73, 74]. These analyses 
were based on 17,448 first primary cancers (including non-melanoma skin cancer) 
diagnosed from 1958 through 1998 among 105,427 individuals. IR is known to 
induce DSB via the production of reactive oxygen species and direct DNA ioniza-
tion. Therefore, increasing radiation doses increases in a linear manner the amount 
of DSBs. Similarly, cancer incidence from the A-bomb data show an increase with 
dose, but the linearity remains a very controversial topic [41, 73] and only signifi-
cant doses of IR ( > 0.1 Gy), known to induce several DSB (at least 3), are currently 
required to establish a clear cancer risk. These epidemiological data most clearly 
demonstrate the impact of elevated DSBs on cancer risk and occurrence in a large 
human population.
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Modeling Cancer Using DNA Damage

Modeling Radiation-Induced Carcinogenesis

When it comes to cancer risk from IR, the current risk model assumes the linear-no-
threshold hypothesis (LNT), which implies that any amount of IR exposure is harm-
ful. LNT is used to set dose limits for radiation occupational workers or the gen-
eral public. The LNT is based mainly on data from the Japanese A-bomb survivors 
and secondarily on arguments involving the dose-response of surrogate endpoints. 
Gene mutations that are caused primarily by DSB are thought to be the initiating 
events of cancer (see Fig. 4.3). One poorly repaired DSB can lead to a point muta-
tion while misrejoining of two DSBs leads to more complicated genome rearrange-
ments. Physical laws suggest DSB frequencies are proportional to dose. Therefore, 
it is well accepted that point mutations are linear with dose since it requires only 
one DSB, whereas DSB misrejoinings are dependent to the dose squared [75]. In the 
dose-range of radiation cancer epidemiology, the quadratic term is almost always 
negligible, especially at low dose rates, as the first lesion is probably repaired before 
the second mutation occurs [76]. However, we have shown that DSB move into 
regularly spaced nuclear domains of 1.55 µm interval [41, 77]. Therefore, as the 
dose of IR increases, the probability of having two DSBs in the same repair center 
increases non-linearly, increasing further the risk of DSB misrejoining. Therefore, 
extrapolating risk linearly from high dose, as done with the LNT, could lead to 
overestimation of cancer risk at low doses.

Carcinogenesis is thought to occur in four interdependent stages as depicted in 
Fig. 4.3. The first stage is Initiation and is typically caused by chemical, physical, 
or biological agents, which irreversibly and heritably alter cellular genomes result-
ing in an enhanced growth potential. Mutation of tumor suppressor genes have been 

Fig. 4.3  The four stages of carcinogenesis and the role of DSB and mutation in this process. Red 
circles represent mutation affecting genes in the cancer process. (i.e. Tumor Suppressor Genes or 
Oncogenes)
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thought to be the most likely initiating events, as originally introduced by Knudson 
[78]. This neoplastic potential is only realized, however, if the cell later undergoes 
Promotion, the second stage of carcinogenesis. Promotion is often thought to be the 
rate-limiting step in carcinogenesis since it has been shown that initiation alone is 
not sufficient to induce cancer [79]. Further genomic modifications due to genomic 
instability can lead to Transformation, which is often characterized by cell immor-
talization and oncogenic activation. Once a cell is transformed, additional prolifera-
tion leads to a full tumor. This last phase of carcinogenesis is defined as Progression.

In order to account for the observed power of age dependence in radiation-in-
duced carcinomas, a multi-stage theory of carcinogenesis was first introduced [80, 
81]. However, this model suggested 5 to 7 rate-limiting stages, which contradicted 
biological data. This discrepancy was resolved by the two-stage clonal expansion 
model (TSCE), which assumed a cell leads to a tumor by two separate mutations 
(Initiation and Transformation, with probability µ1 and µ2 respectively) and clonal 
expansion (Promotion and Progression) [82–84] (See Fig. 4.3). Promotion is char-
acterized with a proliferation rate α, while Progression is modeled by a lag time 
(tlag) required to reach a full tumor. DNA damage occurring spontaneously or via 
genotoxic stress can influence the rate of initiation, increasing the probability of 
developing cancer.

However, TSCE neglects the influence of intercellular and extracellular interac-
tions in the tumor growth and predicts a final tumor that is unrealistic in that its cells 
are clonally identical. This is inconsistent with what is observed where tumors are 
heterogeneous and cell-cell and cell-extracellular matrix (ECM) interactions have 
been shown to influence tumor progression. In fact, a new paradigm for carcinogen-
esis has been gaining some credibility over the past two decades emphasizing a key 
role of cell-cell and cell-ECM interactions in the maintenance of tissue organization 
[85]. For example, during angiogenesis a tumor manages to communicate with its 
microenvironment to elicit the proliferation of endothelial cells to form blood ves-
sels that will supply the tumor with oxygen. Another illustration of this paradigm is 
the existence of cancer susceptibility genes whose mutation affect genomic stability 
but associate with cancer only in certain tissues (e.g. BRCA1 for breast cancer, APC 
for colon cancer). This would suggest that the cellular and tissue context itself plays 
a role in causing the initiated cell to start proliferating.

Recent work on colon cancer introduced genomic instability in the TSCE model 
in order to better fit the data [86]. Fits were excellent but also suggested that radia-
tion only played a small role in initiating genomic destabilization. The idea that 
non-mutational radiation effects play a critical role in destabilizing the genome is 
supported by the literature describing radiation-induced genomic instability as a 
non-targeted effect [87–89]. These types of multi-cellular interactions typically lack 
mathematical formalism due to the impossibility of reducing them to single enti-
ties such as cells. A new kind of formalism is required to adequately represent and 
model these multi-cellular interactions in a system.

Advances in computer science have engendered new approaches to model bio-
logical systems in ways that can formalize a system of interacting components. One 
such approach is agent-based models (ABM), which naturally describe complex 
adaptive systems as the results of interactive software objects in various contexts 
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[90]. Agents are non-deterministic codes originally developed for artificial intel-
ligence. Each agent behaves individually in response to its situation on the basis 
of a set of contextual rules. In the case of representing cells within a tissue, agents 
may execute various behaviors appropriate for the system, such as proliferation, 
differentiation or death. A modeling framework that permits the integration of the 
different factors leading to homeostasis might include cooperation and competition, 
spatial organization, physical and molecular interactions between cells and their mi-
croenvironment, biological pathways, or genomic status. By modeling an irradiated 
tissue/organ/organism as a system of interacting cells that integrates these many 
factors, cancer can more realistically be analyzed as an emergent phenomenon of a 
perturbed system [91].

Our group has used ABM extensively to understand the emergent biological be-
haviors resulting from these complex multi-cellular interactions. For example, using 
ABM we showed that radiation could induce premature senescence of normal mam-
mary epithelial cells, allowing for an accelerated outgrowth and selection of pre-
neoplastic cells in culture [92]. We also used ABM to model the complex interplay 
between apoptosis, proliferation, and polarization needed to maintain a normal 3D 
structure of mammary epithelial cells [93]. Surprisingly, our simulations revealed 
a synergism between polarization and apoptosis in achieving growth arrest neces-
sary to achieve a normal mammary acinar morphology. More recently, we used a 
multi-scale ABM to evaluate the effects of radiation on stem cell kinetics in the 
mammary gland during development [39]. The model made the prediction that irra-
diation during puberty, but not during adulthood, induces stem cell self-renewal and 
subsequent mammary stem cell enrichment, which in turn leads to estrogen receptor 
negative breast cancer. This prediction was validated functionally using in vitro and 
in vivo experiments, and may help explain why there is an elevated breast cancer 
risk after exposure to IR in young girls, but not adult women over the age of 40.

ABM hold great potential for modeling the increasing complexity of unravel-
ing mechanism in carcinogenesis. Figure 4.3 depicts how one could integrate the 
impact of the microenvironment and inflammation in an ABM to predict tumor 
incidence in silico. One could assume that tumors arise via successive DNA muta-
tion and that promotion are influenced by non-targeted effects (i.e. persistent effects 
on the microenvironment, modifying cellular behavior and baseline DNA damage 
level, modifying the frequency of both initiation and conversion (µ1 and µ2 terms 
respectively)). One can also generalize TSCE to more stages before a tumor arises, 
if necessary (i.e. Multi Stage Clonal Expansion).

Using Foci Assay as Biomarkers for Cancer Risk  
and Cancer Detection

Several studies have suggested that γH2AX quantification may be a powerful di-
agnostic tool for cancer risk and development and many other diseases [25, 26, 44, 
94]. Elevated levels of γH2AX in premalignant lesions can induce cell cycle arrest 
and cellular senescence, thus serving a tumor-suppressive function [95–99]. These 
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findings suggested the use of the γH2AX assay may be an effective bioassay for 
early stage cancers [94]. Analysis of 30 human biopsies from colon, breast, ovary, 
liver and kidney cancers support the use of γH2AX in detecting early stage of tu-
mor development [94] while other reports use γH2AX foci as a marker of cancer 
progression and treatment [100, 101]. Interestingly, sporadic breast cancer, gliomas, 
and lymphomas have been associated with genetic variations in the H2AX gene or 
changes in its promoter region [102–104].

Repair kinetics has also been explored as a way to predict radiation sensitivity 
and cancer risk. For example, primary lymphocytes from radiation sensitive mice 
with known defects in DNA repair (e.g. Balb/C and SCID mice) have RIF repair 
kinetics 1.5 to 6 times slower than resistant strains such as C57Bl/6 J (repair rates 
inferred from [105]). Similarly, ATM defects that result in persistent RIF [41, 106] 
are associated with radiation-induced carcinogenesis in mice [107], and increased 
toxicity from radiotherapy in ATM heterozygous patients [108, 109]. Additionally, 
DNA repair deficiencies are considered risk factors for both acute radiation toxicity 
and cancer, independently of the type of radiation [110–114]. Importantly, function-
al RIF kinetic assays may be sensitive enough to detect subtle genetic differences 
between individuals that would be hard to detect with more classic methodologies, 
such as single nucleotide polymorphism arrays. For example, recent studies on pri-
mary human fibroblasts, derived from 25 apparently healthy individuals and ten 
patients with DNA repair-defective syndromes have shown a wide variation in RIF 
levels and kinetics between individuals [115]. Our mathematical interpretation of 
RIF kinetics establishes novel metrics that can characterize such subtle differences. 
This approach may help identify genes that have not been previously implicated in 
DNA repair and individuals that are sensitive or cancer-prone in response to radia-
tion exposure.

Some researchers have looked at DSB levels or DSB repair in lymphocytes as 
a potential indicator for cancer risk. The use of lymphocytes is ideal as they can be 
obtained in a relatively non-invasive manner. A recent study showed that baseline 
γH2AX foci levels in lymphocytes alone might be sufficient to detect individuals 
with breast cancer prior to treatment [116]. Elevated DNA DSB levels in lympho-
cytes of breast cancer patients have been observed previously, but using the comet 
assay [117, 118]. Others have additionally observed defective DNA DSB repair in 
lymphocytes in untreated patients with bladder [119], esophageal [120], and lung 
cancer [121]. These studies show great promise for the use of the γH2AX foci assay 
on lymphocytes for the detection and possible prevention of many cancers.

The development and broad application of the DSB foci assays brings major 
advantages to mathematical modeling of DNA damage and repair. First, this tech-
nology allows quantitative scoring of one specific type of DNA damage on a ‘per 
genome’ basis. Second, the assay is based on the cellular recognition of DSBs, not 
an estimate or average of broken molecules in a population of cells. These advan-
tages permit accurate and precise measurements to be taken and compared between 
laboratories, samples, tissues, and individuals. This breakthrough technology will 
enhance the speed and accuracy of developing and testing mathematical models that 
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quantitatively describe DNA damage processes critical to cancer, aging, and other 
pathologies that are the focus of modern medicine.
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Abstract Tumour metastasis is a complex and dynamic process that is estimated 
to be associated with over 90% of cancer-related deaths. The various stages of the 
metastatic cascade are made up of interactions between metastatic tumour cells, 
the solid tumour microenvironment, host normal cells, and host tissue. While our 
understanding of tumour cell migration and invasion has been greatly improved 
using a variety of in vitro cell culture systems, the inherent complexity of the entire 
metastatic process is best studied using animal models. There are several in vivo 
models that are amenable to studying tumour metastasis, and this Chapter will focus 
on some of the more notable animal models that are commonly used in the metas-
tasis field. We will first consider the zebrafish as a burgeoning model for tumour 
cell migration and invasion that is particularly well-suited for intravital imaging of 
labeled tumour cells to study mechanisms underlying metastatic tumour cell dis-
semination. We then discuss selected genetically engineered mouse models of meta-
static cancer, which are powerful tools to elucidate the oncogenic potential of genes 
of interest. Murine tumour xenografts are also considered as the traditional “gold 
standard” models for metastasis research. We have included descriptions of strate-
gies to artificially seed murine tissues with tumour cells to study the proliferation 
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and survival of these cells in host tissues, and we provide an overview of quan-
titative methods to study the development of spontaneous metastases from solid 
tumour xenografts. We conclude with the use of patient-derived xenografts (PDXs), 
which are becoming increasingly common tools to validate experimental findings 
established in other model systems in an effort to enhance the clinical applicability 
of in vivo data.

Keywords Metastasis • Zebrafish • Genetically engineered mouse models 
(GEMMs) • Murine tumour xenografts •  Patient-derived xenografts (PDX) • 
Biomarkers • Non-invasive imaging modalities • Personalized cancer therapeutics

Abbreviations

18FDG 18F labeled deoxyglucose
AR Androgen response
CT Computed tomography
EMT Epithelial to mesenchymal transition
GEMM Genetically engineered mouse model
MMTV Mouse mammary tumour virus
LN Lymph node
PB Probasin
PDX Patient-derived xenograft
PET Positron emission tomography
PIN Prostatic intraepithelial neoplasia
PyVmT Polyoma virus middle T
SRC Subrenal capsule
TAM Tumour associated macrophage
TIC Tumour initiating cell
TRAMP Transgenic adenocarcinoma of the mouse prostate
WAP Whey acidic protein
XT Xenotransplantation

Introduction

Tumour metastasis is a complex, multi-step process [1] that is remarkably 
inefficient, with < 0.01 % of disseminated tumours cells estimated to eventually 
form macroscopic metastatic tumours. The process of metastasis can include local 
invasion of tumour cells into adjacent tissue, however the severe morbidity and 
mortality associated with metastatic disease is typically due to the development of 
metastatic tumour foci in tissues that are distant from the primary tumour. Tumour 
cells can metastasize through the lymphatic system to lymph nodes and/or through 
the bloodstream to a variety of distant tissues including the lungs, liver, brain, and 
bone marrow. A great deal of work has been devoted to understanding the genetic 
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and phenotypic characteristics of metastatic tumour cells [2], and tumour cells must 
have (or develop) the ability to migrate and invade in order to disseminate from a 
primary tumour. Metastasis begins with dissemination of tumour cells away from 
the primary tumour, which is a process that can involve tumour cell migration, inva-
sion through extracellular matrix, and intravasation of tumour cells into the circula-
tion. Most tumour cells that enter the bloodstream from a primary tumour mass die 
in the circulation before the cells can invade distant organs [3, 4]. Tumour cells that 
enter metastatic target organs can die or lie dormant for extended periods of time [5], 
with only a small proportion surviving and proliferating to form micrometastatic 
tumour foci. The continued growth of micrometastatic tumour foci into life-threat-
ening macrometastatic tumours requires a switch to active angiogenesis [6–8] that 
is dependent upon active collaboration between the metastatic tumour cells and the 
surrounding host tissue. The role of host tissue in allowing (or promoting) metastatic 
tumour growth was first postulated by Stephen Paget in the late 1800s, with his 
‘seed-and-soil’ hypothesis [9] suggesting that metastatic tumour cells (seeds) must 
enter suitable host tissues (soil) in order to grow into tumour metastases. Indeed, 
different tumour cell types preferentially form metastases in specific organs, and 
the site-specificity of metastatic growth seems to reflect the inherent (or acquired) 
properties of the disseminated tumour cells and the metastatic target organ itself. For 
example, expression of stromal-derived factor-1 (SDF1) by specific host tissues is 
thought to facilitate the invasion of tumour cells expressing CXCR4 [10], and the 
accumulation of bone marrow-derived cells in “pre-metastatic niches” have been 
shown to increase metastatic tumour growth in murine xenograft systems [11–13].

In order to study the complexity of the metastatic process and the role of the 
host in metastatic colonization, it is imperative to utilize animal models and there 
are several in vivo models that have been used to discover and study genes that are 
associated with metastasis. This Chapter will focus on some of the more notable 
animal models that are in common use in the metastasis field. The first section 
of this Chapter will focus on the zebrafish as a burgeoning model for tumour cell 
migration and invasion that is particularly well-suited for the intravital imaging of 
mechanisms underlying metastasis. This section is followed by a section describ-
ing selected genetically engineered mouse models of metastatic cancer and murine 
xenograft models, both of which have traditionally been considered the “gold stan-
dard” models for metastasis research. We will discuss methods to artificially seed 
tissues with tumour cells, and provide an overview of strategies to study spontane-
ous metastasis from tumour xenografts. The use of patient-derived xenografts that 
recapitulate clinical metastatic disease will also be considered.

Zebrafish as a Model for Metastasis

Zebrafish ( Danio rerio) embryos develop rapidly and are transparent in the early 
stages of development, which has made them an attractive vertebrate model organ-
ism for developmental biologists modeling human diseases [14–16]. More recently, 
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scientists have used zebrafish as a model organism due to the ease at which their 
genomes can be manipulated, the inherent capacity to perform forward genetic 
screening and the convenience of conducting rapid loss of function studies using 
gene silencing morpholino antisense oligonucleotides. Over the last decade, cancer 
biologists have also begun to take advantage of these features to use zebrafish to 
model human malignancies, including as a model of invasion and metastasis by 
employing human tumour xenografts in the fish.

History of Human Tumour Xenotransplantation (XT) in Zebrafish

For xenotransplantation (XT) studies, cultured cells or primary tumours are fluores-
cently labeled and injected into zebrafish embryos. Since the developing larvae are 
transparent, the overall tumour burden and the location of the transplanted cells can 
be tracked using fluorescent microscopy. Fluorescent labeling is usually performed 
by either making stable cell lines that express fluorescent proteins or using a mem-
brane stain (such as, CM-DiI or PKH2). Several anatomic sites within the embryo 
have been tested for injection location, including the duct of Cuvier and the fourth 
ventricle of the central nervous system, but the yolk sac has emerged as the pref-
erential site of injection for xenotransplantation. Similarly, different zebrafish de-
velopmental stages have been assayed, with 24–48 h being the most common time 
point used for injections [17–19]. Importantly, zebrafish embryos are immunoper-
missive at early developmental stages, which facilitates xenograft work without re-
quiring the induction of immunosuppression in the fish. While used less commonly, 
human cells can also be transplanted into the peritoneal cavity of adult zebrafish, 
however to avoid rejection by the immune system, the fish must undergo immune 
ablation with sub-lethal irradiation or dexamethasone treatment, prior to engraft-
ment [20]. In the zebrafish model system, there are more limited possibilities for 
orthotopic injection of human cells to more closely mimic tumour interaction with 
an appropriate microenvironment, however glioblastoma cells have been injected 
into the hindbrain ventricle of the central nervous system [18]. Studies using pri-
mary human cell engraftment are limited, and include leukemic cells [21], as well as 
pancreatic, breast and prostate tumours [19, 22, 23]. A factor in the maintenance of 
zebrafish embryos bearing xenografts is the different temperature requirements of 
the embryos and the cancer cells. Human cancer cell lines are maintained at 37 °C, 
while zebrafish are maintained at 28 °C [24]. Empirical studies have found that 
incubation 34−35 °C enables the zebrafish to develop normally and the cancer cells 
continue to proliferate [17].

One of the main advantages of zebrafish XT is that the fish embryos are trans-
parent and thus amenable to visualization of both tumours and host physiology 
using fluorescent microscopy of living embryos. As such, several transgenic lines 
of fish have been created which are particularly useful for direct observation of 
tumour-host microenvironment interactions. The Tg(fli1-eGFP) line expresses GFP 
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from the fli1 promoter for expression in the endothelial cells to highlight the fish 
vasculature; a powerful tool for studying tumour-associated angiogenic events [25] 
as well as tumour cell intravasation (or extravasation) into (or from) the vascula-
ture [26, 27]. Other transgenic lines have been made to label immune cells, such 
as Tg(mpx:GFP) for neutrophils [28, 29], Tg(mpeg1:eGFP) for macrophages [30] 
and Tg(cd41:eGFP) for platelets and hematopoietic stem cells [31], which may be 
useful for investigating the contribution of the innate immune response to tumour 
invasion and metastasis.

A Tool for Mechanistic Metastasis Studies

Studies have been performed to evaluate the utility of zebrafish xenografts as 
models for metastasis. The first report of the successful xenotransplantation of 
human cancer cells in zebrafish occurred in 2005, where metastatic melanoma 
cells were injected into blastula stage embryos at 5h post fertilization. It was 
found that the melanoma cells retain a dedifferentiated state, migrate and divide 
in the developing fish [32]. In another early study, two pancreatic cancer cell 
lines derived from the same patient, one highly invasive and the other poorly 
invasive, were transplanted into zebrafish embryos. Two days after injection, the 
highly invasive line was found to have migrated throughout the embryo, whereas 
the poorly invasive line remained in one location [19]. Breast cancer cells were 
injected into zebrafish embryonic duct of Cuvier (directly into the circulation) 
and the pattern of invasion and metastasis mimicked what had been previously 
seen in mouse metastasis models [33]. Recently, a more extensive evaluation of 
this model system was performed using the transplantation of breast, prostate, 
colon and pancreatic cell lines of known invasive potential [22, 27]. These stud-
ies reveal that the zebrafish model reliably recapitulates the invasion data from 
in vitro studies and mouse metastasis models [22]. Taken together, these studies 
have demonstrated that the zebrafish xenograft model is faithful to the features of 
invasive, metastatic cancer.

Movement into and out of vasculature are essential steps in the metastatic cas-
cade, but can be difficult to study in murine models, generally necessitating histo-
logical evaluation at discrete time points. Using transgenic fish that have fluorescent 
vasculature Tg(fli1-eGFP) and high resolution imaging techniques, the interaction 
between tumour cells and vasculature can be observed in real time. Furthermore, 
studies in zebrafish xenografts show direct links between the ability of tumour cells 
to induce host angiogenesis and their ability to metastasize. Breast cancer cells with 
low metastatic potential injected into zebrafish embryos promoted angiogenesis and 
became highly invasive under hypoxic conditions. This hypoxia-induced pathogenic 
angiogenesis was promoted by VEGF secreted by the tumour cells [34–36]. In an 
early study, breast cancer cells were injected into the peritoneal cavity of adult ze-
brafish (immunosuppressed with dexamethasone treatment) and had the ability to 
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invade in a RhoC dependent manner. Live imaging of the intravasation process 
showed that the tumour cells underwent cytoskeletal remodeling to form protrusive 
structures that invaded into newly formed vasculature [26]. High resolution mi-
croscopy has shown that tumour cells induce active remodeling of vessels at the 
sites of extravasation, rather than damage or induce vascular leakage, as has been 
previously thought. The remodeling is characterized by a clustering of endothelial 
cells around the tumour cells and a change in the architecture of endothelial cell-cell 
junctions. Furthermore, the expression of Twist, a transcription factor involved in 
epithelial to mesenchymal transition (EMT), promoted extravasation [34]. Simi-
larly, E-cadherin (CDH1) knock-down in 4T1 murine mammary tumour cells was 
shown to increase dissemination throughout the zebrafish embryo, consistent with 
the promotion of EMT by loss of E-cadherin expression [27]. Live imaging has 
indicated that metastatic cells extravasate and colonize in areas high in neutrophils, 
and that the neutrophils actively remodel the collagen matrix to assist in the process. 
It was shown that the inhibition of VEGF signaling decreased tumour growth and 
angiogenesis, but paradoxically increased neutrophil migration and formation of 
micrometastases [29].

The zebrafish model system has also been used to dissect pathways relevant for 
metastasis, highlighting potential areas for therapeutic intervention. In particular, 
as compared to in vitro assays, the zebrafish provides host vasculature, innate im-
mune cells and stroma that provide some of the host-tumour interactions that may 
play a role in tumour cell invasion and metastasis. Cell intrinsic factors that may 
promote metastasis and their interaction with the host tumour environment can also 
be explored. For example, several studies have demonstrated the importance of 
matrix metalloproteinases in invasion and metastasis. Galectin-3, which controls 
PAR-1 and MMP-1, was found to be increased in metastatic gastric cancer. Me-
tastasis of gastric cancer cells in the zebrafish XT model system was inhibited by 
knockdown of galectin-3, Par-1 or MMP-1 [37]. Similarly, manipulation of another 
galectin, Gal-4, in pancreatic cancer cells causes changes in metastatic potential 
[38]. SMYD3 is overexpressed via epigenetic mechanisms in many cancers and 
is associated with increased MMP-9 expression. Knockdown of either SMYD3 or 
MMP-9 is capable of decreasing metastatic spread in zebrafish XT model [39]. 
Another factor, TGF-β, which has long been known to play a role in metastasis, has 
also been evaluated using zebrafish XT. Specifically, inhibition of TGF-β signaling, 
or downstream effectors, resulted in decreased metastatic potential in the zebrafish 
xenograft metastasis model [33].

The zebrafish model has also been leveraged to perform studies of cancer stem 
cells or tumour initiating cells (TICs) and their role in cancer progression and me-
tastasis. For example, glioma cells or cancer stem cells derived from a glioma cell 
line were transplanted into zebrafish embryos and metastatic potential assessed. 
The stem cell population displayed higher metastatic potential, a process which was 
dependent on MMP-9 and dampened with an MMP-9 inhibitor [40]. TICs isolated 
from several prostate cell lines, as well as from primary prostate tumours, showed 
very high metastatic ability in the zebrafish xenograft model, even with very few 
transplanted cells [23].
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Advantages and Disadvantages of Zebrafish XT as A Metastasis 
Model

Mouse models have been the gold standard for metastasis studies, although the 
zebrafish XT model system does offer some advantages. First, zebrafish XT does 
not require immune compromised animals. While human tumour xenograft studies 
have to be performed in mouse strains that lack a competent immune system, the ze-
brafish immune system does not completely mature until 28 days post-fertilization 
[41], negating the need for immunocompromised strains. Secondly, the direct vi-
sualization and live imaging of metastasis within zebrafish embryos can be readily 
performed due to their transparency. Third, their diminutive size and extraordinary 
fecundity (a single clutch can number in the hundreds of animals) can facilitate me-
dium throughput screening of hundreds of embryos distributed into 96-well plates; 
a feat that is not possible with any other vertebrate animal model. The number of 
cells injected into zebrafish embryos is also low compared to murine xenografts, 
typically 50–100 cells [43–45], which may provide an advantage in cases where 
there are limited materials, such as with primary tissue transplants (e.g. from needle 
biopsy). Finally, automated or semi-automated whole animal imaging, combined 
with image analysis algorithms, enables quantification of metastatic spread and dis-
semination kinetics [27, 42].

Despite the advantages discussed above, zebrafish also present several possible 
disadvantages that should be considered. One of the chief concerns, as alluded to 
briefly above, is the possible lack of appropriate orthotopic sites for tumour-host in-
teractions within the fish. Zebrafish lack lungs, prostate and mammary tissue and as 
such no orthotopic sites for tumours derived from these tissues exist in the fish, and 
thus conclusions drawn from xenograft studies using these tumours should be con-
firmed using other assays or models, such as mice. In addition, appropriate growth 
factors for the faithful proliferation of certain tumours may also be lacking (or in 
limited quantities) to sustain growth of tumour within fish. However, this challenge 
can be partly mitigated by supplementing growth factors directly in the embryo wa-
ter of engrafted fish. Finally, zebrafish, despite sharing > 70 % genetic identify with 
humans, nonetheless lack several genes (e.g. the p14/ARF (CDKN2A) and PML 
tumour suppressors) and harbor at times multiple paralogs of human genes (e.g. 
there four Twist paralogs in zebrafish), which must be considered in interpreting 
results from zebrafish cancer models [46].

Future Studies

The zebrafish XT model system will continue to be used for mechanistic studies that 
will complement other model systems. However, to improve and expand the use of 
zebrafish XT some of the challenges regarding lack of appropriate orthotopic sites 
and genetic dissimilarities between fish and humans need to be addressed through 
new approaches. For example, co-injection of “helper-cells” or stroma expressing 
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appropriate tissue-specific factors may aid in engraftment of disparate tumour types 
for which the appropriate orthotopic tissue is lacking in the fish.

A second major area of future work using zebrafish XT will be the employment of 
human primary tumour xenografts. While the vast majority of experiments in zebraf-
ish xenografts have used cultured cells, there is movement towards the injection of 
tumour cells, similar to patient-derived xenograft (PDX) models used in mice. The 
first such study used labeled primary pancreatic tumours that were transplanted into 
zebrafish embryos and found to be metastatic, whereas non-cancerous tissue showed 
no signs of invasion or metastasis [19]. In another study, a subpopulation of cells, the 
putative TIC population, was isolated from prostate tumours and transplanted into 
zebrafish [23]. In order to characterize invasive properties prior to xenografts, pri-
mary lung tumour cells were maintained in short term cell culture (5–10 days). The 
amount of invasion and micrometastases found in the zebrafish xenografts of the 
primary cultures mirrored the invasive potential found in vitro [22]. This approach 
has recently been pioneered for primary patient bone marrow-derived diagnostic 
leukemia samples, with the opportunity to personalize therapy by providing real 
time in vivo response data to specific targeted agents (Bentley et al., submitted).

Another burgeoning area employing the zebrafish XT model is chemosensitiv-
ity assays to define tumour-drug interactions and possibly even provide an avenue 
for personalization of therapy using PDX. Finally, the mechanistic insights gleaned 
from the metastasis studies using zebrafish XT will highlight which pathways can 
be targeted for anti-metastasis therapy. Therefore, future studies are also likely to 
leverage both the metastasis and chemosensitivity applications of the model system 
to evaluate potential novel anti-metastasis therapies.

Genetically Engineered Mouse Models of Metastatic 
Cancer

Genetically engineered mouse models (GEMMs) have been generated in an attempt 
to model spontaneous tumour formation and progression. As a tool for metastasis 
research, it is important the models mimic the progression from localized cancer to 
metastatic disease and that the metastatic lesions occur in the appropriate locations. 
While there are metastatic GEMMs for many cancers, including bladder, thyroid, 
lung, pancreas, and skin, this section will focus on genetic models of breast and 
prostate cancer. These models have been invaluable for study of the metastatic cas-
cade and dissection of the factors which contribute to metastasis.

Breast Cancer

The most common sites for breast cancer metastasis are liver, brain, lung and bone. 
To induce mammary tumours, oncogenes such as Her2 (human epidermal growth 
factor receptor-2), MET (hepatocyte growth factor receptor), Wnt-1 (wingless-type 
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mouse mammary tumour virus integration site family member-1) can be overex-
pressed specifically in mammary epithelial cells. The mammary specific promoters 
used most often to drive these oncogenes to establish transgenic mice are the mouse 
mammary tumour virus (MMTV) or whey acidic protein (WAP). When Her2/neu 
was constitutively overexpressed in mammary epithelial cells under the control of 
the MMTV promoter, tumours arose with an average onset of 4 months and lung 
metastases were detected at high frequency [47]. Invasion and metastasis can be 
accelerated in the Her2/neu transgenic mice by the additional activation of Akt/
PKB (phosphokinase B) [48]. Activating MET mutations cause mammary tumours 
and spontaneous metastasis to the lung, lymph nodes (LN), kidney and heart [49]. 
Metastasis in MMTV-Wnt-1 mice are rare at the time of initial tumour detection, 
however, after the primary tumour is removed, frequent lung and LN metastases are 
observed [50].

PyVmT (polyoma virus middle T) mice recapitulate breast tumour progression in 
humans from a pre-malignant state through to the development of metastatic mam-
mary tumours [51]. PyVmT mice develop poorly differentiated mammary tumours 
with high penetrance of pulmonary metastases, and transplantation of spontaneous-
ly-derived PyVmT tumours into cleared mammary fat pads result in transplantable 
metastatic mammary tumours [52]. This model has been useful in studying various 
factors involved in breast tumour metastasis, including the importance of Akt/PKB 
signaling in tumour development and metastatic progression [53]. The role of host 
cells in promoting PyVmT metastasis has also been studied extensively, including 
the role of colony-stimulating factor-1 (CSF-1) induced tumour associated macro-
phages (TAMs) on primary tumour growth and metastasis [54, 55].

Mouse models with inducible, rather than constitutive, oncogene overexpression 
provide a means to study tumour progression and metastatic growth with tighter 
control over the induction of the oncogene. For example, transgenic mice that ex-
press the Her2 transgene under control of the tetracycline promoter create inducible 
overexpression of Her2/neu in the mammary gland upon treatment of the mice with 
doxycycline. Conditional activation of Her2/neu with doxycycline results in rapid 
onset of mammary tumours and pulmonary metastases. Both the primary and meta-
static lesions continue to rely on Her2/neu activation as withdrawal of doxycycline 
results in regression [56]. Similarly, when Wnt-1 is conditionally overexpressed, 
tumours metastasize and subsequently regress upon removal of doxycycline [57]. 
However, recurrence of the regressed tumours differs in the two model systems, 
with tumour recurrence being much more frequent with the Her2/neu oncogene 
than with Wnt-1 [58]. In the Wnt-1 inducible system, loss of a p53 allele decreases 
the number of tumours that regress while also increasing the frequency of recurrent 
tumours [57].

Mammary specific deletion of tumour suppressor genes has also been used to 
model breast cancer metastases. For example, p53-deficient mice generated using 
the WAP-Cre system resulted in estrogen receptor positive tumours that metasta-
sized to the lungs and liver with a long latency [59]. Similarly, loss of BRCA1 
(breast cancer-1, early onset) alone in the mammary gland produces tumours, albeit 
at low frequency and a long latency [60], and tumours that formed in this model 
demonstrated alterations in p53 expression. A combination of BRCA1 loss and loss 



104 D. R. Cochrane et al.

of one p53 allele produces tumours that metastasize to the liver and lungs with 
a shorter latency than with p53 deficiency alone [61]. Loss of both p53 and E-
cadherin using the WAP-Cre system results in lobular tumours which metastasize to 
skin, lungs, liver, spleen, pancreas, GI tract and peritoneal cavity, with bone metas-
tases also observed at low frequency [62].

Loss of PTEN (phosphatase and tensin homolog) and Her2 overexpression are 
genetic events that often co-occur in breast cancers, and GEMMs with Her2 overex-
pression results in tumours with the basal-like subtype that metastasize to the lungs 
[63]. In a similar model, control of Her2 expression and Cre recombinase were put 
under the control of the MMTV promoter in a bi-cistronic transcript to generate the 
PTEN-deficient “NIC” mice. The tumours in these mice were of the luminal sub-
type of breast cancer and there was an increase in metastatic lung lesions in these 
PTEN-deficient mice compared to the PTEN heterozygotes or the parental strain 
[64]. There was increased angiogenesis observed at the primary tumour site, which 
is postulated to contribute to the higher rates of metastasis [64].

Overall, there are several elegant mouse models that spontaneously, or after in-
duction, form mammary tumours that can metastasize, and these models have pro-
vided important insights into the role of various oncogenes and proto-oncogenes in 
mammary tumour development. It should be noted that mice have ten mammary 
fat pads, all of which can develop mammary tumours in these models. Thus, ex-
periments designed to study the effect of surgical primary tumour resection on the 
growth and development of residual metastatic disease is technically challenging in 
GEMMs, and murine xenograft models are better suited for these types of studies 
as will be discussed in sections 4.4–4.5 below.

Prostate Cancer

Prostate cancers metastasize primarily to bone and lymph nodes; however, there are 
no GEMMs that consistently and reproducibly metastasize to bone. Prostate spe-
cific expression of oncogenes is often achieved using the probasin (PB) promoter 
or the modified ARR2PB promoter, which increases prostate gland specificity by 
adding two androgen response (AR) elements to the PB promoter. Valkenburg and 
Williams have authored an extensive review describing various mouse models of 
prostate cancer, including discussion of how closely each model recapitulates hu-
man prostate cancer [65].

PB driven expression of the SV40 T antigen is used to generate the TRAMP 
(transgenic adenocarcinoma of the mouse prostate) model. The TRAMP model 
follows progression of the human disease from prostatic intraepithelial neoplasia 
(PIN), to multifocal adenocarcinoma, followed by invasive metastases in lung and 
LN (rarely bone, kidney and adrenal glands) [66–68]. The Lady model is a modi-
fied version of the TRAMP model, and was created in 1998 using a longer PB 
promoter fragment linked to a deletion mutant of SV40 that only expresses the 
large T antigen (and not the small T antigen). Prostate tumours generated in Lady 
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mice are invasive and display features of neuroendocrine differentiation, but do not 
metastasize. Additional genetic alterations have been made to Lady and TRAMP 
models in an attempt to discover factors that contribute to altered metastatic poten-
tial in the two models. For example, overexpression of hepsin (cell surface serine 
protease often overexpressed in prostate cancer) in the Lady model has no impact 
on primary tumour formation, but promotes metastatic dissemination to lung, liver, 
and bone [69]. Similarly, expression of a dominant negative TGF-β receptor type II, 
thereby blocking TGF-β signaling, produces primary tumours of similar sizes, but 
with increased metastases compared to mice expressing T-antigen alone [70]. Pros-
tate specific deletion of fibroblast growth factor receptor-1 (FGFR1) in the TRAMP 
background results in smaller tumours and less metastases, indicating its impor-
tance in prostate cancer progression [71].

Other transgenic models that mimic the progression of prostate cancer from PIN 
to metastasis include the PSP-KIMAP model, where the SV40 T antigen is knocked 
into PSP94 (prostate secretory protein 94), which is highly expressed in pros-
tate cells. Metastases are observed in the lymph nodes, lung and liver [72]. Since 
PTEN is often lost in prostate cancer and in 40 % of metastatic lesions [73], mice 
with prostate specific deletion of PTEN (using ARR2PB-Cre) have been created. 
Prostate-specific deletion of PTEN results in PIN and eventually invasive pros-
tate cancer with metastases in lymph nodes and lungs [74]. Similarly, SMAD4 is 
downregulated in high grade PIN and prostate cancer compared to benign prostatic 
hyperplasia [75], and deletion of SMAD4 in PTEN null mice increases metastatic 
potential [76]. Conditional inactivation of either p53 or retinoblastoma protein (Rb) 
individually in the prostate results in PIN and neoplasia, although combined loss of 
both tumour suppressors causes a more aggressive phenotype with neuroendocrine 
differentiation and distal metastases to the lymph nodes, liver and lung.

As with the mammary tumour GEMMs discussed above, the generation of pros-
tate cancer GEMMs has greatly increased our understanding of oncogenes and tu-
mour suppressor genes that are involved in prostate tumourigenesis and prostate 
cancer progression. Prostate cancer GEMMs that consistently metastasize to bone 
have not been reported and this is an important consideration since bone is the pri-
mary site of prostate cancer metastasis. The study of prostate tumour metastasis is 
therefore restricted to the use of prostate tumour xenografts as will be discussed in 
Sects. 4.4–4.5.

Future Directions

Current GEMMs offer a good framework for assessing the role of particular onco-
genes, proto-oncogenes, and tumour suppressor genes in tumour development and 
progression, with several models also allowing study of the metastatic process. One 
important caveat to the use of GEMMs is that tumours result from ubiquitous expres-
sion of transgenes within the cells of a tissue, which does not mimic the state of hu-
man cancers where a minority of cancer cells arises in a milieu of untransformed cells. 
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There are also no currently available models for spontaneous brain cancer metastases, 
and the kinetics of GEMM tumour progression and metastasis is difficult to compare 
to patients in the clinic. Primary tumour volumes can limit the study of metastases, 
since mice can succumb to a large primary tumour burden prior to the detection of 
metastases in distant tissues and surgical resection of spontaneous primary tumours is 
often not possible. In these instances, tumour xenograft models allow researchers to 
more easily distinguish the role of a particular gene on growth of the primary tumour 
xenograft compared to the development and growth of tumour metastases.

Murine Xenograft Models

Murine xenografts have been used for decades to study primary tumour develop-
ment, response to therapy, and the metastatic process. With the widespread use of 
tumour xenografts to study metastatic disease in mice, this section will focus on 
two important considerations for designing experiments to determine the effect of 
a particular gene on the metastatic process. We will first discuss different tumour 
cell implantation methods that have been employed to study the colonization of tis-
sues with tumour cells, and will subsequently consider important methodologies for 
quantifying the development and growth of metastatic tumours in mice.

Implantation Sites and Artificial Models of Metastasis

Xenografted tumours were originally grown by implanting tumour cell suspensions 
in subcutaneous sites, although efforts to more closely model the natural tumour 
environment has led researchers to increasingly implant tumour xenografts in or-
thotopic sites. While orthotopic implantation of many tumour types can require 
surgical expertise (e.g., pancreatic tumours), there are several advantages inherent 
with implanting tumour xenografts in the tissue of origin. Murine skin is relatively 
poorly vascularized relative to most other organs, and there can be profound dif-
ferences between subcutaneous and orthotopic tumour xenografts. The site of pri-
mary tumour implantation can have a profound effect on response of the tumour 
to chemotherapy [77], and transcription factors such as hypoxia-inducible factor-1 
(HIF-1) can produce opposing effects on the growth of tumours implanted in sub-
cutaneous or orthotopic sites [78]. Similarly, subcutaneously implanted tumours 
can be more poorly oxygenated than orthotopically implanted tumours of the same 
cell type [79], with orthotopic tumours thought to more accurately reflect the tu-
mour microenvironment found in patients. Metastatic dissemination of tumour cells 
from a primary tumour can also be profoundly influenced by xenograft implantation 
site [80] with obvious implications for studying metastasis in pre-clinical models. 
In general, the use of murine tumour xenografts to study metastasis is appealing 
because the entire process of metastasis (from tumour cell dissemination to target 
organ colonization) is required to produce a measureable metastatic tumour.
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Surgical resection of primary tumour xenografts can be performed in order to 
study the growth of spontaneous tumour metastases in the absence of the primary 
tumour, and to derive increasingly aggressive metastatic variants of tumour cell 
lines. Orthotopic breast tumours or melanomas are the most amenable to surgi-
cal resection, and removal of the primary tumour allows growth of disseminated 
tumour cells in metastatic tissues for periods of time that would otherwise be re-
stricted by primary tumour volume. To generate clinically relevant metastatic vari-
ants of orthotopically implanted tumour cells, metastatic tumour foci are isolated 
from tissues after surgical resection of the primary tumour and re-implanted in the 
orthotopic site for repeated generations. This methodology has been used to gener-
ate derivatives of the original tumour cell line that spontaneously metastasize to 
the tissue of interest [81, 82]. Importantly, these spontaneously derived metastatic 
tumour cell variants have been used to assess fundamental differences between che-
motherapeutic response of primary tumours and tumour metastases, and between 
pre-clinical tumour xenograft models and patients in the clinic [83].

In order to study the process of tumour cell colonization in greater detail, many 
groups rely on artificial distribution of tumour cells to metastatic target organs. 
Intravenous injection of tumour cells into the lateral tail vein has been used to 
directly seed lung tissue with tumour cells. Similarly, intrasplenic injections have 
been used to seed the liver with tumour cells, intraperitoneal injection of ovar-
ian cancer cells is used to generate ascites and multiple metastatic nodules in the 
peritoneal cavity, and intracardiac injection of tumour cells are typically used to 
seed tissues throughout the mouse including the brain and bone. It is important 
to note that while each of these methods may produce tumours in target tissues 
(depending on the capacity of the injected tumour cells to colonize the tissue), 
none of these methods recapitulate (or require) early events of the metastatic pro-
cess such as tumour cell migration, invasion, and intravasation. Seeding tissues 
with tumour cells has produced important contributions to our understanding of 
the genes involved in promoting metastatic growth. Systemic injection of tumour 
cells facilitates intravital imaging of tumour cell extravasation in tissues at defined 
timepoints after tumour cell delivery into the circulation. Also, tumour cell foci 
that grow in tissues after intravenous or intracardiac injection of tumour cells can 
be harvested and reinjected several times to select for tumour cells that preferen-
tially colonize a particular tissue. Expression analyses of the resultant tumour cell 
lines have been used to identify many genes that mediate metastatic growth in 
tissues such as the lungs [84] or brain [85]. These models differ from the spontane-
ously metastasizing orthotopic tumour cell line derivatives discussed above, but 
have nevertheless provided important insights into molecular mediators of tissue 
colonization.

Regardless of the choice of murine xenograft model, the quality of data gener-
ated to describe the role of a particular gene in the process of metastasis is entirely 
dependent on the method selected to quantify metastatic growth. Common methods 
to measure experimental metastases range from enumeration of macroscopic me-
tastases on the surface of a tissue to highly sensitive single cell analyses of disag-
gregated tissues that contain metastatic tumour cells.
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Quantification of Metastatic Disease

The crudest methods to quantify metastases involve weighing tissues from tumour-
bearing animals to determine the overall mass of the metastatic tumour burden, and 
counting macroscopic metastatic foci on the surface of the excised tissue. While 
these methods may be appropriate for quantifying large differences in metastatic tu-
mour burden between experimental groups, these sorts of measurements are unable 
to determine how a particular gene is influencing the different steps of metastasis 
and would typically require continuation of experiments beyond humane endpoints 
for the animals unless the primary tumour is surgically resected. Non-invasive im-
aging modalities are far better alternatives for studying the development of macro-
scopic metastases, with the distinct advantage that metastatic tumour growth can be 
quantified in the same animal over time.

Positron emission tomography (PET) combined with computed tomography 
(CT) allows researchers to monitor metastatic tumour burden in the same mouse 
over time, and quantification of 18F labeled deoxyglucose (18FDG; an analogue of 
glucose) by PET is the most common method to detect metabolically active tumour 
metastases in animal models and the clinic. Detection of experimental radio-labeled 
antibodies against tumour cell specific markers is also facilitated by PET imag-
ing, and the development of novel PET agents has the potential to provide im-
provements over 18FDG in terms of tumour specificity and the detection of tumour 
sub-types. Radio-labeled PET tracers emit positrons that interact with electrons to 
produce a pair of gamma photons traveling in opposite directions, and the detection 
of these gamma photons provides a means to localize PET signals. The resolution 
of PET imaging is on the order of a few millimeters, depending on the energy of 
the emitted positron (and hence the radioisotope used in the tracer) and the instru-
mentation used for imaging [86]. Overall, PET/CT imaging is an excellent modality 
to detect metastatic disease and is applicable to analyzing the metastatic growth of 
spontaneously derived tumours, which represents a distinct advantage over imaging 
modalities that are based on tumour cells that have been genetically modified to 
express fluorescent markers or bioluminescent enzymes (see below). However, the 
detection sensitivity of PET/CT is not amenable to quantifying microscopic meta-
static disease, and PET/CT imaging requires access to the imaging equipment, ap-
propriate expertise for image analyses, and a cyclotron to produce the radiolabeled 
PET tracers. The imaging and data analysis can also be labour intensive relative to 
non-invasive imaging modalities based on the detection and quantification of biolu-
minescent or fluorescent tumour cells.

Bioluminescent imaging is an alternative to PET/CT imaging that is applicable 
to model systems where the tumour cells can be genetically manipulated. Tumour 
cells are engineered to stably express a luciferase enzyme prior to introduction into 
mice, and intraperitoneal injection of the enzyme substrate (e.g., D-luciferin for 
firefly luciferase) causes the production of bioluminescent light from the tumour 
cells. Bioluminescence is detected and quantified by a high sensitivity camera cou-
pled to an image analysis system, and the bioluminescent signal intensity can be 
monitored in the same mouse over time. Most systems allow imaging of five mice 
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simultaneously, and image analysis software to quantify photon emission from tu-
mour cells is relatively straightforward to use. However, in the case of a mouse 
with metastatic disease, it is difficult to determine the source of bioluminescence-
producing tumour cells in situ, and confirmation of the source of metastatic disease 
requires combination of bioluminescent imaging with CT scans or post-mortem 
comparative analyses. Large primary tumours tend to mask light emitted from 
smaller metastatic tumour foci, and emitted light can be quenched by tissues con-
taining high levels of hemoglobin (e.g., liver). Regardless, bioluminescent imaging 
is increasingly being used to quantify metastatic disease in xenograft models of me-
tastasis. While non-invasive imaging modalities allow researchers to monitor and 
quantify metastatic tumour growth in the same animal as a function of time, these 
methods necessarily require the development of macroscopic tumours dependent on 
the detection sensitivity of the imaging modality. Genes that affect earlier steps in 
the metastatic process or metastatic tumour cells that do not form large metastatic 
tumour foci are more readily studied using complimentary microscopic or single 
cell-based analyses.

Tissue sections stained with haematoxylin and eosin allow observation of meta-
static tumour cell foci that can be enumerated and/or processed by image analy-
sis software to determine overall metastatic tumour area in a given tissue section. 
Microscopic analyses of tissues provides important information about the relative 
size and number of metastatic tumour cell foci in a tissue, provided appropriate 
consideration is given to analyze multiple sections from increasing depth in the 
tissue in order to get an accurate (3-dimensional) indication of metastatic growth. 
Identification of smaller metastatic tumour cell foci can be challenging, and is often 
facilitated by staining serial sections for tumour cell specific markers (e.g., cyto-
keratins) or through the use of fluorescently-tagged tumour cells. Fluorescently-
tagged tumour cells are also amenable to analyzing metastatic tumour cell content 
in disaggregated tissue by flow cytometry. However, it should be noted that some 
immunocompetent mouse strains (e.g., Balb/c mice) have been reported to mount 
an immune response against tumour cells expressing fluorescent proteins [87–89] 
and therefore the use of fluorescently-tagged tumour cells in a particular model 
system should be carefully considered [90]. The most accurate cell-based method 
to quantify metastatic tumour cells is to plate bulk cells derived from disaggregated 
tissues into ex vivo clonogenic assays. Clonogenic assays allow detection of single 
clonogenic tumour cells in an entire tissue provided the plating efficiency of the 
tumour cell lines ex vivo is taken into account. Transfection of tumour cells with 
drug-resistance markers prior to implantation in the mouse allows quantification 
of clonogenic metastatic tumour cells in disaggregated tissue without the staining 
background generated by fibroblasts and immune cells present in the disaggregated 
cell suspension.

Taken together, there are a variety of methods available to quantify tumour me-
tastases in spontaneous and transplantable tumour xenografts. Traditional human 
cancer cell line-based xenograft models have provided insights into the pathogene-
sis and metastasis of cancer, resulting in the development of a handful of therapeutic 
agents for treatment of the disease. However, most of the data obtained on potential 
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cancer therapeutics with such in vivo models failed to translate into improvements 
in the management of cancer patients [91, 92]. Only about 5 % of new potential 
anti-cancer drugs, that successfully passed preclinical in vivo tests, have significant 
efficacy in clinical trials and are approved for clinical usage by the U.S. Food & 
Drug Administration [93]. This discrepancy appears to stem from a lack of abil-
ity of established cancer cell lines to accurately predict the efficacy of anticancer 
agents in the clinic. This is thought to be due to increased cellular homogeneity 
after long-term culturing of the cell lines, contrasting with the heterogeneity of the 
parental cancers. Furthermore, cell line-based xenografts rarely possess the tissue 
architecture of the original cancer specimens from which the cell lines were derived 
and, consequently, do not properly represent the micro-environment as found in the 
original malignancies. There is therefore an urgent need for experimental cancer 
models that better represent the heterogeneity of human tumours and accurately 
predict clinical drug efficacies. In view of this, PDX models, generated by trans-
planting freshly resected patients’ tumour tissue into immunodeficient murine hosts 
without an intermediate in vitro culture step, represent a major advancement.

Patient-Derived Xenografts

Implantation Sites

There are currently three common PDX graft sites used in immunodeficient mice 
to establish PDX models, namely the subcutaneous, orthotopic and subrenal cap-
sule (SRC) sites. The subcutaneous graft site is the most commonly used site and 
has various advantages, including easy tissue implantation and monitoring of the 
developing tumour [94]. However, this site is known for a generally low engraft-
ment rate, particularly in the case of some types of cancer [95]. This may be due 
to its well-known lack of vascularization and hence potentially inadequate nutrient 
supply that can lead to loss of cancer subpopulations. Also, the metastatic rates of 
subcutaneous xenografts are low, even for grafts derived from tumours that were 
highly metastatic in the patient. The orthotopic graft site provides a microenviron-
ment similar to that of the original cancer and is theoretically the ideal graft site for 
testing spontaneous metastatic ability of cancer tissue. However, this site can have 
a limited xenograft carrying capacity depending on the tumour type, which can 
restrict the use of orthotopic implantation sites for establishment of models of some 
types of cancer. Successful engraftment at the orthotopic site was also found to be 
limited to highly advanced cancers, as found for the subcutaneous site [96]. PDX 
grafting in the SRC was first proposed for tissue implantation by Bogden [97]. A 
major advantage of the SRC graft site is the availability of an instant blood supply 
due to the high vascularization of the kidney [98, 99]. This provides high graft per-
fusion and the abundant supply of nutrients, hormones, growth factors and oxygen 
to the transplanted tissue is instrumental to the success of engraftment [100–104]. 
In addition, measuring the area of graft growing into the kidney parenchyma allows 
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quantitative examination of the local invasion ability of implanted tumours. As 
found with orthotopic grafting, the surgical procedure involved in SRC grafting is 
more difficult than subcutaneous implantation of tumour fragments, but the rela-
tively high PDX take rate make SRC grafting a preferred site for PDX development.

Metastatic PDX Models of Various Types of Cancer

The study of mechanisms of cancer metastasis is hampered by limited access to 
clinical metastatic samples and the scarcity of in vivo models that show spontane-
ous, clinically relevant metastasis [105]. Since the first report of successful xeno-
grafting of a patient’s tumour into nude mice in 1969, a number of PDX models 
derived from various types of primary and metastatic clinical samples have been 
established [94]. Some of the xenografts showed spontaneous, clinically relevant 
metastatic ability and provided unlimited sources of metastatic tissue for investiga-
tion of cancer metastasis mechanisms and identification of new therapeutic targets.

There is a long history of success with the establishment of colorectal PDX mod-
els [106, 107]. Recently, characterization of a large panel of colorectal PDX models 
showed that 13 out of 41 models (32 %), established via orthotopic grafting, gave 
rise to metastases in mesenteric lymph nodes, liver or lung. Interestingly, the sites 
of metastatic dissemination of cancer cells in these models are similar to those com-
monly seen in the clinic [108]. PDX models showing similar spontaneous metasta-
sis were also reported by other groups [109]. Orthotopic PDX models of pancreatic 
cancer have been also reported to retain stromal components and develop regional 
and distant metastases. Spontaneous metastases to liver and lung and development 
of malignant ascites have been observed in a number of studies [110–112].

Historically, the lowest success rates and metastatic abilities of PDX models 
have been observed in hormone-dependent mammary and prostatic carcinomas 
[113, 114]. However, recent efforts, involving orthotopic implantation of human 
breast cancer tissue with supplementation of estrogen, have resulted in improved 
engraftment efficiency and generated a number of improved PDX models [115, 
116]. These models represent the diverse cancer subtypes observed in the clinic 
and, importantly, maintain essential features of the original tumours, especially 
their ability to metastasize to specific sites [115]. In the case of prostate cancer, 
a few PDX models derived from subcutaneous implantation of metastatic and/or 
castration-resistant cancer tissues have been described to show spontaneous me-
tastasis to lymph node, liver and lung [113, 117, 118]. Recently, a new panel of 
PDX models developed via SRC grafting from needle biopsies, as well as primary 
and metastatic tissues, have shown a much higher engraftment rate [119–122]. Im-
portantly, these models, including multiple models derived from biopsies of the 
same patient, showed various spontaneous metastatic abilities and provided valu-
able tools for studying intratumoural heterogeneity and underlying mechanisms of 
metastasis. Furthermore, recent studies of both breast and prostate cancers showed 
that the rate of engraftment could be used as a prognostic factor for patient survival 
time even for individuals with newly diagnosed disease who did not have detectable 
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metastases at the time of surgery. Thus, the PDX take rate in mice could potentially 
be used as a surrogate prognostic indicator of aggressiveness and risk of disease 
progression.

Advantages and Major Applications of PDX Models

There are a number of general advantages of PDX models compared to traditional 
cell line xenograft models. First, the PDX models retain histologic characteristics 
and certain intratumoural cellular heterogeneity seen in the parental tumours [115, 
123–126]. Secondly, these PDX models, especially initially, maintain the human 
stromal component, and therefore are thought to more accurately represent the 
complex biochemical and physical interactions between the cancer cells and vari-
ous components of their microenvironment as found in the original malignancies 
[94, 127]. Third, the PDX models preserve molecular characteristics of the origi-
nal cancer, including chromosomal copy number variants [115, 128, 129], single-
nucleotide polymorphisms [116, 130] and gene expression profiles [116, 126, 128, 
131, 132]. Fourth, PDX models show responses to anti-cancer therapy that are more 
representative of patient tumour response in the clinic [133–135].

PDX models provide valuable tools for (i) addressing a variety of questions re-
garding the cause, progression, and therapy of cancer (e.g., for investigating the 
mechanisms of cancer metastasis and identifying new therapeutic targets), (ii) trans-
lational research (e.g., for efficacy and toxicity testing of potential and established 
anticancer therapeutic approaches and biomarker discovery) and (iii) personalized 
cancer therapy.

Application of PDX Models to the Study of Cancer Metastasis

PDX models retain most aspects of the human tumour microenvironment at an 
early passage, and they therefore provide opportunity to study the role of the solid 
tumour microenvironment in promoting metastatic growth that can complement 
work done in other tumour xenograft models. For example, the poorly oxygenated 
(hypoxic) microenvironment in solid tumours is known to be associated with treat-
ment resistance, increased metastatic potential, and poor outcome. David Hedley 
and colleagues recently developed a series of orthotopically grown PDX models of 
pancreatic cancer and identified significant associations between hypoxia and ag-
gressive growth or development of metastases in these models [112]. Furthermore, 
gene expression analysis showed increased expression of genes involved in cell 
survival and proliferation in the hypoxic models. This study indicated that hypoxia 
is a major adverse prognostic factor in pancreatic cancer patients and supports the 
development of hypoxia-targeting therapy.

Identification of metastasis-driving genes by a comparative gene expres-
sion profile analysis of primary and secondary clinical samples forms a major 
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challenge, since such samples are not homogeneous, but contain sub-populations 
of cancer cells that vary widely in metastatic abilities. To overcome this hurdle, 
a number of paired transplantable metastatic and non-metastatic prostate cancer 
PDX models have been successfully developed from individual patients’ primary 
cancer tissues, such as the paired metastatic PCa1-met and non-metastatic PCa2 
[120, 121], the LTL220M and LTL220N [122] and the LTL313 series PDX mod-
els [126]. Comparative gene expression analyses and bioinformatics and network 
analyses of these PDXs have led to identification of a number of cancer metastasis-
associated genes [121, 136]. Similarly, differentially expressed miRNAs in a pair 
of metastatic and non-metastatic prostate cancer PDXs, LTL313B and LTL313H, 
have been identified, which likely include potential biomarkers for prostate cancer 
metastasis [137].

PDXs for Drug and Biomarker Discovery

In the era of targeted cancer therapy, it is important to evaluate drug efficacies using 
experimental models showing clinically relevant expression of molecular targets. 
Preservation of a patient’s tumour genomic profile and tumour microenvironment 
in PDXs gives the opportunity to use primary patient tumour grafts as a model to 
improve the translation of preclinical therapeutic strategies in oncology. One pre-
clinical setting in which PDXs can be extremely relevant is presented by evaluation 
of new potential drugs for cancer treatment. New drugs can be tested using a panel 
of PDXs which faithfully represent the heterogeneity of a specific cancer type, po-
tentially leading to identification of the best treatment regimen for the particular 
cancer. To date, a large number of approved and pre-clinical anticancer drugs have 
been tested using PDX models, as recently reviewed [94, 138].

PDX models are also used for biomarker discovery. For example, taking advan-
tage of a panel of metastatic colorectal PDX models, Bertotti et al. identified HER2 
as a predictor of resistance to anti-epidermal growth factor receptor Cetuximab an-
tibodies and revealed that the combined inhibition of HER2 and EGFR induced 
overt, long-lasting tumour regression [131]. The response to Cetuximab was also 
investigated using PDXs generated from various types of cancer, leading to identi-
fication of MET activation as a mechanism for drug resistance [139]. In addition, 
John J. Tentler et al. have identified activation of the Wnt pathway as a biomarker 
predicting resistance to a mitogen-activated protein kinase kinase MEK1/2 inhibi-
tor, AZD6244, in Kras mutant colorectal cancer PDTX models, indicating a poten-
tial combination therapy strategy for the disease [140].

Personalized Cancer Therapy

Since each patient’s cancer is unique, cancer therapy should ideally be tailored to 
individual patients. Choosing the most effective, least toxic regimen for a patient is 
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one of the major challenges faced by oncologists today [141]. In view of this, early 
generation PDX models of the patient’s own malignancy may be useful for predic-
tive drug efficacy testing for personalized cancer therapy. One attempt to use PDX 
models aiding in the selection of appropriate chemotherapeutic agents in personal-
ized cancer therapy is the use of “mouse Avatars” [134, 135, 138, 142]. In a pilot 
study, Hidalgo et al. implanted various advanced solid tumours resected from 14 
patients in immunodeficient mice, and treated them with 63 drugs in 232 treatment 
regimens. Overall, a significant correlation was observed between drug activity in 
the model and clinical outcome, both in terms of resistance and sensitivity. Impor-
tantly, using the treatments selected for each individual patient based on the results 
obtained with the corresponding PDX, 11 of 14 patients achieved a partial response. 
It should be noted that the treatments selected were not obvious and would not have 
been the first choice for a conventional second or third line treatment. This suggests 
that PDX models can be used to select effective personalized treatments. Recently, 
the same group integrated next-generation sequencing with the Avatar mouse mod-
el, identified tumour-specific mutation and copy-number alterations, and treated 
the PDX models with targeted drugs. It was reported that 6 out of 13 patients who 
received a personalized treatment achieved durable partial remissions, demonstrat-
ing that analysis of somatic genetic alterations combined with use of PDX models 
can be performed in the clinical setting and facilitate selection of specific treatments 
for personalized cancer therapy. A similar concordance between early generation 
engrafted tumours and original patient tumours has been established by different 
groups as well [128, 132, 143]. Although at present the sample size is too small to 
conclude if this approach is better than the standard-of-care approach for selecting 
a particular therapy, the robustness and accuracy of these systems in predicting 
anti-cancer drug efficacy in an individual patient will likely be validated in the near 
future.

Caveats and Future Prospects

At present, PDX models likely provide the most clinically relevant models of hu-
man cancer. However, like other models, PDXs have their inherent limitations and 
deficiencies. First, the most commonly documented limitation of all the xenograft 
models is the requirement to use immunodeficient mice which lack the human im-
mune system. To circumvent this limitation, more sophisticated PDX models (hu-
manized models) should be developed via cografting of tumour tissue along with 
bone marrow stem cells of the same patient. This combination may reconstitute 
components of the human immune system in mice and allow investigation of the 
role of the immune system in cancer metastasis and efficacy of immune-based ther-
apies. Secondly, although PDX models are relatively stable for several generations, 
increasing histopathological and molecular differences between patient tumours 
and PDXs are foreseeable with continual passaging in the animals. It is therefore 
prudent to establish cryopreservation of PDXs at an early generation, ensuring pres-
ervation of the cellular and molecular characteristics of the original tumour and a 
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relatively robust supply of a particular patient’s tumour. The maintenance of a suc-
cessful PDX program requires ample financial resources and specialized expertise 
to reliably and reproducibly perform the PDX implants, which is a major factor 
hampering the widespread usage of PDX models compared to traditional cell line-
based xenograft systems.

In summary, PDX models closely mimic the original cancers in terms of histopa-
thology, tumour heterogeneity, chromosomal aberrations, gene expression profiles, 
tumour aggressiveness, and response to therapy. PDX models continue to be refined 
in order to increase take rate and to further enhance the already high clinical rel-
evance of the system.

Concluding Remarks

While there are a variety of animal models that can be applied to the study of solid 
tumour metastasis, the choice of model system depends largely on the research 
question. Investigators seeking high-throughput analyses of genes or compounds 
that affect tumour cell migration may find that the zebrafish model is suitable for 
their purposes. Experiments designed to test the oncogenic potential of a particu-
lar gene may be suitable for combination with established genetically engineered 
mouse models, while dissecting the contribution of a particular gene to individual 
steps of the metastatic process is well-suited to the application of murine xenograft 
models. In order to maximize the clinical applicability of experimental findings, 
researchers are increasingly turning to patient-derived xenografts in order to vali-
date experimental findings established in other model systems and in an effort to 
personalize cancer therapy.

References

1. Fidler IJ (2003) The pathogenesis of cancer metastasis: the ‘seed and soil’ hypothesis revisited. 
Nat Rev Cancer 3(6):453–458

2. Nguyen DX, Massague J (2007) Genetic determinants of cancer metastasis. Nat Rev Genet 
8(5):341–352

3. Gupta GP, Massague J (2006) Cancer metastasis: building a framework. Cell 127(4):679–695
4. Steeg PS (2006) Tumor metastasis: mechanistic insights and clinical challenges. Nat Med 

12(8):895–904
5. Townson JL, Chambers AF (2006) Dormancy of solitary metastatic cells. Cell Cycle 

5(16):1744–1750
6. Gao D, Nolan DJ, Mellick AS, Bambino K, McDonnell K, Mittal V (2008) Endothelial pro-

genitor cells control the angiogenic switch in mouse lung metastasis. Science 319(5860):195–
198

7. Holmgren L, O’Reilly MS, Folkman J (1995) Dormancy of micrometastases: balanced prolif-
eration and apoptosis in the presence of angiogenesis suppression. Nat Med 1(2):149–153

8. Naumov GN, Akslen LA, Folkman J (2006) Role of angiogenesis in human tumor dormancy: 
animal models of the angiogenic switch. Cell Cycle 5(16):1779–1787



116 D. R. Cochrane et al.

 9. Paget S (1989) The distribution of secondary growths in cancer of the breast. Cancer Metas-
tasis Rev 8(2):98–101

10. Muller A, Homey B, Soto H, Ge N, Catron D, Buchanan ME, McClanahan T, Murphy E, 
Yuan W, Wagner SN et al (2001) Involvement of chemokine receptors in breast cancer me-
tastasis. Nature 410(6824):50–56

11. Bennewith KL, Erler JT, Giaccia AJ (2011) Pre-metastatic niches. In: Siemann DW (ed) 
Tumor microenvironment, 1st edn. Wiley, West Sussex, pp 161–182

12. Erler JT, Bennewith KL, Cox TR, Lang G, Bird D, Koong A, Le QT, Giaccia AJ (2009) 
Hypoxia-induced lysyl oxidase is a critical mediator of bone marrow cell recruitment to form 
the premetastatic niche. Cancer Cell 15(1):35–44

13. Kaplan RN, Riba RD, Zacharoulis S, Bramley AH, Vincent L, Costa C, MacDonald DD, Jin 
DK, Shido K, Kerns SA et al (2005) VEGFR1-positive haematopoietic bone marrow pro-
genitors initiate the pre-metastatic niche. Nature 438(7069):820–827

14. Dodd A, Curtis PM, Williams LC, Love DR (2000) Zebrafish: bridging the gap between 
development and disease. Hum Mol Genet 9(16):2443–2449

15. Detrich HW, 3rd, Westerfield M, Zon LI (1999) Overview of the Zebrafish system. Methods 
Cell Bio 59:3–10

16. Espinola-Zavaleta N, Munoz-Castellanos L, Herrera MG, Keirns C (2006) Understanding 
left ventricular outflow obstruction: anatomoechocardiographic correlation. Congenit Heart 
Dis 1(4):161–168

17. Haldi M, Ton C, Seng WL, McGrath P (2006) Human melanoma cells transplanted into 
zebrafish proliferate, migrate, produce melanin, form masses and stimulate angiogenesis in 
zebrafish. Angiogenesis 9(3):139–151

18. Geiger GA, Fu W, Kao GD (2008) Temozolomide-mediated radiosensitization of human 
glioma cells in a zebrafish embryonic system. Cancer Res 68(9):3396–3404

19. Marques IJ, Weiss FU, Vlecken DH, Nitsche C, Bakkers J, Lagendijk AK, Partecke LI, 
Heidecke CD, Lerch MM, Bagowski CP (2009) Metastatic behaviour of primary human 
tumours in a zebrafish xenotransplantation model. BMC Cancer 9:128

20. Traver D, Paw BH, Poss KD, Penberthy WT, Lin S, Zon LI (2003) Transplantation and 
in vivo imaging of multilineage engraftment in zebrafish bloodless mutants. Nat Immunol 
4(12):1238–1246

21. Pruvot B, Jacquel A, Droin N, Auberger P, Bouscary D, Tamburini J, Muller M, Fontenay 
M, Chluba J, Solary E (2011) Leukemic cell xenograft in zebrafish embryo for investigating 
drug efficacy. Haematologica 96(4):612–616

22. Teng Y, Xie X, Walker S, White DT, Mumm JS, Cowell JK (2013) Evaluating human cancer 
cell metastasis in zebrafish. BMC Cancer 13:453

23. Bansal N, Davis S, Tereshchenko I, Budak-Alpdogan T, Zhong H, Stein MN, Kim IY, 
Dipaola RS, Bertino JR, Sabaawy HE (2014) Enrichment of human prostate cancer cells 
with tumor initiating properties in mouse and zebrafish xenografts by differential adhesion. 
Prostate 74(2):187–200

24. Detrich HW, 3rd, Westerfield M, Zon LI (2010) The zebrafish: cellular and developmental 
biology, part A. Preface. Methods Cell Biol 100:xiii

25. Lawson ND, Weinstein BM (2002) In vivo imaging of embryonic vascular development us-
ing transgenic zebrafish. Dev Bio 248(2):307–318

26. Stoletov K, Kato H, Zardouzian E, Kelber J, Yang J, Shattil S, Klemke R (2010) Visualizing 
extravasation dynamics of metastatic tumor cells. J Cell Sci 123(Pt 13):2332–2341

27. Ghotra VP, He S, de Bont H, van der Ent W, Spaink HP, van de Water B, Snaar-Jagalska BE, 
Danen EH (2012) Automated whole animal bio-imaging assay for human cancer dissemina-
tion. PloS One 7(2):e31281

28. Renshaw SA, Loynes CA, Trushell DM, Elworthy S, Ingham PW, Whyte MK (2006) A trans-
genic zebrafish model of neutrophilic inflammation. Blood 108(13):3976–3978



1175 Animal Models of Metastasis

29. He S, Lamers GE, Beenakker JW, Cui C, Ghotra VP, Danen EH, Meijer AH, Spaink HP, 
Snaar-Jagalska BE (2012) Neutrophil-mediated experimental metastasis is enhanced by 
VEGFR inhibition in a zebrafish xenograft model. J Pathol 227(4):431–445

30. Ellett F, Pase L, Hayman JW, Andrianopoulos A, Lieschke GJ (2011) mpeg1 promoter trans-
genes direct macrophage-lineage expression in zebrafish. Blood 117(4):e49–56

31. Lin HF, Traver D, Zhu H, Dooley K, Paw BH, Zon LI, Handin RI (2005) Analysis of throm-
bocyte development in CD41-GFP transgenic zebrafish. Blood 106(12):3803–3810

32. Lee LM, Seftor EA, Bonde G, Cornell RA, Hendrix MJ (2005) The fate of human malignant 
melanoma cells transplanted into zebrafish embryos: assessment of migration and cell divi-
sion in the absence of tumor formation. Dev Dyn 233(4):1560–1570

33. Drabsch Y, He S, Zhang L, Snaar-Jagalska BE, Ten Dijke P (2013) Transforming growth fac-
tor-beta signalling controls human breast cancer metastasis in a zebrafish xenograft model. 
Breast Cancer Res 15(6):R106

34. Lee SL, Rouhi P, Dahl Jensen L, Zhang D, Ji H, Hauptmann G, Ingham P, Cao Y (2009) 
Hypoxia-induced pathological angiogenesis mediates tumor cell dissemination, invasion, 
and metastasis in a zebrafish tumor model. Proc Natl Acad Sci U S A 106(46):19485–19490

35. Rouhi P, Jensen LD, Cao Z, Hosaka K, Lanne T, Wahlberg E, Steffensen JF, Cao Y (2010) 
Hypoxia-induced metastasis model in embryonic zebrafish. Nat Protoc 5(12):1911–1918

36. Rouhi P, Lee SL, Cao Z, Hedlund EM, Jensen LD, Cao Y (2010) Pathological angiogenesis 
facilitates tumor cell dissemination and metastasis. Cell Cycle 9(5):913–917

37. Kim SJ, Shin JY, Lee KD, Bae YK, Choi IJ, Park SH, Chun KH (2011) Galectin-3 facilitates 
cell motility in gastric cancer by up-regulating protease-activated receptor-1 (PAR-1) and 
matrix metalloproteinase-1 (MMP-1). PloS One 6(9):e25103

38. Belo AI, van der Sar AM, Tefsen B, van Die I (2013) Galectin-4 reduces migration and me-
tastasis formation of pancreatic cancer cells. PloS One 8(6):e65957

39. Cock-Rada AM, Medjkane S, Janski N, Yousfi N, Perichon M, Chaussepied M, Chluba J, 
Langsley G, Weitzman JB (2012) SMYD3 promotes cancer invasion by epigenetic upregula-
tion of the metalloproteinase MMP-9. Cancer Res 72(3):810–820

40. Yang XJ, Cui W, Gu A, Xu C, Yu SC, Li TT, Cui YH, Zhang X, Bian XW (2013) A nov-
el zebrafish xenotransplantation model for study of glioma stem cell invasion. PloS One 
8(4):e61801

41. Lam SH, Chua HL, Gong Z, Lam TJ, Sin YM (2004) Development and maturation of the 
immune system in zebrafish, Danio rerio: a gene expression profiling, in situ hybridization 
and immunological study. Dev Comp Immunol 28(1):9–28

42. Annila T, Lihavainen E, Marques IJ, Williams DR, Yli-Harja O, Ribeiro A (2013) ZebIAT, 
an image analysis tool for registering zebrafish embryos and quantifying cancer metastasis. 
BMC Bioinform 14(Suppl 10):S5

43. Smith AC, Raimondi AR, Salthouse CD, Ignatius MS, Blackburn JS, Mizgirev IV, Storer NY, 
de Jong JL, Chen AT, Zhou Y et al (2010) High-throughput cell transplantation establishes 
that tumor-initiating cells are abundant in zebrafish T-cell acute lymphoblastic leukemia. 
Blood 115(16):3296–3303

44. Corkery DP, Dellaire G, Berman JN (2011) Leukaemia xenotransplantation in zebrafish–che-
motherapy response assay in vivo. Br J Haematol 153(6):786–789

45. Eguiara A, Holgado O, Beloqui I, Abalde L, Sanchez Y, Callol C, Martin AG (2011) Xe-
nografts in zebrafish embryos as a rapid functional assay for breast cancer stem-like cell 
identification. Cell Cycle 10(21):3751–3757

46. Howe K, Clark MD, Torroja CF, Torrance J, Berthelot C, Muffato M, Collins JE, Humphray 
S, McLaren K, Matthews L et al (2013) The zebrafish reference genome sequence and its 
relationship to the human genome. Nature 496(7446):498–503

47. Guy CT, Webster MA, Schaller M, Parsons TJ, Cardiff RD, Muller WJ (1992) Expression 
of the neu protooncogene in the mammary epithelium of transgenic mice induces metastatic 
disease. Proc Natl Acad Sci U S A 89(22):10578–10582



118 D. R. Cochrane et al.

48. Hutchinson JN, Jin J, Cardiff RD, Woodgett JR, Muller WJ (2004) Activation of Akt-1 (PKB-
alpha) can accelerate ErbB-2-mediated mammary tumorigenesis but suppresses tumor inva-
sion. Cancer Res 64(9):3171–3178

49. Jeffers M, Fiscella M, Webb CP, Anver M, Koochekpour S, Vande Woude GF (1998) The 
mutationally activated Met receptor mediates motility and metastasis. Proc Natl Acad Sci U 
S A 95(24):14417–14422

50. Li Y, Hively WP, Varmus HE (2000) Use of MMTV-Wnt-1 transgenic mice for studying the 
genetic basis of breast cancer. Oncogene 19(8):1002–1009

51. Lin EY, Jones JG, Li P, Zhu L, Whitney KD, Muller WJ, Pollard JW (2003) Progression to 
malignancy in the polyoma middle T oncoprotein mouse breast cancer model provides a reli-
able model for human diseases. Am J Pathol 163(5):2113–2126

52. Maglione JE, Moghanaki D, Young LJ, Manner CK, Ellies LG, Joseph SO, Nicholson B, 
Cardiff RD, MacLeod CL (2001) Transgenic Polyoma middle-T mice model premalignant 
mammary disease. Cancer Res 61(22):8298–8305

53. Maroulakou IG, Oemler W, Naber SP, Tsichlis PN (2007) Akt1 ablation inhibits, whereas 
Akt2 ablation accelerates, the development of mammary adenocarcinomas in mouse mam-
mary tumor virus (MMTV)-ErbB2/neu and MMTV-polyoma middle T transgenic mice. Can-
cer Res 67(1):167–177

54. Lin EY, Nguyen AV, Russell RG, Pollard JW (2001) Colony-stimulating factor 1 promotes 
progression of mammary tumors to malignancy. J Exp Med 193(6):727–740

55. Hernandez L, Smirnova T, Kedrin D, Wyckoff J, Zhu L, Stanley ER, Cox D, Muller WJ, Pol-
lard JW, Van Rooijen N et al (2009) The EGF/CSF-1 paracrine invasion loop can be triggered 
by heregulin beta1 and CXCL12. Cancer Res 69(7):3221–3227

56. Moody SE, Sarkisian CJ, Hahn KT, Gunther EJ, Pickup S, Dugan KD, Innocent N, Cardiff 
RD, Schnall MD, Chodosh LA (2002) Conditional activation of Neu in the mammary epithe-
lium of transgenic mice results in reversible pulmonary metastasis. Cancer Cell 2(6):451–461

57. Gunther EJ, Moody SE, Belka GK, Hahn KT, Innocent N, Dugan KD, Cardiff RD, Chodosh 
LA (2003) Impact of p53 loss on reversal and recurrence of conditional Wnt-induced tumori-
genesis. Genes Dev 17(4):488–501

58. Tilli MT, Furth PA (2003) Conditional mouse models demonstrate oncogene-dependent dif-
ferences in tumor maintenance and recurrence. BCR 5(4):202–205

59. Lin SC, Lee KF, Nikitin AY, Hilsenbeck SG, Cardiff RD, Li A, Kang KW, Frank SA, Lee 
WH, Lee EY (2004) Somatic mutation of p53 leads to estrogen receptor alpha-positive 
and -negative mouse mammary tumors with high frequency of metastasis. Cancer Res 
64(10):3525–3532

60. Xu X, Wagner KU, Larson D, Weaver Z, Li C, Ried T, Hennighausen L, Wynshaw-Boris 
A, Deng CX (1999) Conditional mutation of Brca1 in mammary epithelial cells results in 
blunted ductal morphogenesis and tumour formation. Nat Genet 22(1):37–43

61. Brodie SG, Xu X, Qiao W, Li WM, Cao L, Deng CX (2001) Multiple genetic changes are 
associated with mammary tumorigenesis in Brca1 conditional knockout mice. Oncogene 
20(51):7514–7523

62. Derksen PW, Braumuller TM, van der Burg E, Hornsveld M, Mesman E, Wesseling J, 
Krimpenfort P, Jonkers J (2011) Mammary-specific inactivation of E-cadherin and p53 im-
pairs functional gland development and leads to pleomorphic invasive lobular carcinoma in 
mice. Dis Models Mech 4(3):347–358

63. Dourdin N, Schade B, Lesurf R, Hallett M, Munn RJ, Cardiff RD, Muller WJ (2008) Phos-
phatase and tensin homologue deleted on chromosome 10 deficiency accelerates tumor in-
duction in a mouse model of ErbB-2 mammary tumorigenesis. Cancer Res 68(7):2122–2131

64. Schade B, Rao T, Dourdin N, Lesurf R, Hallett M, Cardiff RD, Muller WJ (2009) PTEN 
deficiency in a luminal ErbB-2 mouse model results in dramatic acceleration of mammary 
tumorigenesis and metastasis. J Biol Chem 284(28):19018–19026

65. Valkenburg KC, Williams BO (2011) Mouse models of prostate cancer. Prostate cancer 
2011:895238



1195 Animal Models of Metastasis

66. Greenberg NM, DeMayo F, Finegold MJ, Medina D, Tilley WD, Aspinall JO, Cunha GR, 
Donjacour AA, Matusik RJ, Rosen JM (1995) Prostate cancer in a transgenic mouse. Proc 
Natl Acad Sci U S A 92(8):3439–3443

67. Gingrich JR, Barrios RJ, Morton RA, Boyce BF, DeMayo FJ, Finegold MJ, Angelopoulou R, 
Rosen JM, Greenberg NM (1996) Metastatic prostate cancer in a transgenic mouse. Cancer 
Res 56(18):4096–4102

68. Foster BA, Gingrich JR, Kwon ED, Madias C, Greenberg NM (1997) Characterization of 
prostatic epithelial cell lines derived from transgenic adenocarcinoma of the mouse prostate 
(TRAMP) model. Cancer Res 57(16):3325–3330

69. Klezovitch O, Chevillet J, Mirosevich J, Roberts RL, Matusik RJ, Vasioukhin V (2004) Hep-
sin promotes prostate cancer progression and metastasis. Cancer Cell 6(2):185–195

70. Tu WH, Thomas TZ, Masumori N, Bhowmick NA, Gorska AE, Shyr Y, Kasper S, Case T, 
Roberts RL, Shappell SB et al (2003) The loss of TGF-beta signaling promotes prostate can-
cer metastasis. Neoplasia 5(3):267–277

71. Yang F, Zhang Y, Ressler SJ, Ittmann MM, Ayala GE, Dang TD, Wang F, Rowley DR (2013) 
FGFR1 is essential for prostate cancer progression and metastasis. Cancer Res 73(12):3716–
3724

72. Duan W, Gabril MY, Moussa M, Chan FL, Sakai H, Fong G, Xuan JW (2005) Knockin of 
SV40 Tag oncogene in a mouse adenocarcinoma of the prostate model demonstrates advanta-
geous features over the transgenic model. Oncogene 24(9):1510–1524

73. Gray IC, Stewart LM, Phillips SM, Hamilton JA, Gray NE, Watson GJ, Spurr NK, Snary 
D (1998) Mutation and expression analysis of the putative prostate tumour-suppressor gene 
PTEN. Bri J Cancer 78(10):1296–1300

74. Wang S, Gao J, Lei Q, Rozengurt N, Pritchard C, Jiao J, Thomas GV, Li G, Roy-Burman P, 
Nelson PS et al (2003) Prostate-specific deletion of the murine Pten tumor suppressor gene 
leads to metastatic prostate cancer. Cancer Cell 4(3):209–221

75. Zeng L, Rowland RG, Lele SM, Kyprianou N (2004) Apoptosis incidence and protein ex-
pression of p53, TGF-beta receptor II, p27Kip1, and Smad4 in benign, premalignant, and 
malignant human prostate. Hum Pathol 35(3):290–297

76. Ding Z, Wu CJ, Chu GC, Xiao Y, Ho D, Zhang J, Perry SR, Labrot ES, Wu X, Lis R et al 
(2011) SMAD4-dependent barrier constrains prostate cancer growth and metastatic progres-
sion. Nature 470(7333):269–273

77. Wilmanns C, Fan D, O’Brian CA, Bucana CD, Fidler IJ (1992) Orthotopic and ectopic organ 
environments differentially influence the sensitivity of murine colon carcinoma cells to doxo-
rubicin and 5-fluorouracil. Int J Cancer 52(1):98–104

78. Blouw B, Song H, Tihan T, Bosze J, Ferrara N, Gerber HP, Johnson RS, Bergers G (2003) 
The hypoxic response of tumors is dependent on their microenvironment. Cancer Cell 
4(2):133–146

79. Graves EE, Vilalta M, Cecic IK, Erler JT, Tran PT, Felsher D, Sayles L, Sweet-Cordero A, Le 
QT, Giaccia AJ (2010) Hypoxia in models of lung cancer: implications for targeted therapeu-
tics. Clin Cancer Res 16(19):4843–4852

80. Fidler IJ (2006) Models for spontaneous metastasis. Cancer Res 66(19):9787
81. Cruz-Munoz W, Man S, Xu P, Kerbel RS (2008) Development of a preclinical model of spon-

taneous human melanoma central nervous system metastasis. Cancer Res 68(12):4500–4505
82. Munoz R, Man S, Shaked Y, Lee CR, Wong J, Francia G, Kerbel RS (2006) Highly effica-

cious nontoxic preclinical treatment for advanced metastatic breast cancer using combination 
oral UFT-cyclophosphamide metronomic chemotherapy. Cancer Res 66(7):3386–3391

83. Francia G, Cruz-Munoz W, Man S, Xu P, Kerbel RS (2011) Mouse models of advanced spon-
taneous metastasis for experimental therapeutics. Nat Rev Cancer 11(2):135–141

84. Minn AJ, Gupta GP, Siegel PM, Bos PD, Shu W, Giri DD, Viale A, Olshen AB, Gerald 
WL, Massague J (2005) Genes that mediate breast cancer metastasis to lung. Nature 
436(7050):518–524



120 D. R. Cochrane et al.

 85. Bos PD, Zhang XH, Nadal C, Shu W, Gomis RR, Nguyen DX, Minn AJ, van de Vijver MJ, 
Gerald WL, Foekens JA et al (2009) Genes that mediate breast cancer metastasis to the 
brain. Nature 459(7249):1005–1009

 86. Moses WW (2011) Fundamental Limits of Spatial Resolution in PET. Nucl Instrum Meth-
ods Phys Res A 648(Suppl 1):1S236–S240

 87. Bosiljcic M, Hamilton MJ, Banath JP, Lepard NE, McDougal DC, Jia JX, Krystal G, Ben-
newith KL (2011) Myeloid suppressor cells regulate the lung environment-letter. Cancer 
Res 71(14):5050–5051; author reply 5052–5053

 88. Gambotto A, Dworacki G, Cicinnati V, Kenniston T, Steitz J, Tuting T, Robbins PD, De-
Leo AB (2000) Immunogenicity of enhanced green fluorescent protein (EGFP) in BALB/c 
mice: identification of an H2-Kd-restricted CTL epitope. Gene Ther 7(23):2036–2040

 89. Stripecke R, Carmen Villacres M, Skelton D, Satake N, Halene S, Kohn D (1999) Immune 
response to green fluorescent protein: implications for gene therapy. Gene Ther 6(7):1305–
1312

 90. Steinbauer M, Guba M, Cernaianu G, Kohl G, Cetto M, Kunz-Schughart LA, Geissler 
EK, Falk W, Jauch KW (2003) GFP-transfected tumor cells are useful in examining early 
metastasis in vivo, but immune reaction precludes long-term tumor development studies in 
immunocompetent mice. Clin Exp Metastasis 20(2):135–141

 91. Williams SA, Anderson WC, Santaguida MT, Dylla SJ (2013) Patient-derived xenografts, 
the cancer stem cell paradigm, and cancer pathobiology in the 21st century. Lab Invest 
93(9):970–982

 92. Von Hoff DD (1998) There are no bad anticancer agents, only bad clinical trial designs–
twenty-first Richard and Hinda Rosenthal Foundation Award Lecture. Clin Cancer Res 
4(5):1079–1086

 93. Gutman S, Kessler LG (2006) The US Food and Drug Administration perspective on cancer 
biomarker development. Nat Rev Cancer 6(7):565–571

 94. Tentler JJ, Tan AC, Weekes CD, Jimeno A, Leong S, Pitts TM, Arcaroli JJ, Messersmith 
WA, Eckhardt SG (2012) Patient-derived tumour xenografts as models for oncology drug 
development. Nat Rev Clin Oncol 9(6):338–350

 95. van Weerden WM, de Ridder CM, Verdaasdonk CL, Romijn JC, van der Kwast TH,  
Schroder FH, van Steenbrugge GJ (1996) Development of seven new human prostate tumor 
xenograft models and their histopathological characterization. Am J Pathol 149(3):1055–
1062

 96. Lin D, Xue H, Wang Y, Wu R, Watahiki A, Dong X, Cheng H, Wyatt AW, Collins CC, 
Gout PW (2014) Next generation patient-derived prostate cancer xenograft models. Asian 
J Androl 16(3):407–412

 97. Bogden AE, Haskell PM, LePage DJ, Kelton DE, Cobb WR, Esber HJ (1979) Growth of 
human tumor xenografts implanted under the renal capsule of normal immunocompetent 
mice. Exp Cell Biol 47(4):281–293

 98. Ott CE, Knox FG (1976) Tissue pressures and fluid dynamics in the kidney. Fed Proc 
35(8):1872–1875

 99. Pinter G (1988) Renal lymph: vital for the kidney and valuable for the physiologist. Physi-
ology 3(5):189–193

100. Tunstead JR, Thomas M, Hornsby PJ (1999) Early events in the formation of a tissue struc-
ture from dispersed bovine adrenocortical cells following transplantation into scid mice. J 
Mol Med (Berl) 77(9):666–676

101. Cunha GR (1976) Epithelial-stromal interactions in development of the urogenital tract. Int 
Rev Cytol 47:137–194

102. Cunha GR, Lung B, Kato K (1977) Role of the epithelial-stromal interaction during the de-
velopment and expression of ovary-independent vaginal hyperplasia. Dev Bio 56(1):52–67

103. Bogden AE, Griffin W, Reich SD, Costanza ME, Cobb WR (1984) Predictive testing with 
the subrenal capsule assay. Cancer Treat Rev 11(Suppl A):113–124

104. Griffin TW, Bogden AE, Reich SD, Antonelli D, Hunter RE, Ward A, Yu DT, Greene HL, 
Costanza ME (1983) Initial clinical trials of the subrenal capsule assay as a predictor of 
tumor response to chemotherapy. Cancer 52(12):2185–2192



1215 Animal Models of Metastasis

105. Cheon DJ, Orsulic S (2011) Mouse models of cancer. Annu Rev Pathol 6:95–119
106. Guenot D, Guerin E, Aguillon-Romain S, Pencreach E, Schneider A, Neuville A, Chenard 

MP, Duluc I, Du Manoir S, Brigand C et al (2006) Primary tumour genetic alterations and 
intra-tumoral heterogeneity are maintained in xenografts of human colon cancers showing 
chromosome instability. J Pathol 208(5):643–652

107. Fichtner I, Slisow W, Gill J, Becker M, Elbe B, Hillebrand T, Bibby M (2004) Anticancer 
drug response and expression of molecular markers in early-passage xenotransplanted co-
lon carcinomas. Eur J Cancer 40(2):298–307

108. Julien S, Merino-Trigo A, Lacroix L, Pocard M, Goere D, Mariani P, Landron S, Bigot 
L, Nemati F, Dartigues P et al (2012) Characterization of a large panel of patient-derived 
tumor xenografts representing the clinical heterogeneity of human colorectal cancer. Clin 
Cancer Res 18(19):5314–5328

109. Puig I, Chicote I, Tenbaum SP, Arques O, Herance JR, Gispert JD, Jimenez J, Landolfi S, 
Caci K, Allende H et al (2013) A personalized preclinical model to evaluate the metastatic 
potential of patient-derived colon cancer initiating cells. Clin Cancer Res 19(24):6787–
6801

110. Kim MP, Evans DB, Wang H, Abbruzzese JL, Fleming JB, Gallick GE (2009) Genera-
tion of orthotopic and heterotopic human pancreatic cancer xenografts in immunodeficient 
mice. Nat Protoc 4(11):1670–1680

111. Fu X, Guadagni F, Hoffman RM (1992) A metastatic nude-mouse model of human pan-
creatic cancer constructed orthotopically with histologically intact patient specimens. Proc 
Natl Acad Sci U S A 89(12):5645–5649

112. Chang Q, Jurisica I, Do T, Hedley DW (2011) Hypoxia predicts aggressive growth and 
spontaneous metastasis formation from orthotopically grown primary xenografts of human 
pancreatic cancer. Cancer Res 71(8):3110–3120

113. van Weerden WM, Romijn JC (2000) Use of nude mouse xenograft models in prostate 
cancer research. Prostate 43(4):263–271

114. Fiebig HH, Burger AM (2001) Human tumor xenografts and explants. In: Teicher BA (ed) 
Tumor models in cancer research. Humana Press, Totowa pp 113–137

115. DeRose YS, Wang G, Lin YC, Bernard PS, Buys SS, Ebbert MT, Factor R, Matsen C, 
Milash BA, Nelson E et al (2011) Tumor grafts derived from women with breast cancer 
authentically reflect tumor pathology, growth, metastasis and disease outcomes. Nat Med 
17(11):1514–1520

116. Zhang X, Claerhout S, Prat A, Dobrolecki LE, Petrovic I, Lai Q, Landis MD, Wiechmann 
L, Schiff R, Giuliano M et al (2013) A renewable tissue resource of phenotypically stable, 
biologically and ethnically diverse, patient-derived human breast cancer xenograft models. 
Cancer Res 73(15):4885–4897

117. Corey E, Quinn JE, Buhler KR, Nelson PS, Macoska JA, True LD, Vessella RL (2003) 
LuCaP 35: a new model of prostate cancer progression to androgen independence. Prostate 
55(4):239–246

118. Ellis WJ, Vessella RL, Buhler KR, Bladou F, True LD, Bigler SA, Curtis D, Lange PH 
(1996) Characterization of a novel androgen-sensitive, prostate-specific antigen-producing 
prostatic carcinoma xenograft: LuCaP 23. Clin Cancer Res 2(6):1039–1048

119. Dong Lin AW, Hui Xue, Yuwei Wang, Xin Dong, et al (2014) High fidelity patient-derived 
xenografts for accelerating prostate cancer discovery and drug development. Cancer Res 
74(4):1272–1283

120. Wang Y, Xue H, Cutz JC, Bayani J, Mawji NR, Chen WG, Goetz LJ, Hayward SW, Sadar 
MD, Gilks CB et al (2005) An orthotopic metastatic prostate cancer model in SCID mice 
via grafting of a transplantable human prostate tumor line. Lab Invest 85(11):1392–1404

121. Lin D, Watahiki A, Bayani J, Zhang F, Liu L, Ling V, Sadar MD, English J, Fazli L, So A 
et al (2008) ASAP1, a gene at 8q24, is associated with prostate cancer metastasis. Cancer 
Res 68(11):4352–4359

122. Lin D, Bayani J, Wang Y, Sadar MD, Yoshimoto M, Gout PW, Squire JA (2010) Devel-
opment of metastatic and non-metastatic tumor lines from a patient’s prostate cancer 



122 D. R. Cochrane et al.

specimen-identification of a small subpopulation with metastatic potential in the primary 
tumor. Prostate 70(15):1636–1644

123. Loukopoulos P, Kanetaka K, Takamura M, Shibata T, Sakamoto M, Hirohashi S (2004) 
Orthotopic transplantation models of pancreatic adenocarcinoma derived from cell lines 
and primary tumors and displaying varying metastatic activity. Pancreas 29(3):193–203

124. Cutz JC, Guan J, Bayani J, Yoshimoto M, Xue H, Sutcliffe M, English J, Flint J, LeRiche 
J, Yee J et al (2006) Establishment in severe combined immunodeficiency mice of subrenal 
capsule xenografts and transplantable tumor lines from a variety of primary human lung 
cancers: potential models for studying tumor progression-related changes. Clin Cancer Res 
12(13):4043–4054

125. Lee CH, Xue H, Sutcliffe M, Gout PW, Huntsman DG, Miller DM, Gilks CB, Wang YZ 
(2005) Establishment of subrenal capsule xenografts of primary human ovarian tumors in 
SCID mice: potential models. Gynecol Oncol 96(1):48–55

126. Lin D, Wyatt AW, Xue H, Wang Y, Dong X, Haegert A, Wu R, Brahmbhatt S, Mo F, Jong 
L et al (2014) High fidelity patient-derived xenografts for accelerating prostate cancer dis-
covery and drug development. Cancer Res 74(4):1272–1283

127. Garber K (2009) From human to mouse and back: ‘tumorgraft’ models surge in popularity. 
J Natl Cancer Inst 101(1):6–8

128. Daniel VC, Marchionni L, Hierman JS, Rhodes JT, Devereux WL, Rudin CM, Yung R, 
Parmigiani G, Dorsch M, Peacock CD et al (2009) A primary xenograft model of small-cell 
lung cancer reveals irreversible changes in gene expression imposed by culture in vitro. 
Cancer Res 69(8):3364–3373

129. Reyal F, Guyader C, Decraene C, Lucchesi C, Auger N, Assayag F, De Plater L, Gentien 
D, Poupon MF, Cottu P et al (2012) Molecular profiling of patient-derived breast cancer 
xenografts. BCR 14(1):R11

130. McEvoy J, Ulyanov A, Brennan R, Wu G, Pounds S, Zhang J, Dyer MA (2012) Analysis of 
MDM2 and MDM4 single nucleotide polymorphisms, mRNA splicing and protein expres-
sion in retinoblastoma. PloS One 7(8):e42739

131. Bertotti A, Migliardi G, Galimi F, Sassi F, Torti D, Isella C, Cora D, Di Nicolantonio F, 
Buscarino M, Petti C et al (2011) A molecularly annotated platform of patient-derived xe-
nografts (“xenopatients”) identifies HER2 as an effective therapeutic target in cetuximab-
resistant colorectal cancer. Cancer Discov 1(6):508–523

132. Fichtner I, Rolff J, Soong R, Hoffmann J, Hammer S, Sommer A, Becker M, Merk J (2008) 
Establishment of patient-derived non-small cell lung cancer xenografts as models for the 
identification of predictive biomarkers. Clin Cancer Res 14(20):6456–6468

133. Ciardiello F, Normanno N (2011) HER2 signaling and resistance to the anti-EGFR mono-
clonal antibody cetuximab: a further step toward personalized medicine for patients with 
colorectal cancer. Cancer Discov 1(6):472–474

134. Hidalgo M, Bruckheimer E, Rajeshkumar NV, Garrido-Laguna I, De Oliveira E, Rubio-
Viqueira B, Strawn S, Wick MJ, Martell J, Sidransky D (2011) A pilot clinical study of 
treatment guided by personalized tumorgrafts in patients with advanced cancer. Mol Cancer 
Ther 10(8):1311–1316

135. Garralda E, Paz K, Lopez-Casas PP, Jones S, Katz A, Kann LM, Lopez-Rios F, Sarno F, 
Al-Shahrour F, Vasquez D et al (2014) Integrated next-generation sequencing and avatar 
mouse models for personalized cancer treatment. Clin Cancer Res 20(9):2476–2484

136. Chiang YT, Wang K, Fazli L, Qi RZ, Gleave ME, Collins CC, Gout PW, Wang Y (2014) 
GATA2 as a potential metastasis-driving gene in prostate cancer. Oncotarget 5(2):451–461.

137. Watahiki A, Wang Y, Morris J, Dennis K, O’Dwyer HM, Gleave M, Gout PW (2011) Mi-
croRNAs associated with metastatic prostate cancer. PloS One 6(9):e24950

138. Malaney P, Nicosia SV, Dave V (2014) One mouse, one patient paradigm: new avatars of 
personalized cancer therapy. Cancer Lett 344(1):1–12

139. Krumbach R, Schuler J, Hofmann M, Giesemann T, Fiebig HH, Beckers T (2011) Primary 
resistance to cetuximab in a panel of patient-derived tumour xenograft models: activation 
of MET as one mechanism for drug resistance. Eur J Cancer 47(8):1231–1243



1235 Animal Models of Metastasis

140. Tentler JJ, Nallapareddy S, Tan AC, Spreafico A, Pitts TM, Morelli MP, Selby HM, 
Kachaeva MI, Flanigan SA, Kulikowski GN et al (2010) Identification of predictive mark-
ers of response to the MEK1/2 inhibitor selumetinib (AZD6244) in K-ras-mutated colorec-
tal cancer. Mol Cancer Ther 9(12):3351–3362

141. Gout PW, Wang Y (2012) Drug sensitivity testing for personalized lung cancer therapy. J 
Thorac Dis 4(1):17–18

142. Morelli MP, Calvo E, Ordonez E, Wick MJ, Viqueira BR, Lopez-Casas PP, Bruckheimer 
E, Calles-Blanco A, Sidransky D, Hidalgo M (2012) Prioritizing phase I treatment options 
through preclinical testing on personalized tumorgraft. J Clin Oncol 30(4):e45–48

143. Dong X, Guan J, English JC, Flint J, Yee J, Evans K, Murray N, Macaulay C, Ng RT, Gout 
PW et al (2010) Patient-derived first generation xenografts of non-small cell lung cancers: 
promising tools for predicting drug responses for personalized chemotherapy. Clin Cancer 
Res 16(5):1442–1451



125

Chapter 6
Microenvironmental Control of Metastatic 
Progression

Calvin D. Roskelley

© Springer International Publishing Switzerland 2015
C. Maxwell, C. Roskelley (eds.), Genomic Instability and Cancer Metastasis,  
Cancer Metastasis - Biology and Treatment 20, DOI 10.1007/978-3-319-12136-9_6

C. D. Roskelley ()
Department of Cellular and Physiological Sciences, University of British Columbia,  
2350 Health Sciences Mall, Vancouver, BC V6T 1Z3, Canada
e-mail: roskelly@mail.ubc.ca

Abstract As solid tumors progress, the surrounding microenvironment is altered 
dramatically. This microenvironment contains stromal and immune cells, some resi-
dent and some newly recruited, that are often activated due to factors released by 
the tumor cells themselves. These activated cells then release soluble factors that 
feed forward on the tumour cells in a symbiotic manner. Activated cells also alter 
the deposition and processing of extracellular matrix molecules in the microenvi-
ronment which further affects both the genotype and the phenotype of tumor cells. 
More specifically, these microenvironmental alterations can have profound effects 
on the genome and epigenome of tumor cells as well as their signal transduction 
pathways, both biochemical and mechanical. All of these effects contribute to the 
invasion and progression of the metastatic tumor organ.
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Introduction

Given that the overwhelming majority of cancer victims succumb to the formation 
and expansion of metastatic lesions, an overarching goal of modern cancer research 
is to determine how changes in defined cohorts of oncogenes and tumor suppressors 
facilitate the emergence of the malignant phenotype within individual tumor cells 
and their progeny. As a result, identifying actionable targets that are the products of 
such dysregulated genes has become the cornerstone of rational cancer therapeutics. 
However, even when they are directed against bona fide targets, such therapies are 
often only partially effective and they are invariably susceptible to acquired resis-
tance as the tumor evolves towards full blown malignancy. The recognition that 
many non-tumor cell autonomous events contribute to this progressive evolution, 
together with data generated by genome-wide profiling both at the transcriptomic 
and epigenomic levels, are starting to give us a systems-based picture of why this 
is the case. What is becoming increasingly clear from such studies is that the tumor 
microenvironment is a major multifactorial contributor to this progressive evolution 
[23].

In early in situ lesions that have been initiated by mutagenic insult, the micro-
environment still closely resembles the normal tissue that the lesion arises in. In 
many cases, notably the breast [48], the prostate [56, 60], and the thyroid gland [25], 
this near ‘normal’ tissue microenvironment actually acts to suppress the further 
expansion of microcarcinomatous lesions. However, as the tumor progresses, the 
surrounding tissue microenvironment is replaced by an ever-changing milieu that is 
itself abnormal. Importantly, this abnormal microenvironment co-evolves with the 
tumor cells as part of the malignant tumor ‘organ’. Rather than being suppressive, 
the microenvironment of the malignant tumor organ instead functions to promote 
the invasion and metastatic spread of the expanding lesion [5].

In addition to cellular differences, the microenvironment of the malignant tumor 
organ also differs in its extracellular components compared to the near normal 
microenvironment that surrounds early tumorigenic lesions. For example, factors 
released into the extracellular milieu by the tumor cells themselves can act to 
‘activate’ nearby stromal cells in the surrounding microenvironment. The respond-
ing stromal cells can consist of those that already reside within the tissue affected 
or they can be recruited from other sites, most notably the bone marrow. The latter 
cells often have an ability to expand due to their progenitor characteristics which 
can further expand the activated stromal cell pool. This expansion and activation 
has been best documented in the case of cancer-associated fibroblasts (CAF’s; 
[24]), although many other stromal cell types can also be ‘activated’ by factors in 
the tumor microenvironment.

CAF’s are capable of modifying the acellular architecture of the tumor micro-
environment by altering its insoluble extracellular matrix (ECM). This is achieved 
through changes in the production and deposition of matrix molecules as well as 
the alteration of the structure and interaction of those matrix molecules already 
present in the ECM. Examples include CAF-mediated changes in the deposition of 
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collagens, their extracellular processing by metalloproteases and their cross-linking 
by lysyl oxidases [11, 31]. CAF’s also release soluble factors into the tumor micro-
environment that act in a feed-forward way to further stimulate the growth of, or 
alter the phenotype of, tumor cells and to further recruit and activate more stromal 
cells. Tumor cell proliferation and survival can be facilitated by the CAF-mediated 
release of factors such as IGF-1, EGF, HGF and IL6, while a major tumor cell phe-
notype modifier that can be released by CAFs is transforming growth factor beta 
(TGF-β) (see epithelial-mesenchymal transformation section, below; [64]). Stromal 
cell recruitment and their feed forward activation can be initiated by the CAF-medi-
ated release of cytokines such as CCL5 and SDF-1 [32, 35]. Importantly, the cyto-
kines and growth factors that are released into the primary tumor microenvironment 
can act as short range paracrine factors as described above or they can also travel 
to distant sites and sow the microenvironmental soil to facilitate the expansion and 
local invasion of secondary metastatic lesions [76].

Acting in concert, soluble factors released by both the tumor cells and the acti-
vated stromal cells in the microenvironment can act over considerable distances to 
recruit immune cells to the lesion site. This immune infiltration, which has many 
of the hallmarks of a chronic inflammatory state, consists of varying numbers and 
ratios of lymphoid and myeloid cells, the precise nature of which depends on the 
tumor site involved and the malignant state of the lesion [59]. These infiltrates pro-
duce their own growth factors and cytokines that then further influence nearby and 
tumor and stromal cells in the manner described above. They also secrete proteo-
lytic enzymes that can remodel the ECM [42]. Such remodeling can have profound 
effects on the tissue microenvironment as it can release and/or activate soluble fac-
tors that are normally sequestered within the insoluble portion of the ECM.

Soluble factors and ECM fragments released into the tumor microenvironment 
by proteolytic degradation can also act in a paracrine manner on nearby vascular 
endothelial cells and their surrounding pericyte stem-like population to initiate an 
angiogenic response. A critical factor that helps drive this angiogenic response is 
vascular endothelial growth factor (VEGF); [61], although VEGF-independent 
factors come to the fore as the malignant tumor organ evolves which has been 
confounding to targeted anti-angiogenic therapy development [63]. Regardless, 
the resulting formation of new blood vessels leads to an increase in blood supply 
that is critical to the malignant tumor organ’s survival. Concurrently, the angio-
genic process itself further alters the landscape of the tumor microenvironment 
because the resulting newly formed blood vessels are often tortuous, porous and 
‘leaky’ which increases the hydrostatic pressure within the tissue. In addition, tu-
mor cells are subjected to widely varying oxygen tensions depending how far they 
are from these new vessels [7, 19]. In areas of low oxygen, the resulting hypoxia 
induces metabolic alterations and a suite of gene expression changes in both the 
tumor and the stromal cells that lead to further microenvironmental changes in 
soluble factor production and ECM production and modulation that can affect a 
number of tumor characteristics including genome stability (see below). It is be-
coming increasingly clear that a wide variety of responses to metabolic alterations 
within the malignant tumor microenvironment are also mediated by the activated 
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stromal cells. For example, in response to the release of reactive oxygen spe-
cies by tumor cell, nearby CAFs upregulate the expression of glycolytic enzymes 
which leads to their increased production and secretion of pyruvate and lactic 
acid that are then secreted and utilized by the surrounding tumor cells as a critical 
alternative energy source for their continued rapid proliferation [55].

While the cellular and acellular aspects of the microenvironment broadly influ-
ence tumor and stromal cell phenotypes, they also impinge upon specific processes 
that are critical for malignant progression. These include alterations to genomic 
stability, the epigenome, non-coding RNAs, immunomodulation, mesenchymal 
transformation and mechanotransduction. We provide specific examples below and 
expand on individual processes in the chapters that follow.

Hypoxia-Induced Genomic Instability

In normal tissues, the microenvironmental oxygen tension can be as high as 10 %. 
In contrast, the oxygen tension within rapidly expanding locally advanced solid 
tumors is often less than 1 % due in large part to their high metabolic rate [71]. The 
resulting hypoxia leads to the increased production of factors by both tumor and 
stromal cells that are transcriptional regulators, the prototype of which is hypoxia 
inducible factor 1alpha (HIF1α). These regulators both stimulate and suppress the 
expression of a wide variety of genes whose products modify the microenvironment 
to facilitate metastatic progression. These include the afore-mentioned angiogenic 
factor VEGF as well as osteopontin, an ECM protein that facilitates tumor cell inva-
sion. The latter factor facilitates the movement of tumor cell cohorts even farther 
away from blood vessels which further exacerbates the hypoxic state locally within 
the lesion [43].

Hypoxia also acts to suppress the expression of a number of homologous re-
combination (HR) genes involved in repairing the DNA double strand breaks 
caused by ionizing radiation and radiomimetic drugs [44]. In some contexts this 
suppression is HIF1α-dependent [35] while in others it is not [4]. Interestingly, 
in some cases these two means of hypoxia-induced suppression can act on the 
same HR gene. This is the case, for example, with the suppression of BRCA1. 
Hypoxia also suppresses the expression of genes involved in DNA mismatch re-
pair. This leads to an increase in spontaneous mutations that are associated with 
microsatellite instability (MSI) during experimental colorectal carcinoma pro-
gression [17, 62]. Furthermore, in human colorectal tumors HIF1α expression, 
which is used as an indication of hypoxia, and MSI are associated are associated 
with poor outcome/progression [21].

There is some evidence that hypoxia can also affect chromosome segregation 
during mitosis. Mechanistically, it appears that this occurs due to an alteration of the 
centrosome that leads to a defect in mitotic spindle formation [46]. Taken together, 
these and many other observations [43] indicate that hypoxia-mediated defects in 
DNA repair and chromosome segregation accelerate the genomic instability that 
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is already intrinsic to the growing tumor organ, thereby facilitating the continued 
evolution of malignant progression [9].

Epigenetic Dysregulation

The most widely studied epigenomic change that is correlated with tumorigenesis 
is the CpG island hypermethylation phenotype (CIMP). Essentially, this is a broad 
measure of suppressive promoter methylation that has been observed in bladder, 
breast, endometrial, gastric, colorectal, hepatocellular, lung, ovarian, pancreatic, 
renal cell and prostate carcinomas as well as leukemias, melanomas and gliomas. 
Drivers of this phenotype, including mutations in the isocitrade dehydrogenase-1 
gene that result in the accumulation of the hypermethylating oncometabolite 2HG 
[70], are now being identified. However, while it is clear that the CIMP pheno-
type contributes to tumor formation, its role in tumor progression is less clear. For 
example, in colorectal cancer CIMP functionally contributes to the initial tumor 
formation but not tumor progression. Instead, a subsequent trend towards hypo-
methylation becomes more prominent as lesions progress from adenomas to inva-
sive cancers [67]. In addition to contributing to a general increase in genomic insta-
bility, this hypomethylation has been shown to specifically trigger the production 
and release of soluble growth factors and modulators including insulin-like growth 
factor-2 (IGF2) and IGF2 binding protein-3 into the tumor microenvironment [29, 
41]. These factors act in an autocrine fashion to increase tumor cell proliferation 
and invasion and they act in a paracrine fashion to activate stromal cells which, as 
was described above, have feed forward effects on tumour cells that contribute to 
malignant progression.

LINE-1 hypomethylation within the long interspersed nucleotide element-1 
(LINE-1) often occurs in metastatic prostate [74] and metastatic endocrine 
pancreatic [10] carcinomas. While this epigenetic mark is often used as a general in-
dicator of hypomethylation, it is also known to be functionally significant in tumor 
progression in a number of ways. Specifically, it can lead to the activation of adja-
cent genes as well as an increase in chromosomal instability [18, 65, 72] as well as 
genomic instability [1, 50].

Immunomodulation

Cytokines such as interleukin-4 and -13, produced by malignant and stromal cells 
within the tumor microenvironment in a manner that mimics the end stages of wound 
healing, cause an immune suppression that is tumor promoting. This is initiated, in 
large part, by the cytokine-mediated recruitment of monocytes to the lesion. These 
new recruits then differentiate into alternatively activated tumor-associated macro-
phages (TAMs) that skew towards an ‘M2’ phenotype that is immunosuppressive 
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[47, 59]. More specifically, alternatively activated TAMs do not exhibit the cyto-
toxicity of typical macrophages [54]. Instead, they release paracrine-acting factors 
such as the chemokine CCL22 [12] and they generate nitrogen species, particularly 
under hypoxic microenvironmental conditions [14], that suppress the infiltration 
and proliferation of T-lymphocytes into the tumor microenvironment. Immunosup-
pressive TAM’s also secrete VEGF-A [40] which augments the hypoxia-induced 
increase in angiogenesis within the tumor microenvironment described above. 
Alternatively activated TAM’s are an attractive anti-metastatic therapeutic target 
given their profound ability to facilitate tumor progression by contributing to an 
escape from immune surveillance while simultaneously promoting angiogenesis. 
Experimentally, TAMs can be targeted by blocking the cytokine CSF-1 [13, 45], 
which is required for the proliferation and differentiation all macrophage popula-
tions. Unfortunately, this approach is a very broad one and is likely to have long 
term side effects in patients. A more specific approach would be the reprogramming 
of TAM’s into more conventional ‘antigen-presenting’ immune response-promoting 
macrophages that are known to have anti-tumor effect. Experimentally, this has 
been achieved using histidine-rich glycoprotein [57].

Interestingly, some cytotoxic drugs (eg. paclitaxel) can suppress the M2 TAM 
phenotype and skew it towards a pro-inflammatory M1 phenotype that is then 
antitumoral [34]. Thus, a goal of the field has been to identify mediators that drive 
this proinflammatory M1 TAM skewing in a predictable manner. One such me-
diator is the microRNA miR-511–3p [66]. Thus, non-coding RNA’s are capable 
of modulating effectors in the microenvironment that play a critical role in tumor 
progression.

Immunomodulatory changes during tumor progression are discussed in more 
detail by Gregor Reid in Chap. 8 of this volume.

Mesenchymal Transformation

A major driver of tumor cell invasion is the epithelial-to-mesenchymal transforma-
tion (EMT; [69]). During the EMT process there is a breakdown in apical-basal 
polarity followed by the loss of adhesive junctions between stationary epithelial 
cells. The resulting individual cells acquire an anterior-posterior polarity and they 
become motile and mesenchymal [22]. Therefore, classical markers of this trans-
formation are the loss of the epithelial cell-cell adhesion molecule E-Cadherin and 
the upregulation the mesenchymal intermediate filament protein vimentin. These 
changes, particularly at expanding tumor fronts, are often used as an indicator of 
invasive progression and the onset of the metastatic process [30].

During normal development, EMTs contribute to organogenesis and the 
formation of the body plan in a manner that is tightly regulated, both spatially and 
temporally [26]. For example, this occurs during gastrulation where a precisely con-
trolled EMT leads to the production of invasive mesenchymal cells that move into 
the embryo and later re-aggregate to form the mesodermal condensations during 
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primary germ layer formation [39]. While microenvironmental organizing centers 
(eg. the primitive knot, Spemann’s organizer) that regulate the position and timing 
of developmental EMT’s have been identified, the precise nature of the instructive 
paracrine factors they release have still not been well characterized. In contrast, 
the core transcriptional machinery that acts to initiate the gene expression changes 
that initiate an EMT has been determined. This includes the Snail, Zeb and Twist 
transcription factors which act on the E-cadherin promoter to inhibit the gene’s 
expression as well as stimulate the expression of secreted factors that further stimu-
late an EMT [52]. An example of the latter is platelet-derived growth factor (PDGF) 
which itself stimulates the localized production and activation of metalloproteases 
that degrade the ECM in the microenvironment to facilitate the migration and inva-
sion of mesenchymal cells produced by the EMT [16].

During malignant tumor progression the precise spatial and temporal control 
of EMT is disrupted, most often because of an inappropriate accumulation and/
or activation of EMT-inducing factors within the tumor microenvironment. One 
such factor is TGF-ß which, when it acts on epithelial-derived tumor cells (but 
not normal epithelial cells) stimulates the activity of the core EMT transcription 
factor complex [33]. TGF-ß is often produced and secreted by cancer-associated 
fibroblasts in the microenvironment [8]. Interestingly, TGF-ß that is produced by 
platelets and released into the microenvironment due to the leakiness of new ves-
sels formed by angiogenesis can also contribute to transient tumor cell EMT at sites 
of thrombosis [36]. This has important implications for the movement of tumor 
cells from the stroma into the vasculature by a process known as intravasation. 
Additionally, it may also help explain why circulating tumor cells themselves can 
be mesenchymal [75]. The latter point is not trivial in terms of survival in the cir-
culation as mesenchymally-transformed cells tend to be resistant to the suspension-
mediated apoptosis that normally occurs when epithelial cells are detached from the 
ECM [27].

Other factors found in the tumor microenvironment that can act to stimulate the 
core EMT transcriptional machinery including the afore-mentioned PDGF produced 
by CAF’s as well as WNT or WNT-like factors produced by recruited mesenchy-
mal stem cells and interleukin-6 (IL-6) produced by TAMs [49]. Importantly, the 
removal of such factors can shift the tumor cell phenotype from the mesenchymal 
back to the epithelial in a process known as mesenchymal-epithelial transformation 
(MET). This often occurs during the later stages of metastatic progression where an 
MET is proposed to contribute to the colonization of distant sites after tumor cells 
have left the vasculature by extravasation. Such transient shifts between epithelial 
and mesenchymal phenotypes can also be regulated by the oxygen tension in the 
microenvironment given that hypoxia upregulates the core EMT transcriptional 
complex via the actions of HIF-1α [73]. Thus, the mesenchymal phenotype is often 
plastic, unless mutations within the E-cadherin gene and/or stable, epigenetically-
driven changes in E-cadherin expression occur. As such, there are varying tumor 
microenvironment-driven metastable and stable states of mesenchymal transforma-
tion within tumor lesions that have important implications for therapeutic treatment 
strategies bent on reversing the process [68].
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Mechanotransduction

Once they have acquired the ability to become invasive, either by varying degrees 
of mesenchymal transformation or by other means that can include either collective 
or single-celled amoeboid migration [20], tumor cells move through the tumor mi-
croenvironment by interacting with the ECM, the components of which are highly 
modified due to changes in component deposition, molecular cross-linking, and 
proteolytic processing within that microenvironment [58]. Ultimately, the molecu-
lar composition of the ECM greatly contributes to changes in motile phenotype of 
the invading tumor cells based on, for example, the soluble factors it sequesters 
and the specific nature of the cell surface integrins that it engages [28]. However, 
it is becoming increasingly clear that the mechanical properties of the ECM also 
play an important role in regulating the phenotype of the invading tumor cells. In 
this case, physical changes in the ECM can dramatically alter mechanical signals 
within tumor cells that influence proliferation, survival and the invasive phenotype 
itself [15]. Experimentally, this can be achieved by artificially crosslinking ECM 
components, particularly collagens, to increase the stiffness of the matrix which 
increases intracellular tension and integrin-mediated biochemical signaling within 
the tumor cell [38]. Thus, mechanical cues in the ECM are translated intracellularly 
by the cytoskeleton and signaling moieties that are modulated by tension applied 
through integrin-containing adhesion complexes. Such collagen cross-linking can 
be achieved by the actions lysyl-oxidase which is released into the tissue microen-
vironment by CAFs. In yet another example of a feed forward mechanism, lysyl 
oxidase-dependent collagen crosslinking will further activate CAF’s themselves in 
an integrin signaling-dependent manner [3] and this effect can be so strong that 
it can facilitate tumor invasion and metastatic progression even when TGF-ß is 
removed [53].

Importantly, collagen crosslinking-dependent increases in radiologically observ-
able mammographic ‘density’ is a major risk factor for breast carcinoma forma-
tion and progression [6]. The latter effect may be facilitated by the fact that ECM 
stiffness-mediated mechanotransduction augments the ability of soluble factors se-
questered within the tumor microenvironment to efficiently induce an EMT [37].

Mechanotransduction events that contribute to tumor progression are discussed 
in more detail by Celeste Nelson’s group in Chap.  7 of this volume.

Summary

It is now clear that the microenvironment that a tumor cell finds itself within can 
greatly affect its phenotype regardless its genotype. These microenvironmental 
effects are mediated by surrounding stromal cells, soluble factors, and the extracel-
lular matrix all of which act together, with tumor cells, to form the tumor organ. 
Therefore, given the molecular and cellular complexity within the tumor organ, 
it is very difficult to predict the response of any one component of the organ to 
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a particular therapeutic treatment when that component is viewed in isolation. 
While this complexity can be extremely problematic when viewed from a reduc-
tionist point of view, particularly when it contributes to the failure of agents tar-
geted against specific tumor cell-intrinsic oncogenes or tumor suppressors, it also 
provides myriad new therapeutic opportunities to halt the emergence of those mi-
croenvironment-dependent tumour progression phenotypes that contribute to the 
overwhelming majority of cancer deaths due to metastasis.
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Abstract Cells translate mechanical forces in the environment into biochemical 
signals in a process called mechanotransduction. In this way, mechanical forces 
direct cell behavior, including motility, proliferation, and differentiation, and 
become important in physiological processes such as development and wound 
healing. Abnormalities in mechanotransduction can lead to aberrant cell behavior 
and disease, including cancer. Changes in extracellular mechanical forces or defects 
in mechanosensors can result in misregulation of signaling pathways inside the cell, 
and ultimately lead to malignancy. Here, we discuss the ways in which physical 
attributes of the tumor microenvironment can promote metastasis and genomic 
instability, two hallmark features of cancer.
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IFP Interstitial fluid pressure
ILK Integrin-linked kinase
MET Mechanoelectrical transduction
MLC Myosin light chain
MMP Matrix metalloproteinase
PDGF Platelet-derived growth factor
PI3K Phosphoinositide 3-kinase
PTEN Phosphatase and tensin homolog
ROCK Rho-associated kinase
ROS Reactive oxygen species
RTK Receptor tyrosine kinase
TAZ transcriptional co-activator with PDZ-binding motif
TGF-β Transforming growth factor β
VEGF Vascular endothelial growth factor
YAP Yes-associated protein

Introduction

Over a decade ago, Hanahan and Weinberg defined several features of cancer that 
they considered essential for the acquisition of a malignant phenotype, including 
replicative immortality, evasion of growth suppressors, evasion of apoptosis, stim-
ulation of angiogenesis, stimulation of proliferation, and invasion and metastasis 
[1]. Since then, a flood of cancer research has led to modification and expansion 
of the proposed hallmarks; metastasis and genomic instability are two that per-
sist [2]. Cancer is widely regarded as a disease of the cell, and cell behavior is 
directed by both biochemical and physical cues, which can work independently or 
synergistically [3]. Accordingly, the tumor microenvironment has been shown to 
affect tumor progression [4, 5]. This chapter focuses on the physical factors and 
mechanical forces that tumor cells encounter in the tumor microenvironment, which 
can in turn alter their behavior. Cells convert the physical signals they receive into 
biological responses via a process known as mechanotransduction [6].

Mechanotransduction involves both the external environment and internal sig-
naling [7]. The transmission of external forces to intracellular signaling is centered 
on proteins that are activated by force, such as integrins [8, 9] and T-cell receptors 
[10]. Many cellular phenotypes, including morphology, motility, and proliferation, 
are governed by external mechanical forces [11–13]. Thus, mechanotransduction 
is central to a variety of physiologically normal processes, including embryonic 
development, differentiation, wound healing, and angiogenesis [14, 15]. Defects 
in mechanotransduction are known to be involved in several diseases, including 
cancer [16]. Understanding how defects in mechanotransduction affect tumor pro-
gression will add to our fundamental knowledge of cancer biology and may suggest 
new approaches for treatment.
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How Mechanotransduction Regulates Normal Cell 
Behavior

Extracellular Factors Affecting Mechanotransduction  
in Normal Cells

Most cells are anchorage dependent: they need to adhere to a substratum to prevent 
apoptosis and promote cell cycle progression [17]. Thus, the mechanical microen-
vironment is important for cell survival. Cells sense their environment via confor-
mational changes in mechanically responsive proteins, known as mechanosensors. 
Physical forces induce these conformational changes, which result in downstream 
signaling inside the cell [18, 14]. Forces can originate from a variety of features, 
including the rigidity of the extracellular matrix (ECM), static or dynamic fluid 
flow, and tissue growth [6]. These forces are further classified into specific types 
of loads that cells can detect. For example, forces incurred by blood flow include 
hydrodynamic pressure, shear stress, and cyclic strain, and all of these help regulate 
endothelial cell behaviors [19] such as cell reorientation [20].

Cells can also respond to mechanical loads by secreting biochemical factors, 
some of which result in subsequent ECM remodeling. Growth factors comprise 
one class of proteins that are important in this respect. Transforming growth factor 
β (TGF-β) is sequestered in the ECM, and is released when internal contractility 
of myofibroblasts is balanced externally by a stiff matrix, causing conforma-
tional changes in protein complexes embedded in the ECM. Free TGF-β starts a 
feed-forward loop, causing increased deposition of ECM proteins and additional 
(increased) expression of TGF-β [21]. Various other growth factors increase activity 
as a result of mechanical load, as evidenced by endothelial secretion of basic fibro-
blast growth factor (bFGF) in response to shear stress and hydrostatic pressure [22, 
23]. Mechanical forces also regulate the expression of matrix remodeling proteins 
such matrix metalloproteinases (MMPs). This is seen in human monocytes/mac-
rophages, which have been shown to increase expression of MMPs under cyclic 
strain, and thus contribute to ECM degradation [24].

Intracellular Factors Affecting Mechanotransduction  
in Normal Cells

There are several intracellular components involved in receiving mechanical 
signals and eliciting a response (Fig. 7.1). A feature that is particularly important to 
mechanical sensing is contractility; all cells have a network of cytoskeletal proteins 
(actin, microtubules, intermediate filaments) that aid in cell structure and mobil-
ity [17]. Cytoskeletal contractility creates a balance between intra- and extracel-
lular forces acting on the cell, and thus is important for cells to be able to respond 
to forces in the surrounding microenvironment [25]. This balance exists so that 
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mechanical forces in the microenvironment and internal cellular tension can work 
together to regulate cell behavior, evident, for example, in changes in fibroblast 
proliferation when matrix stiffness and actomyosin contractility are decoupled [26]. 
Moreover, external mechanical stimuli help define the state of the cytoskeletal 
components through various pathways. For example, it has been shown that tensile 
forces regulate the expression of α-smooth muscle actin (αSMA), a gene important 
for cytoskeletal contractility, in osteoblasts [27], and that cytoskeletal tension in 
fibroblasts changes to match the stiffness of the substratum [28].

Communication between ECM and the cytoskeleton is mediated by mechanosen-
sors, proteins or structures that can sense physical changes in the microenvironment 
and translate these into chemical signals inside the cell [15]. Mechanosensors are  
diverse and exist everywhere in the body, from ears to kidneys: mechanoelectrical 
transduction (MET) channels in cochlear hair cells respond to sound vibrations to 
induce the signaling necessary in auditory sensation [29], and primary cilia in renal 
epithelia respond to fluid flow to maintain homeostasis [30]. Yet the sensing mecha-
nisms of many mechanosensors remain poorly understood.

The most well-studied mechanosensors are integrins, which contain extracel-
lular, transmembrane, and cytoplasmic domains [31]. Integrins are composed of 
α- and β-subunits that form heterodimers [32]. Different types of integrins can bind 
to various ligands present in the ECM and induce signaling to regulate a variety of 
processes including attachment, migration, proliferation, and differentiation [33]. 
Through detection of external mechanical stresses, integrins promote changes in 
cytoskeletal structure and can activate signal transduction cascades [34–36]. Integrin 

Fig. 7.1  Schematic of intracellular mechanotransduction pathways connecting the ECM to the 
cytoplasm and nucleus.
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activity is also essential for the formation of focal adhesions, which act as centers 
of mechanotransduction [37]. Focal adhesions are protein complexes localized at 
the plasma membrane that link the ECM to the actin cytoskeleton. In addition to 
integrins, focal adhesions include hundreds of proteins, the most well-characterized 
of which are talin, paxillin, vinculin, focal adhesion kinase (FAK) and Src family 
kinases, which act as signaling molecules [38]. The formation of focal adhesions is 
regulated by both external forces and cytoskeletal contractility [39].

Other intracellular components involved in mechanotransduction include G 
proteins, receptor tyrosine kinases (RTKs), extracellular-signal-regulated kinases 
(ERKs), and stretch-activated ion channels [6].

G proteins are localized at focal adhesion sites and can undergo conformational 
changes induced by mechanical stress to promote cell growth. G proteins are acti-
vated in cardiac fibroblasts in response to stretch, as well as in endothelial cells and 
osteocytes in response to shear stress [40–42].

RTKs are transmembrane proteins that dimerize to become activated, and are 
involved in integrin-mediated mechanotransduction downstream of G proteins. 
Dimerization is triggered by binding of the receptor to extracellular ligands such as 
epidermal growth factor (EGF) and platelet-derived growth factor (PDGF), leading 
to further signaling [43]. RTKs can also activate ERKs, which are important for 
gene expression and protein synthesis [44].

ERKs are kinases that play an important role in intracellular signaling, such as 
the activation of cytoplasmic and nuclear regulatory proteins. These kinases can 
be activated in response to mechanical stimuli. Shear stress and stretch have been 
shown to activate ERKs in aortic endothelial cells and pulmonary epithelial cells, 
respectively [45, 46].

Stretch-activated ion channels allow ions such as Ca2 + to move in and out of 
cells, which regulates several cellular processes. Cell stretching has been shown to 
increase intracellular levels of Ca2 + in several cell types [47, 48]. Intracellular Ca2 + 
levels are also important for the activation of other proteins in the mechanotrans-
duction signaling cascade, such as ERKs [49].

Mechanotransduction and Metastasis

The invasion of primary tumors into their surrounding tissue and subsequent meta-
static spread to other organs are among the largest obstacles to cancer treatment, 
and metastasis is the main cause of cancer-related deaths [50]. Metastasis relies on 
the ability of tumor cells to migrate from the primary tumor and form new lesions 
at distant locations [51]. Invasion and metastasis require physical interactions be-
tween malignant cells and the microenvironment, a process that inherently involves 
mechanosensing and mechanotransduction [16]. Both extracellular factors in the  
physical tumor microenvironment and intracellular factors within cancer cells con-
tribute to mechanotransduction during invasion and metastasis. Identifying how 
mechanotransduction becomes abnormally regulated in cancer cells is necessary to 
understand the mechanisms that underlie invasion and metastasis.
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Extracellular Factors Affecting Mechanotransduction  
in Tumors

The physical microenvironment within a solid tumor differs from that of normal tissue 
in several ways (Fig. 7.2): uncontrolled proliferation results in increased mechanical 
compression in a spatially restricted environment [52]; there is an increase in the 
production of ECM components (of which collagen is the most prevalent structural 
protein), which exhibit increased alignment, crosslinking, bundling, and stiffening 
[53, 54]; poorly formed blood vessels and the absence of functional lymphatics lead 
to increased interstitial fluid pressure (IFP) [155]. These changes in the extracellular 
environment can alter the behavior of tumor cells via mechanotransduction pathways, 
which are important for both invasion and metastasis. For example, mechanical com-
pression can promote invasion and metastasis [55]. Compression has been shown to 
enhance cell-substratum adhesion in two-dimensional (2D) cell culture compression 
assays [52]. Moreover, compression can facilitate invasion by increasing the release 
and activation of ECM-degrading MMPs [56]. Mechanical loading can also alter cell 
shape and motility through compression-dependent changes in cytoskeletal dynamics 
[57].

The ECM is the framework for intercellular crosstalk, adhesion, and migration 
[58]. Solid tumors exhibit increased ECM stiffness and crosslinking, and changes 
in the structural components and mechanical properties of the ECM can promote 
an invasive phenotype in cancer cells [7, 16, 59]. For example, the mode by which 
tumor cells migrate is strongly dependent on the physical properties of the ECM [60]. 

Fig. 7.2  Cartoon illustrating the physical changes in the tumor microenvironment compared to 
that of normal tissue. a Normal tissue microenvironment. The microenvironment in normal tis-
sues contains linearized blood vessels that perfuse the tissue. Lymphatic vessels are present to 
drain excess fluids and maintain fluid homeostasis. ECM proteins make up the loose connective 
framework. b Tumor microenvironment. Poorly formed blood vessels leak fluid and plasma mac-
romolecules into the interstitium. Many solid tumors lack a functioning lymphatic system. There 
are larger amounts of ECM proteins that are highly aligned, crosslinked, bundled, and stiffened. In 
addition, uncontrolled proliferation of cells in a confined space results in mechanical compression.
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Changes in ECM composition and architecture also affect the distribution and activa-
tion of soluble factors (e.g., growth factors, cytokines, MMPs) that are themselves 
involved in cell behavioral changes and mechanotransduction [61]. ECM stiffness 
can promote the malignant behavior of tumor cells by increasing the expression and 
activity of adhesion receptors, thereby also activating mechanotransduction path-
ways [12]. For example, force has been shown to influence the development of focal 
adhesions since maturation of these complexes requires mechanical tension [62].

 Increased ECM stiffness also directs cell behavior by increasing external resis-
tance forces experienced by the cell [63]. Links to the ECM via integrins and focal 
adhesions can relay these stresses to the cytoskeleton, alter the balance of intracel-
lular forces, and stimulate signal transduction cascades that influence cell behavior 
[7]. Moreover, increased ECM stiffness can disrupt epithelial polarity and induce mi-
gration and metastasis [64]. Cells have also been shown to migrate preferentially to 
regions of increased ECM stiffness via mechanotaxis/durotaxis [65, 66]. Finally, the 
crosslinking of ECM by lysyl oxidase, which can also stiffen the matrix and induce 
fibrosis, can promote tumorigenesis via enhanced integrin signaling [58].

ECM remodeling by tumor and stromal cells is important for both invasion and 
metastasis. For example, migrating tumor cells exhibit pericellular proteolytic deg-
radation to make room for further migration [67]. Proteases such as MMPs are re-
cruited to integrin assemblies and other adhesion receptors at the leading edge of 
a migrating cell to model and degrade the ECM [68]. Cancer cells have also been 
shown to realign their surrounding ECM perpendicular to the tumor boundary, alter-
ing its architecture for improved adhesion and migration, creating diverse routes for 
dissemination [69]. Migration is mediated by several types of proteolytic structures 
enriched with F-actin, β1-integrins, and MMPs, which are key players in mechano-
transduction [70]. Single cell migration can also occur without proteolytic degrada-
tion under the mode of amoeboid migration [71]. The microscale architecture of the 
ECM, including the alignment of fibers and the location and size of pores, dictates 
the mechanisms of invasion and metastasis applied by cancer cells [72].

IFP and interstitial fluid flow have also been shown to affect the migratory and 
invasive behaviors of tumor cells [73, 156, 157]. In a three-dimensional (3D) cul-
ture model in which single tumor cells were suspended in ECM, fluid flow was 
shown to increase the percentage of migratory cells as well as their speed [73]. In a 
similar study, interstitial fluid flow was shown to result in the upstream migration 
of cancer cells as a result of asymmetry in matrix adhesion stresses needed to bal-
ance drag from fluid flow [74]. The stresses induced by flow created a gradient of 
integrin activation across the cells. Components of focal adhesions, including FAK, 
paxillin, and vinculin, localized at the upstream side of the migrating cells.

Intracellular Factors Affecting Mechanotransduction  
in Tumors

It is well known that changes in mechanotransduction promote invasion and 
metastasis [75]. The intracellular factors affecting mechanotransduction pathways 
in tumor cells may be altered in response to changes in the tumor microenvironment, 
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or to genetic mutations and changes in gene expression within the tumor cells. 
Intracellular mechanotransduction can, in turn, lead to changes in gene expression 
to promote invasion and metastasis.

Cytoskeletal reorganization is important for changes in cell shape and motility, 
and therefore migration and metastasis [16]. Cytoskeletal tension is primarily 
regulated by ERKs and the Rho family of small GTPases. One effector of Rho is 
Rho-associated kinase (ROCK), which regulates actin cytoskeletal contractility via 
myosin light chain (MLC) phosphorylation [64]. Rho activity has been shown to be 
elevated in some tumors, though decreases in its activity have also been reported 
[76, 77]. Cytoskeletal tension is also affected by the mechanical properties of the 
ECM, such as stiffness and crosslinking [7]. Increased matrix stiffness promotes the 
clustering of integrins and the formation of focal adhesions, in addition to increas-
ing activation of FAK and ERK, and enhancing ROCK-mediated cytoskeletal con-
tractility [64]. ROCK is also involved in the disruption of adherens junctions and 
moving the tail end of the cell behind the leading edge to assist in cell locomotion 
[78–80]. Moreover, cell migration involves the extension of membrane protrusions 
resulting from the cycling of actin polymerization and depolymerization, which are 
regulated by Rho GTPases via the cofilin pathway [81, 82].

ECM crosslinking has also been shown to result in the aggregation and clustering 
of integrins as well as enhanced signaling via phosphoinositide 3-kinase (PI3K) 
to induce invasion [58, 64]. Other components of focal adhesions have also been 
implicated in tumor progression, including Src, the activity of which has been 
shown to influence proliferation, invasion and metastasis [83, 84]. Src activation is 
required for ECM degradation during migration [85]. In 3D culture studies of breast 
tumor cells, Src activity increases the strength of cellular forces on the ECM as well 
as the duration and length of cell membrane protrusions [86].

Whereas some cells in the tumor become stiffer, metastatic cells are more 
deformable and exhibit reduced cytoskeletal stiffness [87]. Lower levels of integrin 
expression along with decreased adhesion to the ECM have been associated with 
oncogenic transformation [88, 60]. This increased deformability is correlated with 
enhanced metastatic potential. For example, enhanced deformability enables meta-
static cells to move through tight spaces, such as between endothelial cells, during 
intravasation and extravasation [89].

In addition to regulating the cytoskeleton and associated proteins, mechanotrans-
duction can lead to gene expression changes that promote invasion and metastasis. 
Cancer cells undergo a variety of genetic mutations and gene expression changes 
during tumor progression, which can affect their interactions with the microenvi-
ronment and subsequent mechanotransduction. Mechanotransduction itself is one 
source of changes in gene expression in cancer cells. A major way that mechano-
transduction can affect gene expression is via the epithelial-mesenchymal transition 
(EMT). EMT, in which epithelial genes are downregulated and mesenchymal genes 
are upregulated, is thought to be an important mechanism in both invasion and 
metastasis [90, 91]. ECM stiffness has been shown to promote EMT, through which 
cancer cells acquire a migratory phenotype via a variety of pathways, some of which 
include key players in mechanotransduction, such as RTKs [92]. In one pathway, 
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EMT results from stiffness-mediated localization and signaling of Rac GTPases 
downstream of MMPs [93]. Mechanical stress and matrix rigidity can also induce 
EMT downstream of TGF-β [94, 95]. Furthermore, the activation of Rho GTPases 
is thought to contribute to EMT via the loss of adherens junctions between cells and 
the gain of mesenchymal characteristics [96].

Induction of EMT in tumor cells, which affects cytoskeletal organization and 
cell-cell and cell-matrix adhesions, can also alter how the cells sense exogenous 
forces, and therefore their responses to those forces [97, 98]. The downregulation of 
epithelial keratins results in reduced cytoskeletal stiffness and greater cell deform-
ability, directly influencing the metastatic potential of tumor cells [99]. In addition 
to being more deformable than non-metastatic cells, metastatic cells also lose their 
anchorage dependence [100, 101]. Anoikis, or apoptosis induced by the loss of ad-
hesion to the ECM, is suppressed in metastatic cells, allowing them to migrate and 
traverse through the bloodstream to distant organs [102, 103]. Anoikis is believed 
to be mediated by integrin signaling [104]. The activation of integrins and their 
associated proteins, including FAK and integrin-linked kinase (ILK), can suppress 
anoikis, indicating that mechanotransduction and apoptotic pathways are linked 
[105]. EMT can also suppress anoikis [106]. In particular, the downregulation of 
E-cadherin can protect cells against anoikis [107]. It is clear that several extracel-
lular and intracellular components of mechanotransduction are altered in tumors, 
which promotes progression to invasive disease. Mechanotransduction, it seems, is 
another mechanism that can be hijacked to support malignant transformation.

Mechanotransduction and Genomic Instability

The term genomic instability (GIN) broadly describes the inability of a cell to pass 
on a copy of its DNA with fidelity. GIN can manifest itself in several ways, each the 
result of replicative stress caused by errors in DNA replication or the DNA damage 
response [108]. Microsatellite instability is the expansion or contraction of oligo-
nucleotide repeats and results from mutations in mismatch repair genes [109, 110]; 
nucleotide excision-repair-related instability results from an impaired ability of the 
cell to remove and replace damaged nucleotides [111]; and chromosomal instability 
is a change in the structure or number of chromosomes, which typically occurs as a 
result of errors in DNA replication or mitosis [112, 113].

GIN is a defining feature of cancers, and is believed to be the driving force  
behind tumor progression. Various errors in DNA replication or repair processes 
lead to an abnormal genotype that continues to change with each generation of cells. 
As a result of GIN, tumors that originate from the same tissue and cell type can 
have wildly varying genetic profiles [114]. This intertumor heterogeneity, as well 
as subclonal heterogeneity within a single tumor, has been largely attributed to the 
Darwinian characteristics of cancer; that is, the evolution and adaptation of a cancer 
clone in response to external selective pressures [115]. Ultimately, this results in the 
acquisition of survival-enhancing features that allow a cancer to develop.
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The local microenvironment is one source of pressure that results in GIN [116] 
and increased survival. Mouse embryonic stem cells exposed to radiation develop a 
high frequency of mutation in vivo but not in culture, suggesting that the microenvi-
ronment of the cells contributed to their development [117]. More specifically, both 
physical features of the tumor microenvironment as well as onslaughts by external 
agents have been shown to increase the frequency of mutation, thus increasing the 
chances that one of these mutations will affect maintenance of genomic integrity. 
Hypoxia is one hallmark characteristic of the tumor microenvironment known to 
play a role in promoting GIN. Hypoxia induces an elevated frequency of mutation 
in tumorigenic mammalian cell lines [118]. Similarly, exposure to heat and serum-
starvation increases mutations in mouse mammary carcinoma cells [119]. Little is 
known about how GIN may arise from mechanical aspects of the microenviron-
ment; the following describes a body of work that supports this idea.

Mechanical Forces Affect Mitosis  
and Cell Cycle Progression

One risk factor for the development of GIN is an increase in cellular proliferation, 
and hence the chance for DNA copy errors to arise. Recently, the mechanical prop-
erties of the microenvironment have been considered a major factor in its influence 
on cell behavior, specifically the regulation of cell cycle progression and mitosis 
and subsequent maintenance of the genome. Several studies have shown that modu-
lating mechanical forces acting on cells can affect proliferation: mechanical stretch 
can reduce proliferation of podocytes [120], enhance differentiation and reduce 
proliferation of preadipocytes [121], and in endothelial cells, directed mechanical 
forces (specifically, shear and stretch) promote homeostasis but non-uniform forces 
can result in sustained pro-inflammatory and proliferative signaling [122]. These 
effects can be mediated by cell-cell contact, such as through VE-cadherin in endo-
thelial cells [123].

The adhesion of a cell to its surroundings can alone induce changes in prolif-
eration. Micropatterning techniques have been used to isolate the effects of cell 
spreading and cell-cell junctions from the effects of substratum adhesion on cell 
behavior. Such studies have revealed that E-cadherin is sufficient to induce epithelial 
cell proliferation via Rac1 signaling, and both proteins are required for cell-cell 
contact-dependent proliferation [124]. Similar findings hold for endothelial or 
smooth muscle cells via PI3K signaling [125]. Cytoskeletal structure and associated 
signaling have also proven to be important in cell-cell adhesion-mediated prolif-
eration, based on studies regarding the role of VE-cadherin in vascular endothelial 
cells [126]. Additionally, simply varying the nature of the substratum also affects 
proliferative behavior. The basement membrane interacts differently with normal or 
cancerous epithelial cell lines, affecting growth and differentiation [127].

There is also evidence that mechanotransduction can influence various aspects 
of mitosis, and thus the segregation of the genome into daughter cells. Physical 
features of the microenvironment are one avenue of mechanical influence on 
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mitosis. For example, in HeLa cells (human cervical cancer cells), retraction fibers, 
which bind mitotic cells to the substratum, exert forces on the cell that dictate the 
orientation of the spindle during mitosis. This is mediated by regulation of the sub-
cortical actin network [128]. Another study in HeLa cells similarly showed that 
the spatial distribution of ECM proteins helps determine the axis of division by 
regulating actin dynamics [129].

It would follow from these studies that mechanosensors and other intracellu-
lar mechanotransduction machinery are involved in the regulation of mitosis, and 
indeed this has been shown. Integrin-mediated adhesion is required for the cells to 
reorient the mitotic spindle parallel to the substratum [130]. Here again, cytoskeletal 
components are key communicators. G proteins and the motor protein dynein, both 
important in transmitting mechanical force, are also known to direct orientation of 
the spindle in development [131]. One can imagine that abnormal mechanical sig-
naling, common to many diseases including cancer, could disrupt mitosis in a cell 
and thus generate genomically unstable progeny.

Mechanotransduction Regulates Biochemical Cues  
That Promote GIN

One way that mechanical stimuli ultimately promote changes in cell behavior is 
through intracellular signaling pathways that conclude with control of gene tran-
scription. Genes regulated by mechanotransduction can affect a myriad of both 
normal and pathological processes in the body [14]. In the context of cancer, recent 
studies have suggested that important molecular targets of mechanotransduction 
include mitotic checkpoint genes and other cell-cycle regulators, which have long 
been associated with maintaining genomic stability [112, 132].

To discover mechanically-regulated genes associated with GIN, several studies 
have used polyacrylamide gels of varying stiffness to mimic the mechanical prop-
erties of the ECM, and thus determine the effects of substratum stiffness on cell 
behavior in culture [133]. Recent findings from these experiments show that the 
transcription factors YAP (Yes-associated protein) and TAZ (transcriptional coacti-
vator with PDZ-binding motif), which have implications in growth, proliferation, 
and differentiation, become activated in response to cytoskeletal tension and cell 
spreading induced by a stiff substratum [134]. In human mammary epithelial cells, 
expression of tumor suppressor phosphatase and tensin homolog (PTEN) is reduced 
in the presence of microRNA miR-18a, which is modulated by ECM stiffness [135]. 
PTEN is antagonistic to PI3K, a protein involved in many pathways important for 
cell growth and survival that promotes cancer when misregulated [136]. Polyacryl-
amide gels were also used to show that matrix rigidity induces integrin clustering 
in mammary epithelial cells, which induces the formation of focal adhesions and 
generates cytoskeletal tension. This in turn activates ERK and enhances EGF-
dependent pathways that activate ERK, which is known for its involvement in cell 
cycle regulation [137, 64].
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Other cell cycle-regulators are activated by adhesion to or disruption of the sub-
stratum. The protein p38 is best known for its role as a tumor suppressor, but also 
regulates mitotic entry and the spindle assembly checkpoint [138], and negatively 
regulates cell proliferation through a reactive oxygen species (ROS)-mediated re-
sponse to stress [139]. When mammary epithelial cells lose adhesion to the substra-
tum, p38 is activated and can induce apoptosis [140]. NM23-H1 is another protein 
associated with growth arrest, and this function was shown to be correlated with 
basement membrane assembly in human breast cancer cells [141].

Aside from the effects of mechanically-regulated gene transcription, cytokines 
and other signaling factors that contribute to cancer progression are often triggered 
by mechanical forces, and can induce GIN. For example, lung cancer cells show 
an increased production of ROS in response to shear stress [142]. ROS are well 
known to promote genetic mutations and cancer progression [143]. Furthermore, a 
xenograft of human skin overexpressing bFGF (in a cocktail with stem cell factor 
and endothelin-3) causes replication stress [144], the major source of GIN [108]. 
As previously described, bFGF is regulated by shear stress and hydrostatic pressure 
[23, 22].

Restructuring of the Stroma Results in GIN

In addition to signaling mediated by mechanosensors, cells can communicate with 
the microenvironment through various soluble factors that serve to restructure the 
surrounding stroma. In cancer, misregulation of these proteins has been linked to 
GIN. MMPs make up one class of proteins that remodel the ECM. Overexpression 
of MMPs can induce cell cycle progression, activate genotoxic pathways, and inhibit 
cytokinesis [145]. Furthermore, cells overexpressing MMPs often exhibit patterns 
of genomic irregularities [146]. The stroma is also heavily remodeled during the 
formation of new vasculature. Both cyclic and constant static stretch of endothelial 
cells increase the expression of vascular endothelial growth factor (VEGF) receptor 
and promote VEGF-induced proliferation, vasculogenesis, and angiogenesis [147]. 
VEGF has been shown to regulate the axis of division in endothelial cells, poten-
tiating GIN [148]. Thus, through restructuring of the stroma, in addition to control 
of the cell cycle and associated proteins and cytokines by external forces, GIN is 
mediated by mechanotransduction in cancer cells.

Synopsis and Outlook

Aberrant mechanotransduction is a major contributor to tumor progression, metas-
tasis, and GIN. Both mechanosensing and subsequent intracellular signaling alter 
properties of the cell that can lead to malignant transformation in cancer. Mechano-
transduction is therefore important to study in order to understand the progression 
of this disease. Developing improved 2D and 3D cell culture models to mimic 
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the tumor microenvironment will enable us to determine the effects of abnormal 
mechanotransduction in cancer progression. Beyond experimental models, compu-
tational models can characterize the effects of mechanical stretch on cell behavior 
[121]. Others begin to account for intratumor heterogeneity when predicting 
therapeutic response [149]. However, current computational models cannot cope 
with mutational frequency of cancer cells, and thus there is a disconnect between 
investigations of the causes and consequences of this feature.

Although many of the proteins involved in mechanotransduction are known (e.g. 
integrins, cytoskeleton, myosins, kinases), the precise mechanisms by which a cell 
perceives the mechanical information of its environment remain unclear [150]. In 
addition, mechanical forces in the microenvironment are known to affect the cell 
cycle, and abnormal expression of cell-cycle regulators can result in GIN [132]; 
however, a clear mechanotransduction pathway linking these two events has not 
been elucidated. Similarly, current knowledge on the mechanosensing capabilities 
of stem cells is limited; verifying which forces, molecular pathways, and mecha-
nosensing proteins are most important in directing construction of the stem cell 
niche and stem cell differentiation could lead to clinical applications (for example, 
targeting cancer stem cells) [151, 152].

Components of mechanotransduction pathways are starting to be considered as 
potential therapeutic targets. For example, it has been shown that the disruption of 
Rho or ERK signaling results in a reduction of cytoskeletal tension that leads to a 
decrease in tumor cell proliferation and the repression of malignant progression 
[16, 64]. Targeting Src activity could reduce proliferation, invasion, and metastasis 
[153]. Restoring anoikis response might curb metastasis [154], and the inhibition 
of collagen crosslinking and integrin signaling might reduce invasion. In addition, 
the mechanical properties of isolated metastatic cancer cells could be diagnostic 
indicators for prognosis. As we broaden our current understanding of mechano-
transduction as it relates to both normal cell functions and disease, we will be able 
to integrate this knowledge into a synergistic treatment strategy for cancer.
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Abstract The interaction between a developing tumor and the immune system is 
complex and dynamic, and comprises seemingly opposing activities. On one hand, 
the tumor-promoting effect of chronic inflammation has long been recognized and 
mechanisms contributing to this activity, including proliferative and anti-apoptotic 
signaling, tissue remodeling, and mutagenesis, are well described. In contrast, 
tumor-specific immune responses mediated by a variety of cell types and soluble 
factors have been shown to inhibit the progression of cancer. A full understanding of 
the interplay between these opposing forces will be required before clinical manipu-
lation of the tumor immune environment can achieve consistent improvement in 
the outcomes for patients with cancer. The focus of this chapter is the influence of 
genomic instability on the pro- and anti-tumor immune activities that impact on 
cancer development at multiple stages of progression.

Keywords Inflammation · Immunoediting · Immunosurveillance · Microsatellite 
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Abbreviations

AID Activation-induced cytidine deaminase
BER Base excision repair
CIN Chromosomal instability
DAMP Damage-associated molecular patterns
DC Dendritic cells
DDR DNA damage response
DNA Deoxyribonucleic acid
Ig Immunoglobulin
KIR Killer-cell immunoglobulin-like receptors
M1 Type 1 macrophages
MDSC Myeloid derived suppressor cells
MHC Major histocompatibility complex
MIF Migration inhibitory factor
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MMR Mismatch repair
MSI Microsatellite instability
MSI-H High microsatellite instability
NK Natural killer
TLR Toll-like receptor
PAMP Pathogen-associated molecular patterns
RONS Reactive oxygen and nitrogen species
ROS Reactive oxygen species
TAMS Tumor-associated macrophages
Tfh T follicular helper
TREGS Regulatory T cells

Introduction

Immune cells represent a significant component of the tumor microenvironment and 
as such can exert considerable influence over cancer progression. On one hand, it 
has been recognized since the observations of Rudolf Virchow in 1863 that cancer 
often arises at sites of prolonged inflammation, implicating immune mechanisms in 
the oncogenic process [1]. It is now estimated that approximately 25 % of human 
cancers are associated with chronic inflammation and while mechanisms that may 
drive this process have been identified, the precise contribution of immune-mediated 
events to transformation and tumor progression remain incompletely understood [2].

In contrast to the tumorigenic effects of chronic inflammation proposed by Vir-
chow, Paul Ehrlich postulated early in the twentieth century that the immune sys-
tem could recognize and eliminate transformed cells and thus protect against the 
development of cancer [3]. Experimental support for immune recognition of cancer 
cells, obtained from the classical adoptive transfer studies of the 1950s, provided 
the foundation for Burnet and Thomas’s seminal cancer immunosurveillance mod-
el, in which lymphocytes were responsible for reducing the incidence of cancer 
by eliminating continuously arising transformed cells [4]. Although this model has 
been extensively challenged for many years over the absence of empirical evidence, 
the basic premise has gained significant support from the results of experiments 
performed since the advent of molecularly defined immune-deficient mice [5, 6].

The clinical relevance of immune interactions with tumors, and insights into 
the mechanisms underlying the different progression scenarios, is provided by the 
strong correlation between immune cell infiltration and cancer prognosis. First re-
ported for colorectal carcinoma [7–9], the influence of qualitative and quantitative 
differences in the composition of infiltrating immune cells on tumor progression 
is now recognized for several cancers [10–13]. In general, the presence of IFN-γ 
producing T cells at the invasive border and within the tumor stroma provides the 
greatest survival benefit, while a lack of infiltrating T cells correlates with poor 
prognosis. Indeed, in the case of colorectal cancer, the infiltration of T cells into 
the tumor is the most predictive for patient survival of all histologic and clinical 
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criteria. With ever more sophisticated evaluations of immune cell infiltration of 
tumors being reported, it is apparent that there is considerable variation between 
tumors and that the interaction is far from static, evolving significantly throughout 
tumor progression [14].

Although we now know much more about the cellular and molecular mecha-
nisms of an immune response than Virchow and Ehrlich, a unified model of the 
interaction between the host immune system and the developing tumor remains 
elusive. A primary goal of current tumor immunology research is to resolve the 
apparent contradiction between the oncogenic and immunosurveillance activities 
of the immune system. The success of this endeavor will lead to more effective 
strategies to manipulate the immune microenvironment to achieve better outcomes 
for cancer patients. This chapter focuses on the mechanisms that balance pro-tumor 
chronic inflammation, which may enhance genomic instability, and anti-tumor 
immune activity associated with cancer prevention and an improved prognosis.

Inflammation and Cancer

Inflammation is a normal physiological response to infection, irritation or tissue 
damage that is associated with extensive cytokine and chemokine signaling, vas-
cular changes, immune cell infiltration, and tissue remodeling. Granulocytes are 
the predominant cells infiltrating sites of acute inflammation, which generally re-
solve in a few days. Chronic inflammation, dominated by macrophage infiltration, 
results from conditions of incomplete pathogen or irritant clearance, or unchecked 
inflammatory signaling, and predisposes the host to a range of pathologies, includ-
ing cancer [2, 15].

A variety of underlying causes of chronic inflammation have been linked to can-
cer, including infectious agents (e.g. Hepatitis viruses for liver cancer and helico-
bacter pylori for gastric cancer) [16, 17], irritants (e.g. asbestos for lung cancer) 
[18], autoimmunity (e.g. inflammatory bowel disease for colorectal cancer) [19], as 
well as unidentified ones (e.g. prostatitis for prostate cancer) [20]. In these cases, 
the chronic inflammatory response initiates and promotes the transition from pre-
malignant state to full transformation and thus increases the incidence of cancer 
by establishing conditions beneficial to the expansion of mutated cells. However, 
inflammation is also associated with cancers that do not arise at sites of chronic 
inflammation. In these cases, oncogenic signaling itself, in the absence of external 
stimuli, may initiate the chronic inflammatory response that generates conditions 
that promote tumor progression (e.g. RET oncogene for thyroid cancer) [21].

Acute inflammation is driven by cells of the innate immune system, in concert 
with endothelial and epithelial cells and fibroblasts, which detect infection or tis-
sue damage through germline-encoded pattern recognition receptors. These recep-
tors, including the toll-like receptor (TLR) family, bind to conserved motifs present 
on infectious agents, known as pathogen-associated molecular patterns (PAMPs), 
or local cell products, the damage-associated molecular patterns (DAMPs) [22]. 
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Signaling via TLR is mediated through MyD88 and culminates in the activation of 
the NF-κb transcription factor, a central regulator of inflammation that induces the 
production of cytokines and chemokines, adhesion molecules, matrix metalloprote-
ases, and other inflammatory mediators.

The production of cytokines and chemokines and changes in vascular perme-
ability lead to the rapid accumulation of leukocytes, primarily neutrophils but also 
macrophages, natural killer (NK) and dendritic cells (DC), at the injured site [23]. 
Activation of these infiltrating cells by cytokines and PAMP/DAMP recognition 
perpetuates the inflammatory response through the continued production of media-
tors such as reactive oxygen species (ROS). ROS play a central role in the inflam-
matory response, functioning both as signaling molecules and as a host-defense 
mechanism [24]. In addition, activation of DCs leads to stimulation of adaptive 
immune responses through the presentation of antigens from the injured site to T 
cells in the draining lymph nodes [25, 26]. This later event culminates in the ac-
cumulation of activated lymphocytes and the exertion of adaptive immune effector 
mechanisms at the injured site, contributing to the eradication of the underlying 
insult and resolution of inflammation.

An inability to successfully resolve the initial inflammatory response can lead to 
the development of chronic inflammation. Lasting in some cases for years, chronic 
inflammation sites are dominated by infiltration of macrophages and lymphocytes. 
Chronic inflammation is sustained by the persistent activation of NF-κB and STAT 
signaling pathways, leading to prolonged production of pro-inflammatory cytokines 
(e.g. TNF-α and IL-6) and reactive oxygen and nitrogen species (RONS) [27]. The 
resulting inflammatory milieu provides an environment supportive of cell survival 
and proliferation, angiogenesis and tissue remodeling. Such an environment is also 
conducive to the initiation, promotion, and progression of cancer [15, 28, 29].

The similarities between the immune environments generated by chronic inflam-
mation in the presence or absence of cancer and tumors at sites previously devoid 
of inflammation suggest a mechanistic overlap in tumor promoting activities. The 
tumor-supportive immune environment is characterized the accumulation of M2-
polarized tumor-associated macrophages (TAMs) [30], regulatory T cells (TREGS) 
[31], and myeloid derived suppressor cells (MDSC) [32], and is rich in cytokines 
that promote cell survival and proliferation (e.g. IL-6 and IL-23) or impair anti-tu-
mor immune activity (e.g. TGF-β and IL-10). This setting, initiated and maintained 
in large part by NF-κB- and STAT-driven transcription, results in the proliferation 
of cells with increasing levels of DNA damage and genome instability, leading to 
dysplasia that, in many cases, progresses to tumor development and metastasis.

Inflammation and Genomic Instability

While the chronic inflammatory environment provides proliferative and anti-apop-
totic signaling and promotes the metastatic changes necessary for cancer progres-
sion, it is the ability to generate DNA changes and genomic instability that is the 
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driver of tumorigenesis. DNA lesions occur at low levels in most cells, but are more 
frequent at sites of chronic inflammation where the mutation rate is significantly 
higher than in normal tissues [33]. Elevated mutation rates are observed even in 
the absence of dysplasia, implicating this mutagenesis as a potential mechanism of 
tumor initiation [34]. In the absence of efficient repair, the accumulation of DNA 
alterations results in destabilization of the genome and generation of the mutator 
phenotype that is a hallmark of most cancers. Several inflammation-induced mech-
anisms contribute to the generation of genome instability.

(i) DNA Alteration Chronic inflammation is associated with the sustained pro-
duction of RONS by activated phagocytes and epithelial cells [35, 36, 24]. The 
mutagenic activity of inflammatory phagocytic cells was originally defined using 
the classical Ames test [37, 38]. Revealingly, phagocytes derived from patients with 
defects in NADPH-oxidases did not demonstrate mutagenic activity, implicating 
ROS as primary mediators. Consistent with the similarities between inflammatory 
and tumor immune environments, TAMs were also mutagenic in the bacterial and 
mammalian assays [39, 40]. Subsequently, co-culture of an immortalized mouse 
fibroblast cell line with human neutrophils revealed the ability of the phagocytic 
cells to drive transformation of mammalian cells at a rate similar to that achieved 
by exogenous free radicals [41].

Although the most common DNA alterations are base changes, RONS can also 
generate gross changes in chromosomes via rearrangements, deletions, insertions 
and amplifications resulting from the cumulative effects of oxidation of DNA bases, 
proteins or lipids [36, 35]. Furthermore, the most common oxidation-induced base 
change, conversion of guanine to 8-hydroxyguanine, could change gene expression 
by altering regional methylation patterns [42]. Genetic alterations detected in the 
transformed cells generated by co-culture with TAMs included DNA strand breaks, 
sister chromatid exchange and mutations. These results were consistent with the 
long established correlation between the capacity of tumor promoting agents to in-
duce cancer and their ability to induce inflammatory cell infiltration and production 
of RONS.

A frequently observed consequence of the activation of NF-κB signaling in epi-
thelial cells by chronic inflammation is the ectopic expression of activation-induced 
cytidine deaminase (AID) [43]. A member of the apolipoprotein B mRNA-editing 
enzyme, catalytic polypeptide-like family, AID is involved in the generation of 
adaptive immune receptor diversity through hyper-mutation of the variable regions 
of immunoglobulin (Ig) genes [44]. In addition, AID also induces the site-specific 
double strand DNA breaks that are necessary for the Ig class switching that occurs 
during maturation of an immune response. While AID activity is normally restricted 
to the Ig gene locus, off-target mutation of non-Ig genes, including oncogenes and 
tumor suppressor genes, has been widely reported [45]. Evidence for the ability 
of ectopic AID expression to induce genomic instability is provided by the gen-
eration of lymphomas and carcinomas in a transgenic mouse model of ubiquitous 
AID expression [46]. Elevated expression of AID has been detected at the sites of 
most inflammation-associated carcinomas, including liver, gastric, colorectal and 
esophageal [43].
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(ii) Inhibition of DNA Repair The low mutation rate in normal tissue is in part 
a reflection of the efficiency of DNA repair pathways, including mismatch repair 
(MMR) and base excision repair (BER). Chronic inflammation is associated with 
aberrations in several DNA repair pathways, which compounds the mutagenic activ-
ity at these sites and leads to genomic instability [36]. The reduced repair activity 
can be caused by RONS-mediated damage to repair enzymes or altered expression 
of repair genes as a result of inflammation-associated changes in methylation pat-
terns and gene promoter activity. Inflammatory cytokines and RONS also induce 
expression of HIF-1α that in turn reduces expression of MMR proteins. Conversely, 
inflammation induces an increase in epithelial expression of two genes involved in 
BER, the primary pathway for repair of RONS-mediated DNA damage. Surpris-
ingly, the increased activity of the AAG and APE1 enzymes correlated strongly with 
genomic instability [47]. Dysregulation of the MMR and BER pathways generates 
microsatellite instability (MSI) in regions of DNA rich in short repetitive sequences. 
Frameshift mutations in genes that contain such microsatellites, such as Bax and 
TGF-βRII, is thought to contribute to tumor development [48, 49].

(iii) Dysregulated Cell Cycle Checkpoints In addition to MSI resulting from inef-
ficient DNA repair, chronic inflammation can also drive the generation of chromo-
somal instability (CIN) [15]. One of the primary mediators of CIN is the loss of the 
physiological mitotic checkpoints that normally inhibit the cell cycle during DNA 
repair or induce apoptosis if damage is excessive [50]. The p53 pathway is a frequent 
target of inflammation-induced dysregulation [51]. For example, the pro-inflam-
matory cytokine macrophage migration inhibitory factor (MIF) has been shown to 
inhibit the activity of the tumor suppressor proteins, p53 and retinoblastoma [52], 
a finding consistent with the clinical correlation between high MIF expression and 
poor prognosis [53–55]. In addition, RONS can inhibit p53 function and generate 
p53 mutations, and AID activity targets the p53 locus [56–59].

The ability of the chronic inflammation to activate both pathways that induce 
DNA abnormalities and those that nurture cells harbouring such lesions underlies 
tumor promotion by the immune microenvironment. The cumulative effect of these 
concurrent activities is the generation of a genome-unstable tumor cell population 
that provides the heterogeneity and plasticity that is the foundation for progres-
sion and metastasis of cancer [60]. Importantly, however, the generation of DNA  
lesions also serves as a signal to activate host immune surveillance mechanisms. 
The tumorigenicity of chronic inflammation is therefore countered by the induction 
of immune mechanisms that inhibit cancer progression (Fig. 8.1).

Immune Responses Against Cancer

Based on the correlation of tumor infiltration by various immune cells with clinical 
prognosis and the results of years of laboratory study, it is generally accepted that 
the most effective immune response for eliminating transformed cells and inhibiting  
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tumor growth is one dominated by the production of IFN-γ by CD4+ and CD8+ T 
cells, known as a Th1 response [61]. In addition to T cells, the tumor microenvi-
ronment during a Th1 response contains significant infiltration by natural killer 
(NK) cells, dendritic cells (DC), and type 1 macrophages (M1) and generates condi-
tions that support the induction of tumor antigen-specific T cell cytotoxicity [62]. 
The role of specific lymphocyte subsets (e.g. T cells and NK cells), cytokines (e.g. 
IFN-γ and IL-12), and cytotoxic mechanisms (e.g. perforin, TRAIL) in protection 
against malignancy has been revealed by the increased tumor incidence in single 
gene-targeted immune-deficient mice.[63, 5] Confoundingly, components charac-
teristic of a tumor-promoting immune environment, such as IL-6 and IL-23, are 
also often detected during Th1 anti-tumor responses, while many cells associated 
with productive anti-tumor immune responses have been reported to suppress such 
activity [64–66]. These apparent contradictions highlight the importance of the 
overall context of the immune response in determining the outcome, with variables 
such as tumor cell type, location, host immune status, and others, many of which are 
as yet unidentified, exerting significant influence.

Immune Recognition and Genomic Instability

The ability of the immune system to specifically recognize transformed cells is 
critical to mounting an effectively targeted anti-tumor response. In this regard,  
genomic instability contributes to such recognition through both the activation of 

Fig. 8.1  Cancer in the balance. Chronic inflammation generates a microenvironment that includes 
both tumor promoting ( shown in green) and tumor inhibiting ( shown in red) immune activities. 
Tumor initiation, promotion and progression are influenced by the complex and dynamic interac-
tion between these opposing factors. During immune-mediated equilibrium these activities are 
balanced, resulting in the survival, but not outgrowth of the established tumor. Effective targeting 
of these mechanisms, individually or in combination, may lead to improved patient outcomes by 
tipping the balance in favor of tumor elimination or sustained equilibrium
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the DNA damage response (DDR) and the generation of mutated proteins. Detection 
of cells, via recognition of stress-related molecules by cells of the innate immune 
system [67], or through the presentation of tumor–associated antigens to adaptive 
immune cells [68], provides the means to discriminate altered tissue from normal 
tissue, enabling specific eradication of pre-malignant or malignant cells.

The role of NK cells as important innate immune effector cells in anti-tumor 
responses has been identified in many experimental systems and their presence in 
tumor infiltrates correlates with good prognosis [69]. Indeed, of all the immune 
cell subsets detected at cancer sites, NK cells are the least reported as being associ-
ated with tumor-promoting activities. Activation of NK cells is achieved when the 
balance of signaling through activating receptors, including NKG2D, NKp30 and 
NKp46, outweigh those received via inhibitory receptors, such as killer-cell immu-
noglobulin-like receptors (KIR) and CD94/NKG2A [70]. Following activation, NK 
cells exert a variety of effector mechanisms, including perforin/granzyme-mediated 
cell cytotoxicity and the production of cytokines that promote the generation of a 
Th1 response.

The occurrence of DNA lesions in cancer cells, resulting from chronic inflamma-
tion, oncogene activation, or other genotoxic stressors, can induce the DDR path-
way [71]. Activation of the DDR cascade causes cell cycle arrest and initiates DNA 
repair pathways, enabling re-entry into the cell cycle, or senescence or apoptosis if 
the repair is unsuccessful. In addition, initiation of DDR can result in interferon pro-
duction and the expression of ligands for the NK cell activating receptors, NKG2D 
and DNAM [72, 73]. Expressed at low levels on normal cells, these molecules are 
upregulated by cells exposed to DNA damaging agents and are frequently observed 
at higher levels on tumor cells. In addition to NK cells, NKG2D is often expressed 
on CD8 T cells, γ/δ T cells, and NKT cells; these are all cytotoxic cell types that 
have been associated with productive anti-tumor immune responses [74]. The in-
creased expression of these ligands increases the sensitivity of cancer cells to killing 
by immune effector cells [75–77], and mice deficient in NKG2D or DNAM exhibit 
increased susceptibility to cancer [78, 79]. NKG2D binding to its ligand RAE-1 on 
the surface of tumor cells has also been implicated in NK cell-mediated clearance 
of senescent tumor cells [80]. Surprisingly, RAE-1 was expressed, independent of 
p53 status, on most tumor cells, but NK cells only eliminated those that had under-
gone p53-induced senescence. Critically, the senescent tumor cells secreted several 
chemokines, of which CCL2 was responsible for the NKG2D-independent migra-
tion of NK cells to the senescent tumors cells. In the absence of CCL2 production, 
there was limited NK infiltration into growing tumors. This finding highlights the 
importance of mechanisms of recruitment as well as targeting for immune-mediated 
elimination of cancer cells.

In contrast to the induction of innate immune responses, the altered expression 
of proteins on the surface of tumor cells is insufficient to generate a Th1 adap-
tive response. Recognition of cancer by T cells requires the presentation of peptide 
fragments of endogenous proteins in the context of major histocompatibility com-
plex (MHC) class I or class II on the surface of tumor cells [81]. Furthermore, for 
the activation of naïve T cells, an additional costimulatory signal and appropriate 
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cytokine milieu must be provided at the time of the initial binding of the T cell 
receptor to the MHC-peptide complex [82]. As most tumor cells do not express 
costimulatory molecules or MHC Class II, cross-presentation of tumor antigens by 
dendritic cells is necessary for induction of an optimal T cell response. At the tumor 
site, cell death, often as a result of innate immune responses, initiates the recruit-
ment of immune cells, including immature DCs that take up tumor proteins. Fol-
lowing antigen processing and migration to the draining lymph node, DCs present 
MHC Class I and II associated tumor antigens, along with costimulatory signals, 
to CD8 and CD4 T cells respectively [83]. Activated tumor-specific T cells then 
migrate to the tumor site and, in the case of a productive Th1 response, infiltrate 
the stroma and eliminate transformed cells based on their expression of appropriate 
MHC-peptide complexes.

The peptide fragments presented by MHC complexes dictate the tumor speci-
ficity of a T cell response. T cell responses directed at many tumor antigens have 
been detected, including responses against antigens expressed by both normal and 
transformed cells, and those that are unique to cancer cells [68]. The mutations 
produced by the chronic inflammatory environment could provide a rich source of 
potentially unique peptides that would be specific to the transformed cells. Indeed, 
MSI generated by impaired MMR leads to the generation of multiple frameshift 
mutations that represent neo-antigens to the host immune system [84–87]. 
Intriguingly, tumors with high MSI (MSI-H) demonstrate greater immunogenicity 
than microsatellite stable tumors, with greater infiltration by activated CD8 T cells, 
and this has been suggested as the mechanism responsible for the reduced incidence  
of metastasis and better prognosis of the MSI-H tumors [88–92]. Consistent with this 
hypothesis, T cells specific for frameshift–generated epitopes have been detected in 
colorectal cancer patients with microsatellite unstable malignant cells [87, 93].

Genomic Instability and Immune Editing

As described in the preceding sections, the interaction between the immune system 
and transformed cells can lead to a range of possible outcomes, of which Virchow’s 
cancer promotion and Ehrlich’s eradication represent the two extremes. The three-
stage immune editing model of cancer progression was proposed in 2002 to recon-
cile the disparate influences of the immune system on cancer development [5]. The 
first stage, the elimination phase, resembles classical immunosurveillance, where 
newly arising transformed cells are specifically removed by the immune system. 
However, if this elimination is not complete, surviving transformed cells then en-
ter the second stage, the equilibrium phase. During the equilibrium phase, there is 
a balance between tumor growth, often promoted by inflammatory mechanisms, 
and immune-mediated cytotoxicity that results in tumors that are present but not 
apparent. In the third stage of the model, the escape phase, loss of immune control 
over the nascent tumor leads to outgrowth and development of a clinically apparent 
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cancer. In this model, loss of equilibrium is the result of selection of tumor cell 
clones that have lost their sensitivity to, or block the generation of, protective im-
mune mechanisms; the evolving tumor is thus edited by the immune system to be 
less immunogenic as it progresses to overt disease.

The majority of the experimental support for the immune editing hypothesis has 
come from tumor progression experiments in mice with targeted immune deficien-
cies [77, 94–96]. However, a considerable body of data consistent with this model 
has emerged from human cancer studies. The development of antibody and T cell 
responses against tumor antigens in patients has been widely reported, although 
these alone do not prove that immune control was exerted at any stage in cancer 
progression. However, many mechanisms that subvert anti-tumor immunity have 
been detected in emergent tumor cells, a scenario consistent with the immune-
mediated selection of less immunogenic clones. These escape mechanisms include 
loss of MHC expression, upregulation of T cell inhibitory receptors, and release of 
soluble decoy ligands for NK cells [97–100]. Further evidence of an early equilib-
rium phase comes from patients with paraneoplastic syndromes in which immune 
responses directed at tumor antigens that are also expressed on neuronal cells trigger 
an autoimmune response [101, 102]. That the resultant neurologic dysfunction often 
presents significantly earlier than the underlying cancer suggests that the immune 
responses are being generated relatively early in tumorigenesis and may impede 
cancer progression. Finally, the previously described prognostic significance of 
tumor infiltrating immune cells implicates immune control as a significant modifier 
of cancer progression.

So where do the various immune modulatory effects of inflammation and ge-
nomic instability fit within the immune editing model of cancer progression? It 
is apparent that the onset of chronic inflammation precedes dysplasia in many in-
stances, positioning this immune environment as an initiator of the tumor formation 
process. However, as mentioned earlier, some of the downstream effects of chronic 
inflammation may contribute to the induction of anti-tumor immune responses at 
this early stage. While it is obviously difficult to obtain clear evidence of success-
ful cancer elimination, there are indications that anti-tumor immune activity is ac-
tive during the very early stages of tumorigenesis. In the case of ulcerative colitis, 
an inflammatory condition that is highly associated with colon cancer, T cell re-
sponses specific for antigens expressed in dysplastic epithelium have been detected 
[103, 104]. This finding suggests that the immune activity against pre-malignant 
lesions may underlie the significantly lower incidence of colorectal colon cancer 
than ulcerative colitis [105, 104]. Importantly, this finding indicates that productive 
anti-tumor immune responses can be generated even after a chronic inflammatory 
environment has been established, an essential scenario if immune control of in-
flammation-driven cancer is to be clinically relevant. In keeping with early immune 
responses being induced by transformation events, T cells specific for frameshift 
mutations have been detected in cancer-free individuals with a genetic predisposi-
tion for colorectal cancer [106]. In the context of the immune editing model, the 
diagnosis of overt cancer is indicative that tumor escape has occurred. This is some-
what at odds with the prognostic significance of lymphocytic infiltration, which 
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suggests ongoing immune influence over cancer progression. While the precise 
nature of the association between immune infiltration and prognosis remains to be 
defined, it is an intriguing possibility that treatment of the cancer can re-establish a 
state of equilibrium, perhaps by restoring previously effective immune mechanisms 
or by the preferential elimination of escape variants [107].

Chronic inflammation provides several pathways for the escape of a tumor from 
immune control. Foremost amongst these is the generation of an environment that 
is inhibitory to productive anti-tumor immune responses. As described earlier, the 
presence of suppressive cell types, including MDSC and TREGs, and cytokines, such 
as TGF-β and IL-10, may significantly undermine sustained T and NK cell-mediat-
ed cytotoxicity, allowing escape by simply removing the restraints. Such a scenario 
would not necessarily involve selection of resistant clones, and thus the tumor may 
still be amenable to immune control if the inhibitory environment could be altered 
[108]. Furthermore, the inflammatory environment provides additional features, 
such as vascular changes and extracellular protease activity, which could contribute 
to escape from local immune pressures through facilitation of metastasis.

The frequent loss or down-regulation of MHC class I expression on carcinoma 
cells suggests the outgrowth of immune-selected clones [97, 100]. MHC class I loss 
has been correlated with reduced T cell infiltration and poor prognosis [109]. While 
several mechanisms leading to MHC class I loss have been identified, frameshift 
mutations in β2-microglobulin, an essential component of class I complexes, are 
frequently observed in MSI-H colorectal cancer cells early in tumor progression 
[110–112]. While these early occurring mutations generate a heterogeneous pool 
of class I positive and negative tumor cells, subsequent progression and metastasis 
is associated with selection and uniform outgrowth of the class I-deficient tumors 
(Fig. 8.2).

Genomic instability has also been implicated in the reduction of lymphocyte 
infiltration in colon cancer patients, where chromosomal instability led to the loss 
of CXCL13 expression, which resulted in lower densities of B cells and T follicular 
helper (Tfh) cells at the invasive margins [14]. High expression of B cell and Tfh 
cell markers correlated with extended disease-free survival. The apparent contra-
diction between the increased immunogenicity observed for MSI-H tumors and the 
ability of genomic instability to generate escape variants highlights how little we 
currently understand the dynamic nature of the interaction between cancer cells and 
the immune system and emphasizes the need for longitudinal studies of individual 
tumor evolution to provide clearer insights.

Immune evasion strategies employed in one tumor environment may not always 
be advantageous in another, a scenario that may be particularly relevant to metas-
tasis. The frequent loss of MHC class I by carcinoma cells may represent such an 
event. While loss of MHC expression reduces the efficacy of anti-tumor T cell-
mediated cytotoxicity, a lack of class I increases the susceptibility of tumor cells 
to NK cell-mediated killing [113, 114]. As exposure to NK cells is likely to be in-
creased during metastatic transit through blood or lymph, survival of the tumor cells 
during this migration may involve additional selective events. Interestingly, there is 
increasing evidence that platelets inhibit NK killing of tumor cells, both through the 
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release of soluble factors and by physical protection of the tumor cells; increased 
adhesion to platelets by metastatic tumor cells may represent a selected trait that 
enhances tumor escape variant survival during transit and overall metastatic success 
(Fig. 8.2) [115–117].

Conclusions

Cells of the immune system are a significant component of the tumor microenvi-
ronment, capable of either promoting or inhibiting the progression of cancer. While 
immune mechanisms that contribute to each of these outcomes have been identified, 
the dynamic interplay between the components of the immune environment dur-
ing the progression of disease remains poorly understood. The complexity of these 
interactions is highlighted by the differing contributions made by the same compo-
nents in different tumor settings or at different times in the tumorigenic process; this 
complexity will make the consistent manipulation of the immune environment for 
clinical benefit a challenging proposition.

Given the divergent effects of immune responses in the tumor environment, two 
broad strategies are being investigated to enhance patient outcomes; inhibition of 
tumor promoting immune activity and boosting of anti-tumor responses. Reduced 
cancer incidence associated with the use of anti-inflammatory agents provides  

Fig. 8.2  MSI-H and immune editing. The immune-driven selection of tumor cells is a multi-step 
process, one that MSI-H can influence in multiple ways. MSI-H induced mutations can serve as 
tumor-specific antigens for T cell responses ( step 1). In response to T cell-driven selective pres-
sure, tumor cells that lose MHC class I expression, for example by MSI-H-mediated mutations, 
have a growth advantage ( step 2) and become the dominant clones ( step 3) During metastasis of 
these escape variants, those that acquire additional survival advantages to escape the new immune 
pressures encountered during transit ( step 4) will form a tumor at distant sites ( step 5)
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encouraging proof-of-principal evidence that the tumor-promoting inflammatory 
process can be clinically targeted [118–121]. While it is likely that achieving such 
outcomes against established cancer will be significantly harder, many approaches 
targeting the central pathways of chronic inflammation are currently under investi-
gation for the ability to prevent cancer progression and metastasis [122–125].

The recent clinical successes with immune checkpoint blockade antibodies 
represent a significant milestone in the development of cancer immune thera-
pies [126]. The improved patient outcomes achieved with monoclonal antibodies 
targeted to mediators of tumor-induced immune suppression demonstrates that 
evasion strategies can be overcome to re-activate protective anti-tumor immune 
responses. This success paves the way for the evaluation of strategies to address 
other escape pathways. Furthermore, the identification of commonly arising muta-
tions in MSI-H cancers suggests that vaccine-based approaches to enhance T cell 
responses against these immunogenic tumors may be feasible [127]. Overall, our 
increasing understanding of the process of tumor progression has provided insights 
into how to target this process in patients. While we currently do not know enough 
to predict how well these approaches will work in each of the varied and com-
plex tumor environments, there are encouraging signs that this work will result in 
improved outcomes for patients.
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Abstract Colorectal cancer is the third leading cause of cancer-related deaths 
throughout the world. Surgery is effective against early stage tumors but advanced 
stage tumors lack an effective targeting strategy. For nearly 50 years, 5-fluorouracil 
has been the standard of care for advanced disease, but the overall 5-year survival 
rate remains at only 6 %. Accordingly, novel therapeutic strategies are urgently 
needed to decrease morbidity and mortality rates. Synthetic genetic approaches are 
well established in model organisms, and have recently garnered much attention 
in humans for their potential implications in cancer targeting. Synthetic lethality 
and synthetic dosage lethality are innovative strategies designed to specifically 
exploit and kill cancer cells based on the loss-of-function associated with tumor 
suppressors or the gain-of-function associated with oncogenes, respectively.  
By definition, these approaches are highly specific and restricted to tumor cells, 
and are expected to decrease side effects associated with current strategies. Both 
synthetic genetic approaches have been applied extensively in pre-clinical studies  
and numerous candidate drug targets have been identified, including some that 
have entered clinical trials. The focus of this chapter is to present the pathways that 
drive tumorigenesis in colorectal cancer, and describe how synthetic lethality and 
synthetic dosage lethality can exploit these origins for enhanced killing of tumor 
cells. Finally, we summarize the current status of the field and relate how these 
novel strategies can be custom-tailored to target advanced stage colorectal cancer 
as we enter the personalized medicine era.

Keywords Colorectal cancer · Metastatic disease · Chromosome instability 
· Genome instability · Therapeutic targeting · Treatment · Synthetic genetic 
approaches · Synthetic lethality · Synthetic dosage lethality · Personalized medicine
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CIMP CpG island methylator phenotype
CIN Chromosome instability
CRC Colorectal cancer
DNA Deoxyribonucleic acid
KRAS Kirsten rat sarcoma viral oncogene homolog
MMR Mismatch repair
MSI Microsatellite instability
nCIN Numerical CIN
sCIN Structural CIN

Introduction

The International Agency for Research on Cancer (World Health Organization) 
estimated that in 2012, there was 14.1 million newly diagnosed cancer cases in 
the world [1]. Amongst these cases, colorectal cancer (CRC) was the third most 
common cancer accounting for ~ 9.7 % of all cases, or ~ 1.4 million new cases and 
~ 700,000 deaths annually. CRC has significant burden for both males and females. 
In males, it ranks third behind lung and prostate cancer with ~ 746,000 new cases 
and 374,000 deaths annually while, in females, it ranks second behind breast cancer, 
with ~ 614,000 new cases and 320,000 deaths (Table 9.1). These statistics highlight 
the immediate need for novel therapeutic strategies and targets to better combat the 
disease.

CRC typically begins as a benign adenomatous polyp within the colon and/or 
rectum. Through the accrual of genetic insults, the polyps can develop into advanced 
stage adenomas with high-grade dysplasia that can progress into an invasive cancer, 
and may ultimately metastasize to lymph nodes and distant organs [2]. CRC staging 
is used as a metric to estimate the amount of penetration of the particular cancer. 
Staging is employed for diagnostic and prognostic purposes, and to determine the 
best treatment option. Five stages (stage 0, I, II, III and IV) are employed to describe 

Table 9.1  Incidence and mortality rates of colorectal cancer
Location Estimated incidence Estimated mortality

Males Females Total Males Females Total
World (2012) [1] 746,000 614,000 1,360,000 374,000 320,000 694,000
Australiaa (2012/10) [147] 8760 7080 15,840 2205 1777 3982
Canada (2013) [148] 13,200 10,600 23,900 5000 4200 9200
United Kingdomb (2011) 
[149]

23,171 18,410 41,581 8520 7139 15,659

United States (2014) [150] 71,830 65,000 136,830 26,270 24,040 50,310
a Bowel Cancer; Estimated incidence and actual deaths reported for 2012 and 2010, respectively
b Bowel Cancer (Colon, Rectum and rectosigmoid junction); UK = England, Wales, Scotland and 
Northern Ireland
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the extent of local invasion, the degree of lymph node involvement and whether the 
tumor has metastasized [3]. In stage 0 disease (i.e., carcinoma in situ), the cancer is 
confined to the innermost lining of the colon or rectum, whereas stage I tumors have 
grown into the inner wall of the colon (or rectum), but have not yet invaded beyond 
the wall. Stage II tumors have extended more deeply into or through the inner wall, 
and may involve proximal tissues, but do not show lymph node involvement. Stage 
III cancers exhibit lymph node involvement, while stage IV tumors are those that 
have begun to metastasize to distal sites including the liver and lungs [4].

Although the overall 5-year survival rate for newly diagnosed individuals in the 
United States is ~ 65 %, survival rates differ substantially depending on the stage at 
initial diagnosis (Table 9.2) [5]. As expected, individuals with tumors diagnosed at 
early stages (I and II) fair better than those diagnosed at late stages (IV). For exam-
ple, stage I and II disease is often cured through surgical intervention alone, while 
up to 74 % of stage III disease is curable by surgery in combination with adjuvant 
chemotherapy [6, 7]. Although, recent advances in chemotherapy have improved 
survival and/or quality of life, stage IV disease is typically incurable [7] and has a 
5-year overall survival rate of only 6 % [5].

The clinical behavior of a CRC is multi-factorial as there are a myriad of en-
vironmental and host factors that contribute to the pathogenesis of the disease. A 
major challenge in the field has been to identify and characterize the molecular 
factors and pathways that initiate, promote and drive tumor formation. Indeed over 
the past 50 years, substantial progress has been made and many environmental, 
germ-line and somatic factors have been identified including the aberrant genes and 
biological pathways implicated in the pathogenesis of CRC. Consequently, one of 
the remaining challenges lies in the evolution and/or development of next genera-
tion therapeutics to better combat the disease.

Genome Instability and Its Role in Colorectal Cancer 
Development

For over a century, genome instability has been suspected to underlie tumorigenesis. 
In 1890, David von Hansemann, first reported abnormal mitotic figures in several 
epithelial cancers [8]. In 1914, Theodor Boveri postulated that tumors arise as a  
consequence of abnormal chromosome segregation [9]. He also theorized that tumor 
growth was based on incorrect chromosome combinations, and likely accounted 

Stage Observed 5-year survival rate [5]
Colon cancer (%) Rectal cancer (%)

I 74 74
II 37–67 32–65
III 28–73 33–74
IV 6 6

Table 9.2  Observed 5-year 
survival rates for colon and 
rectal cancer (Based on 
United States data)
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for the abnormal growth characteristics passed on to daughter cells. During the 
subsequent ~ 100 years, a wealth of fundamental and clinical research has substan-
tiated the correlation between aberrant chromosome numbers in countless tumor 
types, yet very little information is available that describes the underlying aberrant 
biological processes and genes accounting for genome instability.

Genome instability is a hallmark of virtually all tumor types, including CRC. 
There is a growing body of evidence that suggests genome instability is a driver of 
the tumorigenic process and underlies the acquisition of tumor-associated genetic 
alterations [4]. Genome instability generally arises due to random mutations within 
critical genes, chromosome rearrangements [10–12] and epigenetic changes [13] 
that collectively provide a growth advantage to cells permitting them to proliferate, 
survive and spread [14]. However, the genetic and epigenetic aberrations that cause 
genome instability and drive tumor development may be the very targets that can 
be exploited through novel therapeutic strategies collectively referred to as syn-
thetic genetic approaches (described below). What is clear, however, is that CRCs 
exhibiting genome instability can be classified into at least one of three general 
categories: 1) microsatellite instability (MSI), 2) chromosome instability (CIN), or 
3) CpG island methylator phenotype (CIMP). Not only do these pathways con-
tribute to the pathogenesis of tumors, but they also serve to differentiate the tumor 
cells from normal surrounding cells and tissues. Thus, if therapeutic strategies can 
be identified and developed that leverage and exploit these inherent differences, 
the therapeutic effect would be restricted to tumors and thus minimize side effects 
within the normal surrounding tissues. Accordingly, an awareness of these genome 
instability pathways, and the molecular players implicated therein, is necessary to 
develop synthetic genetic approaches.

a. Microsatellite Instability and DNA Mismatch Repair MSI arises due to defects 
DNA mismatch repair (MMR), which result in the accumulation of genomic muta-
tions [15–17]. MSI is typically detected by measuring changes within microsatellite 
DNA [18], which are highly repetitive DNA sequences scattered throughout the 
genome. The highly repeated core sequence within a given microsatellite typically 
ranges from 1–6 base pairs in length, and is prone to DNA replication errors. Under 
normal conditions, single base pair mismatches and/or DNA slippage occurring 
within microsatellites are normally repaired by the MMR system, which, when 
compromised, leads to insertions and/or deletions that contribute to the tumorigenic 
process. While the number of repeats contained within a microsatellite varies from 
person to person, a given microsatellite within an individual remains constant. Con-
sequently, extensive length variations for a given microsatellite in an individual is 
suggestive of an underlying MMR defect [18].

There are four predominant genes that encode functions within the MMR 
pathway, namely MSH2, MLH1, MSH6 and PMS2 (reviewed in [19]). These genes 
encode proteins that collectively function to identify and coordinate the repair 
of DNA mismatches, including those within microsatellites. However, if these 
functions become compromised, genome instability ensues. Because most of the 
genomic alterations stemming from MMR defects are typically small in size, and 
usually involve one to several bases, most MSI tumors maintain a karyotypically 
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stable or diploid to near-diploid state [20, 21]. Thus, MSI is also frequently referred 
to as a mutator pathway or phenotype [22].

MSI was first identified as an aberrant phenotype associated with CRC in 1993 
[20, 23, 24]. Since then, numerous studies have determined that both inherited and 
somatic defects (i.e., somatic mutations and epigenetic silencing) within the MMR 
genes are contributing factors in the etiology of CRC (reviewed in [25]). For ex-
ample, in Lynch syndrome, which accounts for 1–2 % of all CRCs, individuals har-
bor a predisposition to develop CRC (and other tumor types) due to the inheritance 
of a defective MMR allele [26, 27]. DNA sequencing of Lynch Syndrome patients 
have shown that the majority of cases are associated with inherited defects in MSH2 
(~ 60 %) or MLH1 (~ 30 %) with a minor proportion of cases attributed to defects in 
MSH6 (5–10 %) or PMS2 (< 5 %) [28-30]. Interestingly, although MSI is associated 
with ~ 15 % of sporadic CRCs, up to 60 % of those cases are due to epigenetic si-
lencing of MLH1 rather than acquired mutations within the gene [31–34], indicating 
divergent molecular origins for inherited versus sporadic CRCs.

b. Chromosome Instability Is Highly Associated with Colorectal Cancer CIN is 
defined by an increase in the rate at which whole chromosomes, or large parts 
thereof, are gained or lost. CIN is an aberrant phenotype associated with up to 80 % 
of all tumor types [35, 36], and is arguably best described in CRC, where it is asso-
ciated with up to 85 % of all sporadic and the vast majority of heritable forms of 
the disease [37–40]. Conceptually, CIN impacts tumor suppressors and oncogenes 
by decreasing or increasing gene copy numbers respectively, and/or by inducing 
structural rearrangements of chromosomes.

In general, tumors exhibiting CIN can be classified into two categories, numeri-
cal (nCIN) or structural (sCIN) (reviewed in [41]). Tumors with nCIN typically 
have increases in chromosome numbers, and most late stage CRCs typically exhibit 
between 60 and 90 chromosomes per cell [39]. Although the underlying defects 
leading to nCIN are not well understood, they often involve mutations in genes that 
regulate chromosome biology including, chromosome congression and segregation, 
DNA replication and cytokinesis [42]. On the other hand, tumors exhibiting sCIN 
frequently harbor abnormal chromosome numbers, but also display structural de-
fects resulting from segmental duplications, deletions, or translocations. Like nCIN, 
the molecular basis of sCIN is poorly understood, but can be associated with aber-
rant telomere biology, MYC amplification or DNA repair defects [43, 44].

The terms CIN and aneuploidy are often used interchangeably, but they are in 
fact different terms. While aneuploidy refers to a “state” of abnormal DNA content 
(i.e., chromosome numbers), CIN describes the “rate” leading to aneuploidy. 
Although studies dating back to Boveri have demonstrated a correlation between 
aneuploidy and cancer [9], no empirical data clearly demonstrated an increase in the 
‘rate’ at which aneuploidy occurred. In other words, the association of aneuploidy 
with certain cancers merely suggested an underlying CIN, but its actual nature and 
magnitude were never examined. In 1997, Vogelstein and colleagues [39] utilized 
a panel of diploid and aneuploid CRC cells to conclusively demonstrate that the 
aneuploidy observed in a large subset of CRCs reflected an underlying and persis-
tent error in chromosome segregation that was accounted for by elevated rates in 
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chromosomal changes. This decisive work identified gains or losses in excess of 
10−2 chromosomes per generation within the aneuploid CRC lines that did not occur 
within the diploid lines. These data suggest that cancer cells could be classified into 
MSI or CIN categories based solely on the observation of an aneuploid karyotype. 
This seminal work also addressed the long-standing debate over whether CIN con-
tributed to tumorigenesis or was merely the result of the tumorigenic process (i.e., 
initiator vs. bystander). The observation that the MSI cell lines remained diploid 
and did not develop a CIN phenotype argued strongly against a bystander effect. 
Although the above information highlights the robust association between CIN and 
CRC, very little information is available that addresses its causal nature.

The classical CIN pathway involves the multi-step acquisition of specific genetic 
alterations and was first characterized by Vogelstein et al. [45]. It was initially pro-
posed that an early mutation occurred within APC (adenomatous polyposis coli), 
a tumor suppressor that was believed to be the principle determinant of CIN [46, 
47]. This belief was supported by previous DNA sequencing efforts that identified 
frequent APC mutations within CIN tumors [48]. However, subsequent sequencing 
efforts have identified CIN tumors without APC mutations, and non-CIN tumors 
with APC mutations [49]. These observations suggest that APC is unlikely to be 
the sole determinant of CIN, and accumulating evidence now suggests that there 
is a spectrum of genes, rather than a single gene, which when aberrantly expressed 
contribute to the CIN phenotype [12, 37, 50, 51]. Genes encoding proteins that 
function within pathways such as the spindle assembly checkpoint, sister chromatid 
cohesion, centrosome biology, DNA damage response, telomere regulation, and cell 
cycle checkpoints are strongly implicated in the pathogenesis of CIN [52]. Indeed, 
a large number of the genes that regulate these pathways are somatically mutated in 
CRCs exhibiting CIN (see [53]), and further supports their underlying involvement 
in CIN and the tumorigenic process.

In addition to its causal role in the pathogenesis of CRC, the presence of CIN 
(and aneuploidy) has significant clinical and treatment implications for the disease. 
Many features associated with CIN (e.g., loss of heterozygosity, the presence of an 
aneuploid karyotype, or gross chromosomal re-arrangements) are associated with 
metastatic potential in sporadic tumors [54]. The presence of CIN is also employed 
as a prognostic indicator, as it correlates with poor patient prognosis [55–58]. 
Finally, CIN has been shown to confer intrinsic multi-drug resistance in CRC cell 
lines [59] and many tumor types [60, 61].

c. CpG Island Methylator Phenotype (CIMP) and Its Role in Colorectal 
Cancer CIMP is an epigenetic phenomenon associated with gene regulation. Unlike 
MSI and CIN, CIMP does not inherently change the information encoded within 
the genome, but rather it imparts a level of regulation onto the genome. CIMP is 
characterized by the hypermethylation of CpG islands that typically reside within 
the promoter regions of genes, and results in transcriptional silencing (reviewed in 
[62]). CpG islands are DNA sequences, ranging from 500–2000 base pairs in size, 
that are rich in CG di-nucleotide repeats that localize within the 5’ promoter region 
of genes [63]. In general, CpG hypermethylation recruits additional factors, such as 
histone deacetylases and chromatin remodeling proteins, that generally function to 
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compact the DNA, and render it resistant to transcriptional factors thus preventing 
gene expression [13].

CpG island methylation can occur naturally or associate with the progression 
and development of cancer. Type-A methylation refers to the natural age-related 
increase in global methylation that occurs as colonic epithelial cells age [64, 65], 
while type-C methylation is the cancer-associated form that is frequently observed 
in tumor samples. Extensive DNA methylation patterns are attributed to gene 
inactivation in numerous tumor types including CRC where hypermethylation is 
frequently observed in hundreds of genes, including DNA repair (e.g., MLH1 in 
sporadic CRC) and tumor suppressor genes [64]. Although tumor hypermethylation 
patterns appear specific, it remains to be determined why certain loci become pref-
erentially hypermethylated [64].

Overall, CIMP is associated with ~ 30 % of sporadic CRCs and a modest increase 
in DNA methyltransferase activity correlates with CRC progression. However, the 
underlying mechanism(s) remain poorly understood [66] as silencing in cancer-
related genes can occur independent of heterochromatic DNA compaction [67]. It 
should be noted that DNA methylation patterns are extremely stable. Therefore, 
they can be maintained through cellular division and transmitted to all daughter 
progeny [68]. Thus, it is likely that certain hypermethylation patterns, particularly 
those that confer a survival advantage, will be selected with time and will contribute 
to the development of CRC.

Current Therapeutic Strategies to Combat Colorectal 
Cancer

Overall, there are a number of current therapeutic strategies to combat CRC, but 
they can be generally classified into one of two categories: local or systemic. Local 
therapies include surgery and radiation therapy, and are designed to remove or 
destroy the cancer in or near the colon and rectum. Colonoscopies are the preferred 
method of surveillance for lesions, and permit the removal of polyps by surgical 
resection (e.g., snare polypectomy, cryosurgery, radiofrequency ablation therapy, 
etc.). Alternatively, laparoscopic or open surgeries can be performed to remove a 
portion of the bowel containing the tumor, which is frequently accompanied by the 
removal of proximal lymph nodes. These types of local therapies are most effec-
tive in early stages of the disease (0-II). Local therapies have limited applicability 
in advanced stages of the disease (Stages III or IV) especially those involving 
distal metastases (i.e., lymph node or tissues). Radiation therapy is often employed 
for palliative purposes, particularly in advanced rectal cancers or those with liver 
metastases [69–71].

More aggressive treatments are generally employed to treat advanced stage 
disease (stages III or IV), and are collectively referred to as systemic therapies. The 
overriding principle of systemic therapies is that a therapeutic agent is administered 
systemically so that it enters the circulatory system and can target cancer cells at the 
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primary site(s) within the colon and rectum, and also at metastatic sites. Systemic 
therapies include chemical (e.g., small molecule inhibitor, antimetabolite, DNA 
damaging agent, etc.) and biological (e.g., monoclonal antibody) agents (Table 9.3). 
Unfortunately, the therapeutic activity associated with these agents is not restricted 
to the tumor cells. Rather, many of the agents employed (e.g., 5-fluorouricil, iri-
notecan, oxaliplatin, etc. [see below]) interfere with DNA replication and are thus 
potentially toxic to all dividing cells. However, cancer cells are predominantly af-
fected due to their rapid proliferation rates and heavy reliance on DNA replication. 
Due to a lack of target specificity, a number of side effects are often associated with 
these agents. These side effects can include alopecia (hair loss), anemia (low red 
cell counts leading to shortness of breath and fatigue), effects on the cells lining the 
digestive tract (nausea, vomiting, diarrhea, etc.), neutropenia (low white blood cell 
counts leading to increased risk of infection), organ damage or even the develop-
ment of second cancers [72–75].

a. Current Systemic Approaches Although current chemical or biological treatment 
options in CRC are typically reserved for stage III and IV disease, some individuals 
with stage II disease receive treatments for prophylactic purposes. For over 50 
years, 5-fluorouracil (5-FU) has been the mainstay of CRC treatments (reviewed 
in [76]). 5-FU is an anti-metabolite that was first synthesized in 1957 by Charles 

Table 9.3  List of chemotherapeutic agents used to treat colorectal cancers
Chemotherapeutic agent Therapeutic targeta Mechanism of action
Oxaliplatin DNA Prevents replication by forming inter-and 

intra-strand (DNA) crosslinks to prevent 
replication

Cetuximab EGFR Binds to EGFR and prevents signaling
Panitumumab EGFR Binds to EGFR and prevents signaling
5-Fluorouracil (5-FU) TS Pyrimidine analog and antimetabolite that 

binds and irreversibly inhibits TS to inhibit 
DNA replication

Capecitabine TS Pro-drug that is enzymatically converted to 
5-FU; inhibits DNA replication

Tegafur TS Pro-drug that is enzymatically converted to 
5-FU; inhibits DNA replication

Leucovorinb TS (FU) Stabilizes FU binding to TS
Bevacizumab VEGF Binds VEGF to inhibit angiogenesis
Ziv-Aflibercept VEGF Binds VEGF to inhibit angiogenesis
Irinotecan TOP1 Inhibits DNA replication and transcription
Regorafenib Multiple kinasesc Inhibits multiple kinases

a VEGF Vascular Endothelial Growth Factor, TS Thymidylate Synthetase, EGFR Epidermal 
Growth Factor Receptor, TOP1 Topoisomerase 1
b Employed as an adjuvant therapy to FU
c Shown to inhibit the activity of RET, VEGFR1, VEGFR2, VEGFR3, KIT, PDGFR-α, PDGFR-β, 
FGFR1, FGFR2, TIE2, DDR2, TRKA, EPH2A, RAF-1, BRAF, BRAFV600E , SAPK2, PTK5 and 
ABL at clinically relevant doses
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Heidelberger [77]. The therapeutic activity of 5-FU stems from its ability to inhibit 
thymidylate synthetase, an enzyme required for the synthesis of thymidine, an 
essential nucleoside precursor required for DNA synthesis during replication or 
repair. More specifically, 5-FU prevents the formation of dTMP (deoxythymidine 
monophosphate), which prevents cell proliferation. Alternatively, capecitabine and 
tegafur, pro-drugs that are enzymatically converted into 5-FU, can be substituted. 
Although 5-FU primarily prevents DNA synthesis, it is also metabolized into fluo-
rouridine triphosphate (FUTP) and can be readily incorporated within RNA, which 
leads to the disruption of normal RNA processing and function [76].

Currently, 5-FU is used extensively in the treatment of advanced stage CRC, but 
its efficacy as a single agent appears limited (~ 10–15 %) [78]. To enhance treatment 
efficacy, many new combinatorial approaches involving 5-FU and additional com-
pounds have been identified (Table 9.3). Additional chemical agents also include 
leucovorin (or folinic acid), which stabilizes 5-FU binding to TS [79], or irinotecan, 
which is a topoisomerase 1 inhibitor that functions by preventing DNA from be-
coming unwound during replication. Finally, oxaliplatin has been used in advanced 
disease, and is a platinum-based antineoplastic that forms DNA cross-links and in-
hibits DNA replication and transcription.

In addition to the systemic, chemical therapies described above, biological 
therapies (e.g., monoclonal antibodies) are frequently employed (Table 9.3). The 
prevailing concept is that the antibody binds to its cognate epitope, often a growth 
factor or cell surface receptor, to prevent ligand binding, protein dimerization or 
signaling from occurring. In CRC, biological therapies have begun to garner at-
tention, and can generally be classified into one of three categories: 1) those that 
impact mitogenic signaling through the epidermal growth factor receptor (EGFR) 
(e.g., cetuximab and panitumumab), 2) those that bind vascular endothelial growth 
factor (VEGF) to prevent angiogenesis (e.g., bevacizumab and ziv-aflibercept), and 
3) those that inhibit a large number of kinases and presumably affect numerous 
signaling cascades, including mitogenic, anti-apoptotic and pro-survival pathways 
(e.g., regorafenib). Many of these biological agents are now used in combination 
with 5-FU (or related) approaches and are beginning to show some efficacy [80–83].

Evolving Synthetic Genetic Approaches for Targeting 
Advanced Stage Colorectal Cancers

Many current chemical and biological therapeutic regimens involve the system-
wide administration of an agent, whose requisite activity affects all dividing cells. 
These agents generally function by inhibiting various biological processes required 
for cell cycle progression and/or preventing oncogenic signaling pathways from 
functioning. As a result, all dividing cells, whether cancerous or not, are targeted, 
which is often associated with a diverse array of side effects. Accordingly, novel 
therapeutic strategies are required that minimize side effects through the more 
selective targeting of genetic and/or epigenetic factors that underlie tumor initiation, 
progression and development.
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Over the past decade, there has been a fundamental shift away from the 
traditional pantropic approaches detailed above to more personalized approaches 
that target specific aberrant events driving tumor formation. Somatic mutations in 
genes that encode tumor suppressors, or oncogenes, whose disruption underlies 
genome instability (e.g., MSI, CIN and CIMP) are now widely recognized as sig-
nificant genetic predispositions to tumorigenesis [10–12]. Typically, tumor suppres-
sor genes (including DNA repair genes) are epigenetically silenced, deleted or ac-
cumulate non-synonymous mutations that adversely impact protein expression and/
or function, while oncogenes are amplified or accumulate mutations that enhance 
the activity of the encoded protein (i.e., constitutive activity).

Synthetic genetic approaches can be subdivided into two categories: 1) synthetic 
lethal approaches, which exploit the loss-of-function associated with tumor sup-
pressor genes (and DNA repair genes); and, 2) synthetic dosage lethal approaches, 
which exploit the gain-of-function associated with oncogenes. While these strategies 
are in their infancy, and many examples are in a pre-clinical development phase, a 
select few are already in various phases of clinical trials. Below are descriptions of 
the principles, concepts and examples of synthetic lethality and synthetic dosage 
lethality, particularly as they pertain to advanced stage CRC.

a. Synthetic Lethality—Introduction and Concept The term synthetic lethality was 
first coined by Dobzhansky in 1946, and describes the lethal genetic interaction 
observed when two independently viable homologous chromosomes were allowed 
to recombine in Drosophila pseudoobscura [84]. Synthetic lethality now simply 
defines the lethal combination of two independently viable gene mutations or dele-
tions (Fig. 9.1). In essence, it describes a genetic interaction in which the outcome 
of a particular mutation or deletion is influenced by the presence of a pre-existing 
genetic predisposition or perturbation. Conceptually, synthetic lethal interactions 
occur via three basic mechanisms (Fig. 9.2): (1) partial ablation of two proteins 
contained within the same essential biological pathway (i.e., epistasis group) such 
that the pathway is non-functional; 2) ablation of two proteins contained within 
independent survival pathways required for viability; or, (3) ablation of two pro-
teins contained within parallel pathways, which together impinge on an essential 
biological process.

Fig. 9.1  The paradigm of synthetic lethality. Synthetic lethality defines a rare and lethal genetic 
interaction occurring between two genes. Mutually exclusive mutations occurring within 
either Gene 1 or Gene 2 are viable. A synthetic lethal interaction is defined if the simultaneous 
combination of Gene 1 and Gene 2 mutations results in death.
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Synthetic lethal studies are performed in a variety of genetically tractable model 
systems, including worms, flies and yeast (Fig. 9.3). Most recent approaches have 
employed deletion mutant arrays of budding yeast strains (collections of ~ 4700 
non-essential gene deletion strains) to systematically interrogate all pair-wise gene 
combinations and produce comprehensive synthetic lethal interaction network data 
[85–89]. Over the past 15 years, these efforts have provided critical insights into bi-
ological function and pathway architecture, and have helped define molecular com-
plex and epistasis group members [90–94]. However, the potential for these data 
to predict conserved interactions in human cancer has not yet been fully realized.

In 1997, Hartwell and colleagues [95] posited that cancer cells represent 
genetically sensitized cells that may be susceptible to drug therapies selectively 
targeting a second unlinked gene product (Fig. 9.4a). They suggested that synthetic 
lethal partners identified in model organisms could be used to identify conserved 
candidate interactions in a human cancer context (Fig. 9.4b). In support of this 
hypothesis, Dixon et al. [96] recently demonstrated a significant overlap between 

Fig. 9.2  Conceptual models of pathways underlying synthetic lethal interactions. Conceptual 
models depicting the mechanism(s) of synthetic lethal interactions: numbered/lettered rectangles 
represent gene products, somatically acquired (i.e., cancer) mutations are identified by red bound-
ing boxes, while synthetic lethal interactors (i.e., drug targets) are identified with blue bounding 
boxes. a Partial ablation ( grey crosses) of two independent functions encoded within a single 
essential pathway (i.e., epistasis group), such that the pathway is no longer functional. b Ablation 
( black crosses) of two functions encoded within two distinct parallel pathways. For example, a 
DNA replication defect would lead to DNA errors requiring repair, and inadequate repair will lead 
to death. c Ablation ( black crosses) of two functions encoded within two separate pathways that 
together impinge on a single essential process. For example, DNA double strand breaks can only 
be repaired through two pathways, namely homologous recombination repair and non-homolo-
gous end joining—defects in both lead to cellular cytotoxicity.
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Fig. 9.3  Synthetic lethality in budding yeast. A schematic diagram depicting two independently 
viable yeast stains that are mutant for gene1 and gene2. However, if these two genes are synthetic 
lethal interactors, the presence of both mutations within a single organism will produce a lethal 
phenotype. If slowed growth occurs, a synthetic sickness or synthetic growth defect is observed. 

 

Fig. 9.4  Exploiting 
synthetic lethality for 
therapeutic benefit in 
a cancer context. a A 
conceptual model depict-
ing the synthetic genetic 
therapeutic strategy in 
cancer. A specific cancer-
associated mutation in a 
tumor suppressor gene by 
inhibiting the activity of 
a synthetic lethal interac-
tor through the use of a 
small molecule inhibitor 
(SMI). b A normal cell is 
converted into a cancerous 
cell through the acquisi-
tion of mutations, some of 
which occur within defined 
tumor suppressor or DNA 
repair genes (GENE1). 
The hypomorphic function 
encoded by (epi-)genetic 
defects in GENE1 can be 
therapeutically exploited by 
identifying and targeting a 
synthetic lethal interactor 
(GENE2).
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synthetic lethal interaction data sets for two distantly related eukaryotes, while 
McManus et al. [97] provided the first empirical evidence of a conserved synthetic 
lethal interaction occurring in humans that was first identified in yeast (described 
below). Because many essential biological processes required to maintain genome 
integrity are evolutionarily conserved, synthetic lethal networks identified within 
model organisms may represent major untapped repositories.

a.i. Synthetic Lethality in Practice Perhaps the best studied and prototypic example 
of a human synthetic lethal interaction is that observed between BRCA1/BRCA2 and 
PARP1 ( poly ADP-ribose polymerase 1). BRCA1 and BRCA2 are breast and ovarian 
cancer susceptibility genes that are also mutated in a large number of additional 
tumor types [98–102]. BRCA1 and BRCA2 function in the homologous recom-
bination repair pathway, which is also referred to as the “error-free” DNA double-
strand break repair pathway (reviewed in [103]). PARP1 functions in single-strand 
DNA break repair and, although it was traditionally believed to function in base 
excision repair [104, 105], it may participate in single-strand repair independent of 
base excision repair [106]. Nevertheless, PARP1 generally functions to detect DNA 
single-strand breaks and elicit a response through the ADP-ribosylation at the site 
of damage (reviewed in [107]).

In 2005, two independent research teams reasoned that PARP1 inhibition would 
lead to DNA single-strand breaks that would be converted into double-strand breaks 
during replication [108, 109]. They further posited that cellular cytotoxicity would 
ensue if the homologous recombination repair pathway was compromised by 
defects in BRCA1 or BRCA2. As predicted, relative to controls, PARP1 silencing 
and inhibition enhanced killing within the BRCA1-and BRCA2-deficient cells, 
which was further substantiated in embryonic stem cells [109] and animal models 
[108], thus confirming PARP1 as a novel candidate drug target.

Since the initial characterization of a synthetic lethal interaction between 
BRCA1/BRCA2 and PARP1, a number of small molecule inhibitor screens have 
been performed (see [3]). The efficacy of many PARP inhibitors (e.g., veliparib, 
CEP-9722, rucaparib, E7016, BMN-673, olaparib, etc.) are now being evaluated as 
either a mono- or combination therapy [110]. Olaparib (KuDOS Pharmaceuticals; 
KU-0059436 or AstraZeneca; AZD-2281) is perhaps the best studied amongst these 
inhibitors, and AstraZeneca recently initiated a Phase III clinical trial for ovarian 
cancer patients with BRCA mutations. Although many of the studies focus on hered-
itary breast and ovarian cancers, PARP inhibitors have clinical relevance in many 
tumor types. In CRC, for example, BRCA1 and BRCA2 are somatically altered in 
~ 2.8 and ~ 6.6 % of sporadic cases [99], respectively, which potentially represents 
~ 3250 and ~ 7675 newly diagnosed Americans annually. Thus, the clinical potential 
of olaparib (and other PARP inhibitors) in managing cancers with BRCA1 and 
BRCA2 defects has broad-spectrum appeal.

As indicated above, McManus et al. [97] were the first to utilize synthetic lethal 
datasets from budding yeast to identify novel drug targets in human CRC. In 2009, 
they employed a cross-species approach to identify a conserved synthetic lethal 
interaction in a CRC context. Using reverse genetics, biochemistry and micros-
copy, they showed that diminished FEN1 (flap endonuclease 1) expression induced 
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cellular cytotoxicity specifically within RAD54B-deficient CRC cells, but not in 
isogenic controls, which identified FEN1 as a novel candidate drug target. RAD54B 
encodes an evolutionarily conserved helicase that functions in the homologous 
recombination repair pathway, and it is somatically altered in ~ 8.2 % of CRCs 
(~ 9500 newly diagnosed Americans annually) [99]. FEN1 is an evolutionarily con-
served flap endonuclease that functions in the removal of 5’ overhangs during DNA 
repair, and in the processing of Okazaki fragments on the lagging strand during 
DNA replication. Subsequent work by van Pel et al. [111] expanded the synthetic 
lethal network of FEN1 to include additional genes that are somatically mutated in 
CRC, including CDC4, MRE11A, SMC1A, SMC3 and RNF20 [50]. The authors also 
performed a screen of 30,000 compounds and identified 13 novel FEN1 inhibitors 
with in vitro activity [111]. Of these, three were validated using cell-based assays 
and are now lead candidate compounds requiring additional pre-clinical testing and 
optimization prior to entering clinical trials.

More recently, the initial cross species candidate gene approaches have been 
expanded upon and additional synthetic lethal interactors (i.e., drug targets) have 
begun to be identified. For example, Sajesh et al. [112] employed hierarchical clus-
tering on 692 yeast genes and identified the top 500 genetic interactions. Based 
on yeast datasets, several data-rich regions were identified including one that in-
cluded all three evolutionarily conserved members of a superoxide radical (i.e., 
reactive oxygen species) detoxification pathway. SOD1, CCS and PRDX2 encode 
proteins required to remove excess superoxide radicals through a two-step process. 
First, SOD1 dismutates superoxide radicals into hydrogen peroxide, an enzymatic 
reaction that requires the copper chaperone of SOD1 (CCS) to provide Cu2+ [113]. 
Second, PRDX2 reduces hydrogen peroxide into water and oxygen. The authors 
reasoned that SOD1 silencing or inhibition would cause the accumulation of exces-
sive superoxide radicals that would produce DNA double-strand breaks. In cells 
with defective homologous recombination repair (e.g., RAD54B-deficient CRC 
cells), this damage would not be adequately repaired and death would result. In 
agreement with this hypothesis, the authors showed that RAD54B-deficient cells 
were hypersensitive to SOD1 silencing or inhibition, and thus confirmed SOD1 as 
a novel candidate therapeutic target.

Beyond the cross-species approaches detailed above, large-scale unbiased 
approaches have also been conducted to undercover novel candidate drug targets 
(i.e., synthetic lethal interactors) for many additional tumor suppressor genes. TP53 
is somatically altered in ~ 50 % of CRC [114], and encodes a protein that normally 
functions to preserve genome integrity by inducing cell cycle arrests or apoptosis 
in the presence of DNA damage [115]. From a clinical perspective, the loss of P53 
function is associated with poor prognosis and increased resistance to chemothera-
peutic treatments [116–118].

Xie et al. [119] recently performed a genome-wide screen for synthetic lethal 
interactors of TP53 in CRC cells. They identified 103 putative candidates of which 
two, ATR (Ataxia Telangiectasia and Rad3 related) and ETV1 (ETS Translocation 
Variant 1), were confirmed as synthetic lethal interactors of TP53. While ATR is a 
serine/threonine kinase that functions in the DNA damage response [120], ETV1 
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is a transcription factor that regulates numerous biological processes including cell 
growth, proliferation and angiogenesis [121]. Using reverse genetics, cell-based 
and xenograft models, the authors showed that cellular proliferation was dramati-
cally impeded within the TP53-deficient cells relative to controls [119]. Thus, both 
ATR and ETV1 were identified as novel candidate drug targets in TP53-deficient 
CRC cells.

Many of the synthetic lethal interactors detailed above warrant additional pre-
clinical study and lead chemicals must be further optimized for in vivo efficacy and 
delivery using relevant animal models. Nevertheless, the identification of synthetic 
lethal interactors in CRC represents a critical first step towards migrating maximal 
numbers of candidate drugs into pre-clinical studies and clinical trials for advanced 
stage CRC.

b. Synthetic Dosage Lethality—Concept and Approach Oncogenic transformation 
provides a key growth advantage that drives tumor development. However, it may 
also represent an Achilles’ heel that can be selectively targeted through synthetic 
dosage lethality. In 1996, Kroll and colleagues [122] developed a variation of the 
traditional yeast synthetic lethal screen in which they demonstrated that increased 
protein expression and/or activity caused lethality in a genetically sensitized, 
mutant yeast strain. The concept, termed synthetic dosage lethality, was based on 
previous observations in which lethality was observed following enhanced gene 
expression/function in specific mutant yeast strains. More specifically, mcm3 (mini-
chromosome maintenance 3) overexpression enhanced defects observed in mcm2 
mutants [123], while orc6 (origin of replication complex 6) overexpression low-
ered the non-permissive temperature associated with cdc46–1 mutants [124]. Thus, 
synthetic dosage lethality, similar to synthetic lethality, may hold therapeutic poten-
tial in human cancers (Fig. 9.5).

Many human oncogenes (e.g., KRAS, B-RAF, EGFR, etc.) are either amplified or 
mutated in such a manner as to produce a constitutively active oncoprotein. This not 
only results in hypermorphic expression/function, but also serves to differentiate 
tumor cells from cells in normal surrounding tissues. Therefore, the genetic and 
epigenetic insults underlying the gain-of-functions associated with oncogenes may 
also be therapeutically exploited through the identification of a synthetic dosage 
lethal interactor. Although strategies employed to identify synthetic dosage lethal 
interactors are detailed elsewhere [125], what follows are brief examples of syn-
thetic dosage lethal interactors identified for KRAS, an oncogene altered in CRC.

b.i. Synthetic Dosage Lethality in Practice KRAS (Kirsten Rat Sarcoma Viral 
Oncogene Homolog) is a proto-oncogene that encodes a membrane-associated 
guanosine triphosphate/diphosphate binding protein that is widely expressed in 
human cells. KRAS normally functions in intracellular signaling cascades, particu-
larly through EGFR-signaling activation to regulate cell division, differentiation 
and apoptosis. Mutant KRAS is correlated with oncogenic transformation in CRC, 
and is observed in 35–45 % of all cases (reviewed in [126, 127]). Approximately 
95 % of the KRAS mutations involve single bases within codon 12 or 13, which 
underlies single amino acid substitutions (e.g., G12D, G12V or G13D) [128]. These 
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substitutions render KRAS in a constitutively active GTP-bound state that produces 
a constant proliferation signal [129]. Because of its strong association with CRC, 
synthetic dosage lethal targets that can exploit oncogenic KRAS mutations are of 
extreme clinical interest.

In 2009, several large-scale screens identified novel candidate drug targets (i.e., 
synthetic dosage lethal interactors) that specifically exploited hypermorphic expres-
sion and/or function associated with oncogenic KRAS mutations [130–132]. Scholl 
et al. [132] performed high-throughput RNAi-based screens in a panel of human 
cancer cell lines harboring either wild type or mutant KRAS, and identified STK33 
as an interactor. STK33 is a serine/threonine kinase that functions in cytoskeletal 
regulation through the phosphorylation of vimentin [133]. The authors showed that 
STK33 expression is essential for the survival and proliferation of various cell lines 
harboring KRAS mutations, but is dispensable in cell lines with wild-type KRAS 
[132]. Accordingly, they suggested that STK33 inhibition might be a strategy for 
therapeutic intervention in a broad spectrum of cancers. However, more recent 
studies have shown that STK33 expression is dispensable in certain cellular con-
texts with oncogenic KRAS mutations [134].

Luo et al. [131] performed a genome-wide RNAi-based screen, and uncovered 
multiple synthetic dosage lethal interactors of KRAS. Key amongst these genes 
were those that encoded mitotic-specific functions, including CCNA2 (cyclin A2), 

Fig. 9.5  Targeting oncogenes 
through synthetic dosage 
lethality. A normal cell is 
converted into a cancerous 
cell through the acquisition 
of mutations, some of which 
occur within a defined 
proto-oncogene ( GENE3). 
Some oncogenes will arise 
through gene amplification 
or mutations (e.g., consti-
tutively active) that confer 
hypermorphic function. 
The hypermorphic function 
encoded by (epi-)genetic 
defects in GENE3 can be 
therapeutically exploited 
by identifying and targeting 
a synthetic dosage lethal 
interactor ( GENE4).
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CDCA8 (borealin), CASC5 (KNL-1), KIF2C (MCAK), components of the anaphase 
promoting complex ( ANAPC1, ANAPC4, CDC16 and CDC27), SMC4 and PLK1. 
The large number of genes with established roles in mitosis led the authors to specu-
late that cells harboring KRAS mutations may experience heightened mitotic stress, 
and may exhibit hypersensitivity towards chemicals affecting mitosis. Indeed PLK1 
silencing and inhibition (BI-2536) were both associated with increased sensitivity 
in KRAS mutant cell lines relative to isogenic controls, and was further validated 
in xenograft tumor models. These data suggest that PLK1, and perhaps many other 
mitotic proteins, may be candidate therapeutic targets. However, the clinical value 
of targeting PLK1 is currently unclear as PLK1 is an essential mitotic kinase under 
normal conditions [135, 136]. Thus, the use of PLK1 inhibitors in a treatment set-
ting may be associated with adverse side effects. Nevertheless, a large number of 
additional candidates were identified that may hold therapeutic potential in KRAS 
mutant CRC contexts.

Sun et al. [137] employed a kinome-centered screen to identify candidates that 
could synergize with MEK inhibitors to selectively target cells harboring KRAS 
mutations. KRAS mutations reduce the sensitivity of cells to MEK inhibitors [138], 
and thus identifying conditions that re-sensitize tumors to MEK inhibition are highly 
desired. In this study, the authors showed that the mechanism accounting for the 
lack of MEK sensitivity was dependent upon the upregulation of ERBB3, a member 
of the EGFR family of tyrosine kinase receptors. Armed with the knowledge that 
ERBB3 heterodimerizes and forms active kinase complexes with other members of 
the ERBB family (e.g., ERBB1 [EGRF] or ERBB2), they showed that dual ERBB1/
ERBB2 inhibitors (afatinib and dacomitinib) synergized with MEK inhibitors (selu-
metinib or trametinib) and resulted in decreased growth in cell-based CRC models. 
Subsequent in vivo xenograft models validated the combination therapy at least over 
the ~ 4-week study period. Thus, the authors conclude that KRAS mutated tumors 
may be resensitized to MEK inhibitors through the co-administration of ERBB1/
ERBB2 inhibitors, although this remains to be tested clinically.

In addition to the above examples, a large number of studies have identified 
conditions (i.e., targets and chemicals) that can exploit oncogenic KRAS mutations 
[130, 134, 137, 139–142]. It is interesting to note that very few targets identified 
in any individual study are shared between studies. This may be due to the inher-
ent differences in the experimental systems employed (i.e., RNAi-based libraries, 
experimental conditions, specific assays, etc.), the levels of sensitivity required to 
identify a positive candidate, or the genetic heterogeneity of the cellular contexts 
employed. Nevertheless, these studies have identified a myriad of synthetic dosage 
lethal interactors of KRAS, which will ensure that maximal targets are evaluated in 
the hopes of identifying as many new clinically-relevant targets and compounds as 
possible.
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Conclusions—Evolution of Therapeutic Strategies  
at the Dawn of the Personalized Medicine Era

Novel therapeutic strategies and drug targets are needed to not only decrease mor-
bidity and mortality rates associated with CRC, but to better target the tumor cells 
so as to minimize side effects within healthy cells and tissues. Synthetic genetic 
strategies potentially represent significant advancements over traditional pantropic 
approaches for targeting advanced stage CRCs. Synthetic lethality and synthetic 
dosage lethality are designed to specifically kill cancer cells based on the loss-of 
tumor suppressor function or the gain-of oncogene function. Both approaches have 
been applied extensively in cell-based screens and numerous candidate drug targets 
have been identified. In either case, the penultimate goal of the synthetic genetic 
screens is to identify candidates for which small molecule inhibitors will ultimately 
be developed (see [125]). Once a target is identified, an appropriate chemical screen 
can be devised to identify lead chemical compounds for subsequent validation, opti-
mization and pre-clinical studies, prior to initiating clinical trials.

In theory, synthetic genetic approaches offer the ability to custom tailor the 
therapy to the individual and the tumor itself. With the decreasing costs and avail-
ability of next generation sequencing, it will become possible to generate sequence-
specific data from tumor biopsies or circulating tumor cells that identify an aberrant 
molecular signature (i.e., aberrant tumor suppressor genes and/or aberrant on-
cogenes) that may be exploited through synthetic lethal and/or synthetic dosage 
lethal approaches. As we approach the dawn of the personalized medicine era, it 
will become possible to obtain critical information about the individual and their 
tumor(s) to better select a therapeutic strategy. It is conceivable that by identifying 
the specific defects in tumor suppressor genes and oncogenes, drugs can be 
identified and employed that exploit those very defects. This therapeutic concept 
will no longer treat advanced stage disease as a single entity with pantropic agents, 
but rather will treat each patient as an individual case.

Synthetic genetic approaches also represent significant advancements over 
traditional chemical and biological strategies as they potentially offer enhanced 
specificity. In this regard, the drug (i.e., synthetic genetic interactor) specifically 
exploits defects inherent to the tumor, and often seeks to target the molecular origins 
associated with genome instability (i.e., MSI, CIN or CIMP). Accordingly, these 
approaches not only serve to target and restrict the cytotoxic effects within tumor 
cells, but also decrease or eliminate side effects within healthy cells and tissues. 
Since metastatic disease often shares ‘ancestral’ aberrant genetic and epigenetic 
events with the primary tumor (particularly the loss of tumor suppressor functions), 
a major benefit of this approach is the potential to impact metastatic disease.

It may also become possible to identify appropriate combinatorial therapies that 
simultaneously exploit a number of the underlying genetic insults that may improve 
the current 6 % 5-year overall survival rates for stage IV cancers [5]. For example, 
combining FEN1 and SOD1 inhibitors may produce additive or synergistic effects 
in tumors with RAD54B-defects. Alternatively, combinations targeting both syn-
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thetic lethal (e.g., PARP1, FEN1, SOD1, etc.) and synthetic dosage lethal (e.g., 
ERBB2, MEK1, etc.) interactors could be developed that may even include tra-
ditional approaches, such as 5-FU (Table 9.3). Although highly speculative, these 
concepts must be formally evaluated in appropriate pre-clinical models before 
clinical trials can be initiated.

In summary, tumor heterogeneity and the development of drug resistance is a 
major concern in combating any tumor. With the advancement of DNA sequenc-
ing platforms and decreases in the associated costs, genetic information may 
direct patient care and treatment. For example, extensive DNA and chromatin 
immunoprecipitation sequencing (reviewed in [143]) efforts have already begun on 
CRC cell lines and for a select few patient samples [99], and is providing clinically-
relevant insight into the genetic and epigenetic events associated with CRC [144–
146]. However, the notion of a personalized medicine approach is in its infancy, as 
much of the pre-clinical studies are still ongoing and will have to make their way 
into clinical trials. Nevertheless, a select few clinical studies evaluating the efficien-
cy of synthetic genetic approaches (e.g., PARP inhibitors) are currently underway. 
Thus, the clinical efficacy of these drugs and others that employ a synthetic genetic 
paradigm will remain to be determined.
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Abstract Nanomedicine refers to the application of nanotechnology in medicine, 
and endeavors to diagnose, treat, and/or monitor disease on a nanoscale. Can-
cer nanotechnology is a quickly evolving field of interdisciplinary research that 
involves the biomedical application of nanoparticles, which are nanoscale devices 
that are able to overcome biological barriers, specifically recognize a single type 
of cancer cell, and accumulate preferentially in tumors. Medical applications with 
nanoparticles are growing, as they have the potential to offer novel methods of non-
invasive cancer detection, diagnosis, and treatment. Tumor targeting ligands, such 
as antibodies, peptides, or small molecules, can be attached to nanoparticles for tar-
geting of tumor antigens and vasculatures with high affinity and specificity. In addi-
tion, diagnostic agents (i.e. optical, radiolabels, or magnetic) and chemotherapeutic 
drugs can be integrated into their design for more efficient imaging and treatment 
of the tumor with fewer side effects. Recent advances in nanomedicine raise excit-
ing possibilities for future nanoparticle applications in personalized cancer therapy.

Keywords Nanomedicine · Nanoparticles · Nanoplatforms · Cancer · Cancer 
therapy · Targeted delivery · Drug delivery · Molecular imaging · Extravasation · 
Tumor targeting

Abbreviations

CEST Chemical exchange saturation transfer
DOTA 1,4,7,10-tetraazacyclodocecane-N, N’N’’, N’’’-tetraacetic acid
DOX Doxorubicin
EPR Enhanced permeability and retention
GRP Gastrin releasing peptide
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HSA Human serum albumin
ID/g Injected dose per gram
MRI Magnetic resonance imaging
MTX Methotrexate
NIRF Near infrared fluorescence
NPs Nanoparticles
P-gp P-glycoprotein
PEG Polyethylene glycol
PET Positron emission tomography
PLGA D, L-lactide co-glycolide
PTX Paclitaxel
RES Reticuloendothelial system
RGD Arginine-glycine-aspartic acid
SPECT Single photon emission computed tomography
VAP Vapreotide
VEGF/R Vascular endothelial growth factor/receptor

Types of Nanoparticle Platforms

AuNP Gold NP
CLIO Cross-linked Iron Oxide NPs
CNT Carbon nanotube
CPMV Cowpea mosaic virus
IONPs Iron oxide NPs
MnMEIO Manganese-doped magnetism-engineered iron oxide
PAMAM dendrimer Poly(amidoamine) dendrimer
QD Quantum Dot
SPIO Superparamagnetic iron oxide NPs
SWNT Single-walled carbon nanotube
VNP Viral Nanoparticle

Introduction

Nanomedicine refers to the application of nanotechnology in medicine, and en-
deavors to diagnose, treat, and/or monitor disease on a nanoscale. Specifically, can-
cer nanotechnology is a quickly evolving field of interdisciplinary research that 
involves elements of biology, chemistry, engineering, and medicine, with the aim of 
producing novel methods of noninvasive cancer detection, diagnosis, and treatment 
[1–3]. This is done with nanoparticles (NPs), which are nanoscale devices that are 
able to overcome biological barriers, specifically recognize a single type of cancer 
cell, and accumulate preferentially in tumors.

NPs are submicron-sized synthetic particles that range from one to hundreds of 
nanometers in diameter. They are considered to have great potential for medicinal 
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applications because they are stable, have large payloads, and have the capacity for 
multiple, simultaneous applications due to their size and high surface area:volume 
ratio [4]. In addition, their distinct size—bigger than many biological molecules, 
such as proteins, receptors, and antibodies, but 100 to 1000 times smaller than 
human cells—allows them to act uniquely when they are introduced in vivo for 
imaging and therapeutic purposes. The applications of nanoparticles in medicine 
are numerous: they can be administered by all routes; they can be developed and 
formulated rapidly; they increase the aqueous solubility of the attached drug; they 
protect the drug from degradation; they can release the drug at a controlled rate; 
they improve the bioavailability of the drug; they enable targeted delivery of the 
drug; and they decrease the adverse side effects of the drug. Indeed, these nanoscale 
particles are capable of unique interactions with biological molecules both at the 
surface and inside cells, which offers unlimited possibilities for future applications 
in cancer therapy.

Contemporary diagnostic classifications do not encompass the diverse heteroge-
neity of tumors and are incapable of identifying an appropriate method of treatment 
or projecting a patient’s outcome. Current drug-related cancer treatments originated 
from traditional methods of drug-based disease treatments. However, most current 
anticancer drugs are nonselective, which results in their accumulation in both can-
cerous and normal cells. In addition, a tumor is often diagnosed at a later stage of its 
development, after it has metastasized to other parts of the body. Increasing concern 
over the toxicity of non-targeted chemotherapeutic drugs, which can cause severe 
tissue damage when localized in non-diseased tissue, has resulted in an interest 
in designing NPs capable of recognizing and targeting tumor tissue specifically. 
In doing so, NPs are now capable of delivering imaging and therapeutic agents to 
the target of interest—the tumor—and offer the potential for individualized cancer 
treatment.

This review will provide an overview of the most well studied nanoplatforms 
for imaging of tumors and the delivery of therapeutic drugs that are currently be-
ing employed. The most well studied nanoplatforms include quantum dots (QDs), 
liposomes, dendrimers, polymeric NPs, iron oxide nanoparticles (IONPs) and their 
derivatives, gold nanoparticles, and carbon nanotubes. This review will also explore 
the current challenges and exciting new approaches being utilized in the design of 
NPs for cancer imaging and therapy.

Nanoparticles with Medical Applications

Nanoparticles are constructed of a wide range of materials, from organic molecules 
such as liposomes, dendrimers or carbon nanotubes, through to inorganic struc-
tures including cadmium, iron oxide and gold. Table 10.1 describes the predomi-
nant nanoplatforms currently in use and provides examples of their applicability to 
nanomedicine.
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Quantum Dots (QDs)

QDs are inorganic semiconductor nanocrystals that are the most widely studied 
nanoplatform for optical imaging applications due to their intrinsic fluorescence. 
They benefit from small size (as small as 2 nm), versatile surface chemistry, high 
quantum yields, and outstanding optical properties, including high resolution, high 
sensitivity, and high inherent photostability and brightness [5–7]. In addition, they 
have continuous absorption spectra that range from UV to near-infrared wave-
lengths, as well as long fluorescence lifetimes (> 10 h), and large effective Stoke 
shifts [5–7]. Despite the potential for the toxic release of Cd from their core, in vivo 
studies have shown that they do not exhibit acute toxicity when their surfaces are 
properly coated. Thus, a number of in vitro and cell-based applications exist for 
QDs, including high-resolution cellular imaging, long-term in vivo cell tracking 
observation, diagnostic work, and tumor targeting [5–9].

Liposomes

Liposomes are self-assembling closed vesicles that have a spherical shape, in which 
natural phospholipid bilayers surround a central aqueous core that houses a thera-
peutic drug molecule. Liposomes are biocompatible, biodegradable, biologically 
inert, and weakly immunogenic. Liposomes are disintegrated by electrostatic, hy-
drophobic, and van der Waals forces, and can undergo opsonization, resulting in 
their rapid clearance from the body after their surfaces are coated with protein. As 
a result, they require steric stabilization, which is achieved by surface coatings with 
inert polymers, such as polyethylene glycol (PEG). The addition of PEG to the sur-
face of liposomes has resulted in “STEALTH” technology, whereby the intact NP 
has been known to circulate throughout the body for days without clearance. This 
phenomenon is particularly useful for the delivery of therapeutic drug molecules, 
especially when combined with the capability of functionalizing liposome surfaces 
with targeting ligands or antibodies that assist in directing the nanoplatform to the 
target of interest (i.e. the tumor). Consequently, targeted liposomal vesicles are able 
to release the drug molecule in high concentrations at the cell membrane.

Dendrimers

Dendrimers are a unique class of polymeric macromolecules. They are treelike 
structures that are made up of multiple repeating perfectly branched polymeric 
monomers emerging from a central core. The branching units may be synthesized 
from the central core and emerge radially outwards (divergent method), or from 
the periphery inwards towards the core (convergent method). Depending on how 
the particular dendrimer is synthesized, it is possible to achieve precise control 
over its molecular shape, dimensions, density, polarity, flexibility, and solubility by 
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choosing different building/branching units and surface functional groups [10, 11]. 
In addition, the nanoparticle’s chemistry permits that several modifications can take 
place to incorporate certain imaging agents, targeting ligands, and other compo-
nents to increase tumor specificity.

Polymeric NPs

Polymeric NPs offer a surface with high potential for modification and functional-
ization with different targeting ligands. In addition, they are biocompatible, biode-
gradable, and demonstrate good pharmacokinetic control in the body [12]. Depend-
ing on the method of preparation, polymeric NPs can take different shapes, includ-
ing nanoparticles, nanospheres, or nanocapsules. Nanospheres are spherical struc-
tures made up of a matrix-like system, in which the drug can be entrapped, adsorbed 
at their surface, or encapsulated in the matrix. Nanocapsules, on the other hand, 
are a vesicular system that is made up of a polymeric shell with a central cavity  
or core, which houses the drug [13–15]. The core may be made of solids, liquids, or 
gas, with the environment often being aqueous or oily [13].

Iron Oxide NPs (IONPs)

IONPs are the predominant class of inorganic nanoparticle being used for imaging 
tumors [16]. They offer an advantage over other nanoplatforms because they can 
be visualized by magnetic resonance imaging (MRI) due to their magnetic property 
and are an intrinsic contrast agent. In addition, IONPs can be guided towards the 
target of interest (i.e. the tumor) by an external magnetic field, or can be heated 
to provide hyperthermia for cancer therapy [17]. Several types of nanosize iron 
oxides have been studied, including those constructed of magnetite, Fe3O4, and 
maghemite,γ-Fe2O3. Magnetite is a common construction for the nanoplatform for 
medical applications as its biocompatibility has been well studied and proven [18]. 
With proper surface coatings, IONPs can be dissolved in solvents, which results 
in a homogenous suspension, called ferro-fluids [19]. In this state, the magnetic 
particles can be used for a number of different in vitro and in vivo applications, as 
they interact with an external magnetic field and if directed to a specific location, 
are able to facilitate medical diagnosis by MRI.

Gold NPs (AuNPs)

Gold NPs are another class of commonly employed inorganic metal NPs. The ad-
vantages of gold NPs are multifold: the gold core is relatively inert and non-toxic, 
making them biocompatible [20, 21]; they can be easily synthesized by simple, reli-
able, and low-cost methods, with core sizes ranging from 1 to 150 nm by changing  
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simple parameters; their surfaces can be easily functionalized by a number of bio-
molecules due to the presence of a negative charge; and their photophysical prop-
erties allow therapeutic drugs to be released in remote places [22]. Gold NPs are 
useful for medical applications due to their unique physicochemical properties, 
which include extremely small size, large surface area-to-mass ratio, intriguing 
optical properties, and superior surface reactivity. Although gold NPs include vari-
ous physical dimensions and shapes, including nanospheres, nanorods, nanoshells, 
and nanocages, the most common type is the gold nanosphere, which has a bright 
red colour in aqueous solution [23]. In this review, the term “gold nanoparticle” will 
be used as a general term to describe the collection of gold nanoplatforms, unless a 
specific subtype is given.

Carbon Nanotubes

Carbon nanotubes are carbon cylinders that are made of graphene. They can be 
single or multi-walled, and have a hollow cage-like architecture [24]. Carbon 
nanotubes are completely insoluble in all solvents, resulting in toxicity concerns; 
however, when they are chemically modified, they can become water-soluble for 
introduction into the body [25]. Atoms may be trapped inside the cylinder, while 
their surfaces may be functionalized with a number of different active molecules, 
including peptides, antibodies, and therapeutic drugs [25]. In addition, carbon nano-
tubes are able to carry multiple covalent functionalizations on their sidewall and on 
the tips of the cylinders, giving them the advantage of being able to carry several 
molecules at one time.

Nanoparticles as a Platform for Nanocarrier Design

Nanoparticles benefit from a combination of different physical and chemical prop-
erties that facilitate their use with biological systems for real-time molecular im-
aging, intracellular uptake, and drug release. Specifically, their compact size and 
versatile surface modification strategies enable them to be a powerful platform for 
nanocarrier design.

Nanoscale Dimensions

NPs are synthetic structures on the nanometer scale. However, the different NPs 
used in nanomedicine vary in size, shape, and functionality. One of the most studied 
and prototypic NP is the QD, which consist of hundreds to a few thousand atoms, 
and possess a very small core size of only 2–10 nm in diameter, and are therefore, 
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one of the smallest platforms for NP-based drug delivery vehicle engineering [39]. 
Particles of this size offer advantages because they can be non-intrusively incor-
porated within larger drug delivery vehicles as tracers for imaging and monitoring 
intracellular trafficking and biodistribution, and they can be released from larger 
carriers, providing insight into the redistribution and eventual clearance of a drug or 
other NP component [39].

In practice, however, most nanocarriers are of a larger size, as they can better 
accommodate a wider range of materials, can provide more space for drug loading, 
and can integrate additional functionalities. For example, liposomes and dendrimers 
are popular drug delivery vehicles, and are “soft” and flexible NPs, that are able to 
penetrate biological membranes due to their flexibility [40]. Liposomes are made 
up of a lipid bilayer surrounding a water core hosting a drug, and they range in size 
from a minimal diameter of 30 nm to several microns [40]. Their advantage lies 
in their versatility: they have the capacity to carry diverse cargo; have proven to 
be stable in blood circulation; and they have on-demand drug release in response 
to intracellular or external stimuli [41–43]. Dendrimers, on the other hand, are the 
main polymeric architectures that are used in nanomedicine [40]. They are a unique 
class of repeatedly branched polymeric molecules with a nearly perfect 3-dime-
sional geometric pattern. Dendrimers range in size, and can be as small as 1.9 nm 
for a first generation dendrimer and 4.4 nm for a fourth generation dendrimer [44], 
where the generation number refers to the number of repeating branching units that 
are added during its synthesis. In addition, their chemistry permits several modifica-
tions to incorporate certain imaging agents, targeting ligands, and other components 
to increase tumor specificity.

Versatile Surface Chemistry

A number of different modifications to the surface of NPs facilitate specific target-
ing, such as to a tumor. These modifications complement the core of the NP and 
create a highly amenable platform for nanocarrier design.

Polyethylene Glycol

PEG, a coiled polymer that is made up of repeating ethylene ether units, is typically 
added to the surface of any NP that is injected intravenously for tumor-targeting, 
as PEG assists in extending the circulation time of NPs in vivo. To increase steric 
stability in vitro (in buffers, for storage), and in vivo (longevity in biological cir-
culation), the FDA-approved protective layer can be formed on the outer surface 
of NPs made from the hydrophilic PEG polymer layer, as solubility in buffer or 
serum increases due to the ethylene glycol subunits [45]. In addition, PEG prevents 
NP uptake by macrophages and the reticuloendothelial system (RES), and inhibits 
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their interaction with plasma proteins by reducing charge-based interactions that are 
typical of proteins or other small molecules [41, 45–47]. PEG is often the material 
of choice because it demonstrates increased hydrophilicity and flexibility [48]. The 
size and density of the PEG layer greatly influences NP circulation time and accu-
mulation in tumors [40,45].

NP type is the most important consideration for stability and circulation time in 
vivo, and it is most affected by factors such as size, composition, and charge of the 
nanoplatform [45]. For example, NPs with positive surface charges and diameters 
> 100 nm are rapidly cleared from the body despite careful strategies in PEG modi-
fication. In addition, PEG modification strategies vary between different NP types; 
PEG types suitable for liposomes cannot be successfully used for solid, metal-based 
NPs, as liposomes mimic naturally-occurring entities that circulate throughout the 
body better than other NP types, and therefore, require less strict PEGylation pro-
cedures [45]. As a result, liposomes are the most widely studied PEG-modified NP 
platform to date [45]. PEG-lipid conjugates can be incorporated into the lipid film 
of liposomes by several methods: during hydration of the liposome, PEG polymers 
can be incorporated directly into its lipid film; post-conjugation, which involves 
functionalized PEG being covalently attached to the pre-formed NP; and post-in-
sertion, which requires that the pre-formed liposome be incubated with PEG-lipid 
conjugates in aqueous solution, resulting in micellar formation of the PEG-lipids 
due to the amphiphilic nature of PEG, and their subsequent insertion into the lipo-
somes [49, 50].

Inorganic NPs, on the other hand, are subject to different methods of coating the 
NP surface with the layers necessary for colloidal stability. The NPs are frequently 
co-precipitated with a multitude of polymers or cross-linked polymers, which en-
hances the NPs monodispersity [51]. IONPs have been successfully coated with 
dextran, albumin, and PEG (MW 5000) for improved biocompatibility, which re-
sulted in an improved t1/2 by up to 200 min [51–53]. Gold NPs, on the other hand, 
are better suited for PEG grafting; thiol-PEG, bifunctional PEG, and sulfydrylated 
PEG have all been used in coating the NP surface for improving colloidal stability 
and biocompatibility [54]. In addition, PEG bidentate ligands (PEG-thioctic acid 
and PEG-dihyrolipoic acid) were recently shown to significantly improve the stabil-
ity in biological media of both QDs and gold NPs [55]. Unfortunately, the effects 
of the size of PEG and the density of a layer are still unknown for inorganic NPs, 
particularly with respect to NP kinetics and accumulation in tumors, as inorganic 
NPs are significantly smaller than lipid-based NPs.

The efficiency of a PEG layer in improving steric stability of the NP depends on 
the arrangement of the individual PEG polymers on the NP surface [56–59]. PEG 
molecules are made up of one end that attaches to the NP surface (designated R1), 
while the other distal terminal end interacts with the solvent environment (desig-
nated R2). A number of ethylene glycol residues complete the space between R1 
and R2 to create PEG of varying lengths. Poor PEG organization can impede NP 
interaction and uptake by tumor cells. While a denser PEG layer is achieved by 
incorporating a greater number of PEG-lipids, NPs bear a maximum molar per-
centage of PEG-lipids that can be incorporated into their lipid layer before their 
effects become unfavorable. For example, liposomal membranes are held together 
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by non-covalent bonds, which can cause the PEG-lipid conjugates to become dis-
sociated from the lipid layer when PEG densities are not ideal [40]. Similarly, PEG 
conformation is important for it to carry out its proper function of increasing the 
NPs retention time by preventing its interaction with plasma proteins. A brush-
like conformation, which occurs when the distance between the individual PEG-
lipids, D, is less than the volume that each flexible PEG polymer cloud occupies, 
more commonly referred to as the Flory dimension, Rf, (D < Rf) is superior to the 
mushroom configuration, which occurs when the opposite is true (D > Rf) [60–63]. 
Therefore, increasing the concentration of PEG-lipids increases the PEG density, 
which subsequently decreases the distance, D, between each PEG molecule, and 
ultimately results in the PEG chains adopting the undesired mushroom shape. The 
brush configuration, which is a more linear conformation than the mushroom con-
figuration, and therefore, allows for denser polymer coatings, is preferred because 
it produces greater protein repulsion and results in a longer circulation time [64].

Targeted Ligands

A targeting moiety can be added onto the surface of a NP to enable the selective 
recognition of the target of interest, such as a tumor cell. Without a targeting ligand 
on its surface, NPs are only able to recognize and interact with cell membranes 
non-specifically; such interactions can be insignificant when the surface of the NP 
is covered with PEG.

Cancer cells exhibit many of the same characteristics as healthy cells, which 
poses as a major difficulty in targeting these unhealthy cells with specificity. Thus, 
ligands are designed to target receptors that may be highly over-expressed on tumor 
cells, but that are often less prominently expressed on normal cells. The targeting 
layer, which is the most peripheral component of the NP, interacts primarily with 
cell membranes, and therefore, must exhibit the right conformation and a high af-
finity for its specific target in order to interact and possibly be internalized by the 
cell. Consequently, it is important that ligands be conjugated onto NPs in the most 
favorable way that allows them to preserve their high affinity for their targeting 
receptors.

Targeting moieties such as antibodies (full and fragmented), peptides, small mol-
ecules, and aptamers, have all been proven to facilitate NP targeting of cancer cells. 
For example, antibodies against receptors known to be over-expressed in tumors, 
such as the HER-2 receptor, transferrin receptor or epidermal growth factor receptor 
(EGFR), can be attached to NPs to provide cancer targeting. Similarly, small pep-
tides with receptor specificity can be added onto NPs for targeting. For example, the 
arginine-glycine-aspartic acid (RGD) peptide, which has a high affinity for αvβ3 in-
tegrin receptors over-expressed on angiogenic vasculatures, is a common example 
of a short peptide sequence used to functionalize NP surfaces. Specific examples of 
these and other targeting approaches will be discussed in the subsequent sections on 
imaging and therapy.

Successful receptor targeting generally requires that ligands be affixed to the 
end of the PEG spacer. The purpose of the PEG spacer is to provide distance  
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between the solid NP platform and the targeting ligand, thereby providing the ligand 
with space and flexibility to interact with its receptor. In addition, the PEG chain 
length is an important consideration for effective targeting. A PEG spacer that has a 
longer chain than the PEG layer already present for improved colloidal stability can 
cause the ligand attached to its end to become buried within it, as it folds over to 
form a mushroom-like shape, rather than maintain its brush conformation [65]. As 
mentioned previously, the brush conformation is the desired configuration for PEG 
attached to a NP’s surface, as it permits the ligand to extend past the NP core, and 
to better interact with proteins on the cellular membrane. Thus, ligands attached to 
long-chained PEG spacers are at risk of being less exposed to their target receptors 
than without the PEG spacer. For this reason, the ligand-conjugated PEG spacer 
should be of the same length as the non-conjugated free PEG chains.

While the presence of a PEG spacer improves targeting efficiency, the concentra-
tion of surface ligands is also important in the design of a targeting probe. A higher 
concentration of ligands attached to the surface of a NP is intuitively thought to in-
crease the probability of interacting with and targeting receptors on cancer cells due 
to the positive effects of multivalency. However, the opposite may also be true, as 
higher concentrations of ligands may crowd out and negate the stabilizing effects of 
PEG, resulting in poorer NP delivery to the site of interest. NPs functionalized with 
high concentrations of ligands have been shown to accumulate in the liver and the 
spleen at faster rates and in higher concentrations than those NPs whose surfaces are 
conjugated with lower concentrations of ligands [66]. In addition, NPs with higher 
ligand densities localize in lower concentrations in tumor cells [66]. This indicates 
that high concentrations of non-PEG structures, such as targeting ligands, on NPs 
oppose the stabilizing effects of the PEG layer, and permit the unwanted recognition 
of those NPs by spleen-associated macrophages and plasma proteins.

Nanoparticles for Cancer Imaging

Many imaging modalities may be used to detect metastatic cancer and the use of 
NPs may improve the sensitivity and specificity for cancer imaging. Various nano-
platforms are available that allow for interaction with cancer biological targets ei-
ther on the surface of or inside cells. Some NPs exhibit properties that provide them 
with intrinsic imaging capabilities, while others require surface functionalization in 
order for them to be used as imaging agents.

Molecular Imaging

Molecular imaging is a non-invasive method of characterizing biological processes 
and measuring their changes at cellular and molecular levels. In nanomedicine, 
NPs decorated with targeting ligands, imaging labels, or therapeutic drugs can be 
monitored in real-time as they move through a biological organism, and therefore, 
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provide a comprehensive understanding of the delivery, administration, and effects 
of a drug nanocarrier. A number of different imaging modalities exist for use with 
NPs, and each of which depends upon different surface modifications (Fig. 10.1).

Optical Imaging

Optical imaging is a technique used to characterize a biological system using non-
ionizing radiation and the spectral properties of photons. Most commonly, fluores-
cence is utilized, whereby excitation light is directed to the target of interest and the 
emission light is collected at a shifted wavelength, which produces an image. The 
benefit of using optical imaging is that it reduces patient exposure to harmful radia-
tion, and is therefore, a safer method of imaging tumors. In addition, it produces 
images faster, and can therefore be applied to lengthy and repeated procedures to 
monitor the progression of a particular disease. On the other hand, optical imag-
ing is limited by poor tissue penetration, and therefore, the imaging information is 
surface-weighted [67]. As a result, the imaging modality is generally not quantita-
tive, and is used almost entirely to examine shallow lesions, and subcutaneous or 
surgically exposed tumors [23, 67].

Fig. 10.1  A schematic illustration of the different nanoplatforms used for multimodality imaging. 
Tools used for imaging are attached to the nanoparticle core through a linking molecule, such as a 
spacer, peptide linker, or antibody
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QDs are the most well studied platform for optical imaging applications. Their 
natural fluorescence in two spectral windows at near-infrared wavelengths, 700–
900 nm 1200–1600 nm [68], enables them to be used as a direct measure of bright-
ness, and therefore, provides them with the potential to be a superior near-infrared 
fluorescence (NIRF) imaging probe. The use of QDs in vivo requires that they reach 
their specific target of interest without alteration; therefore, their surfaces are often 
outfitted with a variety of targeting molecules that assist in their delivery. However, 
specific targeting and imaging with QDs is difficult due to their relatively large size 
(> 20 nm in hydrodynamic diameter) and their short circulation half-life. In one 
report, the size of QD705-RGD (approximately 20 nm in diameter) prevented ef-
ficient extravasation, and thus, mainly targeted tumor vasculature instead of tumor 
cells [69].

Specific targeting with QDs in vivo is possible by functionalizing their sur-
faces with peptides as targeting ligands, and the peptide-conjugated QDs can sub-
sequently be tracked and imaged [70]. Cai et al. has studied QDs for biomedical 
applications extensively, and demonstrated the in vivo targeted imaging of tumor 
vasculature using QDs [69]. One of the most common examples of tumor-targeting 
with QDs is the use of the tripeptide sequence RGD to target integrin αvβ3, a cell 
adhesion molecule that is over-expressed on activated endothelial cells of tumor 
neovasculature and some tumor cells but that has limited expression on mature en-
dothelial cells [71]. Studies performed by Cai et al. showed that peptides containing 
RGD that were conjugated to QD705, which has a maximum emission at 705 nm, 
were able to bind integrin αvβ3 specifically with high affinity in vitro and ex vivo, 
and that imaging with NIRF was successful [69].

In addition to peptide-conjugated QDs, antibodies can be conjugated to the NPs 
to create a nanoplatform that targets tumor cells specifically. A study by Yu et al. 
revealed that an anti-alpha-fetoprotein antibody, a marker for hepatocellular carci-
noma cell lines, could be added to QD surfaces and be used to image tumors in vivo 
[72]. Tada et al. used high-resolution intravital confocal fluorescence microscopy to 
monitor tumor targeting by antibody-conjugated QDs in real-time [73]. The study 
demonstrated that vascular transport, extravasation, binding to cancer cells, and 
cellular internalization in a living mouse could be observed at a single NP level 
[73]. In addition, quantitative determination of nanocarrier transport kinetics was 
possible, which enabled the rate-determining step of nanoparticle drug delivery to 
be identified [73].

Radionuclide-Based Imaging

Radionuclide-based imaging, also commonly referred to as nuclear imaging, in-
cludes single photon emission computed tomography (SPECT) and positron emis-
sion tomography (PET). It uses internal radiation that is introduced through a tar-
geted molecule that is labeled with a radioisotope at doses far below those that may 
cause pharmacologic effects. Nuclear imaging offers greater sensitivity than other 
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imaging modalities with no tissue penetration limits [74], and it is quantitative. 
Greater sensitivity from nuclear imaging is the result of advancements in hardware 
development and improvements in image-processing algorithms [75]. However, de-
spite its clear advantages, the disadvantage is that both SPECT and PET result in 
lower resolution images than other modalities. For this reason, radiolabeled NPs are 
used almost exclusively for studying pharmacokinetic properties of new devices or 
nanoparticle vehicles [76]. Most radiolabeled NPs are made up of a core, a targeting 
biomolecule, and the radioisotope. The most commonly employed radioisotopes 
used with NPs for PET imaging are 18F (t1/2 = 109.8 min), 68Ga (t1/2 = 68.1 min), and 
64Cu (t1/2 = 12.7 h), and those used in SPECT imaging are 99mTc (t1/2 = 6 h), and 111In 
(t1/2 = 2.8 days).

PET Imaging

64Cu-labeled NPs

To this point, QDs, IONPs, single-walled carbon nanotube (SWNT) and gold NPs, 
have all been radiolabeled with 64Cu ligands for PET/MRI or PET/NIRF imaging 
[77]. Combining two different methods of imaging permits the same molecular tar-
get to be imaged in order to obtain additional information, such as anatomical and 
molecular information, which would not normally be achieved by a single modality. 
Thus, the combination of modalities used to study the same target enhances diag-
nostic accuracy due to improved sensitivity and greater resolution [77].

QDs have recently been reported for use as a PET/NIRF probe. QDs have been 
conjugated with the RGD peptide sequence and 1,4,7,10–tetraazacyclodocecane-N, 
N’N’’, N’’’-tetraacetic acid (DOTA) chelator for integrin αvβ3 imaging, as well as 
with VEGF and DOTA for VEGF imaging [78, 79]. In both cases, a strong cor-
relation between the in vivo PET images obtained and the ex vivo NIRF images of 
uptake of both the 64Cu-DOTA-QD-RGD and 64Cu-DOTA-QD-VEGF probes was 
observed. In addition, it was demonstrated that the 64Cu-DOTA-QD-RGD probe 
targets the tumor vasculature through RGD-integrin interaction, and with little ex-
travasation [78]. It was concluded that this dual-modality probe is superior to solely 
using optical imaging, as there was little observed toxicity and as it was able to 
overcome the tissue penetration limits found in optical imaging.

IONPs have magnetic properties that have allowed them to be extensively em-
ployed as direct contrast agents in MRI. A dual-modality PET/MRI probe, 64Cu-DO-
TA-IONP-RGD (diameter 45 ± 10 nm), was created to image integrin αvβ3expression 
[80]. Each IONP probe was made up of 35 RGD peptides and 30 DOTA chelators 
[80]. In addition, superparamagnetic iron oxides (SPIO) were functionalized with 
cRGDfC and 1, 4, 7-triazacyclononane-N, N’, N’’-triacetic-thiol and labeled with 
64Cu, resulting in strong tumor-targeting capability and tumor contrast in U87MG 
cells when imaged by PET/MRI [81].
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The biodistribution of SWNTs functionalized with PEG-DOTA, RGD, and sub-
sequently labeled with 64Cu was studied by Liu et al. (2007) by PET, ex vivo biodis-
tribution, and Raman spectroscopy. The results indicated that these SWNT probes 
were highly stable in vivo, and that when efficiently PEGylated, they have a rela-
tively longer circulation half life (~ 2 h) and are subject to lower uptake by the RES 
[82]. In addition, it was found that the 64Cu-DOTA-PEG-SWNT-RGD probe was 
able to target integrin αvβ3-positive tumors in mice with high efficiency, resulting 
in high tumor accumulation (~ 7 % at 1 h) and that there was limited retention in the 
kidneys and efficient renal clearance [82].

18F-labeled NPs

Fluoride-18 is the most widely used PET isotope and numerous examples of 
18F-labelled NPs have been reported. Devaraj et al. synthesized and studied a modi-
fied 18F-labeled trimodal IONP (18F-CLIO). The particles were made up of a SPIO 
core shell that was cross-linked with dextran molecules, and functionalized with 
18F in high concentration by means of azide-alkyne cycloaddition click chemistry. 
In vivo characterization of the probe determined that it was suitable for PET, NIRF, 
and MRI. When applied for in vivo PET/MRI imaging of lymph nodes for cancer 
metastasis detection, the probe was able to identify small lymph nodes as well as the 
precise anatomical information [83]. Analogously, Jarrett et al. designed a probe us-
ing IONPs coated with dextran sulfate that could be labeled with 18F for PET/MRI 
to target vascular inflammation [84].

Recently, Zhu et al. reported on 18F-labeled gold NPs that were also modified 
to contain PEG chains and thus have improved water solubility suitable for in vivo 
use [85]. Through the addition of the cyclic peptide octreotate, this NP system has 
potential for imaging of neuroendocrine metastasis by targeting the somatostatin 
receptor.

SPECT Imaging

Integrin αvβ3, which is a marker of angiogenic vascular tissue, has been targeted 
and imaged with 99mTc-labeled RGD peptides conjugated to gold NPs [86]. Specifi-
cally, binding assays performed in C6 glioma cancer cells, which overexpress αvβ3 
receptors, proved that the 99mTc-AuNP-RGD specifically recognized the receptors 
[87]. The gastrin-releasing peptide (GRP) receptor, which is overexpressed in pros-
tate cancer and breast cancer, has been targeted with 99mTc-Lys3-bombesin [88, 89]. 
For example, 99mTc-AuNP-Lys3-bombesin was shown to have specific recognition 
for GRP receptors in PC3 cancer cells [90]. Studies with 99mTc- and 111In-labeled 
carbon nanotubes [91–94], 125I-labeled silver NPs [95] and 99mTc-labeled IONPs 
[96] for SPECT imaging have also been reported.
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Molecular MRI

MRI is a non-invasive method of imaging biological organisms by placing the sub-
ject in a magnetic field, and is based on the interaction of particular nuclei, such as 
protons, with one another and with molecules found in the tissue of interest [97]. 
The image that results from an MRI scan is quite detailed, and enables the differ-
ent tissues to be visualized and studied with a high degree of accuracy. Each of 
the different tissues is subject to different relaxation times after the magnetic field 
has been removed, which can produce endogenous contrast. In addition, exogenous 
contrast agents, such as gadolinium chelates, can be applied for some procedures 
in order to further increase the contrast by selectively correcting for the optimal T1 
(longitudinal) or T2 (transverse) relaxation time [98, 99]. Recently, compounds us-
ing particular NP designs have been applied as novel contrast agents, as they have 
larger relaxivities, such as paramagnetic gadolinium-containing liposomes/micelles 
and SPIO nanoparticles [98, 100]. Unlike radionuclide-based imaging, MRI has 
the advantage of not using radiation to arrive at an image as well as a higher spa-
tial resolution. However, it is less sensitive than other modalities, which can only 
be partially corrected for by working at higher magnetic field strengths, applying 
exogenous contrast agents, and/or imaging for a longer period of time. The need 
for a high concentration of a targeted MRI contrast agent in order to provide mean-
ingful signal, gives the potential for a pharmacological response to the agent and 
additional care must be taken in the toxicological evaluation of the imaging agent 
during development.

Non-Targeted MR Contrast Agents

Iron-oxide nanoparticles (IONPs) are one of the most common nanoplatforms used 
as MR contrast agents. They have been shown to be detectable at such low con-
centrations that single-particle detection has been proven effective [101, 102]. In 
addition, non-targeted IONPs are usually used to image the liver [103, 104], the 
spleen [105, 106], and the lymph node [107, 108] because their small size causes 
them to be nonspecifically taken up by the RES [109], and to accumulate in lym-
phatic tissue, which surrounds those organs. Furthermore, IONPs have been found 
to accumulate in tumors due to the leaky vasculature that arises at tumor sites, and 
therefore, they have been used to image brain tumors successfully [110]. Another 
important approach to creating NPs for MRI is to incorporate gadolinium onto the 
surface of the NP through the addition of a metal chelator. For example, Milne et al. 
reported a water soluble AuNP functionalized with Gd-DOTA metal complexes and 
found this nanoplatform to be suitable for preclinical in vivo MRI [111]. In addi-
tion, chemical exchange saturation transfer (CEST) is believed to be a promising 
approach for MRI contrast. Endogenous or exogenous compounds containing ex-
changeable protons or molecules, such as amide, amine, or hydroxyl groups, are 
selectively saturated and subsequently detected with enhanced sensitivity [112, 



A. M. N. Hauser-Kawaguchi and L. G. Luyt  222

113]. For example, Castelli et al. created liposome-based CEST probes, which when 
stimulated by endogenous (variation in pH) and externally applied (nonfocused ul-
trasound) stimuli, successfully imaged the selective release of material from the 
nanoparticle [114].

Molecular MRI of Integrin Expression

The most well studied target of molecular MRI is integrin αvβ3 [115–117]. The first 
study in which integrin αvβ3 expression was imaged by MRI used antibody-coated 
paramagnetic liposomes that contained Gd3+ ions [118]. Paramagnetic liposomes 
coated in LM609, a mouse anti-human integrin αvβ3 monoclonal antibody, were 
targeted to the angiogenic vasculature of squamous cell carcinomas in rabbit [118], 
resulting in successful imaging by molecular MR.

Integrin αvβ3-targeted magnetic NPs have been shown to improve imaging sen-
sitivity and quality by increasing MR signal significantly. For example, when used 
to image a Vx-2 squamous cell carcinoma model at 1.5T, MR signal improved in 
the tumor periphery at 2 h post-injection [119]. Interestingly, these NPs were able 
to enter into the leaky tumor neovasculature, but did not reach the interstitium. In 
another model, athymic nude mice with human melanoma xenografts were success-
fully imaged using αvβ3 integrin-targeted paramagnetic NPs [120].

Molecular MRI of Other Targets

NP size and magnetic properties are important characteristics that influence MR 
signal. A comparison was made between two types of NPs, manganese-doped mag-
netism-engineered iron oxide (MnMEIO) and cross-linked iron oxide (CLIO), both 
conjugated with trastuzumab, an anti-HER2 monoclonal antibody [121, 122]. Flu-
orescent-activated cell sorting analysis was performed and demonstrated that both 
NPs had similar targeting abilities in vitro. However, MnMEIO was found to be far 
superior in imaging small HER-2 positive tumors implanted in mice than CLIO. It 
is believed that the reasons for CLIO-trastuzumab conjugates resulting in lower MR 
contrast enhancement when compared to conjugates with MnMEIO are two-fold: 
CLIO is a larger particle than MnMEIO, and therefore, leads to poorer extravasation 
from the leaky tumor vasculature, and also it has poorer magnetic properties, which 
hinders MR contrast significantly, especially at low concentrations [121, 122].

In many studies to date, ex vivo analyses have not been performed to deter-
mine if the targeted NPs are actually targeting the desired tumor vasculature and/
or cells, or if they are accumulating nonspecifically in the interstitial space. Due to 
the large overall size of the targeted IONPs (> 20 nm in diameter), which includes 
surface polymer coating and targeting ligands, they tend to travel as far as the vas-
culature. However, with the development of smaller NPs bearing longer circulation 
times, NPs used as MR contrast agents are showing improved extravasation from 
the leaky tumor vasculature. In addition, surface conjugation with peptides or small 
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molecules instead of antibodies may also improve the ability of these NPs to reach 
their target, due to the possibility of modifying the NP surface with more targeting 
ligands, while maintaining a smaller overall size. However, the primary issue that 
arises when imaging with MR is inherent low sensitivity. Therefore, the ideal NP 
design would be a MR contrast agent that provides improved imaging sensitivity 
and that has a targeting mechanism for tumor specificity.

Multimodality Imaging

Each individual imaging modality has its strengths, and therefore, is used for spe-
cific applications; however, no single modality is perfect or capable of sufficiently 
gaining all of the necessary information. Therefore, multimodality imaging exists 
and has been used extensively to study the movement of engineered NPs in vivo. A 
single NP that has been functionalized at its surface can be imaged using different 
modalities. For example, Xie et al. developed a triple functional IONP probe for 
use with PET imaging, NIRF imaging, and MRI [123]. In this study, IONPs were 
modified with dopamine to provide them with moderate polarity, and they were 
subsequently inserted into human serum albumin (HSA) matrices. The HSA-IONPs 
were then labeled with Cy5.5 dye and 64Cu DOTA chelates to be used as imaging 
agents using NIRF and PET, respectively. The inherent magnetic property of IONPs 
enables them to serve as contrast agents in MRI. Thus, the trimodality probe was 
developed and its pharmacokinetics were investigated in xenograft U87MG tumors 
(Fig. 10.2). The combination of multiple imaging modalities within a single nano-
platform offers synergistic advantages over a single modality alone, as it is possible 
to gain more detailed and accurate information from the resulting image.

Fig. 10.2  In vivo optical-PET-MR trimodality imaging of IONP probe after 1, 4, 18 h post-injec-
tion in a mouse model. a in vivo NIR image of mice. b in vivo PET images of mice. c in vivo MR 
images of mice acquired pre-injection and 18 h post-injection. White arrows indicate xenograft 
U87MG tumors. Reproduced with permission from Xie J, Chen K, Huang J, Lee S, Wang J, Gao 
J, Li X, Chen X (2010) PET/NIRF/MRI triple functional iron oxide nanoparticles. Biomaterials 
31(11):3016–3022. Copyright © 2010, with permission from Elsevier
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Targeted Cancer Therapy

Upon administration to a patient, classical anticancer agents are dispersed through-
out the whole body and are unable to distinguish between normal cells and tumor 
cells. Therefore, the unwanted delivery of an anticancer drug to healthy cells can 
result in significant adverse effects and toxicity. In addition, rapid clearance from 
the body, enzyme degradation, nonspecific delivery of the drug, and suboptimal ac-
cumulation of the drug in the targeted tissue require that the dosage of the drug be 
increased significantly, which is neither economical nor medically safe, as it leads to 
further adverse effects and systemic toxicity. Nanomedicine presents an improved 
approach to administering anticancer therapeutics, as it is able to provide a targeted 
mechanism for cancer therapeutics and a controlled release of a therapeutic. Those 
nanoparticles that are capable of drug loading, and that have optical, magnetic, or 
photothermal properties, provide a strong framework for therapeutic treatment.

Drug Delivery

Currently, a number of different nanoplatforms exist for use as drug delivery ve-
hicles. They each have a different architecture, and are of different sizes, shape, and 
material. As a result, they have different drug loading capabilities (by encapsulation,  
surface attachment, or entrapment), drug release rates, targeting abilities, and vary 
in their in vivo stability. The use of nanoparticles as drug delivery systems is highly 
advantageous. Firstly, their submicron size allows them to penetrate across barriers 
into small cells, thereby enabling them to arrive and accumulate at the target site. 
As a result, toxic side effects in nonspecific areas of the body are reduced [124]. In 
addition, NPs offer a scaffold for targeted delivery of a drug, as its surface can be 
modified with stabilizing and targeting molecules. Furthermore, NPs are often used 
because they offer superior drug stabilization in the body, including improved bio-
availability, increased aqueous solubility, decreased degradation, and are capable of 
producing a prolonged release of the drug. This chapter focuses on only a few of the 
nanoplatforms currently being employed.

Polymer-Based Drug Nanocarriers

Polymer-based drug nanocarriers include polymeric NPs, micelles, and dendrimers. 
Depending on how the nanoplatform is prepared, the drug can either be physically 
entrapped inside, or covalently bound to the NP surface, producing structures that 
are capsules (polymeric NPs), amphiphilic cores (polymeric micelles) or hyper-
branched structures (dendrimers) [125].
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Polymeric NPs

The use of biodegradable materials in polymeric NP preparations is a strategic 
means of allowing sustained drug release at the target site for a longer duration. 
For example, biodegradable NPs prepared from D, L-lactide co-glycolide (PLGA) 
and polyactide have been studied for drug delivery [15, 126]. Recent studies have 
been done using NPs formulated with paclitaxel. For example, paclitaxel-loaded 
PLGA NPs demonstrated greater and sustained anti-proliferative activity in HeLa 
cells [127]. In this study, PLGA NP-encapsulated paclitaxel was shown to be a 
promising controlled drug-delivery system after they were found to increase apop-
tosis of HeLa cells. In addition, the use of naturally occurring polymers, such as 
albumin, chitosan, and heparin, has been explored as drug conjugates for the de-
livery of oligonucleotides, DNA, protein, and drugs. For example, NP serum albu-
min-bound paclitaxel (Abraxane) has been used in the clinic in order to treat meta-
static breast cancer, non-small cell lung cancer and metastatic adenocarcinoma of 
the pancreas [33].

Polymeric Micelles

Polymeric micelles are made up of a hydrophobic core, which houses hydrophobic 
drugs, and a hydrophilic shell, which stabilizes the structure and enables their in-
teraction with the liquid environment surrounding the micelle structure. As a result, 
they are water-soluble, and are ideal for the delivery of water insoluble drugs by 
intravenous injection [128, 129]. Drugs can be loaded by either physical encapsula-
tion [130] or covalent attachment [131]. Polymeric micelles formulations of pacli-
taxel have recently been studied. PEG-poly(D, L-lactide)-paclitaxel (Genexol-PM) 
is a cremophor-free micelle-formulated paclitaxel, which has been applied in phase 
I and pharmacokinetic clinical trials in patients with advanced refractory malignan-
cies [132]. It is believed that multifunctional polymeric micelles that contain target-
ing ligands as well as imaging and therapeutic agents will become an important 
model of micellar formulations [133].

Dendrimers

Dendrimers are treelike structures that are made up of multiple perfectly branched 
polymeric monomers emerging from a central core. Dendrimers bear advanta-
geous properties for drug delivery, including monodisperse size, ease of surface 
functionality, multivalency, water solubility, and drug-loadable central core [44]. 
Dendrimers are a multifunctional platform, as their surfaces can be conjugated with 
several molecules, including imaging agents, targeting ligands, and therapeutic 
drugs [44]. An early example of dendrimers in drug delivery involved complex-
ing cisplatin (Fig. 10.3a), an antitumor drug, to the surface of a polyamidoamines 
(PAMAM) dendrimer, which resulted in slower release and higher accumulation in 
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solid tumors, and lower toxicity when compared with the free drug [32]. Doxoru-
bicin has been covalently attached to a poly(ethylene oxide)-dendrimer through a 
hydrazine linkage, allowing for release of the drug in the more acidic environment 
of lysosomal compartments [134].

Lipid-Based Drug Nanocarriers

Liposomes

Liposomes may be classified by the number of bilayers they have—unilamellar 
systems have an aqueous core for encapsulation of water-soluble drugs, and multi-
lamellar systems encapsulate lipid-soluble drugs. Liposomal anticancer drugs were 
the first to gain approval for use in cancer therapy, and are typically applied in the 
multilamellar system for the transport of lipid-soluble drugs. For example, liposo-
mal formulations of the anthracyclines doxorubicin, which can be either PEGylated 
(Doxil in the United States and Caelyx outside of the United States) or non-PE-
Gylated (Myocet), and PEGylated liposomal daunorubicin (DaunoXome) are ap-
proved for the treatment of metastatic breast cancer [30, 28, 135]. After extravasa-
tion, Doxil liposomes disintegrate and doxorubicin is released. It has been reported 
that the drug accumulation is 10 fold greater in tumor tissue when delivered by a 
targeted NP than when it is administered on its own by conventional methods [136]. 
DaunoXome demonstrated delayed opsonization and avoided rapid RES clearance, 
resulting in increased plasma circulation [137].

Metal-Based Drug Carriers

Gold Nanoparticles

Gold NPs can be synthesized as very small particles (2–50 nm in diameter), which 
enhances their ability to carry higher drug dosages due to their relatively large surface  

Fig. 10.3  Chemical structures for three chemotherapeutic drugs commonly administered with 
nanoparticles
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area-to-mass ratio. Gold NPs also offer a number of advantages for cancer therapy, 
including simple and reliable methods of synthesizing the NP, easy functionaliza-
tion by various biomolecules due to their negative surface charge, biocompatibility, 
and low toxicity (if greater than 3 nm in diameter) [21]. In drug delivery, gold NPs 
conjugated with oxaliplatin were synthesized and studied by Brown et al. and shown 
to enhance cytotoxicity in all cell lines that were tested, and to penetrate the nucleus 
in lung cancer cells [138]. In addition, functionalized gold NPs have demonstrated 
efficient drug delivery to drug-resistant tumor cells when 3-mercaptopropionic acid 
capped gold NPs efficiently delivered drugs to drug-resistant leukemia K562/ADM 
cells [139]. Thus, functionalized gold NPs are a potential platform to inhibit multi-
drug resistance in targeted tumor cells.

Other Methods of Drug Delivery

Image-Guided Drug Delivery

Drug delivery vehicles must be able to successfully accumulate in the tumor at 
concentrations above a therapeutic threshold, and be distributed evenly throughout 
the tumor. However, a challenge in drug delivery arises when several of its funda-
mental determinants, including vessel density, permeability, and expression of the 
tumor markers, differ among tumor regions, disease stages, and in patients. For 
this reason, imaging tools can be used to guide drugs to the targeted site, enabling 
individualized treatment.

Image-guided drug delivery is used to monitor the biodistribution, blood circula-
tion, and tumor accumulation of administered drugs, resulting in greater knowledge 
of a tumor’s response to treatment. To accomplish this, drugs are loaded onto or into 
NPs that can be used for medical imaging purposes. SPIOs are a popular choice, 
as they offer excellent MRI contrast and biocompatibility, and can be easily loaded 
with chemotherapeutic drugs, such as doxorubicin and paclitaxel [133, 140–142] 
(Fig. 10.3b). Dextran-coated SPIOs conjugated with siRNA, and with a NIR dye, 
Cy5.5, attached have also been employed to image in vivo siRNA delivery using 
MRI/NIRF dual modality imaging [143].

Magnetic Drug Targeting

Magnetic NPs act like nanosized magnets, and therefore, experience a force when 
placed in a magnetic field. The force depends on the magnetic moment of the NP 
and the gradient of the magnetic field [144]. Therefore, by carefully planning the 
conditions of the magnetic field, magnetic NPs that carry anticancer drugs can theo-
retically be guided towards the tumor [145, 146].

The first use of magnetic targeting in vivo was carried out with magnetic albumin 
microspheres in the 1970s, in which magnetite particles of 10–20 nm diameter were 
clustered with albumin [147]. In the early 1980s, the same magnetic particles were 
used to deliver doxorubicin (Fig. 10.3c) to Yoshida sarcoma tumors in a rat model, 
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and resulted in complete remission of the disease [148]. In addition, MTC-DOX, 
another magnetic microparticle, proved successful in animal models; however, it 
failed to reach clinical trials in 2004 [149]. Studies were later refocused to involve 
magnetic NPs of < 10 nm diameter, as they offer superior biocompatibility, biodis-
tribution, and deeper tumor penetration than microparticles. A number of magnetic 
NPs, including micelles, liposomes, and SPIOs, have been reported to have success-
ful magnetic targeting of chemotherapeutic drugs to tumor sites in animal models 
[140, 150].

Thermal Therapy

Cancer cells are more vulnerable to treatment at elevated temperatures, as local 
heating is able to increase tumor vasculature extravasation of drug carriers. For this 
reason, combining chemotherapy treatments with thermal therapy is believed to 
provide a synergistic effect for cancer intervention [151]. Metal NPs, such as gold 
NPs, and those NPs with magnetic properties, are highly effective for thermal thera-
pies, and are also suitable for loading drugs into their interior, thereby providing the 
benefit of both drug-delivery and thermal therapy combinations [151].

As heat can potentially degrade the anticancer drug, or the NP itself, controlled 
drug release is important for thermal therapy. The drug molecule is stored in a heat-
responsive structure, which triggers the slow release of the drug at the target site 
when local heating is exerted. Hu et al. demonstrated that local heating of NPs made 
up of magnetite and silica cores in an oscillating magnetic field was able to break 
the magnetic shell, releasing the drug molecule at the tumor [152]. Thomas et al. 
further reported the rapid release of the anticancer drug, doxorubicin, from zinc-
doped iron oxide nanocrystals encapsulated in mesoporous silica under focused hy-
perthermic conditions [153].

Avoiding the Reticuloendothelial System (RES)

Unmodified NPs typically demonstrate short circulation times in the body due to 
their small size and surface properties. They are generally removed from circula-
tion by the RES, with the greatest accumulation in the liver, spleen, and lungs [13]. 
In order to extend circulation times, NPs should be as small as possible; studies 
have demonstrated that NPs of 100 nm in diameter or less have the longest circula-
tion times. In addition, NPs with hydrophilic surface coatings have been shown to 
remain in the circulatory system longer than those that are more hydrophobic. Hy-
drophilic polymers placed at the NP surface, such as PEG (described in Sect. 3.2.1), 
are able to repel plasma proteins and other blood macrophages [154]. Unlike hydro-
phobic NPs, which are the prime targets of the RES, hydrophilic NPs were revealed 
to have less than 1 % uptake by the spleen and liver, with 8–10 % still circulating in 
blood 8 h post-injection [155].
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Passive Targeting

While normal tissue vasculature is lined with endothelial cells that are tightly 
aligned, which prevents extravasation of NPs, tumor vasculature grows at an uncon-
trollable rate and the endothelial cells that line it adopt an abnormal shape, resulting 
in a leaky and imperfect architecture that is hyperpermeable to small particles 
[156–159]. In addition, tumor vessels exhibit poor lymphatic drainage, which when 
coupled with rapid vascularization, results in the preferential accumulation of NPs 
in the tumor interstitial space. This concept is referred to as the enhanced perme-
ability and retention (EPR) effect. The EPR effect is the primary means of carrying 
out passive NP tumor targeting, as it facilitates the movement of macromolecules, 
such as drug-loaded NPs, into tumor tissues.

Active Targeting

Active targeting differs from passive targeting in that it does not rely on the natural 
accumulation of particles at the desired tumor site. Instead, targeting is achieved by 
functionalizing the particle surface with a targeting moiety that facilitates its deliv-
ery to the site of interest. Thus, active targeting is based on the specific interactions 
of a ligand to a receptor, such as antibody-antigen or peptide-receptor interactions.

Tumor-Specific Targeting

Overexpression of receptors on tumor cell surfaces makes targeting of these tumor 
environments possible. Therefore, one plausible mechanism for tumor cell targeting 
is through the conjugation of specific ligands, such as antibodies, peptides, small 
molecules, etc., onto the surfaces of NPs to recognize and selectively bind the tumor 
cell with the overexpressed receptor on its surface. However, targeting effectiveness 
depends on the NPs ability to reach the cell surface after extravasation across the tu-
mor vasculature endothelium. Recently, it was shown that NPs with similar charac-
teristics, such as size and surface charge, can have different extravasation behavior 
in vivo [160], suggesting that there is little true understanding of conditions under 
which the extravasation of NPs occurs. For example, Smith et al. determined that 
QDs extravasate in LS174T tumors significantly better than SWNTs, while SWNTs 
extravasate better in U87MG tumors than QDs, but that neither QDs nor SWNTs 
demonstrate extravasation in xenograft SKOV-3 tumors [160]. In addition, NPs 
must overcome a number of biological barriers following extravasation, including 
high interstitial fluid pressure and a dense collagen matrix [161], and must travel 
tens to hundreds of micrometers before reaching and binding the tumor cell surface 
[162]. Thus, targeting the tumor cell surface with functionalized NPs faces many 
challenges. For example, the use of antibody targeting of lipid-based NPs dem-
onstrated greater targeting capability in vitro, but showed little improvement over 
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non-targeted NPs in reaching solid tumors in vivo [163]. However, other examples 
demonstrate successful in vivo targeting and appear to be dependent upon the NP 
platform being used and the specific targeting mechanism employed. Vapreotide 
(VAP)-modified core-shell liposome NPs targeting the somatostatin receptor and 
containing VEGF siRNA as well as paclitaxel, were reported to significantly inhibit 
tumor growth in a murine model as compared to a non-targeted control NP [164].

Targeting the Tumor Vasculature

Tumor angiogenesis is the rapid and uncontrolled formation of new vessels from 
the pre-existing vasculature. In normal tissue, the formation of new blood vessels is 
controlled by the release of anti-angiogenic molecules, such that angiogenic stimu-
latory molecules are in equilibrium with the inhibitory molecules. However, during 
tumor neovascularization, this balance is interrupted, causing the increased secre-
tion of the stimulatory molecules, and ultimately, results in the spread of new blood 
vessels that cause the tumor mass to grow uncontrollably. Consequently, tumors 
characteristically have poorly vascularized areas with large amounts of necrosis, tu-
mor vessels that are highly branched and abnormal in shape, and a leaky vasculature 
due to abnormalities and holes in the basement membrane. As a result, molecules 
are able to move more freely through the blood vessel wall into the interstitial space 
surrounding the tumor cell.

Molecules that are selectively overexpressed on the tumor vasculature that are 
involved in angiogenesis are thought to be potential targets for treatment. For ex-
ample, the VEGF/VEGFR signaling pathway is important for vasculature develop-
ment in both normal and diseased tissues [165]. Similarly, integrins, which are a 
family of cell adhesion molecules, are involved in interactions between cells and the 
extracellular matrix, and can therefore, control cell migration and survival during 
angiogenesis [166]. Therefore, recent efforts have been directed towards inhibiting 
tumor growth during angiogenesis. For example, Feng et al. developed a core-shell 
type NP co-encapsulating VEGF targeted siRNA (siVEGF) and paclitaxel, with 
VAP targeting peptides on their surface for interaction with somatostatin recep-
tors, referred to as VAP-PLPC/siRNA NPs [164]. The nanocarrier was designed to 
produce a synergistic inhibition of tumor growth due to RNA interference, which 
assists in down regulating VEGF, and the simultaneous delivery of the drug, pacli-
taxel, into cells. Their study demonstrated that the targeted NP had stronger drug 
distribution in tumor tissue and was more efficient at inhibiting tumor growth and 
neovascularization in vivo [164]. In another study, Jiang et al. showed that integrin-
mediated poly(trimethylene carbonate)-based stealth NPs, c(RGDyK)-NP, loaded 
with paclitaxel had greater tumor penetration, accumulation, and growth inhibitory 
effect than other conventional NPs [167].
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Challenges and Future Outlook

NPs have a number of potential cancer applications, particularly in personalized 
oncology, which allows the detection, diagnosis, and treatment to be tailored to each 
individual case, as well as in predictive oncology, which allows molecular markers 
to be used as guides for disease development, progression, and clinical outcomes 
[3]. Recent advances in nanotechnology have demonstrated the promise of NPs in 
cancer research, such as in the delivery of siRNA, overcoming drug resistance, and 
applications in multivalent targeting; however, there is still a great need for concen-
trated effort to improve the field and applications of nanotechnology, and to help 
guide it towards a future of increasing clinical relevance.

Drug resistance is one of the major obstacles that restricts efficient cellular de-
livery of chemotherapeutic agents. Several mechanisms exist at the cellular level 
that are responsible for drug resistance. The most well known example is membrane 
bound P-glycoprotein (P-gp), a drug efflux protein on the cell membrane, which 
decreases the intracellular concentration of chemotherapeutic drugs [168–170]. In 
addition, P-gp may be present on the nuclear membrane, which can limit the trans-
port of drugs into the nucleus [171]. Moreover, the drugs that do gain intracellular 
access are often trapped in cytoplasmic vesicles and then degraded, or are external-
ized directly from the cell by exocytosed vesicles [172].

Several strategies exist to overcome P-gp mediated resistance. For example, 
agents that inhibit P-gp, such as verapamil and cyclosporine, are administered si-
multaneously with a cytotoxic drug. It is believed that NPs can evade recognition 
by the P-gp efflux pump by being engulfed in an endosome upon entering the cell, 
resulting in greater drug concentration inside the cell [173]. Therefore, NPs can 
be loaded with both a cytotoxic drug and a P-gp inhibiting agent for simultaneous 
delivery into the cell [174]. Furthermore, ligand-targeted strategies are useful over-
coming P-gp mediated resistance, as the ligands are internalized due to receptor-
mediated endocytosis. For this reason, NPs functionalized with ligands and PEG 
polymers have the potential to deliver elevated drug concentrations to the plasma 
membrane, thereby saturating the plasma membrane and reversing the effects of 
P-gp [169]. A transferrin-conjugated NP loaded with paclitaxel [175] and a folate-
receptor targeted, pH-sensitive polymeric micelle that contained doxorubicin [176] 
were shown to have greater ability to inhibit drug resistance in MCF-7 cells and 
xenografts than their non-targeted counterparts.

Despite novel designs for cancer-targeted NPs, very few NP-based chemothera-
peutics are currently used in the clinic, as current NP technologies fail to universally 
improve the efficacy of a drug. The reasons for this are multifold:

i. Tumor vasculature targeting results in low absolute tumor accumulation of 
the NP (typically < 10 % ID/g) when compared with accumulation in the liver 
(> 20 % ID/g) [161]. It has been widely accepted and proven that the nanoplat-
form’s size, chemical composition, surface charge, and density of PEG and tar-
geting ligands affect its biodistribution and accumulation at the site of interest; 
however, general rules governing the design of NPs for vasculature targeting 
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have yet to described [161]. It has been suggested that a side-by-side compari-
son of in vivo tumor vasculature targeting be conducted with different nano-
platforms of different size, composition, ligand density, etc., as no summary of 
this kind exists in literature [161].

ii. The therapeutic drug is often poorly loaded onto the NP for delivery to the 
tumor, with the drug making up < 5 % of the NPs weight. This runs the risk of 
having the drug concentration be too low to be pharmacologically active upon 
delivery, or the need for NP concentrations to exceed pharmacologically safe 
limits, resulting in unwanted side effects and high toxicity levels.

iii. Drugs encapsulated in NPs, or adsorbed onto their surface, are susceptible to 
being released prematurely or too quickly (termed “burst release”) upon admin-
istration. Consequently, a large portion of the drug is often released before 
reaching its target in the body, which results in lower activity at the tumor, and 
ultimately, can produce greater side effects.

iv. The risk for toxicity and side effects exists with the use of NPs for tumor tar-
geting with imaging agents and therapeutic drugs. Toxicity can result from 
NP introduction into the body by adsorption through the skin, inhalation, and 
ingestion [76]. This can result in the accumulation of NPs in unintended organs, 
potentially causing adverse effects. In addition, NPs may not be cleared from 
the body by hepatic and/or renal pathways at a rate that escapes toxic build-up. 
Similarly, the body must be able to respond quickly enough to dispose of the 
NP in order to evade toxicity and adverse side effects [76]. Moreover, there are 
concerns about toxicities resulting from the NP material itself, such as CdSe and 
CdTe in QDs [9].

Therefore, greater efforts need to be directed towards better and safer technologies 
for optimizing loading capacities and release of challenging therapeutic drugs from 
the different nanoplatforms. In addition, there is a need for improving in vivo target-
ing efficiency in order to determine the optimal conditions for tumor targeting, and 
to decrease the unwanted accumulation of drugs in the RES, thereby improving the 
tumor to liver ratio. Similarly, improved design strategies in order to develop NPs 
with enhanced clearance properties are also required.

Multifunctional NPs have the potential to be an exciting future direction in 
nanomedicine. Important factors include imaging (i.e. single- vs. dual-modality), 
therapy (i.e. single drug or combination of drugs) and targeting (i.e. one or more 
targeting ligands). With each additional NP functionalization, NPs can be used for 
novel applications due to their added capabilities.

NPs that carry multiple contrast moieties already exist and are currently being 
employed as multimodality imaging agents using different modalities for efficient 
signal enhancement or for comparing in vivo to ex vivo specimens. In addition, NPs 
can be designed to use a single platform to combine therapeutics and imaging for 
personalized patient management (“Nanotheranostics”) [177], such that a single NP 
may be capable of identifying and targeting cancerous cells by way of a specific 
targeting ligand on its exterior, visualizing their location in the body in real-time, 
delivering chemotherapeutic drugs in a controlled manner with minimal adverse 
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side effect, and finally, monitoring the treatment in real-time. Some nanoplatforms 
that have intrinsic imaging capabilities, such as IONPs, gold NPs and QDs, can be 
advantageous in developing new strategies for multifunctional NPs, as the compo-
sition of the particle itself produces imaging contrast. Similarly, NPs with inher-
ent therapeutic properties may decrease the need for as complex modifications to 
the particle. For example, magnetic NPs (i.e. IONPs, gold NPs, SWNT NPs) have 
thermoablative properties, which can lead to carcinoma destruction when localized 
heat, from sources such as infrared lamps, ultrasound or lasers, is applied [77]. 
Unfortunately, it is difficult to contain the heat in a localized area; however, the 
problem can be avoided with NPs that are designed to absorb NIR light, such as 
that emitted from laser irradiation. When NIR light is absorbed by these NPs, the 
target site increases in temperature from about 40 to 50 °C, potentially resulting in 
irreversible selective cellular destruction [178].

Another aspect of multifunctional NPs focuses primarily on the delivery of mul-
tiple therapeutic drugs simultaneously. Most of the NP platforms studied to date, in-
cluding liposomes, micelles, and dendrimers, are incapable of loading and releasing 
multiple drugs due to the complexities of ratiometric delivery and synchronized re-
lease of multiple drugs from a single NP scaffold [179–182]. Liao et al. successfully 
synthesized the first example of a NP platform that is capable of controlled loading 
and synchronized release of precise molar ratios of three chemotherapeutic drugs, 
doxorubicin, camptotheticin, and cisplatin [183]. In delivering multiple drugs si-
multaneously, it is important to consider the toxicity profiles of the individual drugs, 
in order that the drugs do not adversely interact with one another. These three drugs 
were chosen because their toxicity profiles do not overlap with one another [184, 
185]. In this study, they present a novel strategy wherein convergent methods were 
applied for the synthesis of the NP platform, such that the drug molecules are used 
as building blocks for the particle itself. In doing so, complexities that arise from 
drug conjugation and encapsulation reactions are eliminated. In addition, it was 
believed that the concentration of each drug at (or near) the maximum tolerated 
dose would lead to maximum therapeutic index. The study demonstrated that the 
three-drug-loaded nanoplatform with concentrations of each drug in multiples of 
each drug’s maximum tolerated dose successfully outperformed their one- and two-
drug-loaded NP counterparts in vitro with ovarian cancer cells [183]. Although in 
vivo studies have yet to be performed, the approach carried out in this study is not 
believed to be limited by the number and ratio of molecular species that could be 
built into particles. As a result, this first example of triplex drug delivery provides 
the framework for future combination drug studies. Combining this approach to 
drug delivery along with a cancer specific targeting mechanism would fully utilize 
the capabilities of the NP platform and has great potential for targeted anti-cancer 
therapeutics.

Nanomedicine would also benefit from the use of different nanoplatforms, par-
ticularly those that are already developed in nature. Viral nanoparticles (VNPs) 
are naturally occurring bio-nanomaterials that have recently gained much at-
tention because they offer numerous advantages over synthetic platforms: they 
are made of biocompatible and biodegradable materials; they are derive from  
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bacteriophages and plant or animal viruses, which can be infectious or non-infec-
tious; they are deemed safe for human application; they can be produced quickly 
and in large quantities; they can be modified and functionalized with ligands with 
high specificity and accuracy because their structures are known to atomic resolu-
tion; and finally, functionalization can be carried out by way of genetic engineer-
ing and chemical bioconjugation, resulting in relatively flexible construction [186, 
187]. VNPs derived from plant viruses and bacteriophages are of particular interest 
because they are the least pathogenic in humans, and therefore, are believed to pro-
duce less adverse side effects [186].

Efficient therapy requires that the drug is able to avoid interaction with normal 
cells, and that it accumulates in the tumor. Targeted NPs have been shown to have 
affinity for particular receptors in diseased tissue, and therefore, reduced accumula-
tion in nontargeted tissue. Cowpea mosaic virus (CPMV) is a plant-derived VNP 
that has a natural affinity for and is internalized by mammalian endothelial cells 
in vivo [188]. Animal toxicity studies have revealed that CPMV show no clinical 
symptoms, and therefore, can be applied in therapeutic drug delivery [189]. Studies 
have shown that CPMV possess a lysine residue with enhanced reactivity in each 
asymmetric unit [190] (Fig. 10.4).

Steinmetz et al. synthesized and characterized a novel multifunctional VNP using 
CPMV for the detection and visualization of human prostate cancer. In this study, 
CPMV was modified to display the targeting peptide bombesin, PEG polymers, and 
the NIR dye Alexa Fluor 647 (AF647) for specific targeting and imaging of GRP re-
ceptors, which are over-expressed in prostate cancer [187]. Unlike previous studies 
of this kind, the bombesin peptide was attached at the outer ends of the PEG chains, 
distal to the VNP core. It was found that the inclusion of the hydrophilic PEG linker 
in the hydrophobic bombesin peptide increased the solubility of the particle, and 
improved its stability, without resulting in aggregation. The CPMV-PEG-bombesin 

Fig. 10. 4  a Molecular model of CPMV nanoparticle generated by the VIPER website from pro-
tein data bank file 1NY7. Lys sidechains are highlighted in red. Image was created with Jmol. b A 
closer view of a Lys-rich region. Lys residues are shown as ‘Ball and stick’ and colored by Atoms. 
Image was created with Ds 3.5 client
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targeted particle was shown to accumulate in a human PC-3 tumor model, and its 
uptake in the tumor was visualized and quantified in real-time [187]. In addition, the 
targeted particle demonstrated more uniform uptake throughout the tumor and was 
retained at significantly higher levels in the tumor as compared with its nontargeted 
analogue (CPMV-PEG) [187].

The versatility of NPs and their applications in nanomedicine make for promis-
ing tools in the medical world. The combination of their applications in nanoscale 
drug delivery systems and the development of nanoscale imaging indicates that the 
potential exists for future multifunctional, multivalent nanoplatforms that can be 
used in personalized oncology. Furthermore, there is the possibility of new nano-
platforms that can be applied for simultaneous in vivo imaging and treatment of the 
disease. While nanomedicine still requires a great deal of maturation before it can 
be routinely applied in a clinical setting, considerable progress has already been 
made with respect to cancer research, and therefore, the use of different NPs in 
individualized cancer treatment may soon become an exciting reality.
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